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Decay of covariances, uniqueness of ergodic component and scaling
limit for a class of V¢ systems with non-convex potential

Codina Cotar *fand Jean-Dominique Deuschel®

March 12, 2009

Abstract

We consider a gradient interface model on the lattice with interaction potential which is a non-
convex perturbation of a convex potential. Using a technique which decouples the neighboring
vertices sites into even and odd vertices, we show for a class of non-convex potentials: the
uniqueness of ergodic component for V¢- Gibbs measures, the decay of covariances, the scaling
limit and the strict convexity of the surface tension.
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1 Introduction

Phase separation in RT! can be described by effective interface models. In this setting we ignore
overhangs and for 2 € Z%, we denote by ¢(x) € R the height of the interface above or below the site
z. Let A be a finite set in Z¢ with boundary

d
ON :={x ¢ A, ||lx —y|| =1 for some y € A}, where ||z — y||= Z |zi — vl (1)
i=1
and with given boundary condition 1 such that ¢(z) = ¥(x) for z € OA. Let A := AU OIA and let
doa =[] en do(x) be the Lebesgue measure over RA. For a finite region A C Z4, the finite Gibbs
measure ij on RZ with boundary condition 1 for the field of height variables (¢(2))peza over A is
defined by

{(06) = — exp { ~BHY(O)} dondi(ddzn). with Z{ = [ exp{=BHY(®)} dondi(ddza)
A

(2)
where 0y (dgza\n) = [lieza\a Op() (dé(@)); V}f is characterized by the inverse temperature 3 > 0

and the Hamiltonian HX} on A, which we assume to be of gradient type:

H{@) =Y Y UVig(a)), (3)
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where

I={-d,—d+1,...,-1,1,2,...,d}

and where we introduced for each z € Z% and each i € I, the discrete gradient

Vig(z) = o(x +e;) — ¢(x),

that is, the interaction depends only on the differences of neighboring heights. Note that e;,7 =
1,2,...d denote the unit vectors and e_; = —e;. We thus have a massless model with a continuous
symmetry. U € C?(R) is a function with quadratic growth at infinity:

Umn)>An>-B, neR (4)

for some A > 0, B € R. Our state space RZ? being unbounded, such models are facing delocalization
in lower dimensions d = 1, 2, and no infinite Gibbs state exists in these dimensions. Instead of looking
at the Gibbs measures of the (¢(x)),cz¢, Funaki and Spohn proposed to consider the distribution
of the gradients (V;$(z));c; ,eze under v (see Definition 2 below) in the so-called gradient Gibbs
measures, which in view of the Hamiltonian (3)), can also be given in terms of a Dobrushin-Landford-
Ruelle description.

Assuming strict convexity of U:

0<C <U"<Cy <0 (5)

Funaki and Spohn showed in [14], the existence and uniqueness of ergodic gradient Gibbs measures
for every tilt u € R?, see also Sheffield [21I]. Moreover, they also proved that the corresponding free
energy, or surface tension, o € C''(RY) is convex. Both results are essential for the derivation of the
hydrodynamical limit of the Ginzburg Landau model.

In fact under the strict convexity assumption (B) of U, much is known for the gradient field. At
large scales it behaves much like the harmonic crystal or gradient free fields which is a Gaussian
field with quadratic U. In particular Naddaf and Spencer [20] showed that the rescaled gradient
field converges weakly as ¢ \, 0 to a continuous homogeneous Gaussian field, that is

=237 Y (Vid(@) —w)filew) = N(O,05(f)) as e =0,  feCFRLRY

rec7d i€l

where the convergence takes place under ergodic v with tilt u (see also Giacomin et al. [I6] and
Biskup and Spohn [3] for similar results). This scaling limit theorem derived at standard scaling
€¥/2is far from trivial, since, as shown in Delmotte and Deuschel [8], the gradient field has slowly
decaying, non absolutely summable covariances, of the algebraic order

C

|covy, (Vig(z), Vio(y))| ~ 1+ lz —y|d

(6)
The aim of this paper is to relax the strict convexity assumption (B&)). Our potential is of the form
U(Vid(z)) = V(Vid(x)) + g(Vid(z))

where V, g € C?(R) are such that
Ci<V"<Cy, 0<Cy <0y and —Cy<g” <0, with Cyp > Cy (7)

and
lg” HLl <ooor g ”L2(R <ocor g ”Ll(R < 0. (8)

(For the case of a non-convex perturbation g with compact support, see Remark 24]).
Our main result shows that if the inverse temperature § is sufficiently small, that is if:

\/7”9 21wy < 202\/— 9)




or

C 3/2
(5)1/4"9//"L2(R) < 2(6‘(2)13% (10)
or 3/2
341 1 (C1) 1

then the results known in the strict convex case hold. In particular we have uniqueness of the ergodic
component at every tilt u € R?, strict convexity of the surface tension, scaling limit theorem and
decay of covariances. As stated above, the hydrodynamical limit for the corresponding Ginzburg-
Landau model, should then essentially follow from these results.

Note that uniqueness of the ergodic measures is not true at any [ for this type of models:
Biskup and Kotecky give an example of non convex U which can be described as the mixture of
two Gaussians with two different variances, where two ergodic gradient Gibbs measures coexists at
u = 0 tilt, cf. Biskup and Kotecky [2] (see also Figure 4: Example (a) below). For similar results for
discrete models, see [I2]. The situation at lower temperature (i.e. large () is again quite different:
using renormalization group techniques, Adams et al. show the strict convexity for small tilt u, cf.
.

In a previous paper with S. Mueller, cf. [7], we have proved strict convexity of the surface tension
for moderate (3 in a regime similar to ([@). The method used in [7], based on two scale decomposition
of the free field, gives less sharp estimates for the temperature, however it is more general and
could be applied to non bipartite graphs. In this paper we use a different technique, which relies
on the bipartite property of our model. We consider the distribution of the even gradient (that is
of ¢(y) — ¢(x) where both x,y are even): which is again a gradient field and show that under the
condition (@), that the resulting Hamiltonian is strictly convex. The main idea, similar to [7], is that
convexity can be gained via integration (see also Brascamp et al. [5] for previous use of the even/odd
representation). In fact we show more: the Hamiltonian associated to the even variables admits an
random walk representation, cf. Helffer and Sjostrand [I7] or Deuschel [10], which is the key tool
in deriving covariance estimates such as (@) and scaling limit theorems. The other ingredient is the
fact, that given the even gradients, the conditional law of the odd variables is simply a product law.
Of course this is a special feature of our bipartite model, in particular it would be quite challenging
to iterate the procedure, a scheme which could possibly lower the temperature towards the transition
B.. Note that iterating the scheme is an interesting open problem.

The rest of the paper is presented as follows: in Section 2 we define the model and recall
the definition of gradient Gibbs measures. Section 3 presents the odd/even characterization of the
gradient field, in particular our main result, Theorem 10, shows that the random walk representation
holds for the even sites under the condition (5). Section 3 also presents a few examples, in particular
we show that our criteria gets very close to the Biskup-Kotecky transition, cf. example 3.3.2. In
section 4, we give a proof of the uniqueness of the ergodic component. In view of the product law for
conditional distribution of the odd sites given the even gradient, this follows immediately from the
uniqueness of the even gradient ergodic measures. Here we adapt the dynamical coupling argument
of [14] to our situation. Section 5 deals with the decay of covariances, the proof is based on the
random walk representation for the even sites which allows us to use the result of [§]. Section 6
shows the scaling limit theorem, here again we focus on the even variables and apply the random
walk representation idea of [16]. Finally section 7 proves the strict convexity of the surface tension,
or free energy, which follows from the convexity of the Hamiltonian for the even gradient. We also
show a few useful equalities dealing with the derivative of o, since they play an important role for
the hydrodynamic limits of the Ginzburg Landau model.



2 General Definitions and Notations

2.1 ¢-Gibbs Measures
For A C Z%, we shall denote by F4 the o-field generated of RZ' generated by {¢(z) : # € A}.

Definition 1 The probability measure v € P(de) is called a Gibbs measure for the ¢-field (¢-Gibbs
measure for short), if its conditional probability of Fae satisfies the DLR equation

v(|Fae)W) =i (), v —ae. v,
for every finite A C Z°.

It is known that the ¢-Gibbs measures exist under condition (@) when the dimension d > 3,
but not for d = 1,2, where the field "delocalizes” as A Z¢, c.f. [I3]. An infinite volume limit
(thermodynamic limit) for I/K) and A /' Z% exists only when d > 3.

2.2 V¢—Gibbs Measures
2.2.1 Notation on Z¢

Let (Z4)* = {b = (xp,%) | 2o,yp € Z% ||2p — yp| = 1,b directed from z; to yp}; note that each
undirected bond appears twice in (Z%)*. Let A* := (Z9)* N (A x A), OA* == {b = (zp, 1) | 3 €
ZE\ A, yp € A, ||lzp — ]| = 1} and A* := {b = (xp,9) € (ZD)* | 2, € A or y, € A}.

The height variables ¢ = {¢(z);2 € Z?} on Z? automatically determines a field of height
differences V¢ = {V¢(b);b € (Z4)*}. One can therefore consider the distribution p of V¢-field
under the ¢-Gibbs measure pu. We shall call p the V¢-Gibbs measure. In fact, it is possible to
define the V¢-Gibbs measures directly by means of the DLR equations and, in this sense, V¢-Gibbs
measures exist for all dimensions d > 1.

A sequence of bonds C = {b(l),b(2), e ,b(”)} is called a chain connecting y and z, z,y € Z2,
if yp, = v, 2500 = Ypurn for 1 <7 < n —1 and xym) = x. The chain is called a closed loop if
ZTym) = Y. A plaquette is a closed loop A = {6 52 B3 pH} such that {zpw,1 =1,...,4}
consists of 4 different points.

The field n = {n(b)} € RZD" is said to satisfy the plaquette condition if

n(b) = —n(=b) for all b € (Z%)* and Z n(b) = 0 for all plaquettes A in Z¢, (12)
be A

where —b denotes the reversed bond of b. Let x be the set of all n € R which satisfy the
plaquette condition and let L2, 7 > 0 be the set of all € R(Z)" guch that

nfz =Y In)Pe "l < o
be(Z4)*

We denote x, = x N L2 equipped with the norm | - |,. For ¢ = (¢(2)),cz¢ and b € (Z%)*, we define
the height differences n?(b) := V(b) = ¢(y) — ¢(xp). Then Vo = {V¢(b)} satisfies the plaquette

condition. Conversely, the heights ¢™¢(0) ¢ RZ* can be constructed from height differences 1 and
the height variable ¢(0) at z =0 as

90O () ==y n(b) + ¢(0), (13)

beCo,x

where Cp , is an arbitrary chain connecting 0 and . Note that ¢"7?(?) is well-defined if n = {n(b)} € x.



2.2.2 Definition of V¢-Gibbs measures

We next define the finite volume V¢-Gibbs measures. For every £ € x and finite A C Z? the space
of all possible configurations of height differences on A* for given boundary condition £ is defined as

Xxze = {1 = (1(0))yex=in vV € € X},
where 7V ¢ € y is determined by (n V &)(b) = n(b) for b € A* and = £(b) for b & A*.

Remark 2 Note that Xz is an affine space such that dim x5z, = |A| (at least when Z3\ A is

connected). Indeed, fixing a point zog ¢ A, we consider the map Jj : Xpee 2 ¢ = {#(x)} € RA
defined by

o(x)= Y (vED)

bECacO,;c

for a chain C, , connecting xo and x € A. Jy is then well-defined and diffeomorphic.

The finite volume YV ¢-Gibbs measure in A (or more precisely, in A*) with boundary condition & is
defined by

1 p
pae(dn) = ——exp ¢ =2 > U@D) ¢ diag € Plxgs ),
AL beA*
where dnp ¢ denotes a uniform measure on the affine space XA ¢ and Zj ¢ is the normalization

constant. Let P(x) be the set of all probability measures on x and let P5(x) be those u € P(x)
satisfying E*[|n(b)|?] < oo for each b € (Z9)*.

Remark 3 For every ¢ € y and a € R, let 1) = ¢ be defined by (I3]) and consider the measure %e
Then pp ¢ is the image measure of Vx under the map J} : {&(z)}zen — {n(b) := V(pVe))(b)}, b € A*.

Note that the image measure is determined only by § arﬁ is independent of the choice of a. Similarly,
let J'p i {p(x)}eza — {n(b)}vey = V(o VY)(b), b € A* and = Vi(b) otherwise.

Definition 4 The probability measure p € P(x) is called a Gibbs measure for the height differences
(V ¢-Gibbs measure for short), if it satisfies the DLR equation

:u( ’ |f(zd)*\ﬁ)(£) = ,UA,g(‘), W — a.e. &,
for every finite A C Z%, where f(zd)*\F stands for the o-field of x generated by {n(b);b € (Z3)*\ A*}.
We will define by

G(H) :={pn € Pa(x) : p is V¢ — Gibbs measure such that us ¢ has Hamiltonian Hf\}

3 Even/Odd Representation

3.1 Notation on the Even Subset of Z¢

As Z% is a bipartite graph, we will label the vertices of Z¢ as even and odd vertices, such that every
even vertex has only odd nearest neighbor vertices and vice-versa. Let £ := {a = (a1, as,...,aq) €
74 | Z?Zlai =2p,p €2}, 04 :={a = (a1,as,...,aq) € Z¢ | Z?Zlai =2p+1,p€Z} and 0% :=
ONA. Let A¢ C £ finite. We will next define the bonds in £ in a similar fashion to the definitions
for bonds on Z4. Let (£%)* := {b = (xp, ) | zp,yp € EL, ||lzp — vp|| = 2,b directed from z to yp},
(A8) = (E9) 1 (A€ x AF), (AEY" = {b = (zpu) € (€D | 2, € A or y, € AT} D(AS)* := {b=
(zo, ) | 2o € EL\AE gy € AS, |z — pl| = 2}, 07 A® == {y € A® | y =y, for some b € (A®)*} and
ONE = {y ¢ A® | y =y, for some b € H(A®)*}.




Figure 1: The bonds of 0 in £2

An even plaquette is a closed loop A = {b() b2 . b)Y where b)) € (£4)*, n € {3,4}, such
that {z,),i = 1,...,n} consists of n different points in £2. The field n = {n(b)} € RED" s said to
satisfy the even plaquette condition if

n(b) = —n(—b) for all b € (£4)* and Z n(b) = 0 for all even plaquettes in £%. (14)
be Af

Let x¢ be the set of all n € RED” which satisfy the even plaquette condition. For each b = (xp,yp) €
(£%)* we define the even height differences 1 (b) := V€¢(b) = ¢(yp) — ¢(x). The heights 1" 9(0)
can be constructed from the height differences 7¢ and the height variable ¢(0) at a = 0 as

¢ O (a) == 3" 9°(b) + 6(0), (15)

beCs ,

where a € £% and C’Og is an arbitrary path in £% connecting 0 and a. Note that ¢7¢© (a) is well-
&

defined if n° = {n°(b)} € x*. We also define x¢ snnllarly as we define Xr Ason Z4, let P(X ) be the
set of all probability measures on x¢ and let Py(x) be those p € P(x%) satisfying E*[|n (b)[%] <
for each b € (£9)*.

Remark 5 Let n € x. Using the plaquette condition property of n, we will define N|(gd)* from n
thus: ifby = (v,7+¢;), by = (z+e;,7) and b° = (z+e¢;, v+¢;), we define N)(Ed)* - (b° )—n(b1)+77(b2)
Note that 1)gay- € x¢ for Njeay- thus defined.

3.2 Definition of V¢¢-Gibbs measures
For every ¢ € x¢ and finite A® C €% the space of all possible configurations of height differences on
(A€)* for given boundary condition &€ is defined as

((g v g€ ={n° =" ))bEW;ng vEE e xfy,

where 7 v €€ € X% is determined by (7 V £%)(b) = n¢(b) for b € (Af)* and = £8(b) for b & (AS)*.
The ¢*-Gibbs measure v® and the V€¢-Gibbs measure u® can be defined similarly to the

¢-Gibbs measure and the V¢-Gibbs measure in Subsections 2.1 and 2.2.2.
Remark 6 Note that y& = |A?] (at least when

9—>¢5:

(A€ e is an affine space such that dim X(Af)

£\ A¢ is connected). Indeed, fixing a point 2o ¢ A, we consider the map K e :
{¢(z)} € RA defined by

E
XAy e

@)= > (FVEHD)

bECag.a

for a chain C , connecting g and x € A. K¢ is then well-defined and diffeomorphic. Similarly,
let Kpe X5 = 6 = {0(0)} € RE = Tpe, (0 VED)B).m € Xoygy o and = ¢ () similarly
defined as in (IH) otherwise.



Remark 7 For every ¢ € x¢ and a € R, let ¢¢ = qugﬂ be defined by (I&]) and consider the
measure 1/(25) ¢- Then u(25) ¢ is the image measure of 1/(25) e

AE A& A
{nf(b) := VE(¢f v ) (D)}, b € (AE)*. Note that the image measure is determined only by £ and
is independent of the choice of a.

under the map K¢ : {¢(2)},cpe —

3.3 Restriction of a V¢-Gibbs measure to £¢
Let 9(1& ::(¢($ +‘€1),---,¢($ +‘€d),¢($ —-61),...,¢(17—‘€d)) and’¢g ::(¢(x))x€5d' (16)
Definition 8 Let A® be a finite set in E. We define a finite set Aye C Z% associated to A as

follows: if x € A%, then x € Aye and x+e; € Aye for alli € I. Note that by definition, OA e = ONE
(see Figures 2 and 3).

Lemma 9 Let v be a ¢-Gibbs measure with finite Gibbs measure I/K), with Hamiltonian H}f as in

@). Then v|ga :=v? € P(Rgd) is a ¢-Gibbs measure with finite Gibbs measure 1//(\25) pes such that
1/1(\25) v has Hamiltonian H[(é) Ve where
HE (¢5) =Y Fu(0()), with Fy(0(x)) = —log /]R e 20 Eier UVid(e)) 4 () (17)
xEOXAS
and F, are functions of the even gradients (see Remark [I1]).
PrOOF. Let Fra =0 ((b(ac),x € Zd> and Fga :=0 (qﬁ(z),w € 5d) .

Set
Ho(9) =) U(Vig(x)).
el
To prove the statement of the lemma, we will use the fact that v is a Gibbs measure, which means
that for all A finite sets in Z? and for all A € F,4 we have

V(AIFr )W) = uz”(A):; /A eI ) 405, (A ), (18)
A

where 6y (ddzan) = [1,eza\a Ou(x) (dé(x)). Note first that (cf @)

HY(9) = Hy(6) =2 Y Hi(9).

z€EA xe@i

Figure 2: The graph of A® Figure 3: The graph of A,e



Let A€ be a finite set in £%; we define Oy (ddgaype) = ergd\Ag Oy(a)(dp(z)) . Let A € Fga C Fya,
dppre = [l ene do(z) and d¢o;{ = Hme@j‘( d¢(z). Then, by integrating out the odd height
AE AE

variables and due to (I8) and OA e = OA®, we have for every 1) € RZ such that Yga = e

1 ~BHY . (9)
v (A) = Ey(LalF o) (¥) = s La(g)e a8 doy, Oy (ddgan )
Aje
- 2 /R i 1ald)e I ddoy | dppedy(dpgza p)
Aye
[0 ( [ e e a0 ) doneduldonnn. )
_ A £
Z}\Z)As RAE R Aag 07‘,\8 AZTY ZAA e
1 _
= 2 /R o) 1 ( /[R e 2HA?) d¢<x>> d e by (ddeape)
Aye er;{Ag
1 —Y,cod  Fiozter),...d(z—ea))
o A [T II ¢ +e)du(dosnne)
Aye A i€l ze0f
2
= 2 e(4), (19)
where Zw =7 wg is the normalizing constant and A€ and Od are the restrictions of A e to the
AE A

set of the ¢ evens, respectively of the odds . It follows from formula (@) that E, (14 F (A c)e) € Fae)e-
Since for every A® C £% we have that Fagye C f(AAg)c we have by using (I9]) that for every A € Fea
DA Fper)(WF) = V(AIFney) () = By (Bo(LalFin o) Faeye ) (6°)
2)
= B, (va,e (1Fpe)e ) (0F) = v e (A).
Therefore v|cq satisfies the DLR equations. O
Remark 10 Note that the new Hamiltonian H? depends on 8 through the functions F.

Remark 11 Note that for any constant Cyg = (C,C,...,C) € R?*?, by using the change of variables
¢(z) — ¢(x) + C in the integral formula for F, in (IT), we have

F.(0(x)) = Fp(0(x) + Coq).
In particular, this means that for any i € I

Fo(0(2)) = Fe(¢(z + e1) — oz +€i),..., ¢(x — ea) — oz + €:)). (20)

Therefore we are still dealing with a gradient system, even though this is no longer a two-body
gradient system. F, and consequently H® | are functions of the even height differences by ([20)) and

@.

Lemma 12 Let G be a Fya-measurable and bounded function. Then for all Gibbs measures v and
all Y € }de, we have

E, (G|Fea) (¥) = ¢) [ v¥(de(x))dy(dpga), with 5y(dea) = [ Spw)! (21)

Zd
R zeO? ze&d

e 28 icr U (z+e;)—o(2)) z _ ) ste ) —o(x
v (o) = a2 and Z(0(x)) = fy e e V)70 dg ().




PRrooF. Using a standard argument, it is enough to consider G with finite support. From the DLR
equations for v, we have

E, (G|fzd\@%)( :/ ¢) I v¥(dé(@))dy(dégaoa), with OF = {z € 0% [lz]| < n}.
ze0d

Since de\OdH C Fpa\pa for all n € N and N32 1 Fza\pa = Fga, we have by the convergence of
conditional expectations

E, (G|Fed) (¢) = lim B, (Gl Fzn0p ) -

Let us denote by PY € P(de) the measure defined by

/ IT v (de(2))6y (dpra0a) = ®pcoavd @penn ot Sy (dd(x)).

zeOg
Then by the Kolmogorov’s extension of measures for infinite product measures, v € P(RZd) defined

by
/ H vy (de(x))dy(ddea)

oL

is the unique extension of P, such that P,(A) = v(pr;'(A)), with pr(¢) := ¢’ € RZ* such that
#'(r) = ¢(x), if v € O and ¢'(z) = (x) otherwise. We also have lim,, .o, P,(A) = v(A). The
claim follows. O

We will define by

GE(H) = {u® e P,(x%) : u? is V€¢ — Gibbs measure such that ufg)’wg has Hamiltonian Hj(\Zg)’wg}.

Lemma 13 Let p € G(H). Then pfgay := € GE(H®), where H?) is defined as in [T7).

PROOF. Let Figay =0 <77(b),b c (Zd)*> and Fieay. =0 (ng(b),b € (5d)*> :

Fixing a € R, for all A finite sets in Z? with Z¢ \ A connected and for all A € F(zay-, we have by
Remark [ that

png(A) =E,(LaoJ'y), with ¢ given by (T3). (22)
For all B € Fga and A finite sets in £ with £\ A¢ connected, we have by Remark
W2 ,e(B)=E J2 _(1po Ky), with £(b) = VEu(b), be x*. (23)
HAE e

Let A® be a finite set in £ and let A € Feays C F(zay-; then since p € G(H), by using Lemma [
(22)) and (23), we have for every § € x such that §ga) = ¢¢ € x¢ (recall Remark [5])

7 7 > 2
e ) = B g (Lo T'0) =By (Lao () o) =By (4o () pyoRine) = il e ()
(24)

where for the last equality we used the fact that (j’ )‘gd o Kye = Id. Tt follows from (24)) that

O (AIF gay 157 )(E) = MAIF gy o) (65) = B (Eu (AF a7 ) gz ) (€°)
- NE&%&S (A)

O



Remark 14 Let v be a ¢-Gibbs measure as in Lemma [J and let G be a F(zq).-measurable and
bounded function. Then in view of Lemma 2 and Remark [, E, (G|F¢a) is F(gay--measurable and

E, (G|Fed) = E, <G|f(gd)*) .

Lemma 15 Let G be a F(za)--measurable and bounded function. Then for all p € G(H) and all
& € x, we have

B, (GlFen) € = [, G(v0) T] v2(do(w)suldses) (25)

zeOd

where V¥ have been defined in LemmaI2 and 1 is given by (I3).

PROOF. First note that for A = {z} € O%, from the DLR conditions for y we have (- ]f Ve =)&) =

fa(). Note now that Fga). = ﬂxeodf(zd)*\m*ﬁm € 04. Then for arbitrary z € O¢

B (GINceos zayoy7) = BulBulClF ga)\ oy )INecos F gayay) = Bu(B, (G)Neot F gay i)

where Eug (G) is f(Zd)*\m*—measurable. Repeating the above reasoning for all z € OZ and noting

the fact that Eg ey ) (G) 18 Nyeod f(zd)*\m*-measurable, it follows that

reogHo6® e zaye\ (of)+°

/L(| mmeod f( 74 \m*)(g) = ®x€(9glux,§ ®b€(Zd)*\(Fg)* 5&(6) (U(b))

Therefore, by Kolmogorov’s extension theorem applied to product measures

B\ F ey )(©) = (- | Nyeos F iy ) (€) = Dpconting. (26)
The statement of the lemma follows now from (26) and Remark [3l O

Corollary 16 Letl € I be a chosen fized element in I and let G be a Fz4)--measurable and bounded

function. Then for all p € G(H) and all § € x, E, <G|]:(5d)*) can be written as a function of the
even gradients. More precisely

E, <G|f(gd / caveh) T ué! (27)

€4

where ¢! is obtained from ¢ by making in (Z1) for all x € O the change of variables ¢(x) —
o(x) + ¢(x + ¢), that is for alli € I, Vip(x) — ¢z +¢€;) — ¢p(xz + ¢;) — ¢p(x). We defined by
£l 1 _
. (d¢(x)) - Z(V?@( ) eXp( 26§U :c-i-ei,x-i-el)) (;5(1'))) d¢($), (28)

where by e; zte,) 1S the bond (z+e;,x+e;) and which depends only on the even gradients V&, with

Z(Vf@(x)) =Z(p(x+e) —d(x+e),....,0(xr—eq) — plx+e)).

PROOF. The proof is a simple consequence of Lemma [I5] and Remark 141 O



3.4 Random Walk Representation
3.4.1 Definition and Theorems

For i € I, let

; 0
DZF(y:L?“‘7yd7y—17“‘?y—d) = 8y‘F(y17“‘yd7y—17“"y_d)'
7

Definition 17 Let x € O%. We say that F, satisfies the random walk representation, if there
exists ¢, ¢ > 0 such that for alli,j € 1

DYF, = — Z DY FE, and ¢ < —D“F, <& fori# j.
JELj#i
The main result of this section is:

Theorem 18 (Random Walk Representation) Let U € C?*(R) be such that it satisfies {f)). We also
assume that V,g € C*(R) satisfy (7). Then, if

Vol < o (29)

there exists ¢,é > 0 such that for all x € O%, F, satisfies the random walk representation.
Lemma 19 Suppose x € O%. Then for all j € I, we have

DIF,( — Y D'F.(0(x)), DMEF( — Y DYF( (30)
1€1,i#j i€1,i#£j

and for alli € 1,1 # j
D" F,(0(z)) = —4B3%cov,, (U'(Vip(z)),U'(V;é(z))), (31)

where v, have been defined in LemmalI2 and E,,, and cov,, are respectively the expectation and the
covariance with respect to the measure v,.

PRrROOF. For all j € I, from (20) we have
0

DIF,(6(x)) = WFM@: +e1) —o(x +¢),...,9(x —eq) — bz +¢;))
= - g;ﬁj DiFy(p(x+e1) — dp(x +¢5), ..., 0(x —eq) — dplx+e¢5))  (32)
and for i # j
DROW) = s Falola+ ) = 0o+, 0o — ) = 0Lz + )
= D'Fp(p(x+e1) —dlx+e)),....,0(x —eq) — oz + ¢€j)). (33)

It follows now from ([B2) and [B3) that
DI Fy( - Y DR, (34)
i€l it]
By differentiating with respect to ¢(z + e;) and ¢(z + e;) in Fy, we have for for all i,j € I,i # j
D" Fy(6(2)) = —46%covy, (U'(Vig(2)),U'(V;6())) - (35)
The second assertion in ([B0) follows now immediately from (B34 and (B3)). O

The following lemma is elementary to prove by using Taylor expansion and will be needed for
the proof of Theorem



Lemma 20 (Representation of Covariances)
Let k € N. For all L?>-functions F,G € C'(R¥;R), with bounded partial derivatives and for all
measures v € P(R*) such that ¢ € L?(v) and with bounded derivatives, we have

cov,(F,G) = %// [F(¢) — F()][G(¢) — G(ap)] v(de)v(dap)
- % / / (6 — ) - DF(¢,9)] [(¢ — ¥) - DG (¢, )] v(d)v(de))

where we denote by

1 1
DF(¢,4) = /0 DF (4 + (¢ — ) dt, DG(6, 1) := /0 DG (i) + 5(6 — ) ds

and by
DF($) := (DlF(¢), o ,DkF(qS)) :

Proof of Theorem [18] It follows from Definition [ and Lemma [I9 that, in order to prove that
the random walk representation holds for F,., all we need is to show that there exist ¢, ¢, > 0 such
that

a < covy, (U'(Vig(2)),U'(Vio(x))) < cu.

We have U =V + g, where C; < V" < (5. Then using Lemma 20 for V'(V;¢(z)) and V'(V;¢(x)),
we see that

0 < Civary, (6(z)) < Creovy, (6(x), V!(V;6(2))) < covy, (V' (Vig()), V/(V6(2)))
< Cycovy, (¢(x), V(V (). (36)

Since ¢” < 0, we have

covy, (9'(Vid (@), 9'(V;(2))) = covy, (=g (Vid(@)), —¢'(V;0(2))),

and we can use Lemma to obtain
0 < covy, (¢'(Vid(x)), ¢ (V;9(x))) < Cgvary, (6(x)). (37)

By using Lemma R0l for cov,,, (V' (Vié(x)), ¢'(V;¢(x))) and similarly for cov,, (V'(V;o(x)), ¢’ (Vid(x))),
we have

— Cocovy, (6(2), V(V;é(2))) < covy, (V'(V;6(2)), 4 (Vie())) <0, (38)

From (3@), (7) and (38)), it follows that to find an upper bound for cov,,, (U'(V;¢(x)), U’ (V;¢(z))),
we need to find an upper bound for cov,, (¢(x)),V'(V,¢(x))) and for var,, (¢(x)); to find a lower
bound, we need to find a lower bound for cov,, (¢(x)), V'(V,¢(z))) and cov,, (¢ (Vié(x)), V'(V;o(x))).
Note now that from (36]), we have

covy, ((z), V'(V;d(z))) < 2dC’ ——Cov,, <V’ (Vjo(z ZV' Vid(x > (39)
il
Using integration by parts, we have
cov,, Z VI(Vig(x) | = ZE,, (V"(Vjo(x)))
i€l ﬁ

— covy, (V’(Vj¢(x)),Zg’(v,~¢(x))> - (40)

el



By using the Cauchy-Schwarz inequality and (36]), we have

0 < —covy, (V'(V;6(2)),¢'(Vid(x))) < \/Vé\ruz(V’(VM(w)))\/Varuz (' (Vig(x)))

< \/C'gcov,,z(qb( ), VI(V;6()))/vary, (¢ (Vid(x))) (41)
Then we estimate var,, (¢'(Vi¢(z))) by applying Lemma 20 to get
vary, (' (Vig(r)))
1 2

= 3 [[ 0w —v@)? | [ " 0e) — oto + )+ t(0) ~ (e | wadopvian)
o(x)—p(x+e;) 2 1

- 5// [ / g (s) ds] ve(d9)e () < 21" s - (42)
Y(x)—p(x+e;)

where for the second equality we made the change of variable s = () — ¢(x +€;) + t(p(x) — (z)).
From (39)), {0) and [@2]), we now get the upper bound

/ ) C2 \/C_2
covy, (¢(2), VI(Vj¢(2))) < 5 TG

19”111y 0V (6(2), V/(T (), (43)

from which we get

2
cov,, (6(a). V/(V;0(x)) < <2g1|| 7 looe) + 5[ 7ello W + dg’g) (a4)

Also, by using ([B6]), we get from (44

2
1 Gy " 02 2
< — " = o

var,, (6(@) < & (2 Yl ey + 5 3o 191y + 255 ) =0

The upper bound now follows from B8], 1), [@4) and {@H). To find a lower bound, note now that
from (Bl we get

(45)

covs, (6(2). V(Y 10(0))) = 5ccovs, (V(vm(:c»,ZV/(vm(x))) .

iel

By using ([@0) and (B8], we get

o, (), V/(V50(0) = 5o (46)
From (35), @), @) and @), we get
covy, (U'(Vig(x)), U'(V;(2)))
> \fo0n,.(6(), VIT,0(0)) | C1yfoov (). V(T 3000) ~ VERTES s
(47)
The lower bound now follows from (@B) and (@7). O

Remark 21 In order to get the random walk representation, the condition (29)) is not unique. The
condition can be replaced by other conditions on the perturbation g by estimating the bound on
covy, (V'(Vig(2)), g (Vjé(x))) by a different method. For example



e To prove ([I0), we use the Cauchy-Schwartz inequality and (3G])

[covi,, (V!(Vid(#)), ' (Vj6(2)]| < vvan, (VI(Vid(a)y/varn, (g (V6(x)))
< V/Crcon,, (6(2), VI(Vid(@)) vas, (¢ (V;6(x)).

But
var, (¢ (V;6/(x))
1 2
= 5 [[ e - v [ /0 §" () + H(d() — () — Bz + ;) dt] va(d)va(d)
1 2
< // /0 [0 ((2) + H6(x) — $(x)) — 6(z + €))7 dt wa( dp)w( dp)
da)-dlate)
- // (6(2) — $(z) /w s 1610 s (A ()
< S8 1Bee [ 100 - vl wataoma(av)
< L1 \/ J[ 6@ = v@)?vtaow.(av)

1 / ! 12 ,V/ vz
= 5l gy VVvar, (6(2)) < llg r\%z<R>\/ e ),

where we used Lemma 20| for the first and third equality, Jensen’s inequality for the first and
third inequality and (36]) for the last inequality. The rest of the argument to obtain the bound
in ([I0) follows the same steps as the proof of Theorem

(b) Another possible condition, condition (II), is obtained using the same steps as in the proof of
Theorem [I81 To obtain it, we estimate by yet another different method

IN

Vv, (VI(Vi6(@)/ vary, (¢ (V6(x))
< (@)A1 feovi, (6(2)), VI(Tid @) 19211 ey

[cove, (V!(Vid(x), ' (V;6(2))]

A

where we used the Cauchy-Schwarz inequality for the first inequality, (B6) and Lemma
below, for the second inequality.

Lemma 22 If h € LY(R), then we have

h)| < \/2dBCa||h]| L1 (m)

PRroor. Using integration by parts and Cauchy-Schwartz, we have

i = [ 5 (] 8- s ()
E.” ((H)?) E)? <</_: h(z) dz>2> E.*wu")EY? </:h )

< V2dBCo| R (r)-

Note that we also used property () and integration by parts in the above formula. O

IN



Remark 23 Note that if we consider the case where U is strictly convex such that C; < U” < O,
in view of (B0), (@0) and (43)), the one step integration preserves the strict convexity of the new
Hamiltonian

cf < cov (U/(V¢($)) U/(V'¢($)))< <
2dpCy = Ve (U Vi), UV00)) = 5056,

Remark 24 Note that we can extend the results to the case where we have a perturbation with
compact support (See also Example (b) and the graph below). More precisely, assume that U =
Y + h, where U satisfies @), D1 <Y” < Dy and —Dy < h” < 0 on [a,b] and 0 < h” < D3 on
R\ [a,b], with a,b € R and h"(a) = b’ (b) = 0. Set

9(s) = h(s)1selapyy + [P(D) + 1 (D) (s — b)] 1psspy + [h(a) + ' (a)(s — a)] 1scqy
and
V(s) =Y (s) + h(s)lfsgapy — [2(D) + 1 (D) (s —b)] 1ysspy — [hi(a) + 1 (a)(s — a)] 1gcqy-

Thus, we have V,g € C?(R), with —Dy < h”(s) = ¢"(s) < 0 for s € [a,b] and ¢"(s) = 0 for
s € R\ [a,0] and Dy < V"(s) = Y"(s) + h"(s)1{s¢[ap)y < D2+ D3. Note that this procedure can
also be extended to the case where h” changes sign more than once.

10 .
5__ . ".. )
| et | |
D) 0 2\5
-0 h(s
Y (s

Figure 4: Example of Y and h for Remark

3.4.2 Examples
(a) Let p€ (0,1) and 0 < ko < ky. Let

52 52
U(s) = —log (pe_k12 + (1 —p)e_k22> .
Set a = ],z—z Take p > a~! in order that the potential U is non-convex. If

1
0<B)¥*p1-p*a-DV*< ——
then (II)) is satisfied and the RW representation holds. If § = 1 and k; > ko, the above

condition is equivalent to p < pg, where py =~ W&‘l/ 4. This is close to, for d = 2, the

critical point p., such that 13—26 =qa /4, of [2], where uniqueness of ergodic states is violated
for this example of potential U.

The computations follow. Take
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Figure 5: Example (a) Figure 6: Example (b)
and -
ey p(1 —p)(k1 — k2)*s
g (s)=— — —
ple~(ki—k2)g 4 (1 —p)+ (1 — p)ze( 1—k2) 5
We have -
Ky < V'(3) < phy + (1 — p)ky and — p(%p) < '(s) <0,

where the lower bound inequality for g”(s) follows from the fact that ¢”(s) attains its minimum

for s > ’/k1zkz' Then

2p 2p
Hg,(S)HL2(R) < Tp(/ﬁl — k) YA (@Y 10 (E(kj1 _ k2)1/4(7r)1/4> '

By using condition (1), the RW representation holds.

(b) U(s) = s> +a —log(s®> +a), where 0 <a < 1. Let0 <3< m. Then the RW
%5a

representation holds.

Then, using the notation from Remark B4] take Y'(s) = s and h(s) = —log(s? + a). We have
Y"(s) =2, s0 D1 = Dy = 2; also h/'(s) = 2@822%’ with —2 < 1(s) < 0 for s € [—/a,/d]
and 0 < h(s) < 52 otherwise. Then Cy = 2, C} = 2,Cy = 2+ 52 and ||g"(s)[|1(r) =

By using condition (29]), the RW representation holds.

2
N

4  Uniqueness of ergodic component

In this section, we extend to a class of non-convex potentials, the uniqueness of ergodic component
result, proved for strictly convex potentials in [I4].

We denote by S the class of all shift invariant u € P»(x) which are stationary and by ext S those
u € S which are ergodic with respect to shifts (for definitions of shift-invariance and ergodicity, see
for example page 122 in [I5]). For each u € R%, we denote by (ext S), the family of all u € ext S
such that E, (n(be,)) = u;,i = 1,2...d, where we denoted by b, the bond (e;,0). We will prove
that

Theorem 25 Let U =V +g, where U satisfy () and V and g satisfy (1) and (29). Then for every
u € RY, there exists at most one ergodic and shift-invariant y, € G(H) such that E,, (n(be,)) =
’LLZ',’L' = 1,2...d.

The proof will be done in 2 steps: first, we will prove the uniqueness of ergodic, shift-invariant
Ped = u(z) € QE(H@)) and then we will use this result combined with the properties of the V¢ ¢-
Gibbs measure to extend the result to pu.



4.1 Uniqueness of ergodic component for the even

Let F € C?(R?*;R) be such that for all (aj,as,...,aq,a_1,...,a_q) € R and for all ¢ € R

F(ay,...,aq,a-1,...,a_q) = F(a1+¢,...,aq+c,a_1+¢,...,a_q+c). (48)
Note that from property ([8]), by the same reasoning as in Lemma [[9 we have that for all j € I, (30)
holds. Assume that there exist ¢ > 0 and ¢, > 0 such that for all (a1, as,...,aq,a_1a_g) € R*?
c. < D" F(ay,ay,...,a4,a_1,...,a_q) < c. (49)
Let

L ={F e C*(R*;R) | F satisfies (@8] and @J)}.

The proofs in this section follow very closely the arguments from [I4]. To make the current paper
self-contained, we will sketch proofs for all the theorems in the section. There are three main
ingredients necessary in proving uniqueness of ergodic component for a Hamiltonian satisfying (4S))
and (49)). These steps are: the study of the dynamics of the height variables (which dynamics are
generated by SDE), a coupling argument and the use of the ergodicity.

4.1.1 Dynamics
Suppose the dynamics of the even height variables ¢, = {¢:(a)} € RE! are generated by the SDE

doi(a) = — Z %@Fx(@(w—l—el),...,¢t(x+e_d))dt+\/§th(a), ac&l (50)
x€04,|z—a|=1

where for all z € O F, € £ and {W;(a),a € £%} is a family of independent Brownian motions.
Note that in (B0), for each x € O% such that |z — a| = 1, there exists i € I such that a = x + ;.
The dynamics for the even height differences n° = {nf (b)} € (£%)* are determined by the SDE

WEW) = donan) = donlw) == B G Falona ).l o)) d
€0 |z—x|=1
0
+ 7Fm(¢t($+€),--.,¢t($+€— ))dt
xeod%;yb|=1 Ob(ys) ' !
+v2d[Wy () — Wi()], (51)

where b = (zp, ) € (£9)*.
Lemma 26 (a) The solution of (Z1)) satisfies ni € x¢ for all t > 0.

b) If ¢; is a solution of , then nf := V¢, is a solution of .
t

(c) If nf is a solution of (Z1) and we define ¢¢(0) through (&0) for x = 0 and V€¢i(b) = nf (b),
with ¢o(0) € R, then ¢y := ¢ #O) is a solution of (0).
(d) For each n® € x&,r > 0 the SDE (1)) has a unique x&-valued continuous solution nf starting
at 5 = nt.
PROOF. The proofs for (a), (b) and (c) are immediate, so we will concentrate on the proof for (d).

For every 6;(x) and ;(z), by expanding D’ F,(0;(z)) in Taylor series around 6;(x) to get

DIF,(0;(z)) — DV Fp(0;(x)) = Z or(z + ek)/o DI*E, (6¢(z) + y (0u(z) — Oi(2))) dy. (52)
kel

By using now the fact that F, € F, we obtain global Lipschitz continuity in x¢ of the drift term of
the SDE in (BI]), from which a standard method of of successive approximations gives existence and
uniqueness of the solution in (BII). O

First, we will prove



Lemma 27 Let ¢; and ¢; be two solutions for [30) and set ¢y(a) == ¢(a) — ¢y(a), where a € EL.
Then for every finite A¢ C £, we have

%Z(&t(a))z = -2 Z Z [DjFx(qSt(x+el),...,¢t(x+e_d))

acA€ r€0 {iel]
Ape a+e;enE}

—DjFx(ggt(a: +e1),..., 0+ e_d))} &t(az +e5), (53)
and P ~ 2 -
S G@P <o Y [VEHG)| +2er Y lew)l [VER)]- (54)
acA€ be(A€)* beO(AE)*

PROOF. Let a € A®. Then from (50), we have

s 2 = _ i T (& x e
oW =2 T e+ ). o )
a A

R0

By summing now over all a € A® in (7)), we get (53). For simplicity of notation, we will denote as

before by 0;(z) := (¢e(z +e1),...,di(z + e—q)) and by O0p(z) := (d¢(z +e1),..., o (x + e—q)). To
find an upper bound for the sum, we expand now D’ F,(0;(x)) in Taylor series around 6;(z) to get

Fo(¢e(x + 1), Gl + e—a)) | du(a). (55)

DIF,(0y(x)) — DIFp(0,(x)) = > il + ep) / DIRE, (8,(x) +y (6:(x) — 6i(x))) dy.  (56)
kel
Then
0 Y
EZ(@(a))
aENE

= 2 3 > D dlete)h(nte) / DIE, (Gu(a) +y (e(x) = u(w))) dy

ze0d L€ {jel, kel

ate;€AEY
=2 Z Z Z { (z + ¢j) — dr(x + ex) oy (a:+e])]
xgod {7€l, kel k#j

Ag z+ej€A }

/ DI*E, (yéu() + (1 - p)di()) d

=Y > [@Z;t(iﬂ-l-ej) (z + ex) / DIFE, (you(x) + (1 = y)de(x)) dy
z€0} AE H{Ej»’ kzejeitljx‘f }
+2 ) > > [gzgf(x +ej) — de(z + ep)du(x + ey)}
erXAe ngeIA'S} z+e{:§;k€}
1
/0 DIRE, (ye(e) + (1~ y)du(a)) d
<o Y [TERW)] s X low)l|[ a0 (57)

be(AE)* beD(AE)*

where we used (B6) in the first equality, (B0) in the second equality, symmetry and the fact that
DI*F, = D*IF, in the third equality and {@3J) in the inequality on the last line.
O



4.1.2 Coupling Argument

Let Ny = {fioj | Z-Oj =e;+ej, wherei,j € I,j# —i,i <j,j > 1}. Let us define now a generator set
in £%:
. eq—e1 deven
ef:ei—l—eiﬂ,z:1,2,...d—1ande§:{ej_i_ei d odd

For each u € R?, let @;,i = 1,2,...,d be defined as follows:

Uy = u; +ujyr1, 1 =1,2,...,d—1and g = { ZZ‘FZi Z?(fiedn

For x € (£%)*, we define the even shift operators 0% : RE' — RE’, for even heights by ol(y) =
Gy — z) for y € £ and ¢ € RE" and for even height differences by (0£n)(b) = n(b — ), for
be (£ and n € x°. Then shift-invariance and ergodicity for x(® are defined in the usual way.
We denote by S¢ the class of all shift invariant (with respect to the even shifts) u € Py(x®) which
are stationary for the SDE (B0) and by ext S¢ those pué € S€ which are ergodic with respect to
the even shifts. For each u € R?, we denote by (ext ¢ )a the family of all u€ € ext S€ such that
E ¢ <77t5 (bef)) = 1,1 = 1,2...d, where bef is the even bond (ef,0) . We will prove that u is
unique.

For clarity purposes, we will sketch the coupling argument used in [14] to prove uniqueness of
u€. Suppose that there exist uf € (ext S€ )ﬁ and if € (ext ¢ )f} for u,v € R%. Let us construct two
independent-y¢ valued random variables n® = {1°(b)} and n€ = {n(b)} on a common probability

space (2, F, P) in such a manner that 7 and 7¢ are distributed by p¢ and fi€ respectively. We

define g9 = ¢"° and ¢y9 = ¢"%.Let ¢; and ¢; be two solutions of the SDE (G0 with common

Brownian motions having initial data ¢g and ¢g. Since u®, ¢ € S¢, we conclude that nf = (n5)¢t

and 7775 = (775 )qjt are distributed by p¢ and i€ respectively, for all t > 0. Let @, € R? be such that

u =E;¢ (nf <bef>) and v; = Ege (ﬁf <bef>)- We claim that:

Lemma 28 There exists a constant C > 0 independent of @, v € R?* such that
- 1 (T d - 2
iy [ YBT | ()~ i (e) | dt < Cla— o (59)
) =

PROOF. Step 1. For simplicity of notation, we will label for this proof the d? elements of A, as
I T fc%. By applying Lemma 27 to the differences {&t(az) = ¢y(x) — ¢¢(x)}, where z € &4
and by using the fact that the distribution of (n%,7%) = (V&¢:, VE@;) on x& x x¢ is shift-invariant
on the evens , one obtains just as in [I4] for every T > 0, A, := [~ N, N]*n &4 C &4, where N € N

T 2 B coc 2 72 T B
[ st s 2B | Y G|+ EERE [ s 16wl an (69

T e |AY] rent, (c-N)? yedAg,
where
- . O(A%)*]
g(t) = E E” (Vi (fi)?] and ¢g := sup {Ni} < 00.
Q prt [( (i) } 0 (N>1} [(A€)~]

Step 2. Next we derive, just as in [14], the following bound on the boundary term: For each
€ > 0 there exists an [y € N such that

B t
sup [|6(y)l[72(p) < O <62N2 +N%a— o> + N7% / g(s) ds) (60)
yeac‘f/‘{ 0

for every t > 0 and [ > [y, where C7 > 0 is a constant independent of €,1, and .



The main ingredient necessary for us to to be able to reproduce the proof in Step 2 of [14] is the
mean ergodic theorem for co-cycles, which we can use because £ is a sub-algebra (see for example
[], [19] or [18]) and apply it to u& € (ext S¢), to obtain

li = 1 a4v0 Y =0.
o Hinoo ”.Z'HH¢ ( ) € uHLQ(,u,‘g) 0

In order to use the same reasoning as in Step 2 of [14], we also need to prove

(A
I 5 = s, [ o

L2(P) B H| [N/Q} CAE /2]|

[N/2 A'[g N/2] (N/2]
(61)
To prove the above statement, note first that by using (B0)) we have
a - .
gl T e =2 ¥ X [DRGW-DE@@)]
AE A nod (i€l
AEA [N /9 TE€ AfN/Q] w+€j€A‘[gN/2]}
TS ) [DjFx (64(x)) - DF, (Bu()) } (62)
TEN ¢ nod {JEI\
[N/2] zte ;€07 A[N/2]}

where for the second equality we used ([B0). By using Taylor’s expansion and (33]) in (G2), we get

| DY Fy (4(x)) — D Fy (8e(2)) | < ey > ‘@(l’ +ep) = di(w+ei)|.  (63)

—AE . £
kel|z+er€d A[N/z],x+€1€3A[N/2]

Then, applying (62)) and (G3)) to the left-hand side of (&l), we have

H|A PRAE: > ol +67+ Z /HV ¢s(b)[|2(p

[N/2 A‘[g o L2(P) H| [N/g} Afzv/z] L2(P) | N/2]| bed(A

N/2

(1) follows immediately now by using the shift-invariance property on the evens in the above
equation. With these estimates, the proof from Step 2 in [14] can now be immediately reproduced.

Step 3 The desired estimate (B8] follows now by using the same arguments as in Step 3 of [14]
and by using the fact that

/ ZEP[ n; (e5) = (e Z)ﬂ dté/OTg(t)dt.

Theorem 29 For every u € Rd, there exists at most one ,ui € (ext Sg)ﬁ.

PROOF. By using Lemma 28] the proof follows the same arguments as in [14], so it will be omitted.
O

4.2 Proof of Theorem

Note first that any p € G(H) is reversible under the dynamics 7; defined by the (BII). In particular,
Ggcs.
Suppose now that there exist p, i € G(H) ergodic and shift-invariant such that E, (n:(be,;)) =

ui,i = 1,2...d for u € R% Note now that E, <77t5 (beg)) = E; <17t5 (be_g)) = Uit = 1,2...d.



Hence, from Lemma [I3] we get that pufga)«, fifga)« € GE(H®). Since for all n° € x¢, with 7€ (b) =
() — d(xp), b = (24, yp) € (ED)*, we can write n°(b) = n(by) +n(b2), by, by € (Z)*, shift-invariance
and ergodicity under the even shifts for M’(gd)* ) ﬂ’(gd)* follow immediately from the similar properties
for pu, i. We also have reversibility for the even (see for example [15]).

Therefore pigays, filgay € (ext 5¢),, so we can apply Theorem 23 to get plgays = Blgays-
Then for any A € Fzay-, we have E;,(14|F(ga)«), Ez(1a|Fcay-) € Fgay-. From Lemma [I5] we have
Eu(lA’f(gd)*) = Eﬂ(lA’f(gd)*) and thus

1(A) = Ey(14) = EL(Eu (14| Fgay)) = Eq(Eu(1alFgay:)) = Ea(Ep(1alFgay-)) = Ep(A) = fi(A).
U

5 Covariance

We will extend in this section the covariance estimates of [8] to the class of non-convex potentials

U =V + g which satisfy ({)) such V and ¢ satisfy (7) and (29]).
Let F € C}(xr), where C}(x,) denotes the set of differentiable functions with bounded deriva-
tives depending on finitely many coordinates. For every b = (z,x + ¢;) € (Z9)*, let

o
O F = WF(W) and ||0pF||oo = Sup 10, (V).

We define dye F' and |0y F'||oo similarly for b € (£9)*.

Remark 30 Let k € I fixed. Take b = (z + ej,z + ¢) € (£%)*. By the change of variables
o(z + e) + ¢z + ¢;) = a1 and ¢(x + ¢) — d(z + ¢;) = ag, we have ¢(z + ¢) = 472 and
Pz +ej) = 152 Let F(V¢F) = F((¢(z + e5) — ¢(z + ex) — ¢(2)))ser .cod- Using the chain rule

sgn(¢(z +1)) 3 OF (V")

0 ~ 7
kY _ ky _
Ope F(V§") = —8a2F(v¢ ) = 9 Otsy+k) g

{ye0%|ly—(z+e)l=1, [ly—(z+e;)l|#1}

+ 9 oF(V k
REICCES) 3 oy HSEn(6(a + )3 (s,

OF (V")
Oy+sy+k)
{ye0%lly—(z+e))l|=1, [ly—(z+e)|l#1} ¢

(64)
where for all s € I, % denotes the partial derivatives D" [ such that m is the index which
gives the position in F' of ¢(y + e5) — ¢(y + ex) — &(y), sgn(¢p(z + s)) denotes the sign of ¢p(z + es)
in that term and & j)(s, k) = 1 if {l,j} = {s, k} and 0 otherwise.

Remark 31 With the same notation as the one from Remark B0, we have

sup dye F(VF)
Vok

< Z sup |0, F (V)| = Z |06 F|| oo

b:b~bE b:b~bE

where b ~ b¢ are b = (2,2 + e5) € (Z4)*, 2 € O such that s € {I,j}. The remark is easy to prove,
by using Remark B0 and by noting that, using a similar approach to calculating 0ye (V") as for
Remark B0, we get for by = (2,2 + ¢;) and by = (z + ej, )

WE(VF) = 0y, F(V$F) 4 0y, F(VoF).

Theorem 32 Let u € RY. Assume U =V + g, where U satisfies [{)) and V and g satisfy (7) and
(Z9). Let F,G € CL(x;). Then there exists C > 0 such that

10|10 Gl oo
L [ = b1

[cov,, (F(V9),G(Ve)| < C

b,/ €(Z4)*



PRrOOF. We have
cov,,, (F(V6),G(V§) = By, [cov,, (F(V6), G(V)|Fea:)
00V, (B, [F(V6)|Feay.] By, [G(V) Fiea-])
where by Lemma [T5] and Corollary 2§ with | = k, we have

E (F(Vo)|Fgay)(€) = /F(V¢k) [T (w)5" do(y), (65)

yeOd

where (11,)5" are defined as in 28); a similar formula holds for G. Note that under i, (- | Feay),
the gradients (V¢;(x),z € O, i € I) are independent. Thus, there exists ¢/ > 0 such that

covy, (F(V$), (V)| Fgay)| < ¢ Y N10F|cllOnGllscvary, (Vo (b)|[ Feay)

be(Zd)*
< do” Y 100F]ool|06G oo (66)

be(Zd)*

where for the first inequality we used Lemma 3.1 in [9] and for the last inequality we used (5.
Next, in view of Lemma [I3] Theorem [I§ and the fact that Theorem 6.2 in [§] can be adapted to the
case of the infinite even lattice with strictly convex potential, there exists ¢ > 0 such that

Ayt Fllool|0:2 Glloo - .
> 1952 Fllocl 1952 Gl , F =E,,[F(V$)|Fgay] and G = E,,, [G(V)|F(ga)-].

‘covuu(ﬁ’, a) < CRRIE
bE, bEe(£9)* 1+ ”bl — by H

X X (67)
We need to estimate now Oye F' and 0ye G. But
O F = OB, [P(VO)Feor) =0 | [ F(V6H) TT (m)f* dotw)
yeOd
1
= O /F(Vqﬁk) — e Lier Ulte) = (lyter) +oW))) 4 (y)
am
1
— Aye F (V) e Lier UGly+e) = (ly+er) +0W)) g (y)
/ 11 Z=amy
—COVy, ( V¢k 8bg (Z ZU y + 62 (qﬁ(y—i— ek) + (25 ) ‘fgd ) , (68)
yeOd iel

from which, by using also Remark 31

covuu( (V), Ohe (Z ZU (y+e)— (op(y+er) + o(y) )'fgd )

yeod iel
(69)

O F1 < > [|06F ||t
b:b~bE

By Remark B0 we have for b = (x + ¢,z + ¢;) € (£9)*

(Z S Uy +ei) - <¢><y+ek>+¢<y>>>)

yeOd iel



sgn(d(z +1))

_ ezl 5 > U/ (6(y + ) = (6(y + ex) + 6(1))
i€ {yeO%lly—(ztel)||=1, |ly—(z+e;)l|#1}
el ) 5 > U'(8(y + €)= (6(y + ex) + 6(1)))
i€l {yeO%|ly—(zte))lI=1, |ly—(z+e)l|#1}
+sgn (9o + )35 (5, FIU(0ly + e0) — (0(y + ex) + 6(1). (70)

By applying (70) and then (G6) to the covariance in (69]), coupled with another application of
Remark 30 to the resulting 9,e U’ terms and using |U”| < Cp + Cy, we get for some ¢ > 0

OV, ( (V), Bye (Z > U(e( (y+ ex) — ¢(y+e,~)))) f(gd)*)

yeOd iel
< "(Co+Cy) > |10pe Foovar,,, (Vo(b)| Fieay-) < "o (Co+Cs) > |1Ope ] oo
bEe(ed)*: ytep b€ be(Ed)*: yte,eb€
or y+eiebg or y+eieb5
(71)
The statement of the theorem follows now from (69, ({1, (€0, ([€7) and Remark 311 O

6 Scaling Limit
We will extend next the scaling limit results results from [16] to a class of non-convex potentials.

Theorem 33 Let u € RY. Assume U =V + g, where U satisfies (4) and V and g satisfy () and

(Z9). Set
= 6d/2 Z Z Vi ¢ _uz fz(€$)

zez7d el

where f € C (R RY). Then
S.(f) — N(0,02(f)) as €— 0, where c2(f) > 0.
PRrROOF. For simplicity, we will only prove that for all ¢ € I

Sci(f) = N(0,02(f)) as e — 0, where S ;(f) = %/ Z flze)(Vip(x) — u;).

z€Z4

Sei(f) = €D flae) [dx +ei) — p(x) — ui] = ¥ D flwe) [p(a + 26;) — () — 2u;]
xE€Z4 zegd
—e¥2 N f(we) [Blw + 26) — Gz + ) —ui] + ¥ Y f(we) [Blw + e;) — dlar) — ui]
ze&d zeOd
= €N flae) [pla + 2e5) — d(x) — 2u;]
ze&d

+ed/2 Z [ T+ e;)e) — f(xe)| [p(x + 2¢;) — d(x + e;) — w;] = Sc(f) + Re(f).

zc&d

We can show CLT for S¢,(f) since the summation is concentrated on the even sites; the proof uses
the same arguments as in [I6] and is based on the Random Walk Representation. Also, since by

Theorem c

[eovi (Vi6(2), V56 W) < =gy



we have

vt (Fe(F)) < e 32 IVf@ollVaf (e)lleovi, (9l +e0) — 9(a), 6y + e1) — 6(0)|
z,yc&d
C
LB

where V,;f(xe) = f((x + e;)e) — f(xe). Expanding f((x + e;)e) in Taylor expansion around xe, we
have V;f(ze) = Dif(a)e, for some a € RY. As f € C(R?), there exist M, N > 0 such that for
all # € R? with |ex| < N we have f(ex) < M, |Dif(ex)| < M and both functions equal to 0 for
lex| > N. Therefore

d+2 20 o T dmdas...d
vary, (Rei(f)) < g E—d < eP2MEC E / T T -
o U=yl +1) )N )N (~dg
yeE yees, € € Zi:l |332 yl| +1
x| <N eyl <N eyl <N

< C(d,N,M)log (1+2dN/e) < 2dNC(d, N, M)e,

where C'(d, N, M) is a positive constant depending on d, M and N. It follows that Rc;(f) — 0 as
€ — 0 in probability. O

7 Surface tension

We will extend here to the family of non-convex potentials satisfying @), (@) and (29]), the surface
tension strict convexity result from [I4] and [I1I]. Additionally, in Theorem 7] we prove a series of
surface tension equalities, which are important for the derivation of the hydrodynamic limit.

Let T4 = (Z/NZ)¢ = Z¢ mod (N) be the lattice torus in Z¢ and let u € R?. Then, we define
the surface tension on the torus T% as

B

5 ()= —— g 2 e —BHry (6 + (- d
) = e g gy D)= fg oPBE (o o T doto

and where Hr, is the Hamiltonian on the torus ']I‘;iv given by
Hry(¢) =Y > UVip(z) =D > [V ) + 9(Vio(2))] .
1€l zeTd, i€l ¢eTd,

Note that we define u_; = —u; for ¢ = 1,2,...,d. Just as in the previous sections, let us label the
vertices of the torus as odd and even; let the set of odd vertices on the torus be (O);iv and the set of
even vertices be Eﬁl\,. Then we can of course first integrate all the odd coordinate first and then:

0 —
Z’]TN(U) /Rg}i\r /R@iiv eXp( /BHTN ¢+ xgd d(b meE];I\{O} d(b(x)
= [ ewpg o) [ dste)

z€Ed,\{0}

where Hp, (¢, u) is the induced Hamiltonian on the even. It is easy to see that

HIEN ((b? u) = HEN((b + ('7 u> 70)’
Then, defining the even surface tension on Eﬁl\, as

78 (u
ol (u) = - 11 ENE;,wichgN(u):/Ed exp(—BHzy (6 + (), 0)  [[  dola),

R v\ {0}

we obtain the following result by integrating out the odds



Lemma 34 1
B B
U]E]v (U) = EUTN (U)
We will next prove strict convexity for the even surface tension, uniformly in N.

Lemma 35 Suppose that V,g € C*(R) such that they satisfy () and (29). Then, for all N = 2k,
we have
D%0g (u) > C|EX|Id, ¥ u € R, (72)

That is, the even surface tension is uniformly convex, uniformly in N.
PROOF. First note that if N = 2k, we can write Hg, (¢, u) as

Hg,, (¢, u) = Z F,(0,u), with F,(0(z),u) = —log/ e Tict UVis@ltu) qg()  (73)

z€04, R

and where, just as in ([I8), 0(z) = (¢(z + e1),...,¢(x — eq)). Note that for all i € I, we have

U_j = —Uj. Then

=3, cod Fe(0(z),u)
f]E‘fv e TN [lier ate,ere do(z +e€:)

-2, F(0(x),0) .
fg% ¢ o [Licr l_Iachel-euz;iV do(z + e;)

As the denominator of op, (u) doesn’t depend on wu, it is enough to focus on the term

Rp, (u) == log / e Zoco TOOUTT T do(a + ). (74)

Ed .
N iel $+ei€]E(11V

1

Note now that by Theorem [I8, we have that for each x € (97\, F, is convex, that is

(D?F.(0)(0)) (8) > &1 Z 10(x + ) — 0z +¢))]*.
K

(75)

Because by Theorem the F, fulfill the random walk representation, we can apply to Ry
Lemma 3.2 in [7], (75) and the fact that for all ¢ € I, we have u_; = —u;, to get the statement of
the lemma. O

We consider the finite volume Gibbs measures fiy,, € P (XT%, ) with periodic boundary conditions
which, for each u € RY, are defined by

1 _% ZbE(T‘]i\,)* V(ﬁ(b)—"ub)

fiv(di) = Zyl e dily € P(xza ).

Here dny is the uniform measure on the affine space X1d, and Zy, is the normalizing constant.
The law of {n(b) := 7(b) + wp} under fiy,, is denoted by fin .

Lemma 36 puy, converges weakly to i, € ext G.

PRrROOF. Tightness of the family {yy .}~ is known for non-convex potentials with quadratic growth
at 0o (see Remark 4.4 page 152 in [I5]). Therefore a limiting measure exists by taking N — oo
along a suitable sub-sequence. Note now that Theorem [32] can be also adapted to the torus case;
this is due to the fact that for N even, the F, fulfill the random walk representation on Tﬁl\, and
that Theorem 6.2 in [§] can be also proved for the torus, because the torus is translation invariant.
Using Theorems 28] the proof follows now the same reasoning as the proof of Theorem 3.2 in [I4]. In
particular, because of the uniqueness of ergodic gradient Gibbs measures for each u, py,, converges
weakly to . ([l

Let
1 d i Oopy
Vopg = (D'ogy,.... D%y ), where Dioyy = Fui =L d




Theorem 37 Suppose that V,g € C?(R) are such that they satisfy (7) and (29) and such that for
allv € I, U s symmetric. Then we have

(a) limy_co 05 (u) = o7 (u), or € CYRY);

(b) or is strictly convez as a function of u;

(c) Ep,[n(b)] = ws;

(d) B, [U'(n(e:)] = Dior(u), for alli=1,...d;

(e) Eu [ n(e)U' (n(e:)] = u-Vor(u) + 1, for all i =1,...d;
(f) |[Vo(u) — Vo (v)| < Clu —v| for some C > 0.

PROOF.

<12 (b
(a) Using that lim supy_, ﬁ log E @ Lperdy+ 1 (®)
N

page 152 in [15]) and noting from Lemma [36 that fin, converges weakly to fi, as N — oo,
the proof now follows the same steps as the proof of Theorem 3.4.(0) in [14].

e < oo for some o > 0 (see Remark 4.4

MN,u

(b) Since by (a), limy_o0 J@N (u) = or(u), every sub-sequence of J@N (u) will converge to op(u),
in particular for N = 2k. The statement of the theorem follows immediately by using now
Lemma [B4] and Lemma [35] applied to the sub-sequence (UqﬁrN (u))N, with N = 2k.

(c) , (d) and (e) follow just as in [I4], so their proofs will be omitted.

(f) Let N = 2k. Define

1 _ Fo(0(x),
i A6F) = e mcon RO g,
N,u
where d¢®n = erlE;{, \foy #(x) and Z}%’u is the normalizing constant. Due to the fact that the
random walk representation holds on the set of the evens and to Theorem [29] one can show as

in [14] that for N = 2k, ,u%u converges weakly to u& € (ext SE)&, where the same notations
as in the uniqueness of ergodic component section apply. Note now from (73] that

Euy. [U/(Vig(z)] = Ezs [D'F,(0(z),u)] , where z € 04

u

Using now (d), the weak convergence of pn,, to p, and the weak convergence of ,u%u to
we get ‘ '
E, [U'(n(ei)] = By [D'Fy(0(),u)] = D'or(u). (76)

Using the random walk representation and Taylor expansion, we have
DFL(0(x)) ~ DE(0(2))] < e Yhe [z + ex) — oo +ex)] (77)

The bound in (f) is now a simple consequence of (76)), (77) and Lemma 28
U
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