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ABSTRACT

An increasing number of studies investigate theaichjpf
pulsed interferences in the frequency bands abocéd
satellite navigation and show that such interfeesncan
be considered as a significant threat for GNSSivece
performances. Analytical models which include ome th
one side the pulse parameters (pulse peak powkse pu
duty cycle or pulse repetition frequency) and am dther

side the receiver front-end parameters (ADC levidtsy
bandwidth and pulse blanking threshold) alreadgvaltio
closely evaluate the corresponding degradations.
However, the impact of the spreading codes and
especially their interaction with the interferinglges is
usually neglected.

It is indeed often assumed that the randomnesef t
spreading codes enables to ignore any repetitiip ch
pattern of the code that could correlate with pdidal
pulse sequences. Moreover, if the code segments
corrupted by the high power pulses are blanked ttoey

are not used afterwards in the correlation procébe.
balancedness of the remaining codes should not tead
any artifact in the signal-to-noise plus interfarerratio
(SNIR) estimated with the correlator output. Henfoe,
pure random codes, the pulse positions should not
influence the statistical properties of the com@iautput.

If however the codes contain series of identic@ghshso-
called runs, which are synchronized and similarthte
pulse sequence and if these runs are not perigethked,

the effective SNIR will likely be modified. Althotgthe
design of navigation codes should guarantee theh su
periodical chip patterns do not exist, detailed
investigations show that certain properties of stittly
random codes could still give rise to some unexgukct
results for the SNIR.

It is consequently the intention of this paperitstfset-up

a more accurate analytical model for the impagiuw$ed
signals onto the receiver SNIR and secondly to stiaw

in some specific conditions, non-ideal code prapsrt
might lead to anomalies of the SNIR degradatiorain
pulsed interference environment. Such conditiores Igr
Non-ideal randomness properties of the spreading
sequences, 2) Pulse interference sequences whe&h ar
synchronized with sub-patterns of the codes and 3)
Specific configurations of the receiver front-endhieth
favor such SNIR degradations.

1 INTRODUCTION

Typically, a GNSS receiver can face high power galls
signals in two situations. In the first one, thelsps
constitute interfering signals, transmitted by ex#é
systems, and having no commonalities with the GNSS
signals. This is the case, for example, of the
DME/TACAN pulsed signals transmitted in the freqogn



bands shared with the Galileo E5 signals. In #eosd
one, the pulses are transmitted by terrestrial tersit
aiming at improving the receiver's navigation
performance (accuracy, availability) in a specifiea,
like an airport. Those sources, called pseudolisbsyre
the frequency bands with the GNSS signals as well a
many features of the signal structure.

In both cases it is mandatory to estimate how the
corresponding pulsed signals will affect the reeeiv
performance. This is usually quantified with thgnsil-to-
noise plus interference ratio, SNIR, at the cotola
output and analytical models help determining thése
effects onto this figure of merit.

The objective of this paper is then to show thesiieity

of the SNIR with parameters related either to #eeiver
front-end, to the interfering pulses or to the sgirg
codes. For this purpose, the following structure baen
adopted.

In the first part, the main functional blocks oétreceiver
front-end (bandlimiting filter, AGC, ADC and blarmfe
will be described, as well as their behaviour ieg@nce

of pulsed signals. Then, a literature survey ofstnxg
models used to evaluate the impact of pulsed sgmato
the SNIR will follow. It will be shown that each dle
models focuses only on one specific type of intamfe
scenario. It will also be shown that some charéttes
like the AGC dynamic or the interaction between the
pulse amplitude and the blanking threshold needketo
described more precisely to refine the existing efedAs

a consequence enhanced analytical models will be
developed to evaluate the impact of pulsed interfees
onto the SNIR. Monte Carlo simulations will enalbte
validate the corresponding analytical models.

In a second part, specific examples of receiventfemd
configurations and pulse characteristics will begmsed
to demonstrate the influence of the non-ideal ramukess
properties of the spreading sequences used fogaui.
Here, the three main Golomb postulates of code
randomness will be recalled, and particular attentill

be paid to the balance of positive and negatives adps
as well as the identification of segments of cociled
runs, which are composed of identical chip vali&sch
runs can effectively interact with the pulse emgrihe
correlator, leading to unexpected SNIR variatiohgain,
simulations will be used to verify that for someesific
cases the “synchrony” between the pulses and tde co
runs could effectively lead to deviations of songsd
w.r.t. standard analytical models for the SNIR.

In the final part, the consequences of the fornesults

will be developed for specific applications. Thancerns
especially scenarios with a zero Doppler between
navigation and pulsed signals which will magnifye th
non-randomness of the spreading codes. Pseudolite
applications could belong to this category andadeqaate
spreading codes selection should therefore be made.

2 FRONT-END RECEIVER MODEL

2.1 FUNCTIONAL BLOCK DESCRIPTION

Considering a typical GNSS receiver front-end, Fégl
represents the main functional blocks which will
influence the SNIR evaluated with the correlataipat!

i Filterin r(t Iy Automatic
Slgn.aLb and dom%- ® p| Low-pass ® gain control rg(t)
conversion filter (AGC) —‘
fanc(rg()=
Analog-to- rq(t) fa(ra(t)) C
Pp| digital | Blanker | cCorrelator [—P
converter

Figure 1: Typical GNSS Receiver Front-End

Analogue filtering and down-conversion are merged i
single block. Here, the main focus is given to the
interaction between the Automatic Gain Control (AGC
the Analog-to-Digital Converter (ADC) and the blank
that are now described in more details.

- The AGC will adapt the amplitude of the signal
entering the ADC to minimize the quantization Issse
The two main methods to achieve this objective
consist in regulating either the percentiles of ARC
output distribution or the power of the ADC inpwieo

a short interval. This last solution has been neigi

For the ADC, ? quantization levels are considered
and all samples beyond the maximal leve®‘() are
clipped.

The digital blanker sets to zero all samples whose
absolute value is larger than the blanking threkhol

The following three figures show the signal vaoas
after the low-pass filter, after the AGC and afthe
blanker. The corresponding curves have been gekrat
with a software tool aiming at modeling the receive
front-end chain.
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Figure 2: Analogue signal after low pass-filtering
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Figure 3: Analogue signal after AGC
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Figure 4: Digital signal after blanker
It can be observed from Figure 3 that the propdsed

uses a gain based on a power estimated over a time

window with duration comparable to the pulse darati
During the pulse, the amplitude decay can be easily

recognized and the pulse amplitude once compressed

converges to a constant. Due to the relatively BR®&C
dynamic, the pulse is not compressed rapidly enaugh
the corresponding samples are blanked (Figurdrthe
remaining part of the compressed and un-blankedepul
the amplitude of the noise (containing also theigetion
signals at very low power) is much too low and @& n
adapted for later processing (for example large
guantization losses have to be expected).

Once the pulse stops, the AGC gain increases dgain
adapt the amplitude of the noise samples to the ADC
guantization grid. At the beginning of this recover
period, the amplitude of the noise and navigatigmals

is much too low and large quantization losses tavae
expected again. Once the steady state is reached af
pulse stops, it can be observed that the blankireshold

is set too low: thermal noise samples are alsokeldn
which leads to additional losses.

The former descriptions enabled to underline tHe of
each element of the receiver front-end and itsdence

on the samples used to evaluate the SNIR in case of

inappropriate setting. In the proposed example this
corresponded to an AGC recovery time with same
duration as the pulse, and a too low blanking tholks
compared to the noise standard deviation. It igo@sed
now to verify quantitatively these observations.

2.2 MATHEMATICAL CONVENTIONS

In this section, the analytical expressions of signal
along the different blocks of the reception chaie a
described. The corresponding variables are indicate
Figure 1.

Here a single navigation satellite signal and aglsin
pulsed signal are considered at reception. Thipl#fied
situation enables to better illustrate the recebemavior
and to derive the analytical models. The correspand
methodology can be extended for the situations with
multiple satellite navigation signals (one of théming
the desired one) and with multiple pulsed signals
(interferers or pseudolite).

» Received Signal

The baseband notation for the received sigiigl can
then be decomposed as follows:

| r(t) = ) +5°0) + w() @)
Wheres®(t) represents the navigation signa’ (t) the

pulsed signal andv(t) the additive thermal noise. All
three signals are considered in-phase, which reptes
worst case situation for the impact of the pulsgda.

- The navigation signal can itself be written a

s*(t) = \/;miwc; p(t-mTS —z°) :\/E.cs(t -7°) |2

m=—co

Herein,
" c¥(t) is the spreading code sequence of lehgimd

c is the nf' chip value

“p%(t) is the chip waveform with a PSD, calleg(fs
normalized over the transmission bandwidth.
T, is the chip duration

“P*is the power at receiver antenna output port
T is the code delay

- The pulsed signa§®(t), is characterized by a Pulse

Repetition Frequency (PRF){ , and a pulse duration
(PD), T,. The corresponding Pulse Duty Cycle (PDC)

is given by PDC=T_f . The pulse has a peak power

equal toP, a pulse shapg’(t), and a PSD, calle@y(f),
also normalized over the transmission bandwidth.

In the particular case of pulsed Pseudolite sigraify a
portion of spreading codes will be transmitted dgrthe
pulse (see [4]).
- The additive thermal noisey(t), is defined by a
Gaussian distributionp(w), with a Power Spectral
Density (PSD) Ny supposed flat over an infinite
bandwidth.

» Signal After Filtering

The equivalent low-pass filte(t) is assumed to be a
brickwall filter of one-sided bandwidtis2 (5 is the
equivalent passband bandwidth). The filter outpats:

| r(®= h@® ()]
The noise signal n(t)=h(t)*w(t)) is white over the
bandwidthg, and follows the corresponding distribution:
n(t)~N(0,6%) with & = No:8.

» Signal After AGC:

The AGC multiplies the filtered signai(t) with a gain
G(t) to maintain a constant power at the input toAB.

This gain is inversely proportional to the powetiraated
over the recovery time period (RT):

rg(t)= G(O1Ir(t)

t -1 4
Gz(t)=(% J'rf(t)dt} “)

t-RT

This means that after multiplication with the AG@iry
the signalry(t) has unit power over any time window of
duration RT. If the AGC input would be a noise with
varianced, the AGC outputyg(t), has variance one (unit
power). This level is then used as reference fa th
guantization grid of the ADC.



» Signal After ADC:

The role of the ADC is two-fold:

- It samples the signaj(t) at a sampling ratk equal to
the Nyquist frequencf=4.

- It quantizes the signaly(t) into a discrete valued
signal that can takeM2values if it belongs to the
interval [Leip, Leip]- Leip is called the clipping voltage.
If ry(t) exceeds this interval it is clipped as follows:

- I‘clip If rg (t) < _Lclip
fADC (rg (t)) = I-clip If rg (t) > +Lclip (5)
ry(t) otherwise

For typical receiver implementations the blanking
threshold is smaller than the clipping voltage &ahd
effects of the clipping can be ignored. Becauseairtbe
main objectives was to observe the effects of taaking
threshold, BTH, onto the SNIR, the clipping voltageet
much higher than its optimal value which minimizhe
guantization losses (see [11]). This solution afioa
larger range of variations for the BTH.

» Signal After Blanker:

The signal after the blanker is then given by:
ry (t) if |ry(H) <BTH
0 otherwise

(6)

It is important to note for the later mathematical
derivations that,(+) is odd and linear over [-BTH, BTH].

X(t) = fg(ry (1)) :{

» Correlation:

The final step of the signal processing chain iasin
correlating the digital signak(t), with the local replica,
i.e. the receiver internal codej(t). The correlation is
performed over a code period of duration, T (alabbed
coherent integration time).
. 1T .
SORE j x(t) [&° (t)dt @)

@(i-9)T

* SNIR Estimator:

The signal-to-noise plus interference ratio, SNIR i
representative for the performance of the acqaisitthe
phase tracking loop and demodulation and in some
extends to the code tracking loop (see [7]). The
expression of the SNIR for the tracked satellitgnal,
s(t), is given by (see also [9]).

E’[C]
var[C]

SNIR[C] =

(8)

2.3 ASSUMPTIONS

For the derivations of the mathematical models tfer

SNIR, the following assumptions have been used:

[A.1]] The magnitude of the power of the satellite
navigation signal is significantly smaller than the
power of the thermal noise.

[A.2] All signals are considered real. Derivations
suppose that all energy is on the in-phase comgonen

[A.3] The chip waveforms are considered two-valued
(+1/-1). This corresponds to the most usual wavesor

(BPSK, BOC). Derivations could be extended to
multi-level waveforms like the CBOC.

[A.4] The amplitude of the pulse is constant.

[A.5] The effects of band limitation on the navigation
signals are ignored fé>Gabor bandwidth of the
received navigation signal). It means that the chip
plateaus do not see any ripples and can be cosasdider
as constant. This is also true for the pulse.

[A.6] The ADC samples at Nyquist rafg £ f).

[A.7] Quantization is assumed to be performed with
high-enough resolution (large number of quantizatio
levels) such that quantization losses can be niglec
Furthermore, no clipping effect will occur as loag
BTH < Lgip. As a consequencey(t) = rq(t).

[A.8] No transient effects of AGC are considered. As
shown later in section 4, two AGC behaviors will be
distinguished: a fast or a slow gain regulation| wil
apply according to the value of the recovery time
w.r.t. the pulsed duration. It will be seen thatesch
situation the AGC gain will take a constant value
during the time intervals either with or withoutlges.

The former assumptions will always be applicabl¢his
paper. Now further assumptions will be used for the
derivation of the closed form expressions for tiiFS
Note that for the analysis of the code/pulse syomjr
effects, these assumptions will not apply (see@ed).

[A.9] All spreading codes are random and independent.

[A.10] Even if the pulses occur periodically, no time
dependency between the pulses and the received
spreading code exist (the PRF is not multiple & th
inverse of the code period). In that way the pulse
arise in any portion of the code.

[A.11] The portion of the spreading code during the
pulse is considered random and balanced (as mény “0
as “1” symbols), as well as the portion of the codée
of the pulse.

[A.12] The pulse takes positive and negative values
with same probability.

3 EXISTING SNIR DEGRADATIONS MODELS

In literature several analytical models of the SNi&ve
been proposed. They usually give expressions fer th
SNIR of satellite and pseudolite signal tracking in
presence of interference. The models differ acogrdo
the type of interference (continuous wave, narr@meb
Gaussian noise, pseudolite signals, etc.), thefarence
power and the relative dynamic of the interference
transmitter w.r.t. the ranging source. Here a rewé the
models considering pulsed interferences is proposed

» Model for low power interfering pulses

In [3] the following expression for the SNIR in pence
of a low power pulse is proposed:
S

N, +PDCIIPP.EJ£ZGd(f).Gp(f)df ©)

B2

SNIR=T




« Model for multiple high and low power interfering
pulses

The above model considers that no pulse is blanked.
Therefore a different model was proposed in [3}ake

into account concurrent reception of multiple pslsdth

low and high powers, which potentially may triggae
blanker:

SNIR=T S(-PDG,)’
int N Bl2 _ (10)
@-PDG,).N, +> PDG. de ()G, (f)df
i=1 -Bl2
Herein

- PDG is the proportion of time when the signal level
exceeds the blanking threshold.

- N represents the number of pulses with peak power
lower than the blanking threshold. Here, each lower
pulse with index is characterized with @on-normalized

PSD, é-p,i (t) , and a Pulse Duty Cycle, PRC

« Model for multiple high power pseudolite pulses

In [5], the situation ofK, non-overlapping pseudolite
pulses is analyzed. Their power is sufficiently hitp
saturate (clipped ADC) the front-end of a recemich
is not equipped with a blanker (note that thisatitan is
not considered in the current paper since BTiH;g).
The SNIR for the tracked satellite signal is givsn
s(1-K, [PDQ)
pK, PDC+(1-K,PDQ

SNIR, =

(11)

Herein

-S= 10(5/I o ! 0represents the typicalost-correlation
signal-to-noise plus interference ratio in absewnde
pulsed pseudolite signals (without saturation). B
calculation of the interference powdy, the average
number of interfering signals and the average code
cross-correlation function values are taken intcoaat

(in addition to the thermal noise). Furthermoree th
powers are measured over the front-end filter
bandwidth,S. [4] shows that in the particular case of the
GPS CA signals, 10 satellites are visible and tleeage
cross-correlation is -30 dB.

-p =10/ DmWOvepresents  the  maximal post-

correlation pulse-to-noise-plus-interference ratio (in
saturation). In [4], it is supposed that the sdada
power equals the thermal noise power into the feomt
bandwidth, (=No.£). In comparison ta, this ratio is
derived by considering the worst-case configuratibn
alignment between the spreading code of the tracked
signal and one of the interfering pseudolites digyiia

the case of GPS C/A codes this value is -21.6 d [1

When considering the tracking of one of the pseitelol

signals, it is supposed again that the receiveradpg in

saturation. The SNIR becomes (from [5]):
S, [PDC

pK, -1 PDC+ (1~ (K, -1)(PDO

1

SNIR,, =

(12)

Hereins, =10%'="represents ~ the ~ maximal

(saturated) signal-to-noise-plus-interference povegio.
In the case of the GPS CA code [5] shows that
(PMma= (1) max21.6 dB.

* Model considering the front-end receiver dynamic
behavior

In [6] the SNIR model which considers the dynamic o
the receiver front-end, and especially the Recovénye
(RT) of the AGC, is proposed for a single pulsepnged
completely blanked.

\ SNIR=T,,.(C/N,).(L— PRF{PDC+RT))

int

[a3)]

Hence, each SNIR expression is representative of a
specific configuration of the receiver (applicatioh a
blanker, working in saturation mode, dynamics oé th
AGC), or of the interfering signals (high, low pawe
pulse overlapping). All of these expressions can be
considered in some extends complementary. Now, it
would be useful to have a more generalised exmmessi
which  could cover these different situations
simultaneously. Furthermore, it is proposed to
additionally account for the following aspects:

- The blanking threshold amplitude and its effects on
the thermal noise samples

- The contributions of the noise and the trackedaign
during the pulse.

- For the calculation of the interference contribntithe
properties of the partial cross-correlation shohéd
considered during the pulse only (a section of Bpoc
instead of considering the cross-correlation priger
over a complete code epoch. Moreover, the cross-
correlations of this model do not have to be evealda
only for code delays equal to an integer number of
chips but also for code delays expressed in fraatio
chip. Indeed, in that former case, the chip wawvafor
have an additional influence on the cross-corm@ati

Equations (11) and (12) considers the maximal eross
correlation value which is a worst case appearing o

a very small proportion of time, while most of es
correlation experiences between satellites and
pseudolites will be much smaller.

- Finally the dynamic and the relative position betwe
the interfering and desired signals have also to be
covered.

It is therefore proposed to derive a set of anedyti
models which could include the previous existingdele
and take additionally into account some of the
aforementioned aspects.

4 AGC BEHAVIOUR

4.1 PRESENTATION

Figure 3 represented the behavior of the outputhef
AGC whose recovery time was roughly equal to thisgu
duration. This situation could be considered as-non
optimal since the pulse was not totally blanked ambn-
negligible part of the noise samples were uselestafer
correlation due to the transient time after putepsed. It



is now proposed to consider two extreme casesstafal

a slow AGC. Here the analysis of correspondingalgyat
the output of the AGC will help supporting the anahl
derivations for the SNIR model by highlighting the
relevant contributions.

4.2 FAST AGC
Figure 5 represents the output of a fast AGC.
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Figure 5: Signal after fast AGC

For a fast AGC, the gain is estimated on a timedaimn
much shorter than the duration of the pulse. Tloeeef

* During the pulse, the AGC gain depends on botkepul
and thermal noise powers:

G(t)=G,, =1/Jo? +PP

If the power of the pulsed signal is magnitudesrsier
than the noise, the gain could even be simplifted t

Gy, =UVP?
* Beyond the pulse, the power of the thermal noése,
determines the AGC gain valug(t) = G =1/0.
As shown on Figure 5 the pulse is compressed dwk ta

an amplitude equivalent to the normalized variavicthe
thermal noise present out of the pulse.

Hence it can be observed that for a fast AGC two
different gain value&,/G.x have to be considered.

It can be seen from Figure 5 that when the blanking
threshold is configured such that the pulsed sigsal
suppressed, non-negligible parts of the noise and
navigation signal would also be potentially blanked
leading to undesirable SNIR degradations. Therefloee
application of a blanker in combination with a fassC

is questionable. But even without blanker, the fa&iC
efficiently compresses the pulsed signal with atdiac
1/J/pP and thus reduces its degrading contribution in the

SNIR. If the navigation signals still exist duritite pulse,
they are so compressed that their contributioméoSNIR
is marginal.

Finally, the quantization error for the noise sagspbut-
of-the pulse is identical to the one without pustce the
AGC gain takes the steady state and nominal vdlae 1

4.3 SLOW AGC

Figure 6 represents the output of a slow AGC.

T > = = = 2 . i

Signal
6 1 il ! 1 1 Il ADCclipping |
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Signal before blanker
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Figure 6: Signal after slow AGC

For a slow AGC, the gain is now estimated on a time
window whose duration encompasses several pulses.
Therefore the AGC gain is identical during and adide
pulses and equals:

G(t) = G,, = G,y =1/vo? + PDCIPP
Hence, the pulse amplitude after AGC becomes:
G(t)P" =[P, /(c* +PDCIP")
=+/1/PDC if > <<PDCP"
And the noise standard deviation becomes:

G(t).o = +Jo?/(a% + PDCIP®)
= /o?/(PDC[PP) if g% << PDC.P?

Again, the G,/G.s notation can be used for later
analytical derivations even though both gains ayaaé
now. As a consequence, for a slow AGC, the general
behavior of the signal before and after the pulse i
identical, only the scale has changed as shown in
Figure 6.

For a slow AGC, the application of the blanker mwn
worthwhile as soon as its amplitude is set betwssen
standard deviation of compressed noise, and thsepul
amplitude. For the interval without pulses and sitilgce
noise is now compressed, higher quantization lokags

to be accounted since their amplitude is no motte se
optimally for the ADC quantization grid. Howeverdan
because a large number of quantization bits (&.dha8
been considered as working assumption ([A.7]), even
compressed the signals are quantized over enouwglsle
which still enable to neglect the quantization &sss

For the interval with pulses, if the pulse is effegly
suppressed due to an appropriate blanking threshold
setting, this is also true for the noise and naioga
signals (except for some marginal samples correfipgn

to the “negative” queues of the noise distributiamich
draw the amplitude of the AGC output below the kiag
threshold).



5 IMPROVED SNIR DEGRADATIONS MODELS

5.1 SEGMENTATION

Figure 5 andFigure 6 show that during each coherent
integration interval, T, two contributions can be easily
distinguished:

- For a fast AGC, the first interval contains only
navigation signal and thermal noise samples and is
not compressed. The second interval will contae th
samples for the compressed pulse in addition to the
noise and signal samples.

- For a slow AGC, the first interval contains alsdyon
navigation and thermal noise samples but now it is

compressed with the gair]/\/a2 +PDCIP? . The

second interval contains no samples if the blaiker
appropriately set, or contains the pulsed signal,
navigation signals and noise all compressed wigh th
same former gain.

Because the spreading codes have been chosen as

random, the signal during the pulse is independiem

the signal outside the pulse ([A.10]). Therefore thean
(resp. variance) of the correlator output can baluated
with the weighted average of the mean (resp. vaepof
two partial correlator outputs. The first partiareelator
output is obtained by correlating the segments auth
pulses, the second one is obtained by correlatirg t
segments during the pulses. Note that for the naeathe
noise and interference contributions are inversely
proportional to their activity period (see [15]).

As a conclusion, the weighted mean and variance
accounts for the PDC. This is shown on the follayin
equations:

E[C] = @-PDQ.E[C ]+ PDCE[C,,]
var[C] = - PDQ).var[C ] + PDCvar[C,,]

(14)

Both mean and variances are then applied to thergken
SNIR expression in Eq. (8).

As a consequence the next sections will concenuate
the derivation of the statistical properties of thartial
correlations between the local replica and:

- the thermal noise plus navigation signal, multiglie
by the gainG., which is applicable aside the time
intervals with pulses

- the pulsed signal (and thermal noise plus navigatio
signals) when multiplied b.

Note that if the blanking threshold is set below flulse
amplitude, a large majority of samples are suppetssd
the termsE[C,] and varlC,] are very small or even
negligible in equation (14).
In the following sub-sections the analytical exgiess
for the contributions to the mean and variance Wwél
derived for the following cases:
- Contribution of the noise and navigation signal in
intervals without pulses (section 5.2)
- Contribution of the noise and navigation signal in
intervals with pulses (section 5.3)
- Contribution of the pulsed signals (section 5.4)

5.2 TRACKED SIGNAL AND NOISE
CONTRIBUTIONS TO THE  PARTIAL-
CORRELATION STATISTICS FOR

INTERVALS WITHOUT PULSES

In this section, the analytical expressions forrtiean and
variance of the partial correlations evaluatednierivals
without pulses are presented. In this situationsdoaples
containing thermal noise and the navigation sigraaiks
multiplied with the gain Gy whose value differs
according to the fast or slow AGC type. The exact
mathematical derivations, which are based on Taylor
expansion up to the order 1, are given in appeAdix

The expression for the mean of the correlator dugu

BTH

E[C, 1= G,y VP [1_ 2Qo[ BTH j_ BTH \EG-Z(GM)Q
T

Gy0o) Gyuo

(15
The expression for the variance of the correlatdpuot is:

var(Cy 1= % {Gfﬁ az[l— 2, [GBT';m
(16

Note that in the former expressions thg(X) functions
are defined by:

+00 Xn _Lz
Q.(x) = e 2dx 17
(X) j Ton (17)
5.3 TRACKED SIGNAL AND NOISE
CONTRIBUTIONS TO THE PARTIAL-
CORRELATION STATISTICS FOR

INTERVALS WIT PULSES

In this section, the analytical expressions for the
contribution of the noise to the mean and variaofcthe
partial correlations during intervals containinggas are
presented. In this situation the samples contairthmey
pulse, the thermal noise and the navigation sigaats
multiplied with the gain G,,. The mathematical
derivations, again based on Taylor expansion uphé¢o
order 1, can be found in appendix B. It is recatleat an
important assumption enabling the derivation ofséhe
guantities is that the pulse amplitude is constight]).

The expression for the mean of the correlator dugpu

E[C,.]= Gon\/;{Q{_ BTH —Gon\/FTP] _QO[BTH —GOHJFP]

G,,0 G,.0

on

_(BTH-Gopy/Pr)?
2(Ger0)?

BTH 1
G0 2m

2(Gen0)?

_(BTH+Ggny/Pp)?
+e )

(18
The expression for the variance of the correlatdpuot is:
{Var[con]} noise =

1G§”UZ{Q2[— BTH —GO”\/PT,] _QZ[BTH —GOM/PTH

ﬂ‘r Gon U GOH a—

9

The former expression supposes of course thatutsep
are not blanked (see section 4 for more details).




5.4 CONTRIBUTION OF THE PULSES TO THE
PARTIAL-CORRELATION STATISTICS

This section determines the contribution of thespsl
when correlated with the navigation signals. Adaog
to the relative dynamic between the navigation align
source and the pulse emitter two different anadytic
models have to be considered.

e Spectral Separation Coefficient for
configuration

In this situation it is supposed that the navigatsignal
source is moving w.r.t. the receiver and the tériads
pulse emitter. This is mainly the case for a tyb{BAISS
scenario using MEO satellites as ranging sourceseH
the relative delay between the local replica, lacke the
satellite navigation signal, and the pulsed signal
permanently drifts over time.

The most encountered and accepted analytical model
account for the effects of the interference on® 8NIR
is based on the Spectral Separation CoefficientCJSS
model (e.qg. [13], [12]). The SSC expression is gibg:
Bl2
Ssc= st(f).Gp(f)df (20)
-Bl2
It is recalled that the PSDs of the desir&i(f), and
interfering, Gy(f), signals are normalized over their
respective transmission bandwidths.

When applying the SSC in the specific context dted
interference it is necessary to account for pulsgy d
cycle, as already proposed in equation (9). Not th
equation (9) applies for pulsed with low peak paweor
higher power it is necessary to account for the Agah
which scales the corresponding power. Hence, the
variance of the correlator output during the timeeival
containing the pulses becomes:
2

VRG] e = 220 1)
Hence the AGC gain will effectively affect the ingpaf
the pulsed signals by compressing their amplitudtl w
Gon
By considering that the portion of the spreadingle
during the pulse are well-balanced ([A.11]) the med
the correlator output during such time intervalsnidl
(E[Corl = 0).
*« Waveform Convolution Coefficient for the static
configuration

Here, the navigation signal source is fixed w.the
terrestrial emitting source and the receiver ismoving.
Two typical scenarios apply: For the first scenatite
navigation source is a pseudolite (usually emitting
pulses) while the pulsed source can either be an
interfering source (radar) or another pseudolitated in

its vicinity. The second scenario corresponds to a
geostationary satellite emitting signals used famging,
additionally to the MEO satellites. This could lhe tcase

of the SBAS (EGNOS, WAAS) systems using
geostationary satellites to disseminate correctidata
and possibly ranging sources.

dynamic

In both situations the delays, between the replica and
the pulses does not vary significantly. The usthefSSC
is not exactly appropriate and the relative detgyneeds
to be accounted. In appendix C the variance optréal
correlator with the pulse contribution is showrbezome

Ts
{Var[con]} pulse = Gozn 'Pp ?C 'WCC(TS,p) (22)
Here WCC represents the Waveform Convolution
Coefficient, function ofts, and is defined as
S D p m=oco
WCC(TS p) - (p (TSVP) p (TS, )) 25(1. (23)
3 Tcs D—p =

The derivation of this equation suppo3gsnultiple T..

In fact, from (21) and (22) it is shown that theCS§&
proportional to the average of the WCC fny, varying
between 0 and..

SsC=Ts(weC(z, ,))

(24)

O<rs‘psTc

« Consideration of the blanked samples

Because it is also necessary to consider the sample
contained in the pulses which are blanked, the
contribution of the pulse to the variance becomes:

{Var[Con]} noise =

o pr Tk lo, -BTH-G,,{P, | _ (BTH-G,/R
on T cc o

G,.0 G,,0

(25

The coefficient K. is either the WCC or the SSC
according to the relative velocity between the riieteng
and navigation signal sources. For a dynamic sanad..
will take the form of the Spectral Separation Ciméght
and for a static situatioi.. will take the form of the
Waveform Convolution Coefficient.

As a conclusion the variance of the partial cotozla
output during the pulse equals (considering thesgaind
noise contributions):

‘ var[C,,] ={var[C,,]}

+{varlCo,Jf e (26)

noise

5.5 ANALYTICAL EXPRESSIONS FOR THE SNIR

In this section, it is proposed to provide the etbgorm
expressions of the SNIR for specific settings oé th
blanking threshold corresponding to the followirages.

» Slow AGC with very high blanking threshold

Here it is supposed that the blanking threshokktsmuch
larger than the pulse amplitude (no sample is lddnk
during the complete integration time). In that case
simplifications described in Appendix-D enable to
deduce the general expressions of the mean ananeari
of the correlator output over a coherent integratio

E[C] = (1- PDQ.G,, v P* + PDCIG,, &/P*

2 2 s
varic] = - PpC) S+ poC L G207 + G2 IPP [ (K
BT BT T

[(27)

Based on these expressions, the closed form expness
for the SNIR is (see Appendix—D):




SNIR=

PS

2

S

%+ PDCLPP E»TTLEKCC

(28)

This expression implicitty means that the navigatio
signals samples can still contribute to the SNIR jower
loss of (1-PDC)2 at numerator).

* Slow AGC with optimal blanking threshold

Here the blanking threshold is set such that thaptete
pulse is blanked but all noise samples during tgods
without pulse are preserved (optimal situation).ttis
situation, all contributions to the mean or variamlring
the pulse are suppressed, and siBge=G,p, for a slow
AGC, the SNIR expression is:

SNIR=

(1-PDC)P* __ (1-PDC)P

a?/ BT N,

(29)

* Fast AGC without blanker

For a fast AGC, no blanker is applied since it whewn
in section 4.2 that it does not provide any reahdfig.

Furthe

rmore, it

is supposed

that

the AGC gain
compressed the thermal noise and navigation signals

during the pulse in such a way that they do nduérfce
either the mean or variance of the partial cori@fatThe
closed-form expression for the SNIR becomes:

SNIR=

(1-PDQ? P®

2 s
@-pPDC) - + PDCH? e (K
ﬁT T cCc

(30)

6 VALIDATION
MODELS

SIMULATIONS

OF
WITH

THE

6.1 SIMULATION PARAMETERS

For the validation of the former analytical modeie
parameters described in Table 1 have been condidere

ANALYTICAL
MONTE-CARLO

Categ. Parameter Value Comment
Filter Bz;ndmdth, 40.92 MHz
AGC Recovery
Time 1lus <RT<1s
ADC bits 8
Receive Blanking Reference is
) .
Threshold ?< BTH2<2+10 dB thermal noise
power
ADC sampling | 44 g5 iy, Nyquist
frequencyfs
Integration time T=1ms
Waveform BPSK(5) Galileo E6-like
Code Length L =5115 signals
l\_lav. Indiv. codeper
Signal Code Type Random Monte-Carlo run
Received Power P, =-158.5 dBW |Ant. output port
Thermal - pgp -201.5 dBW/Hz
Noise
Pulse Duration PD = 27us
Pulsed | Peak Power PP=-110 dBW |Ant. output port
Signal | Pulse Repetition 1KHz <PRF<4KH
Frequency

Table 1: Parameters used for the validation

Based on the proposed parameters, the SNIR in edsen
of any pulsed interfering signal, without blankemnda
having infinite front-end bandwidth at the receieguals

(31)

=13dB

SNR=T R
N

o

6.2 RESULTS
« Validation for the periods without pulses

First the model is validated in absence of a p(tlsermal
noise and navigation signal only). For this purpabe
analytical expressions (15) and (16) for the mead a
variance of the correlator outputs have been djrect
included into equation (8). Figure 7 shows the atioihs

of the SNR degradations as function of the blanking
threshold. Here both analytical models and simoieti
results are shown (the intervals of confidence tfoe
SNIR obtained with simulations are also represénted

: : : : : : todel :
1 +  Monte Carlo |2

SMNIR Degradation [dB]
ra {un} =S m o

i
-1 0 1 2 3 4 a B 7 g 9 10
Blanking threshold over noise level [dB]

Figure 7: SNIR Degradation without pulse with blark
threshold
As expected it can be verified that when the blagki
threshold is set too low, the corresponding peilanof
the noise distribution are suppressed, which ingact
strongly the SNR. It can also be stated that a geryd
match exists between results of the Monte-Carlo
simulations and the analytical models.

« Validation of Relationship between SSC and WCC

In this section it is proposed to provide one sinmpl
example of calculation of WCC, and to verify the
relationship between the SSC and the WCC (Eq. (24))
For this purpose the simple case of two BPSK sgnal
with same waveform duration |{8) is considered. This
would be the case of a pulsed pseudolite signalguai
BPSK chip modulation which would interfere with the
reception of a navigation signal using a BPSK tbbe
following figure illustrates how equation (23) igmied in
this specific scenario to generate the WCC as fonaif
the delayr;

The last figure shows that the average of the W@€r o
the propagation times, is 2/3. Application of equation
(24) leads to Ssg:épKprSK = 10*|0910(2/3 < 1T, =
-61.8 dB.HZ', which is a value that can be also be
recovered by the application of equation (20).
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Figure 8: WCC and SCC for BPSK-BPSK case
As a conclusion Eq. (24) can be verified and thaeethe
SCC effectively represents the time average, wthe.

propagation times, of the WCC over one chip duratio

 Validation of SNIR model with pulses

In this section the SNIR model is validated when

considering the presence of a pulse. Here the

segmentation of the coherent integration tifne applied
which leads to a combination of the mean and vadan
for both sub-intervals with and without pulses (&
(14)). The PRF is set to 1 KHz (all other pulseapagters
are listed in Table 1). Furthermore, two AGC tyhase
been considered: the first one is a fast AGC usng
recovery time of fis, much smaller than the pulse
duration of 27us. The second uses a recovery time of

1ms and can be considered as a slow AGC. Figure 9

shows the corresponding variations of the SNIR
degradations w.r.t. a nominal SNIR of 13 dB.

O Monte-Carlo, slow AGC
O  Monte-Carlo, fast AGC
Model, slow AGC
Model, fast AGC

SMIR Degradation [dB]

=4

-2 DI 2I tll B g 1ID Mo blanker
Blanking threshold {level over noise power) [dB]
Figure 9: SNIR Degradation with pulse and blanking
slow and fast AGC. PRF = 1KHz,£110 dBW

- For a fast AGC, the noise samples in the intervals
without pulse have a nominal distribution that wbul
be observed for a scenario considering only nakigat
signals Gy=1/c2) and the amplitude of the pulse,
once compressed corresponds to the dercentile of
the noise distribution (see Figure 5). Hence, the
application of a blanker for pulse suppression an
be done without “scarifying” noise samples contagni
the navigation signals. This is the reason why the
SNIR degradations are especially large for low
blanking thresholds. When the threshold becomes
larger (>5 dB) these degradations reduce, before
converging to an asymptote representative of the
effects of the non-blanked (but still compresseays@
onto the SNIR, as given by Eq. (30):

For a slow AGC the pulse and noise samples are
compressed with the same gdBy=G. Therefore

the pulse still emerges from the thermal noise (see
Figure 6) and it is possible to effectively supprés
when setting the blanking threshold appropriately.
Now, if the blanking threshold is too high, the g4

are not blanked and will impact the SNIR. Eq. (28)
now applies. When the blanking threshold decreases
and reaches the pulse amplitude (~6dB on Figure 9)
the pulse is suppressed. So the SNIR degradation is
minimal and given by Eq. (29). Now, if the blanking
threshold is further reduced, a similar effect @sthe

fast AGC occurs: the noise samples are blanked and
the SNIR degradation increases again.

6.3 AGC DYNAMIC AND PULSE DURATION

The former simulations have been repeated for reiffe
values of the recovery time, varying betweers And 1s.
Figure 10 shows the corresponding SNIR degradations
12 & . . .

10 &

o blanker + ++

0 2 4 6 : 10
Figure 10: SNIR Degradation for Slow and Fast AGC

n

Two typical behaviors can be recognized on thiarig

- For recovery times smaller than the pulse duratios,
SNIR variations are very close (0.5 dB disparitgyl a
can all be explained in a similar way to the cunve
Figure 9. A deeper analysis shows that this belavio
occurs as long as RT<PD/2.



- Similarly, SNIR variations are very close for slow
AGC which corresponds to RT >4 PD. Explanations
similar to those of Figure 9 can be proposed again

- In between (PD/2<RT<4 PD) a transition zone
shows an SNR degradation around 4 to 6 dB
independent of the blanking threshold.

Hence, an AGC can be described as fast or slow only
when comparing the pulse duration to the recovieng.t

It must be noted that the bounds PD/2 and 4 PDhake
applicable for the proposed AGC implementation. éDth
implementations might provide other bounds, bus thi
general trend should be preserved.

Finally, by choosing a recovery time having the sam
order of magnitude as the pulse duration, the aesta
SNIR degradations are the largest when compareketo
slow or fast AGC situations. The SNIR does not fiiene
from the slow or fast AGC advantages, but takey tm
corresponding drawbacks. Figure 3 illustrated ptife
this property.

7 IMPACT OF SPREADING CODES AND
CODE/PULSE SYNCHRONY

7.1 RANDOMNESS PROPERTIES

In [10], three main criteria, calleGolomb’s postulates
are proposed to measure the randomness of pseudo-
random codes. These are
- Balanceproperty: the number of 1's in every period of
a sequencsdiffers from the number of 0’s by at most
one.
- Two-levels auto-correlation propertg is a sequence
with a 2-level auto-correlation function (ACF):
ACF(K) = 1, ifk=0, and ACFK) =-1N if k20
Run propertya run ofs is a subsequence consisting of
only 0's or 1's which are neither preceded nor
succeeded by the same symbol. The length of a run,
called L,,, is the number of consecutive identical
symbols (for example ‘10001’ is a run of length B8).
run of successive 0’s is calledgap while a run of
successive 1's is calledldock For a code, the runs
follow a specific distribution which depends onithe
length, L.
In [8] the application of the Golomb’s postulates t
spreading code families used for several navigation
systems (Galileo, GPS, QZSS) enabled to identifpeso
(minor) discrepancies. For example,
- One GPS-CA code (PRN 25) shows a run of 16
consecutive 1's between the §6and 982" chips.
- One E5b-I code (PRN 45) shows a run of 25
consecutive 0’'s between the 6¥08nd 6728 chips.

7.2 IDENTIFICATION OF PULSE/CODE RUN
SYNCHRONY

The former investigations have shown that relagivehg
sequences of consecutive and identical chips éxitte
spreading codes. Because, 20 GPS CA code of 1ms
duration are repeated within one data bit, it methas a
small but non-negligible match exists between this

repetitive code sequence and a stream of periodidaés
synchronized to the run locations. In case of tRS&A
code (PRN25) pulse sequences with PRF ~1 KHz and
pulse duration ~46 would be critical. Figure 13 shows
such a code run / pulse synchrony for the GPS GANP
25) during the first millisecond.

Situation of Pulse and Code Run Alignment for GPS CA (PRN-25)
3 T T T T

3 ; ] ! — Rx signal with Pulse
25H 5 - | ——Replica
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Figure 11: GPS-CA (PRN 25)-Pulse Alignment
A similar synchrony can be created for the E5b-I
(PRN45) codes (now over a duration of|ish

Situation of Pulse and Code Run Alignment for Galileo E5b-I (PRN-45)
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Figure 12: Galileo E5b-I (PRN 45)-Pulse Alignment

These two examples highlight a match between ruh an
pulse sequences, when considering one pulse paafpyri
code period of 1ms. It is now proposed to extend th
investigation in a more systematical way by conside
several pulses per code period. Indeed, it migkb al
happen thaK runs of same length,,, repeat periodically

in one code duration. In terms of integrated enehgyng
the correlation process, this would be equivalentat
single run of duratiorK.L,,,. Furthermore, even if runs
are not exactly of the same length but occur aibgeral
locations in the codes, again a good match with the
periodic pulse sequence could appear.

Therefore, the systematic search consisted to cteaize
the pulsed sequences with a mask,{t), defined with
two parameters: its pulse duration, PD, and itsseul
spacing, PS, such that PRF = 1/(PD+PS).

<

1/PRF |4 Peopdt) I_I
 Pulse Pulse
“Duraion” [~ Spacing

Figure 13: Param. for Code /Pulse Synchrony Analysi



This mask takes the values +1/0 values and is lebeck
with the spreading code sequencf) using the +1/-1
voltage notation, over the code period. Note thalPRF
is smaller than the code perigohye{t) is repeated until
reaching the corresponding code duration (leadimg t

5PD‘PS(t)). This correlation function depends on PD, PS

and the delay between the pulse and the caglg,as

shown in the following equation:
L

_ c (t)'ﬁpDPS(t - Ts,p) (32)

PR_CCHRPD PS7p) = %

P

Note that it is supposed that the pulse duratioraris
integer number of chips (sufficient for the prophgeilse-
run investigation).

The maximum of this correlation function over adllays,
T While keeping PD and PS fixeid,retained to measure

the degree of matching between the pulse sequemzks
the periodical runs.

The following figure shows the corresponding catieln
maxima for the specific case of the GPS CA (PRN 25)
sequences. Here the pulse duration varied betwexnipl
(~1us) and 100 chips (~108).

Correlation between runs and pulse sequence (GPS CA - PRN 25)
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Figure 14: Pulse/Code Run correlation for the GP&-C
(PRN 25)

It can be observed that even if the corresponding
correlation does not take large values (maximura%aj,
some specific PD/PS combinations lead to pulse
sequences similar to the code ones. Furthermore, th
better matches occur for small PS values. Now, lmsxa
most of the pulsed interference affecting GNSSivece
have a PRF smaller than 5 KHz, it means that tfecesf

of code run / pulse synchrony should be analysed
primarily for pulse spacing larger than about 28ips.

Pulse Spacing [is]

A “cut” of the corresponding mesh figure is propadser
a pulse duration of 10@s (~100 chips).

Code Run / Pulse correlation for a Pulse Duration of 100 ps

Max CCF

460 660 860 10h0
Pulse Spacing [us]
Figure 15: Pulse/Code Run correlation for the GPA-C
(PRN 25)- PD =100 chips
It can be verified that some of the peaks takedhm of a
sinc2 shape (see PS of 920 chips). This charatiteris

should be further analysed in more detalil.

|
200

7.3 IMPACT OF CODE-RUN/PULSE SYNCHRONY
ON SNIR

Because the pulse sequence is synchronized with the
primary code, no variability in the correlation put has

to be expected but rather an additional DC compbnen
This DC component will add to the contribution bkt
received signal at the correlator and might theeetuias
the SNIR estimator of equation (8).

It is now proposed to verify with Monte-Carlo siratibns
if the code run / pulse synchrony will effectivedyfect
the SNIR as anticipated. For this purpose, it @gppsed to
align the pulse and the corresponding run to caweprst
case situation.

Here the special case of the GPS CA code (PRN #b) w
be considered for illustration. The following taldhows
the corresponding characteristics.

Chip Run

Rate Length
MCpe] [Chip [KHZ  [us]  [us]

PRFE PS PD

GPS-CA (PRN 25)
Table 2: Parameters used for pulse synchrony

As far as the parameters for the receiver are corde a
fast AGC with a recovery time ofus (much smaller than
the proposed pulse durations) has been appliedp&ak
power is kept to -110 dBW. Furthermore, no blaniser
applied for such a fast AGC (see section 5.5).

Figure 16 shows the SNIR as function of the PRFnwhe
considering either random codes (black curve) 2310
chip length, or the GPS CA PRN-25 when the code run
and the pulses are synchronized (blue curve).




SNR variations with PRF for the GPS CA signals (RT =1 ps, PPP=-110dBW)
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Figure 16: SNIR for random code (L=1023) and theS5P
CA (PRN 25) for Code Run / Synchrony

The former figure shows effectively that when thdsps
are synchronised with the code runs an obviousass

of SNIR appears. This situation occurs for a PRF of
1 KHz. As soon as the PRF deviates from this vahee
corresponding abnormal behaviour can not be obderve
and the SNIR follows the one obtained with random
codes (other peaks at 600Hz and 1400Hz are al#aevis
which certainly correspond to other code run/ pulse
synchronies).

The artefact of the SNIR is now justified. As expé,
the code run / pulse synchrony leads to an additiDC
component which is proportional to the pulse amgkt
once compressed and to the pulse duty cycle. Tdreref
the general expression for the mean of the cowmelat
output becomes (no navigation signal contribution):

E[C] = A- PDQ [G,, G/P* + PDCIG, v/ P?

[(33)
For a fast AGC, the SNIR given by Eg. (30) becomes

(1-PDOE/P* + PDCB)?
(1- PDC) BU—Z +PDC? BL Kee
BT T

SNIR=

(34)

For the specific case of the GPS CA code PRN 2%wh
shows a run of length,,, =16, PDC =L,/T =1.56%,
and ¢2=3-N,. Application of the former equation leads to
an SNIR of 17.2 dB or equivalently an improvemeft o
4.8 dB w.r.t the case of random codes. This vadueery
close to the one observed on Figure 16.

In order to consolidate the corresponding integiien it
is proposed to inverse the sign of the pulse, whih
equivalent to an angle phasing mfbetween the satellite
and the pulse signals (eq. (1)). The red curveiguarE 16
shows the corresponding SNIR behaviour. Due tcsitpe
inversion, the numerator of the SNIR (Eq. (34))drees

(1-PDQ~/P* -PDC0)?. In that case the numerical
application leads to an SNIR of 0.8 dB or equiviea
reduction of 11.6 dB w.r.t the case of random codéss
value is close to the one observed on Figure 16&twhi
consolidates the corresponding justification.

An analogy is now proposed between the spectras lof
the real navigation signal PSD and the code rurdedd
both characteristics are the consequence of thepnom
randomness of the codes. For pure random codes, the

smooth PSD of navigation signal using a BPSK wawefo
should follows a {.-sinc?(f/f)} function, wheref. is the
chip rate. However, for pseudo-random codes the PSD
will be composed of spectral lines spaced withitiverse

of the code periodicity. In [14] it is shown thatet
deviations of these spectral line amplitudes wihe
sinc2f) envelop can reach up to 10 dB, depending on the
signal and code type. Figure 17 shows an examptheof
first four lines, spaced by 1 KHz in the speciate®f a
GPS CA, as well as the envelop PSD, representdd awit
yellow line. Note that due to the data modulatiathe
spectral line is replaced by d,{sinc?(ffy)} function, fy
being the data rate equal to 50 bps.

PSD of the GPS CA with fd =50 symb/s in a32 MHz bandwidth
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Figure 17: PSD and close-in for the GPS CA PRN-1
showing the spectral lines

If a narrowband or a CW interferer is tuned to the
corresponding spectral line frequencies the dedi@ata
of the SNIR are much higher than for other carrier
frequencies. This increase of the vulnerability tbe
navigation signal to narrow band interferencesgseduy
the non-randomness of the codes can be thus relvbgle
the analysis in the frequency domain. The currexgep
has just shown that a similar increase of the reiog
signal sensitivity against pulsed signals couldo atse
highlighted when analysing the code characterigtiosle
runs, balance) in the time domain. Hence both dosai
can be considered as complementary to highlighsiples
weaknesses of the navigation signals against arexd.
Note that it would be interesting to verify if the
frequencies corresponding to the periodical runs loa
related to a specific excesses of spectral lineg.videal
smooth PSD. Indeed, in case of a spreading code
including a periodic run sequence, the spectraé lin
corresponding to the run periodicity is expecteéxoeed
the smooth PSD of a truly random code.

It is important to note that the unexpected artsfdn
SNIR are observed when both navigation and pulsed
signals have the same phase. Now, the Doppler will
certainly help reducing the corresponding effects b
letting this phase vary over the different integnas.
Similarly the pulse modulation (+1/-1) will alsaextuate

the average SNIR estimated over several coherent
integrations. Nevertheless, some abnormal varigtion
should remain in the SNIR for specific PRF.




7.4 SCENARIO OF CODE/PULSE SYNCHRONY
AND RECOMMENDATIONS

Different scenarios can consequently lead to unebege
SNIR behaviors when code runs and pulses are
synchronized. Again the condition is that the retat
dynamic of the pulse transmitter and navigatiomalig
source is low over a time period correspondingeteesal
integration periods. This would be the case for:

- a navigation signal transmitted by a geostationary
satellite, and pulsed interferer or a pseudolite.

- a navigation signal transmitted by pseudolite and
again pulsed interferer or another pseudolite $igna

It is clear that other conditions related to theereer
front-end are also necessary to magnify the coomdipg
effects. This would be the case of a receiver qupdp
with a fast AGC (RT smaller than PD) or a receiwbich

is not equipped with a blanker and operates inratiun

in presence of the pulsed interferer. Typical reee not
equipped with blanker could belong to the categirihe
mass market receivers, for example. Furthermore, th
receiver should have a slow dynamic too.

8 CONCLUSION AND WAY FORWARD

The outcomes of this paper are manifolds:

- It proposed refined analytical models for the SNHR
presence of pulsed interferences, which betterwatdco
for the blanking threshold value and the dynamic of
the AGC regulation w.r.t. to the pulse durationréle
two main behaviors have been distinguished: a fast
one (resp. slow) when the recovery time is
significantly smaller (resp. larger) than the pulse
duration.

It showed that using a slow AGC usually leads to
better performances because the pulsed signals stil
emerge from the thermal noise after AGC regulation
which authorizes their suppression with the blanker
The use of a blanker for a fast AGC does not prvid
significant benefits. Now the AGC itself could serv
as mitigation method by compressing the pulses It i
also recommended to avoid an intermediary zone
when the pulse duration and recovery time are amil

It highlighted that the Spectral Separation Coéfit
(SSC) could be used when the difference in
propagation times between the navigation signal
source and the receiver on a one side, and betilieen
pulse emitter and the receiver varied sufficiemtier
several integration periods on the other side. &or
fixed configuration, the Waveform Convolution
Coefficient (WCC) should be used. Finally, it was
demonstrated that the WCC and SCC were closely
related.

It showed that in the special cases when subsets of
identical chips, called runs, and pulses were
synchronized during several integrations, artifaots
the SNIR could appear. In that situation the impsct
the pulses onto the SNIR can not be modeled by a
random contribution but by a constant which impacts
the SNIR. This is especially true for receiversngsi

fast AGC. The amplitude and sign of the
corresponding variations depends on the pulse
duration and the phasing between the navigation and
pulse signals. Pulse modulation and non-zero Dopple
will certainly reduce these artifacts without
completely suppressing them. Such SNIR abnormal
behaviors could be encountered when using either
navigation signals transmitted by geostationary
satellites or pseudolites. Hence, the runs incréfase
sensitivity of the navigation signal to periodical
pulses, in the same way that the deviations oftsgplec
lines w.r.t. the smooth PSD, applicable to purelcen
codes, increase the sensitivity to narrow band (CW)
interfering signals.

As a way forward to this study, the following asisec
could be further covered:

- The operational mode of a receiver working in
saturation should be considered. This situatiorliepp
mainly for scenario involving pseudolite signalsieh
usually lead the ADC in clipping. SNIR models
similar to those of equations (11) and (10) coudd b
developed when accounting additionally the AGC
dynamic.

The proposed refined models could be extended to
pulses showing non-constant amplitude during the
pulse duration (chirps signals for example).
Nevertheless, the models proposed in this paper and
applied for pulses with constant amplitude could
already provide the worst case situations w.rheot
pulses.

The effects of quantization and filtering shouldabe
accounted. Indeed, for the derivation of SNIR medel
it was always assumed that the quantization loases
negligible. However, for a slow AGC it can be shown
that the compression of the navigation signals hou
increase the corresponding quantization losses Her
similar approach to this applied in [11] could be
followed.

The refined SNIR models could be applied for
dimensioning pseudolite systems. Here the results o
the code/pulse synchrony could be taken into adcoun
for the selection of spreading codes for pseudolite
which should show as less runs as possible.

The investigations regarding the code run/pulse
synchrony could be pursued, in order to verifyhié t
SNIR artifacts really represents a marginal
phenomenon or have to be taken into account more
seriously (similarly to the receiver sensitivityaagst

by CW interferers), at least for dedicated appire.
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APPENDIX A - DERIVATION OF SNIR IN
PRESENCE OF THERMAL NOISE ONLY

The objective of this appendix is to derive the BNithen

the received signal is the combination of the tremoise
and the navigation signal only (no pulse is congddn

eg. (1)). In that case, the signal power at AGQuing

dominated by the thermal noise power which yielst
constant AGC gainG(t) = Gy

The expressions for the mean and for the variafidheo
correlator output are now derived.

Expression for the Mean of the Correlator Output
The mean of the correlator outputs is given by:

E[Cy] = E[iﬂ x(t)cS(t)dt} = % [TE[xtesm]at |(35)

Where x(t) is the received signal at ADC output afft)
is the replica. Here,

ekt 0] =t (6. VP e (t)+ ) res)] [36)

Based on the fact thatz(¢) is odd andn(t) has a
symmetric distribution, the following equations thol

E[X(t)c* ()] = E[x(®)c*(t)]c*(t) =1]
= E[f, (Gos VP* +nt)) 37)
= fwa(GOﬁ( Ps + n))[p(n)dn

Using the definition for the distribution of the ise n(t)
yields:

BTH_/ps )

G, n

o 1 2
E[C,1=G, ( P +n)EIie 20°dn  |(38
! “_BTHI_ = V2no (38)

ot

Assuming thatG_, v P® << BTH, Taylor expansions can
be used at first order to derive the following eegwion:

_ BTH?
BTH | BTH Ee (el
G0 | Gyuo\lm

EIX(t)c ()] = Gy VP°| 1- ZQO[

(39

Since E[x(t)§t)] is not dependent on timg it can be
finally deduced that:

_ BTH?
E[Coy]=Go VP°|1- ZQO[ oTH J—BTH \/%e dead?

GO ) GO

(40

Expression for the Variance of the Correlator Outpu

The variance of the correlator outputs is given by:

E[C 1= E{lej x(t)x(u)cS(t)cs(u)dtdu} (41)

c’(t) is independent af°(u) whent andu do not belong to
the same chip interval. Denoting hyt) the chip interval
containingt: O my O Z, tOmT,, (Mm+1)T]. In the
following the integration interval is split into tw
complementary intervals to derive@®][:

* interval wheret and u are not on the same chip
interval , i.et fixed andudI(t)

« interval where andu are on the same chip interval ,
i.e.t fixed andull(t)



Terml

E[C?, ]—Ti2 { [ ] x(t)x(u)cs(t)cs(u)dudt]

100, T]udi (1)

1[0, T]udl ()

+leE[ [ ] x(t)x(u)cs(t)cs(u)dudt]

Term2

(42
Each of the terms Term1 and Term2 is now derived.

1) Derivation of the Term1

Sincet andu do not belong to the same chip interval, the
double integral can be split into a product of gngds
depending on andu and Terml can be reduced to:

j Exocot [ Exuew]d
tD[O Tl udi g (t) (43)
= TR (e

Terml=—

2) Derivation of the Term2
Sincec' takes either 1 or -1 arfg{ *) is odd then:

E{ t,(Gor WP+ °(t))
[0,T]u0l (t

0 (G (VP + () &) et
(44
The fact that the sampling frequency equals theuigq
one (B=f) enables to consider the noise sampigksand
n(u) as independent when taken at two different irtstan
Therefore the correlation functionrif).n(u)] = 2.4t-u)

After several steps, the following expression is
established:

1]l NP o) o -

0

Term2= iz

Term2=

%j(E[co" ])?
(45

3) Final result for the variance

Finally, from the previous expressions, the varéaatthe
correlator output can be deduced:

va{C,;] = E[C] - (E[C 4 ])?

VI IO

(46
Since G,,+/P* <<BTH, it is possible to use again a
Taylor expansion at first order. Therefore

elr. (6P +n)]= 20 [1 ZQ{BT;D

&2 P 1 ZQO[ BTH J_[[ BTHJ J BTH \f Swo?
G0 G0

(47

Because this term does not depend:on

vaC,] = ;T(Gsﬂa{l— ZQ{ ET;'D (48)

Expression for the SNIR of the Correlator Output

Injecting equations (40) and (48) into (8) yields

BTH?

2
p'| 1-2q,[ BTH |_ BTH \Ee oy19)
Gyo| Gro\m

ol
off
(49

APPENDIX B - DERIVATION OF SNIR IN
PRESENCE OF PULSED SIGNALS

The objective of this appendix is to derive the BN a
time interval when the received signal is domindigdhe
pulsed signal, with peak powé. In this situation the
AGC gain G(t) is approximately constantG(t)=Gg,
during that time interval. Two effects will conttte to
the variance of the correlator output. The firse as the
variance caused by the noise samples suppresséueby
blanker. The second one is the variance causechdy t
pulsed signals if it is not blanked. For the meaty dhe
effect of the noise samples will be considered.

SNIR[C,,]= T

The following expression gives the expression of th
blanker input (effect of ADC is neglected), showitig
navigation and the predominant pulse signals.

x(t) = £, (G, WP*e () +VP.p* () +n(t)) (50)

Expressions of the mean and variance due to the @i
contribution (in presence of a pulsed signal)

Because the amplitude of the navigation signal ishm
lower than this of the pulse, the current situatiam be
compared to the previous one (“low-power signally'9n
Now the interval in which the noise samples are not

blanked becomes[-BTH +G_+P? ,BTH+G,VP"]
instead o -BTH,BTH] .

The same methodology for the derivation of the nmeach
variance of the correlator output in presence plise is
therefore applied. Furthermore, the condition which
enables to apply the Taylor expansion becomes:

‘BTH -G, JP*|>>G, JP*

In that case the contribution of the mean and @yeecf
the noise only are given by the two following eduias:

E[C,,] = GDnE[QO[—BTH _GO"\/F]—QD[BTH —Gon\/;]

G,.0 G0
[BTH—GOH P"jz [BTH+GM\/EJZ
_BTH 1 1o dewo? 4o 26w0P
Gon0 21

(51




{Var[con]}noise ﬁ]— on G U Gona_

1y Z[Q[ BTH-G, r] QZ[BTH—GO,,\/ED

(52

Expressions of the variance due to the pulsed sigisa

In addition, the pulsed signal will also impact treiance

of the correlator output. For this purpose eithke t
Waveform Convolution Coefficieff’WCC) or Spectreal
Separation Coefficien{SSC) are used, depending on the
relative dynamic between the navigation signal and
pulsed transmitters. This contribution to the wvacea
equals:

{Var[con]} pulse =

G;EP,,D}D(CCEEQO[—BTH—GW\/EJ Q[BTH -G, FD

G,.o G, o

(53

See section 5.4 for the applicability of the caséint K.
which is either the WCC or the SSC.

Expression for the SNIR of the Correlator Output
Injecting equations (51), (52) and (53) into (8lgts

2
SNIR[C, | = (ElC,.))
{Var[con] } noise + {Var[con] } pulse
(54
APPENDIX C - EXPRESSION OF THE

WAVEFORM CONVOLUTION COEFFICIENT

The objective of this appendix is to derive theresgion

of the variance caused by an interfering pulsedadig
whose source can be considered as static w.r.theéo
navigation signal source, and supposing a minimal
dynamic at receiver.

The corresponding variance can be expressed by:
T

va{_l% I(o, D§p)(t)cs(t)dt} (55)
0

The following model for the pulsed signal will be
considered:

s°) = VPP S cPp(t-nT" - 1,,) (56)

n=-co

Herein T, represents the pulse duratiguf(t) the pulse
waveform and:,fthe pulse value taking either +1 or -1
with equal probability when the pulse exists durihg
sub-intervals fi+T,, (n+1)'Ty] and O in the other cases.
Furthermore, 7, , is the difference in propagation times
between the navigation signal source and the receiv a
one side, and the pulsed signal source and thévezamn
the other side. Herg ,is considered as fixed.

Equation (55) is first derived in the situation whthe
chip duration equals the pulse duratidg={,). Then the
property E[cpcpc (o J—5n,n- B,,; Which comes from

n ~n'"~“m>m'

the randomness of the codes and of the pulse values

([A.11] and [A.10]), enables to demonstrate that:

Eli[i [ (hy I]'s')(t)cs(t)dtjz}

=5 3 3(1 el

m=-ewn=-c

- rs,p)du Dé'(rsvp -(m- n)‘l’c)j2
(57

With the fact thatp® is zero out of [0, J], the following
expresion applies:

[[ j; h, Ds Jzi
= i(fgcpp(u) ps(u - Tsyp)du)2 * ngmd(fgp - nzTc)

(58
For symetrical waveforms such twc’ptp(t)‘ :‘pp(_t +Tp}

)=

E[[ii(hﬁ Dg)(t)cs(t)dﬂ

S(-t +ch, it is derived:

(59
WCGH),

The Waveform Convolution Coefficient,
function oft, is then defined by:

wol,.)=( 2 ool

> ofr., -kT.)

(60

In the general case when iB different from T, one has
to extend the support of the waveforms for the g@ualsd
the chip to the longest duration of both. Suppgsih
smaller than ¥, the support of the chip waverform should
be extended over °Thy filing the corresponding
waveform with zeros where it was not previouslyimnked.
Hence both waveforms will have the same time suppor
One is simply zero padded. Then a similar apprazch
be followed as previously. The WCC expression bexom
now (here it is supposed thag i multiple of T)):

S < O p < m=co
weatr, = (T'?r): E"}p(’ J. S, i)
(61
Finally:
17 s T.
va{_l_.([(hﬂ B )t)e (t)dt} = PP?WCC(TSVP)
(62




APPENDIX D — CLOSED-FORM EXPRESSIONS
OF THE SNIR FOR HIGH BLANKING
THRESHOLDS

This appendix provides the closed-form expressions
the SNIR when considering that the blanking thréshm
not used. Here no sample is blanked and the fotigwi
simplifications can be used:

-BTH-G,./R, BTH-G,,./P
{Q{ onﬁ]_Q{ F} .

G,o G,o

g e

{Qz[—BTH —GZJFP]_QZ[BTH —GZJFPH i

G,,0 G,,0

Simplified Mean and Variance expressions

Applying the former simplifications enables to deduhe
different contributions to the mean and variancethe
partial correlations.

- The contribution to the mean and variance caused by
the thermal noise in absence of pulses (Eq. (18) an
(16)) becomes

E[Coff] = Goff \/; (64)
var[C, ] = Gud” (65)

- The contribution to the mean and variance caused by
the thermal noise in presence of pulses (Eq. (28) a
(19)) becomes

E[COH] = GO” Ps (66)
G2 o?
C =~ Zon 67
{Var[ on]} noise ﬁ-l- ( )

- The contribution to the mean and variance caused by
the interfering pulse signals (Eq. (25)) becomes

{var[C,, 1}

noise

T
= Gcfn.P”.?C.KCc (68)

Expression for the SNIR for a slow AGC
For a slow AGC 6, =G,, =1/J/o?+PDCP? =G) it is

possible to introduce the former simplified express
for the mean and variance into Eq. (27) which geld

E[C] =G [ﬁ(l— PDQ /P + PDCB/E) (69)
var[C] = Gz((l— PDC)%2 +PDC %02 +PP % KCCJJ (70)

Including these expressions in Eq. (8) and neglgctihe
guantization losses during the pulse yields

PS
((1— PDC)J—Z + PDC[EGZ +prle KCCD
BT T

PS

SNIR=

(71)

0_2

ot F>D<:[PPE|TT£DKCC

Expression for the SNIR for a fast AGC

For a fast AGC ¢, =1/y/P? andGey =1/0) it is possible
to introduce again the former simplified expressidor
the mean and variance into Eq. (27) which yields:

E[C] = 1-PDQ EI(];\/;+PDCEI\/E (72)

NES

1 1.1 T,
var[C] = (1- PDC)E +PDC T E»F; ? +?° Echj (73)
Including these expressions in Eq. (8) yields

1-PDQ VP e Ll

(1—PDC)i+PDC ig&mfﬂﬂmcc
pr BT PP T
Considering that the AGC gain compressed the ntwiga
signals and thermal noise during the pulse in suglay

that they do not influence neither the mean nor the
variance of the partial correlation during pulselys.

(1-PDQ?P?

SNIR= (74)

SNIR=
2
(1—PDC)%+PDCB¢2 D-%IIKCC (75)




