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Abstract

Given ψ ∈ L2(R) and a finite sequence {(aγ , λγ)}γ∈Γ ⊆ R+ × R
consisting of distinct points, the corresponding wavelet system is the
set of functions { 1

a
1/2
γ

ψ( x
aγ
− λγ)}γ∈Γ. We prove that for a dense set

of functions ψ ∈ L2(R), the wavelet system corresponding to any
choice of {(aγ , λγ)}γ∈Γ is linearly independent, and we derive explicite
estimates for the corresponding lower (frame) bounds. In particular,
this puts restrictions on the choice of a scaling function in the theory
for multiresolution analysis. We also obtain estimates for the lower
bound for Gabor systems {e2πiaγxg(x − λγ)}γ∈Γ for functions g in a
dense subset of L2(R).

1 Introduction

Given ψ ∈ L2(R) and a sequence {(aγ, λγ)}γ∈Γ ⊆ R+×R, define the wavelet
family {ψγ}γ∈Γ by

ψγ(x) =
1

a
1/2
γ

ψ(
x

aγ
− λγ). (1)

We find conditions implying that a finite set {ψγ}γ∈Γ is linearly independent,
meaning that {ψγ}γ∈Γ is a basis for its span in L2(R). It turns out that the set
of ψ ∈ L2(R) for which {ψγ}γ∈Γ is linearly independent for all choices of finite

∗This research was carried out while the second named author was visiting the Depart-
ment of Mathematics at the Technical University of Denmark.
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sequences {(aγ, λγ)}γ∈Γ is dense in L2(R). We estimate the corresponding
lower frame bound, i.e., we find a number A > 0 such that∑

γ∈Γ

| < f, ψγ > |2 ≥ A||f ||2, ∀f ∈ span{ψγ}γ∈Γ. (2)

A similar analysis is performed for a finite Gabor system {gγ}γ∈Γ, which, for
a given function g ∈ L2(R) and a sequence {(aγ, λγ)}γ∈Γ ⊆ R2 is defined by

gγ(x) = e2πiaγxg(x− λγ). (3)

The motivation behind the results comes from wavelet theory, where frames
for L2(R) play a prominent role. Recall that a set of vectors {fγ}γ∈Γ belong-
ing to a separable Hilbert space H is a frame for H if

∃A,B > 0 : A||f ||2 ≤
∑
γ∈Γ

| < f, fγ > |2 ≤ B||f ||2, ∀f ∈ H. (4)

In particular, every finite set of vectors {fγ}γ∈Γ is a frame for span{fγ}γ∈Γ.
The numbers A,B appearing in (4) are called (frame) bounds. They are
clearly not unique.

In signal processing, a special role is played by wavelet frames and Gabor
frames. Given a function ψ ∈ L2(R) and parameters a > 1, b > 0, the
corresponding wavelet system is the set of functions { 1

am/2
ψ( x

am
− bn)}m,n∈Z;

we refer to it as the regular wavelet system in contrast to the more general
system (1). It is known [2] that { 1

am/2
ψ( x

am
− bn)}m,n∈Z is a frame for L2(R)

with bounds A,B if

A :=
1

b
inf |γ|∈[1,a]

[∑
n∈Z

|ψ̂(anγ)|2 −
∑
k 6=0

∑
n∈Z

|ψ̂(anγ)ψ̂(anγ + k/b)|

]
> 0

B :=
1

b
sup|γ|∈[1,a]

∑
k,n∈Z

|ψ̂(anγ)ψ̂(anγ + k/b)| <∞. (5)

Here, the Fourier Transform of f ∈ L1(R) is defined by

f̂(y) :=

∫
R

f(x)e−i2πxydx

As usual, the Fourier transform is extended to a unitary mapping of L2(R)
onto L2(R).
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Similar, given g ∈ L2(R) and parameters a, b > 0, the regular Gabor system
is the set of functions {e2πiamxg(x − nb)}m,n∈Z for L2(R); it is a frame for
L2(R) with bounds A,B if

A :=
1

b
inf

x∈[0,a]

[∑
n∈Z

|g(x− na)|2 −
∑
k 6=n

|
∑
n∈Z

g(x− na)g(x− na− k

b
)|

]
> 0

B :=
1

b
sup
x∈[0,a]

∑
k∈Z

|
∑
n∈Z

g(x− na)g(x− na− k

b
)| <∞. (6)

For more information about wavelets and Gabor frames we refer to the mono-
graphs [1], [6]. Usually, the speed of convergence in algorithms involving
frames depends on the ratio B

A
, making good estimates for the frame bounds

an important issue, cf. [7]. However, practical calculations always have to
be performed with finite subfamilies; therefore, the question is rather how to
find frame bounds for those sets. The upper bound is trivial: every upper
bound for { 1

am/2
ψ( x

am
− bn)}m,n∈Z (resp. {e2πiamxg(x− nb)}m,n∈Z) is also an

upper bound for any finite subfamily. However, it is nontrivial to find lower
bounds for subfamilies. Lower bounds for finite subfamilies are also needed
in other contexts, eg. in approximation problems, cf. [3].

Our estimates are motivated by those problems. Since our calculations work
without extra complications for the irregular wavelet systems and Gabor
systems defined above, we decided to present the general version. It actually
works without assuming that {ψγ}γ∈Γ (resp. {gγ}γ∈Γ) is a subfamily of a
frame for L2(R).

We end this introduction with some definitions and basic results that will be
needed throughout the paper. First, and most important, it is clear that a
finite family {fγ} in a Hilbert space is linearly independent if and only if

∃A > 0 : ||
∑
γ

aγfγ||2 ≥ A
∑
γ

|aγ|2, (7)

for all choices of scalar coefficients aγ. Furthermore, the set of values for A
that can be used in (7) coincides with the set of lower frame bounds for {fγ}.
All estimates in this paper will be established using (7).
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Definition 1.1 A sequence {am} of real numbers is separated by δ > 0, if
|am − an| ≥ δ for am 6= an. If {am} is a sequence of positive real numbers,
it is called logarithmically separated by a > 1, if the sequence {log am} is
separated by log a.

It is clear that a finite sequence {am} of distinct (positive) real numbers will
always be (logarithmically) separated. Furthermore, for any non-degenerate
subinterval I of R, {e2πiamx} is linearly independent in L2(I).

2 Finite wavelet systems

The following Theorem gives a sufficient condition under which a finite
wavelet family will be linearly independent. Our assumptions may appear
quite complicated. However, in Example 2.3 we show how this Theorem cov-
ers the Mexican hat wavelet; another consequence will be Theorem 2.4, which
covers all functions ψ whose Fourier Transform is continuous and has compact
support. For convenience, we assume that {(aγ, λγ)}γ∈Γ forms an ”irregular

lattice”, i.e., we formulate the results for parameters {(am, λn)}M,N
m=1,n=1. Let

ψmn(x) :=
1

a
1/2
m

ψ(
x

am
− λn), m = 1, ..,M, n = 1, .., N.

The case of arbitrary parameters {(aγ, λγ)}γ∈Γ can be treated simply by
extending {(aγ, λγ)}γ∈Γ to an irregular lattice; after that, the extimates can
be used directly.

Theorem 2.1 Suppose that {am}Mm=1 ⊆ R+ is logarithmically separated by
a > 1, and that supj,m=1,...,M aj/am ≤ K for some K > 1; let {λn}Nn=1 ⊆ R
be separated. Let ψ ∈ L2(R) and suppose there is a positive number c and a
non-degenerate interval I ⊂ [c,∞) such that for any positive number r there
are numbers d1(r) > 0, d2(r) ≥ 0 and s(r) > −c such that

|ψ̂(x)| ≥ d1(r) ∀ x ∈ I + s(r), (8)

|ψ̂(x)| ≤ d2(r) ∀ x > (c+ s(r))a, (9)

d2(r)

d1(r)
≤ r. (10)
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Let A be a lower frame bound for {e−2πiλnx}Nn=1 in L2(I) and B be an upper
bound for it in L2(KI). Denote by B′ an upper bound for {e−2πiλnxψ̂(x)}Nn=1

in L2(R). Let A1, . . . , AM be a sequence of numbers satisfying

0 < A1 ≤ d2
1(r)A for some r > 0,

0 < Ak ≤
d2

1(rk)AAk−1

16(
√
rk + 1)2B′

for some rk ∈
]
0,

AAk−1

16BB′(k − 1)

]
(k ≥ 2).

Then {ψmn}M,N
m=1,n=1 is linearly independent in L2(R) with lower frame bound

AM .

Proof: Since the Fourier transform is an isometry of L2(R), it suffices to

show that {ψ̂mn(x)}M,N
m=1,n=1 = {√ame−2πiamλnxψ̂(amx)}M,N

m=1,n=1 is linearly in-
dependent with lower bound AM . W.l.o.g. we suppose a1 > . . . > aM .
Let {cmn}M,N

m=1,n=1 be a sequence of complex scalars. It suffices to show that

∥∥∥∥∥
k∑

m=1

N∑
n=1

cmn
√
ame

−2πiamλn(·)ψ̂(am·)

∥∥∥∥∥
L2(R)

≥

√√√√Ak

k∑
m=1

N∑
n=1

|cmn|2 (11)

holds for all k ∈ {1, . . . ,M}. We do this by induction on k:
For k = 1 we have, with r > 0 arbitrary,∥∥∥∥∥

N∑
n=1

c1n

√
a1e
−2πia1λn(·)ψ̂(a1·)

∥∥∥∥∥
L2(R)

≥

∥∥∥∥∥
N∑
n=1

c1n

√
a1e
−2πia1λn(·)ψ̂(a1·)

∥∥∥∥∥
L2(

I+s(r)
a1

)

=

∥∥∥∥∥
N∑
n=1

c1ne
−2πiλn(·)ψ̂

∥∥∥∥∥
L2(I+s(r))

(8)

≥ d1(r)

√√√√A

N∑
n=1

|c1n|2,

proving (11) for k = 1. Now suppose that k ≥ 2 and that (11) is valid for
k − 1. We distinguish between two cases:

Case 1:

1

2

√√√√Ak−1

k−1∑
m=1

N∑
n=1

|cmn|2 ≥

√√√√B′
N∑
n=1

|ckn|2 (12)
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We then have ∥∥∥∥∥
k∑

m=1

N∑
n=1

cmn
√
ame

−2πiamλn(·)ψ̂(am·)

∥∥∥∥∥
L2(R)

≥

∥∥∥∥∥
k−1∑
m=1

N∑
n=1

cmn
√
ame

−2πiamλn(·)ψ̂(am·)

∥∥∥∥∥
L2(R)

−

∥∥∥∥∥
N∑
n=1

ckn
√
ake
−2πiakλn(·)ψ̂(ak·)

∥∥∥∥∥
L2(R)

≥

√√√√Ak−1

k−1∑
m=1

N∑
n=1

|cmn|2 −

√√√√B′
N∑
n=1

|ckn|2
(12)

≥

1

2

√√√√Ak−1

k−1∑
m=1

N∑
n=1

|cmn|2
(12)

≥

1

4

√√√√Ak−1

k−1∑
m=1

N∑
n=1

|cmn|2 +
1

2

√√√√B′
N∑
n=1

|ckn|2 ≥

1

4

√
Ak−1

√√√√ k∑
m=1

N∑
n=1

|cmn|2 ≥

√√√√Ak

k∑
m=1

N∑
n=1

|cmn|2.

Case 2:

1

2

√√√√Ak−1

k−1∑
m=1

N∑
n=1

|cmn|2 ≤

√√√√B′
N∑
n=1

|ckn|2 (13)

We then have for any positive number r:∥∥∥∥∥
k∑

m=1

N∑
n=1

cmn
√
ame

−2πiamλn(·)ψ̂(am·)

∥∥∥∥∥
L2(R)

≥

∥∥∥∥∥
k∑

m=1

N∑
n=1

cmn
√
ame

−2πiamλn(·)ψ̂(am·)

∥∥∥∥∥
L2(

I+s(r)
ak

)

≥

∥∥∥∥∥
N∑
n=1

ckn
√
ake
−2πiakλn(·)ψ̂(ak·)

∥∥∥∥∥
L2(

I+s(r)
ak

)

−
k−1∑
m=1

∥∥∥∥∥
N∑
n=1

cmn
√
ame

−2πiamλn(·)ψ̂(am·)

∥∥∥∥∥
L2(

I+s(r)
ak

)

(8),(9)

≥



Finite wavelet and Gabor systems 7

d1(r)

∥∥∥∥∥
N∑
n=1

ckn
√
ake
−2πiakλn(·)

∥∥∥∥∥
L2(

I+s(r)
ak

)

−d2(r)
k−1∑
m=1

∥∥∥∥∥
N∑
n=1

cmn
√
ame

−2πiamλn(·)

∥∥∥∥∥
L2(

I+s(r)
ak

)

=

d1(r)

∥∥∥∥∥
N∑
n=1

ckne
−2πiλn(·)

∥∥∥∥∥
L2(I+s(r))

−d2(r)
k−1∑
m=1

∥∥∥∥∥
N∑
n=1

cmne
−2πiλn(·)

∥∥∥∥∥
L2(am

ak
(I+s(r)))

≥

d1(r)

√√√√A
N∑
n=1

|ckn|2 − d2(r)
k−1∑
m=1

√√√√B
N∑
n=1

|cmn|2
(10)

≥

d1(r)


√√√√A

N∑
n=1

|ckn|2 − r

√√√√B(k − 1)
k−1∑
m=1

N∑
n=1

|cmn|2

 (13)

≥

d1(r)

(
√
A− 2r

√
BB′(k − 1)

Ak−1

)√√√√ N∑
n=1

|ckn|2. (14)

Now choose r ∈]0, AAk−1

16BB′(k−1)
]. Then r ≤ 1 and

1√
r + 1

· 1√
r
≥ 1

2

√
16BB′(k − 1)

AAk−1

= 2

√
BB′(k − 1)

AAk−1

,

hence

√
A

(
1− 1√

r + 1

)
· 1

r
=
√
A · 1√

r + 1
· 1√

r
≥ 2

√
BB′(k − 1)

Ak−1

,

and thus
√
A− 2r

√
BB′(k − 1)

Ak−1

≥
√
A√

r + 1
.

Inserting this in (14), we obtain for r ∈]0, AAk−1

16BB′(k−1)
] :

∥∥∥∥∥
k∑

m=1

N∑
n=1

cmn
√
ame

−2πiamλn(·)ψ̂(am·)

∥∥∥∥∥
L2(R)

≥ d1(r)

√
A√

r + 1

√√√√ N∑
n=1

|ckn|2
(13)

≥
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d1(r)
√
A√

r + 1

1

2

√√√√ N∑
n=1

|ckn|2 +
1

4

√√√√Ak−1

B′

k−1∑
m=1

N∑
n=1

|cmn|2

 ≥
d1(r)

√
AAk−1

4(
√
r + 1)

√
B′

√√√√ k∑
m=1

N∑
n=1

|cmn|2 ≥

√√√√Ak

k∑
m=1

N∑
n=1

|cmn|2,

and thus (11) for k, completing the induction step. The proof is over. 2

Remark 2.2 Lower bounds A for {e−2πiλnx}Nn=1 in L2(I) have been found
in [4]. If we choose a separation constant δ ≤ 1

|I| , then we can use

A = 1.6 · 10−14 · |I|
2π
·
(
δ|I|
2

)2N+1

((N + 1)!)−8.

This is clearly a bad estimate, and the paper [4] describes several cases where
better bounds can be obtained. However, it is still desirable to obtain better
bounds in the general case.
Explicit values for the constants B and B′ are easy given. If {ψmn}M,N

m=1,n=1

is a subfamily of a frame {ψmn}m,n∈Z with upper bound C, then we can use
B′ = C, i.e., a bound independent of N . For a regular wavelet system, see
the assumption (5). In ”worst case” B′ = N‖ψ‖2 can be used. Also, we can
take B = NK|I|.
Example 2.3 The preceeding Theorem yields lower bounds for the Mexican
hat wavelet, defined by

ψ(x) := − d2

dx2
e−x

2/2 = (1− x2)e−x
2/2.

Thus, its Fourier Transform is given by

ψ̂(x) = 4π2x2e−2π2x2

.

Put I := [1, 2], c := 1, and suppose that the sequences a1, . . . , aM and
λ1, . . . , λN as well as the constants a > 1, K, A, B and B′ are as in Theorem
2.1. For 0 < r ≤ 1, define

s(r) := max

{
1,

16

a2 − 1
,

√
log(a2/r)

π2(a2 − 1)

}
,

d1(r) := 4π2(2 + s(r))2e−2π2(2+s(r))2

= ψ̂(2 + s(r)),

d2(r) := 4π2((1 + s(r))a)2e−2π2(1+s(r))2a2

= ψ̂((1 + s(r))a).
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Since ψ̂(x) is stricly decreasing on [ 1√
2π
,∞) , it follows that (8) and (9) are

fulfilled for r ≤ 1. Furthermore, we have

d2(r)

d1(r)
≤ a2 e−2π2(s(r)2a2−(2+s(r))2). (15)

Since s(r) ≥ 16
a2−1

and s(r) ≥ 1, we have

4

s(r)2
+

4

s(r)
≤ 8

s(r)
≤ a2 − 1

2
,

and hence

s(r)2a2 − (2 + s(r))2 ≥ s(r)2a2 − 1 + a2

2
s(r)2 =

a2 − 1

2
s(r)2.

Thus (15) and s(r) ≥
(

log(a2/r)
π2(a2−1)

)1/2

give (10). Putting A1 := d2
1(1) and

observing that AAk−1

16BB′(k−1)
≤ 1 for k ≥ 2, an application of Theorem 2.1 gives

a lower bound AM for the wavelet system associated with the Mexican hat
wavelet. In particular, the wavelet system is linearly independent.

The following Theorem is a consequence of Theorem 2.1. However, its as-
sumptions are not as complicated and usually easy to check.

Theorem 2.4 Let a1, . . . , aM be a finite sequence of positive numbers, loga-
rithmically separated by some a > 1, and let λ1, . . . , λN be a finite sequence
of separated real numbers. Let ψ ∈ L2(R) and suppose that supp ψ̂ ⊂ (−∞, p]
for some p > 0 and that there is a non-degenerate interval I ⊂ [ p

a
, p] and a

positive number d such that

|ψ̂(x)| ≥ d ∀ x ∈ I.

Denote a lower bound for {e−2πiλnx}Nn=1 in L2(I) by A, and an upper bound
for {e−2πiλnxψ̂(x)}Nn=1 in L2(R) by B′. Then {ψmn}M,N

m=1,n=1 is linearly inde-
pendent with lower bound

AM = d2A

(
d2A

16B′

)M−1

.
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Proof: Define c := p
a

and for r > 0 set

s(r) := 0, d1(r) := d, d2(r) := 0.

Then it is easy to see that (8), (9) and (10) are fulfilled. Since d1(r) is
independent of r, we can choose rk arbitrarily close to 0 in Theorem 2.1 and

obtain in the limiting case Ak = d2AAk−1

16B′
. The claim follows. 2

Remark 2.5 (a) A similar result to the above holds if, for some q < 0, we
have supp ψ̂ ⊂ [q,+∞) and an interval I ⊂ [q, q

a
] such that

|ψ̂(x)| ≥ d > 0 ∀ x ∈ I.

(b) Note that the condition on the existence of I and d is in particular
fulfilled if p > 0 is the right endpoint of supp ψ̂ and if ψ̂ is continuous.

Note that the set of all functions ψ ∈ L2(R) whose Fourier Transform is
continuous and has compact support, forms a dense subspace of L2(R). We
now prove that for those functions, a finite wavelet system will automatically
be linearly independent:

Corollary 2.6 Let 0 6= ψ ∈ L2(R) such that ψ̂ is continuous and has com-
pact support. Then for any finite set Γ ⊂ R+×R consisting of distinct points,
the corresponding wavelet system {a−1/2

γ ψ( x
aγ
− λγ)}(aγ ,λγ)∈Γ is linearly inde-

pendent.

Proof: By the remark preceeding Theorem 2.1 we can assume that Γ =
{(am, λn)}M,N

m=1,n=1, where a1, . . . , aM is logarithmically separated by some a >
1 and λ1, . . . , λN is separated. Let p be the right and q be the left endpoint
of ψ̂ (i.e., p := sup supp ψ̂, q := inf supp ψ̂). Then q < 0 or p > 0. Suppose
p > 0. Since ψ̂ is continuous, there is an interval I ⊂ [p/a, p], such that
infx∈I |ψ̂(x)| > 0. Then the assumptions of Theorem 2.4 are satisfied. It
follows that the corresponding wavelet system is linearly independent. If
q < 0, the result follows from Remark 2.5 (a). 2

Let us relate Corollary 2.6 to the theory of multiresolution analysis, cf. [5].
Recall that multiresolution analysis is based on a function φ satisfying a
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scaling equation; in the case of a function φ with compact support, this
equation means that for a certain N ∈ N and coefficients {cn}Nn=−N ,

φ(x) =
N∑

n=−N

cnφ(2x− n).

That is, the wavelet system

{ 1

2j/2
φ(
x

2j
− n)}j=−1,0; |n|≤N

is linearly dependent! In view of the above results this is a very special
property.

3 Finite Gabor systems

Let g ∈ L2(R)\{0} and consider a finite set of points {(aγ, λγ)}γ∈Γ ⊆ R2.
A conjecture by Heil, Ramanathan and Topiwala [8] states that the Gabor
family {e2πiaγxg(x− λγ)}γ∈Γ is linearly independent. They proved the result
for a dense class of functions g ∈ L2(R). Recently, the conjecture has been
proved for arbitrary g ∈ L2(R) by Linnell [9] for sampling points on a regular
lattice, i.e., for {(aγ, λγ)}γ∈Γ = {(am, bn)}Nm,n=1 for a, b > 0, but the general
case is still open. Below we give estimates for the lower frame bounds for
certain finite Gabor systems. Also, our result proves the linear independence
of {e2πiaγxg(x− λγ)}γ∈Γ under our conditions.

Theorem 3.1 Let a1, . . . , aN and λ1, . . . , λM be two finite separated sequences
of real numbers, the latter separated by ε > 0. Let g ∈ L2(R). Suppose there
is a non-degenerate interval I ⊂ [−ε, 0], such that for any positive number r
there are numbers d1(r) > 0, d2(r) ≥ 0 and s(r) ∈ R such that

|g(x)| ≥ d1(r) ∀ x ∈ I + s(r), (16)

|g(x)| ≤ d2(r) ∀ x > s(r), (17)

d2(r)

d1(r)
≤ r. (18)
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Furthermore, suppose that A and B are lower and upper frame bounds for
{e2πianx}Nn=1 in L2(I). Let B′ be an upper bound for {e2πianxg(x)}Nn=1 in
L2(R). Let A1, . . . , AM be a sequence of numbers satisfying

0 < A1 ≤ d2
1(r)A for some r > 0,

0 < Ak ≤
d2

1(rk)AAk−1

16(
√
rk + 1)2B′

for some rk ∈
]
0,

AAk−1

16BB′(k − 1)

]
(k ≥ 2).

Then {e2πianxg(x−λm)}M,N
m=1,n=1 is linearly independent with lower bound AM .

Proof: The proof parallels that of Theorem 2.1. Therefore we shall only
sketch the proof: W.l.o.g. we suppose λ1 < . . . < λM .
Let {cmn}M,N

m=1,n=1 be a sequence of complex scalars. It suffices to show that

∥∥∥∥∥
k∑

m=1

N∑
n=1

cmne
2πian(·)g(· − λm)

∥∥∥∥∥
L2(R)

≥

√√√√Ak

k∑
m=1

N∑
n=1

|cmn|2 (19)

holds for all k ∈ {1, . . . ,M}. We do this by induction on k:
For k = 1 we have, with r > 0 arbitrary,∥∥∥∥∥

N∑
n=1

c1ne
2πian(·)g(· − λ1)

∥∥∥∥∥
L2(R)

≥

∥∥∥∥∥
N∑
n=1

c1ne
2πian(·)g(· − λ1)

∥∥∥∥∥
L2(I+s(r)+λ1)

=

∥∥∥∥∥
N∑
n=1

c1ne
2πian(·+λ1)g

∥∥∥∥∥
L2(I+s(r))

(16)

≥ d1(r)

√√√√A
N∑
n=1

|c1n|2.

Now suppose that k ≥ 2 and that (19) holds for k − 1. As in the proof
of Theorem 2.1, we distinguish between whether (12) or (13) holds. If (12)
holds, we have ∥∥∥∥∥

k∑
m=1

N∑
n=1

cmne
2πian(·)g(· − λm)

∥∥∥∥∥
L2(R)

≥

∥∥∥∥∥
k−1∑
m=1

N∑
n=1

cmne
2πian(·)g(· − λm)

∥∥∥∥∥
L2(R)

−

∥∥∥∥∥
N∑
n=1

ckne
2πian(·)g(· − λk)

∥∥∥∥∥
L2(R)

≥
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√√√√Ak

N∑
n=1

k∑
m=1

|cmn|2,

as in Case 1 in the proof of Theorem 2.1.
If (13) holds, then we have for any positive number r:∥∥∥∥∥

k∑
m=1

N∑
n=1

cmne
2πian(·)g(· − λm)

∥∥∥∥∥
L2(R)

≥

∥∥∥∥∥
k∑

m=1

N∑
n=1

cmne
2πian(·)g(· − λm)

∥∥∥∥∥
L2(I+s(r)+λk)

≥

∥∥∥∥∥
N∑
n=1

ckne
2πian(·)g(· − λk)

∥∥∥∥∥
L2(I+s(r)+λk)

−
k−1∑
m=1

∥∥∥∥∥
N∑
n=1

cmne
2πian(·)g(· − λm)

∥∥∥∥∥
L2(I+s(r)+λk)

(16),(17)

≥

d1(r)

√√√√A
N∑
n=1

|ckn|2 − d2(r)
k−1∑
m=1

√√√√B
N∑
n=1

|cmn|2.

The rest of the proof is as in Theorem 2.1. 2

Example 3.2 Much the same as we deduced lower bounds for the Mexican
hat wavelet in Example 2.2, Theorem 3.1 can be used to obtain explicit lower
bounds for Gabor systems if g is a Gaussian, i.e. if g(x) = e−αx

2
, where α > 0.

Here we set I := [−ε,−ε/2], and for r ≤ e−3αε2/4 put

s(r) :=
1

αε
log

1

r
+
ε

4
, d1(r) := e−α(s(r)−ε/2)2

, d2(r) := e−αs(r)
2

.

Then (16), (17) and (18) are fulfilled for r ≤ e−3αε2/4, and we can apply
Theorem 3.1.

The following Theorem presents explicit lower bounds for certain finite Gabor
systems under conditions which are easy to check.

Theorem 3.3 Let a1, . . . , aN and λ1, . . . , λM be two finite separated sequences
of real numbers, the latter separated by ε > 0. Let g ∈ L2(R) be such that
supp g ⊂ (−∞, c] for some c ∈ R, and suppose there is a non-degenerate
interval I ⊂ [c− ε, c] and a positive number d such that

|g(x)| ≥ d ∀ x ∈ I.
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Denote a lower bound for {e2πianx}Nn=1 in L2(I) by A, and an upper bound for
{e2πianxg(x)}Nn=1 in L2(R) by B′. Then {e2πianxg(x− λm)}M,N

m=1,n=1 is linearly
independent with lower bound

AM = d2A

(
d2A

16B′

)M−1

.

Proof: For r > 0 define

s(r) := c, d1(r) := d, d2(r) := 0.

Then it is easy to see that conditions (16), (17) and (18) are fulfilled with
I−c instead of I. Since d1(r) is independent of r, we can choose rk arbitrarily

close to 0 and obtain from Theorem 3.1 in the limiting case Ak = d2AAk−1

16B′
. 2

Remark 3.4 (a) Note that the condition on g is in particularly fulfilled if
supp g ⊂ (−∞, c] for some c ∈ R and if 0 6= g is continuous.

(b) Similar remarks as in Remark 2.2, in Remark 2.5 or in the one preceed-
ing Theorem 2.1 also hold for the Gabor systems of Theorems 3.1 and
3.3. In particular, if {e2πianxg(x−λm)}M,N

m=1,n=1 is a subfamily of a fam-
ily {e2πianxg(x − λm)}m,n∈Z satisfying the upper frame condition with
bound C, then B′ can be replaced by C, i.e., the bound is independent
of M,N (see the condition (6)).

(c) Since the Fourier Transform of the function e2πianxg(x−λm) is given by
e2πianλme−2πiλmyĝ(y−an) and since |e2πianλm| = 1, {e2πianxg(x−λm)} is
linearly independent if and only if {e−2πiλmyĝ(y−an)} is, and the lower
bounds are the same. Thus it is clear that an analogue statement to
Theorem 3.3 holds if suitable conditions are posed on ĝ instead on g.
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