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Abstract

Driven by ever decreasing feature sizes in technological applications, over

the past 20 years the field of nanotechnology and -fabrication has emerged.

In an effort to gain ultimate control over matter at the molecular and atomic

level, techniques employing the self-assembly capabilites of functionalized

molecular building blocks have shown to provide a promising, alternative

route. Opposed to top-down fabrication protocols, like electron beam lithog-

raphy or nanoprinting, a bottom-up approach, where molecules are chosen

as constituents for the spontaneous formation of nanoarchitectures, offers

a fast, parallel and simple fabrication process.

To explore routes towards gaining control over matter at the nanoscale,

here, the assembly and organization of different molecular and atomic spe-

cies on the monocrystalline Ag(111) noble metal surface was studied. The

evolving superstructures were studied by scanning tunneling microscopy

(STM) and spectroscopy (STS) at liquid helium temperatures in ultra-high

vacuum. First, a study of molecular nanogratings and monolayers, self-

assembled from N,N’-diphenyl oxalic amide (DOA) is presented. To further

explore the functionalization capabilities of the nanostructures, they were

exposed to atomic cobalt, leading to a site-selective adsorption and orga-

nization process of the single metal atoms. In the next step, molecular bi-

component networks self-assembled from sexiphenyl dicarbonitrile (SDC)

and DOA molecules, following a hierarchic formation protocol, were investi-

gated. The experimental findings were further complemented by modeling

the exact network geometry on the surface at the molecular and atomic

scale as well as by theoretical simulations making it possible to identify the

hierarchy inducing energetics of the system. Finally, the confinement of the

quasi-free 2D surface state electrons on Ag(111) via molecular networks

was studied. By reducing the dimensionality of the free electron move-

ment to first 1D via the molecular nanogratings from DOA and 0D by open-

porous networks from SDC, quantum wire and quantum dot states evolve

in the nanometer sized cavities. The scattering properties of the employed

species was compared in detail, before the intricacy of measuring the local

density of states in 2D via STM and STS is addressed.
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Kurzfassung

Aufgrund der stetig fortschreitenden Miniaturisierung in technischen An-

wendungen wurde in den letzten 20 Jahren das Forschungsgebiet der Na-

notechnologie und -fabrikation geboren. Um die Kontrolle über Materie auf

dem molekularen und atomaren Niveau zu erlangen, werden Fabrikations-

techniken, denen die Selbstorganisation von funktionalisierten Grundbau-

steinen zu Grunde liegt, untersucht. Im Gegensatz zu sogenannten "Top-

Down" Protokollen, wie Elektronenstrahl-Lithographie oder Stempeltechni-

ken, stellen "Bottom-Up" Ansätze, bei denen einzelne Moleküle als funk-

tionale Grundbausteine benutzt werden, eine schnelle, parallele und pro-

zesstechnisch mitunter weniger anspruchsvolle Alternative dar.

Um Kontrolle über Materie auf der Nanoskala zu erreichen, wurden in dieser

Arbeit die Anordnung und Organisation verschiedener molekularer und ato-

marer Konstituenten auf der monokristallinen Ag(111) Oberfläche unter-

sucht. Die sich bildenden Nanoarchitekturen wurden durch Rastertunnel-

mikroskopie (STM) und -spektroskopie (STS) bei tiefen Temperaturen und

im Ultrahochvakuum studiert. Zuerst wird eine Studie über molekulare

Nanogitter und Monolagen, die durch die Selbstorganisation von N,N’-Di-

phenyl Oxalsäure (DOA) gebildet werden, vorgestellt. Um weitere Möglich-

keiten zur Funktionalisierung dieser Template zu demonstrieren, wurde das

selektive Adsorptionsverhalten von atomarem Kobalt untersucht. Weiter

wurden molekulare Netzwerke aus Sexiphenyl Dicarbonitril (SDC) und DOA,

deren Formierung ein hierarchischer Organisationsprozess zu Grunde liegt,

untersucht. Die experimentellen Befunde wurden mit der Adsorptionsge-

ometrie und theoretischen Simulationen der verschiedenen Bindungsstärken

komplementiert, wodurch die hierarchische Ordnung erklärt werden konn-

te. Zuletzt wird eine Studie über quasi-freie 2D Oberflächenelektronen auf

Ag(111) präsentiert. Hierbei werden, durch die Limitierung der Elektronen-

bewegung in eine oder null Dimensionen, wohldefinierte Quantendraht und

-punkt Zustände induziert. Der 1D Fall wird in molekularen Nanogittern

aus DOA, der 0D Fall durch offenporige Netzwerke aus SDC realisiert. Die

Eigenschaften der involvierten molekularen Streubarrieren wird detailliert

dargelegt, bevor abschließend die Herausforderungen bei der Messung der

lokalen Zustandsdichte in zwei Dimensionen mit dem STM diskutiert wird.
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"You can look, but you better not touch."

- Bruce Springsteen
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Chapter 1

Introduction

Ever since the semiconductor transistor was pioneered by Shockley, Bardeen

and Brattain at the AT&T Bell Laboratories in 1947, for which they were

awarded the Nobel Prize in Physics in 1956 [1], subsequent technological

and scientific advances have led to functional structures with decreasing

size and dimensionality. The idea of advancing research to the nanoscale,

where atoms and molecules act as fundamental building blocks for applica-

tions, was first explored at the end of the 1950’s by Feynman [2]. There-

after, nanostructure science has seen rapid development over the last 50

years that was priorly unprecedented.

Advanced semiconductor nanostructures often rely on interface effects

[3, 4]. For example, in field effect transistors, the voltage applied to a gate

electrode controls the amount of charge at the interface between two ma-

terials. Thus, the conductivity of this transport channel can be tuned over

orders of magnitude via this easily accessible control parameter. This prop-

erty is the basis for the application of this prototype interface device which

laid the foundation for their application in present day digital electronics.

Since the motion of carriers can only occur in the two spatial directions

perpendicular to the interface, rich fundamental physical effects have been

studied in great detail in such systems, most notable the integer and frac-

tional Quantum Hall Effects [5, 6].
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1. INTRODUCTION

As the properties of interfaces are of crucial importance for a large vari-

ety of material systems and devices, they are often throughly investigated,

leading to the discovery of intriguing physical effects. The fundamental

cause thereby is often the symmetry breaking at interfaces and surfaces

due to the abrupt change or end of a bulk material system. Thus, these

boundaries can show completely different properties in terms of, for exam-

ple, charge concentration and mobility than the bulk material.

For this reason, the investigation of surfaces and interfaces has sparked

many scientific and technological advances in the past half century. Cur-

rent challenges in surface science, nanotechnology and molecular chem-

istry are addressed by numerous experimental techniques being sensitive

to structural changes at the atomic scale. The Scanning Tunneling Micro-

scope (STM) and the Atomic Force Microscope (AFM) have proven to be very

powerful and versatile tools for investigating surface morphologies as well

as their electronic and magnetic properties with atomic precision. There-

fore, STM and AFM are among the most prominent and widely recognized

experimental techniques in physics, chemistry and biology studies focusing

on surfaces and nanoscale objects thereon.

The operation principle of STM was first demonstrated by Binnig and

Rohrer in 1982 [7], providing the capability of resolving surfaces with atomic

precision. Since then, the STM has seen rapid development both concern-

ing instrumentation and theoretical understanding. The development of this

groundbreaking experimental technique led the Royal Swedish Academy to

award Binnig and Rohrer with the Nobel Prize for Physics in 1986. Their

Nobel lecture [8] was concluded by stating that "The STM’s "Years of Ap-

prenticeship" have come to an end, the fundamentals have been laid, and

the "Years of Travel" begin. We should not like to speculate where it will fi-

nally lead, but we sincerely trust that the beauty of atomic structures might

be an inducement to apply the technique to those problems where it will be

of greatest service solely to the benefit of mankind."

The "Years of Travel" have led the STM far in these past 30 years. The

tunneling junction has proven capable to not only be a mere microscope

with unrivaled resolution and precision, but has enabled scientists further

2



to investigate chemical processes involving single atoms and molecules

[9, 10], study the electronic properties of complex solid interfaces like high

temperature superconductors [11] and even explore inelastic processes

such as single molecule vibrations [12] and spin dynamics [13].

The STM is also the technique of choice in the studies of supramolecular

templates presented here. As the investigations are performed at inter-

faces themselves, the research area is also situated at the interface be-

tween physics and chemistry. Self-assembly and -organization processes

are found in many natural and biological systems, therefore protocols em-

ploying these principles were proposed more than 20 years ago [14, 15].

By using molecules as building blocks to form extended, functional struc-

tures via self-assembly, a novel route to construct nanoarchitectures may

be at hand. Since top-down fabrication techniques, well established for

semiconductor structures, are facing limitations while approaching ever

smaller feature sizes, realizing nanostructures via self-assembly proposes

an intriguing alternative. First real-life applications like displays utilizing

organic light emitting diodes [16] were already introduced several years

ago and numerous devices incorporating single molecule transistors [17]

or single molecule magnets as magnetic storage media and for spintronics

applications [18] have been proposed, just to name a few. Spontaneous

self-assembly of molecules into networks to host single-molecule devices is

thereby a possible route for their real-life implementation.

In this study, the possibilities to use simple organic molecules as funda-

mental building blocks was explored. Network formation is driven by self-

assembly protocols based on hydrogen bonding, metal-coordination bond-

ing and hierarchic principles. Self-assembled networks and films of these

molecules were produced on the Ag(111) noble metal surface by organic

molecular beam epitaxy in ultra-high vacuum conditions and subsequently

studied by STM at cryogenic conditions down to liquid-helium temperature.

Thereby, routes towards steering the assembly of nanostructures with sin-

gle atoms as the smallest conceivable organization unit, molecular tem-

plates following hierarchic assembly principles and the nanoscale control of

surface electronic properties were explored. This thesis addresses current

3



1. INTRODUCTION

challenges in nanoscience and investigates fundamental processes govern-

ing the formation and functionalization of the produced structures and the

experimental techniques used to do so.

In the following (Chapter 2), fundamental theoretical aspects of scan-

ning tunneling microscopy and spectroscopy are shortly recapitulated be-

fore surface electronic properties of materials and the driving principles of

molecular self-assembly are briefly revised. Afterwards (Chapter 3), the

experimental technique to employ the previously discussed physical phe-

nomena is presented. The operation of a STM at cryogenic temperatures

is illustrated, followed by a short description of the experimental setups.

Thereby, first the low-temperature STM instrumentation used to perform

subsequently discussed experiments, and finally the planning and realiza-

tion of a novel setup allowing measurements at temperatures close to 1 K,

that was built up over the course of the PhD project, is presented.

In the first experiment (Chapter 4) molecular nanogratings and films as-

sembled from N,N’ diphenyl oxalic amide are introduced and characterized.

The possibility to use these templates for the controlled positioning of sin-

gle cobalt atoms is studied by investigating the adsorption and distribution

at variable preparation conditions.

In the second series of experiments (Chapter 5), the production and

understanding of hierarchically organized, open-porous, bi-component net-

works from co-deposited para-sexiphenyl dicarbonitrile and N,N’ diphenyl

oxalic amide is investigated. The formed nanoarchitectures are first char-

acterized by STM. After the initial characterization, detailed adsorption and

binding patterns on the surface are elaborated and finally studied by nu-

merical simulations to rationalize the hierarchic formation.

The third and final set of experiments (Chapter 6) illustrates the possi-

bility of tuning surface electronic properties via molecular templates. Ad-

sorbed molecules represent scattering barriers for the quasi-free 2D elec-

tron gas occupying the Ag(111) surface. Thus, surface electrons can be

confined within nanogratings from N,N’ diphenyl oxalic amide and open-

porous networks assembled from para-sexiphenyl dicarbonitrile into 1D and

0D quantum systems, respectively. The confined respective quantum wire

4



and quantum dot states are first characterized for several confining struc-

tures, before the scattering properties of molecular ligands, different bind-

ing types and adsorbates positioned on the molecules are discussed in de-

tail. In a final step, the intricacy of the two dimensional mapping of the

local density of states on the surface via different experimental techniques

is illustrated.

The final part (Chapter 7) summarizes the presented results and ad-

dresses still open questions as well as future perspectives and ideas.
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Chapter 2

Theoretical Aspects

In this chapter the basic theoretical

principles of scanning tunneling mi-

croscopy (STM) as well as the phys-

ical and chemical properties of the

investigated samples will be con-

sidered. First the tunneling junc-

tion between the STM tip and the

probed sample is discussed. Via the

evaluation of the tunneling current,

it will be further shown that the STM

also offers the possibility of investi-

gating the local density of states of surfaces and adsorbates. The next part

will address the electronic properties of surfaces. As surfaces represent a

break in symmetry from the bulk, their electronic properties can differ sub-

stantially from the bulk material. The confinement of quasi-free carriers

into lower dimensions and at the nanoscale will be further discussed briefly.

Finally, introductory remarks regarding molecular self-assembly leading to

the formation of nanoarchitectures will be given.

7



2. THEORETICAL ASPECTS

2.1 Scanning Tunneling Microscopy

Ever since the first demonstration of the possibility to utilize the quan-

tum mechanical tunneling current to image the reconstructed Au(110) and

CaIrSn4(110) surfaces with atomic precision by Binnig and Rohrer in 1982

[7], scanning tunneling microscopy (STM) and spectroscopy (STS) have e-

volved to be key tools in modern surface science. However in most exper-

iments the STM tip, and alongside with it the tunneling junction, remain

fragile and elusive. Since even small changes in the exact tip geometry

and the adsorption of molecules influence its properties dramatically, it is

important to discuss the tunneling junction in detail to rationalize how and

why STM has become the powerful tool it is today.

2.1.1 The Tunneling Junction

The quantum nature of electrons allows the transfer of charge across a vac-

uum barrier when the separation between a metallic tip and a conductive

substrate is small enough to result in an overlap of the electron wave func-

tions on the tip and sample. In order to generate the tunneling current, a

potential difference between the tip and sample is required, which is typ-

ically achieved by applying a bias to the substrate. Thereby, unoccupied

states in the substrate or tip are created that electrons can tunnel into.

Therefore, the effective tip-sample-separation can be increased to several

Ångstroms.

This situation is depicted in Figure 2.1.1, where electrons from the tip

can tunnel into unoccupied states of the substrate and therefore, a constant

tunneling current is established.

2.1.1.1 The Tunneling Current

Since the first demonstration of the STM, several theoretical approaches to-

wards understanding the tunneling current and the capabilities of STM with

increasing levels of sophistication have been explored. The first and most

basic consideration for the tunneling of electrons between two electrodes

8



2.1 Scanning Tunneling Microscopy

Figure 2.1.1: When a metallic tip is moved into close proximity of a conductive substrate,

a quantum mechanical tunneling current T of electrons between tip and sample across

the vacuum barrier can be established. In a first approximation, only electrons tunneling

from the last atom at the tip apex into the substrate are considered. By applying a bias

Vsmpe, the number of free states accessible for tunneling into can be tuned by realigning

the respective Fermi energies EF,tp & EF,smpe.

separated by a insulating barrier was elaborated by Bardeen in 1961 [19]

more than 20 years before the first operational STM. There, in a first order

the tunneling current between two planar electrodes is given as:

 =
2πe

ℏ

∑

μ,ν

ƒ (Eμ) [1− ƒ (Eν + eV)] |Mμ,ν |2 δ(Eμ − Eν) (2.1.1)

Thereby, the tunneling current  is described as the sum of the overlap of

the respective wave functions of electrons on the two electrodes μ and ν

9



2. THEORETICAL ASPECTS

where an external bias V is applied to electrode ν. The states ψμ and ψν

are linked by the tunneling matrix element Mμ,ν where the square of the

Mμ,ν gives the tunneling probability between states μ and ν at the energy

Eμ,ν, which is finally taken into account by the δ function. This very general

approach includes solutions where reverse tunneling at high temperatures

and in the limits of very high external bias are included.

To retrieve an analytic solution, Tersoff and Hamann [20, 21] shortly af-

ter the demonstration of STM elaborated a theory for small voltage and

temperature. Here, the tunneling current  reduces to

 =
2π

ℏ
e2V
∑

μ,ν

|Mμ,ν |2 δ(Eν − EF) δ(Eμ − EF) (2.1.2)

where EF represents the Fermi energy (which is assumed to be identical

on the tip and substrate), e is the electron charge, and ℏ is the Planck

constant h divided by 2π. The delta functions only regard states at EF and

the voltage dependence reduces to a linear factor increasing the tunneling

current. They further showed that for a spherical tip geometry with a known

curvature R, a spherically modeled tip potential (s-wave) at a given position

~r0 and a constant density of states on the tip, the tunneling current is greatly

trivialized to

 ∝
∑

ν

|ψν(~r0)|2 δ(Eν − EF) (2.1.3)

since it only depends on |ψν(~r0)|2 which represents the local density of states

of the surface at ~r0 and the delta function again accounts for tunneling at

EF. This in turn also illustrates the fact, that with STM rather the surface

electronic density of states is imaged than the pure surface morphology.

So when scanning the tip, the experimental observations are always a con-

volution of the actual surface topography and the local density of states

(which, for example, can be observed directly in mixed systems with strong

charge localization at individual positions in the compound, see References

[22, 23, 24]).

Tersoff and Hamann have further shown that Equation (2.1.2) can be

evaluated when the tunneling matrix element Mμ,ν is handled properly. This

10



2.1 Scanning Tunneling Microscopy

yields the sensitivity of the tunneling current  with respect to the distance

between the surface and the center of the tip curvature R+ d:

 ∝ ep(−2κ(R+ d)) (2.1.4)

Here κ is the minimum inverse decay length for the tip and sample wave

functions in vacuum

κ =

È

2mϕ

ℏ2
(2.1.5)

with ϕ being the work function for electrons to reach the vacuum level and

m the electron mass. Equation (2.1.4) actually explains the high vertical

sensitivity of the STM, since the tunneling current  exponentially depends

on the tip-sample separation. However, this first approach by Tersoff and

Hamann [20] could not explain the high lateral resolution for STM that was

later demonstrated on close-packed metal surfaces like Au(111), Al(111) or

Cu(100) [25, 26, 27, 28]. In the spherical tip approach, the lateral resolution

can be estimated roughly as

W =

È

2 ·
R+ d

κ
(2.1.6)

which for realistic experimental parameters of R = 10 Å, d = 5 Å and

2κ−1 = 1.6 Å yields a lateral resolution of ∼5 Å, which is significantly lower

than, e.g., the 2.5-3 Å nearest neighbor distance on fcc noble metal sur-

faces. However, this is not sufficient for atomic or intramolecular resolution

in many cases, which would require R + d ® 3.5 Å, i.e., a tunneling current

out of a single atom which is scanned 1 Å above the surface.

Therefore, more sophisticated attempts to describe the tunneling cur-

rent trajectory, including contributions from specific sample and tip orbital

overlaps and an atom-on-jellium model for tip and surface have been un-

dertaken shortly after these first theoretical considerations. In a semi clas-

sical approach Das and Mahanty [29] investigated the contribution of the

underlying surface area to the tunneling current onto a spherical tip via re-

ducing the Wenzel-Kramers-Brillouin approximation. By investigating only

11



2. THEORETICAL ASPECTS

one-dimensional tunneling, the wave function of the tunneling particle is

ψ = ep

�



ℏ
[σ(~r)− Et]
�

(2.1.7)

in which σ(~r) is obtained from the Schrödinger equation

(5σ)2 − ℏ52 σ = 2m[E− V(~r)] (2.1.8)

where E and V are the total energy of the particle and the potential energy

of the tunneling particle, respectively. Therefore, the particles must after

expansion and evaluation of σ to the first order of ℏ satisfy the boundary

conditions

(5σ0)2 = 2m[E− V(~r)], (2.1.9)

(5σ1 · 5σ0) =
1

2
52 σ0. (2.1.10)

The formal solution to Equation (2.1.9) is

σ0(~r) = σ0(~r0) +
∫ s

s0

ds
p

2m[E− V(~r)] (2.1.11)

for a tunneling particle moving from one electrode ~r0 to the other ~r through

the forbidden vacuum region along the path integral ds. By evaluating the

integral paths and only accounting for particles tunneling from the tip to the

surface, due to an external bias, a localization of the tunneling current along

the tunneling axis is observed leading to an increased lateral resolution.

Further, if one takes into account not only s-wave tips as in the Tersoff-

Hamann approach, an intuitive picture of a further increase in resolution

based on electronic states and their orbitals localized on the tip, that can

exclusively tunnel into appropriate states on the surface, can be given.

Chen [30] investigated this scenario for a tungsten tip that is scanned

across a close-packed metal surface. Since most materials used as tips are

d-band metals, close to EF 85% of the density of states originates from d

states. Tungsten as the material most commonly used for UHV STM tips

forms highly localized metallic dz2 dangling bonds on its surface for small

clusters and therefore, it is more sensitive due to the orbital symmetry of

12



2.1 Scanning Tunneling Microscopy

Figure 2.1.2: Schematic illustrating the impact of a s-wave and a d-wave tip on the lateral

resolution capabilities of a STM tip. Due to the more localized nature of the dz2 wave tip

below the tip apex, higher lateral resolution is achieved when compared to a pure s-wave

tip.

the electronic state mostly involved while tunneling. A schematic to illus-

trate this effect is given in Figure 2.1.2.

It was concluded that d-band metals, via dz2 and pz orbitals localized on

small clusters at the tip apex, are capable of providing atomic resolution.

The dependence on the metal cluster and therefore tip morphology also

explains the strong changes in resolution induced by tip restructuring. The

reasoning behind this is the superposition of the surface charge density

and the dz2 or pz orbitals, respectively. The surface charge density of a

hexagonal lattice is given up to the lowest nontrivial Fourier component by

ρ(~r) =
∑

E≤Eƒ

|ψ(~r)|2 ' o(z) + 1(z)ϕ(6)(~) (2.1.12)

13
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where

ϕ(6)(~) ≡
1

3
+
2

9

2
∑

j=0

cos( ~ωj · ~),

with ~ω0 = (0,1), ~ω1 = (−
1

2

p

3,−
1

2
),

nd ~ω2 = (
1

2

p

3,−
1

2
)

is the hexagonal cosine function with maximum value 1 at each atomic site

and minimum value 0 at each hollow site. The 0(z) term in (2.1.12) is

mainly given by the Bloch function near the ̄ point with the lowest Fourier

component

ψ̄ ∼ ep(−κz)⇒ 0(z) ∝ ep(−2κz). (2.1.13)

The superposition of the surface potential with the spherical harmonics of

the tip wave function then allows for the numerical simulation of the tun-

neling current at given tip-sample separation. The comparison with exper-

imental data yielded good agreement with this approach, demonstrating

localized metallic surface tip states to be essential for high lateral resolu-

tion.

Ultimately, the resolution in STM is dictated by the shape of the metal

cluster on the tip used to tunnel from and the chemical identity of the

last atom on the tip. In more advanced techniques, single molecules like

CO functionalize the tip-sample-junction via providing defined orbitals [31].

Through thorough tip preparation techniques and tip functionalization, in-

tramolecular features and structures have thereby been resolved.

2.1.1.2 Local Density of States in Differential Conductance

As was already established in Equation (2.1.3), the tunneling current is

sensitive to the local density of states at the surface. Since very local-

ized surface areas contribute to the tunneling current, STM is, apart from

merely delivering topographic information on the atomic scale, also capa-

ble of probing surface electronic properties with the high lateral precision.

14



2.1 Scanning Tunneling Microscopy

This is intuitively clear, since the tunneling current should increase or de-

crease when charge is not equally distributed on the surface, while the tip

is scanned at a constant tip-sample separation. In a case, where the local

density of states is spatially modulated, the topographic real space image

is convoluted with the local current density. The reason for this can be

illustrated if a different nomenclature for the tunneling current, such as em-

ployed by Selloni et al. [32] or Lang [33], is regarded, in which the tunneling

matrix element |Mμ,ν |2 and therefore the tunneling probability T is assumed

as constant:

 ∝

EF+V
∫

EF

dE ρT(E− V) ρS(~rT , E) (2.1.14)

In this description analogous to the one by Tersoff and Hamann [20, 21],

the tunneling current  in the low external voltage regime is proportional

to the integral over the product of the density of states on the tip ρT and

the local density of states on the surface ρS at the tip location ~rT . Here the

Fermi energy EF is the same on both sides of the junction, therefore, the

energy range under consideration is [EF · · ·EF + V]. For metallic tips under

the assumption of a featureless and constant density of states, the integral

trivializes to only considering the surface density of states. In this case the

differential conductance d/dV is a direct measure for the local density of

states:

d

dV
=

d
EF+V
∫

EF

dE ρS(~rT , E)

dV
∝ ρS(~rT , EF + V) (2.1.15)

However, it has to be noted that this assumption is only valid for low

voltages since otherwise the tunneling probability cannot be assumed as

constant and further corrections have to be taken into account to compen-

sate for this. This scenario is discussed in detail by Hamers [34] or by Kubby

and Boland [35]. It has to be further noted that this consideration is only

true for a stationary tip with constant tip-sample separation and lateral po-

sition.
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2. THEORETICAL ASPECTS

2.2 Surface Electrons

Symmetry breaking and missing nearest neighbor atoms lead to manifold

special electronic properties of surfaces and interfaces. Due to the miss-

ing nearest neighbors, dangling bonds, e.g., lead to the reconstruction of

semiconductor surfaces and in special cases, the lack of inversion symme-

try can lead to effects like strong spin-orbit coupling and splitting. Since

the STM tip, while scanning, follows rather the convolution of the LDOS and

the actual topography, it is important to consider the surface electronic

properties of the investigated solid. Therefore, a short introduction into the

theory of surface electrons in contrast to bulk electrons will be given (a

more complete summary was elaborated by N. Memmel [36], upon which

the following considerations are based).

The basic approach to electronic structure calculations is solving the

single-electron Schrödinger equation
�

−
1

2
52 +V(~r)
�

ϕ(~r) = E ϕ(~r) (2.2.1)

for a three dimensional periodic potential, which can be written as a

Fourier series:

V(~r) =
∑

~G

V ~G ep(− ~G~r) (2.2.2)

Here, ~G denotes the 3D bulk reciprocal lattice vectors. The solutions for

the Schrödinger equation have to be of the form of Bloch waves, which are

characterized by the 3D wave vector ~k:

ϕ ~k(~r) = e
 ~k~r U ~k(~r)

with U ~k(~r) =
∑

~G

 ~k ~G e− ~G~r (2.2.3)

Finally, by introducing the difference ~k− ~G the set of solutions from Equation

(2.2.1) for the Fourier coefficients  ~k− ~G is:

 ~k− ~G = −

∑

~G′ 6= ~G V ~G− ~G′  ~k− ~G′
1
2 ( ~k − ~G)

2 + V0 − E
(2.2.4)
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2.2 Surface Electrons

For bulk solids these solutions deliver sets of solutions, the well known

band structures. However, when surfaces are taken into account, the bound-

ary conditions change, since at the solid-vacuum interface the infinitely

extended potential of the bulk ends. Due to this symmetry breaking the

electronic structure of the surface must differ from the bulk. This can be de-

scribed theoretically by a semi-infinite solid. Here, the crystal and vacuum

region are evaluated independently and a wave function matching method

is used to calculate the DOS on the surface. A schematic for this is shown

in Figure 2.2.1.

Figure 2.2.1: Schematic illustrating the wave function matching for the electronic poten-

tial leaving the bulk going into the vacuum. Adapted from [36]

For the theoretical approach to describe a solid interface the bulk is usu-

ally chosen to occupy the half-space z < 0, with the center of the outer

most atom at z = 0. The region for z < zm is then the crystal described

as an infinite solid, whereas z > zm is the barrier region. The Schrödinger

equation is then solved independently for these two regions in a first step.

The main difference for both regions thereby is that in the crystal the po-

tential V(~r) is periodic in three dimensions, while V(~r) is only periodic in the

two dimensions of the surface plane for the barrier and vacuum region.

Since the crystal region cannot be distinguished from the infinite solid,

the wave function in this region again can be written as a linear combination
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2. THEORETICAL ASPECTS

of 3D Bloch waves  ~k(~r). However, to account for the interface region, the

reciprocal vector kz differs from the original set, therefore the wave function

has the form:

ΨC~k‖(~r) =
∑

~k=( ~k‖,kz)

φ ~k  ~k(~r) (2.2.5)

The projection of the 3D bulk reciprocal vectors onto the surface then yields

the 2D surface reciprocal lattice vectors ~k‖. This enables the reformulation

of the above equation in terms of the surface lattice reciprocal vectors:

ΨC~k‖(~r) = e
 ~k‖~r‖
∑

~G‖

e− ~G‖~r‖ C ~k‖− ~G‖(z) (2.2.6)

Here C ~k‖− ~G‖(z) is built up from Fourier coefficients as in Equation (2.2.4)

with the appropriate surface reciprocal vectors and expansion coefficients

φ ~k. Due to the symmetry breaking, the Bloch waves with complex kz =

p − q now also yield solutions for q > 0 with wave functions of the form

k(~r) = eqzepze ~k‖ ~r‖k(~r). These so-called evanescent waves have a finite

amplitude at the matching plane z = zm and decay exponentially into the

bulk.

For the barrier region z > zm the proceeding to find solutions is similar

to the bulk case. The periodic potential is now only defined on the surface

in two dimension:

V(~r) =
∑

~G‖

V ~G‖(z) e
− ~G‖~r‖ (2.2.7)

The wave functions for this region are determined as

B~k‖(~r) = e
 ~k‖~r‖
∑

~G‖

B ~k‖− ~G‖(z) e
 ~G‖~r‖ (2.2.8)

where the Fourier coefficients V ~G‖(z) and B ~k‖− ~G‖(z) depend on the distance z

from the surface. Finally, to determine the unknown Fourier expansion coef-

ficients in the crystal and barrier region, a wave function boundary match-

ing and normalization technique is employed, which will however not be

discussed in any further detail (see [36]).

For the Ag, Cu and Au (111)-surfaces this method delivers a special solu-

tion, leading to surface states in the gaps of the bulk band structure. Calcu-

lations show that surface state electrons on this surface behave nearly as
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2.2 Surface Electrons

in a 2D free electron gas. The solution of the Schrödinger equation makes

the origin of this effect clear. The wave function for the barrier region is

a standing wave that decays exponentially when moving further into the

bulk, whereas, in vacuum also an exponential decay however of an evanes-

cent wave is observed. The solution in the surface plane is a plane wave,

showing that electrons can move as in a free electron gas on the surface

plane. The maximum of charge distribution along the z-axis is situated

above the crystal surface. The quasi-free 2D electron gas on Ag(111) shows

a parabolic dispersion relation

E =
ℏ2k2‖

2m∗
(2.2.9)

with the effective mass m∗ = 0.4 me, where me is the free electron mass,

and the Fermi wave vector for the dispersion crossing the Fermi level being

kF = ±0.08 Å−1, as was determined experimentally [37]. This then renders

the Fermi surface for 2D quasi-free electron states as circles with a radius

of kF centered around the  point.

In STM and STS experiments this effect is observed in the unperturbed

case by a step-like onset of the 2D surface state at ∼ −67 mV, whereas the

plane wave character of the surface electrons can be observed in standing

wave patterns close to step edges (both cases are show in Figure 2.2.2)

where the electron waves are reflected. The superposition of incoming and

reflected electrons produces the observed standing wave pattern.

Due to thermal broadening at finite temperature, as well as experimental

effects induced by lock-in technique and spatial drift (thermally, mechani-

cally or piezo-creep induced), the line shape of the onset energy for the 2D

free electron gas is slightly broadened. However, the center of the broad-

ened ascent is situated at the expected energy of ∼-67 mV.

2.2.1 Confinement of Surface Electrons

When electron movement is restricted by reducing the dimensions along

which electrons can propagate freely, the confinement to lower dimensions

has a strong impact on the density of states. This effect is schematically
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Figure 2.2.2: Exemplary STS data illustrating the 2D free electron gas character of sur-

face electrons on Ag(111). Left: in a single point spectrum taken in the center of an

extended terrace the onset of the surface state at ∼-67 mV can be clearly observed. The

deviation from the theoretical sharp step-like increase is attributed to thermal broadening

at finite temperature. Right: Standing wave patterns observed at an atomic step edge

(indicated by a red line). With increasing energy higher order reflections are observed.

shown in Figure 2.2.3. Thereby, the step-like behavior observed for the

quasi-free 2D surface state on Ag(111) can be easily understood.

An approach utilized to confine 2D surface state electrons to lower di-

mensions is the controlled positioning of adsorbates or the epitactical growth

of nanostructures. Metallic islands can be grown in nanometer sizes [38],

single atoms can be positioned into geometric arrangements [39] or mole-

cules can self-assemble into regular patterns [40, 41], all of which confine

the propagation of electrons across the surface plane and act as scatterers.

The example shown in Figure 2.2.2 was already thoroughly investigated,

e.g. by Bürgi et al. [42], and a distinctive difference in the scattering be-

havior for ascending and descending step edges was found. For descending

and ascending steps a reflectivity coefficient of ρdesc = 0.85 and ρsc = 0.5

was determined, respectively. This finding already indicates that the ex-

act geometry and electronic properties of adsorbates have to be taken into

account when the confinement of surface charge carriers is investigated.
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2.2 Surface Electrons

Figure 2.2.3: When electron movement is confined to lower dimensions, the density of

states D(E) changes distinctively. 3D: D(E) ∝ E1/2; 2D: D(E) ∝
∑

H(E − E); 1D: D(E) ∝
∑

H(E− E) · (E− E)−1/2; 0D: D(E) ∝ δ(E− E).

When confining nanostructures are constructed via molecular ligands on

the Ag(111) surface, the quasi-free surface electrons can be investigated

as particles-in-a-box, whose treatment is well known from quantum me-

chanics [43]. The situation for a infinite 1D potential confining electrons is

schematically illustrated in Figure 2.2.4. The confined states (blue) within

two potential landscapes (black), featuring different widths W1 & W2, are

described as standing waves within these potential barriers. When the po-

tential width is decreased from W1 (left) to W2 (right), the onset and spacing

of the confined states increases, e.g. ΔE1. The energetic positioning of the

bound states scales with the potential width W and order of the bound state

n according to En ∝ 1
W2 · n2. When finite potential heights are considered,

the wavefunctions of the bound states are no longer completely confined

within the potential barriers. Rather, as the energy approaches the poten-

tial height, the wavefunctions extend into the potential. Thereby, tunneling

between adjacent potential wells will set in with increasing energy lead-

ing to a coupling between the states. Similar effects can be observed for

surface state electrons when they are confined within spatially extended,
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periodic nanoarchitectures.

Figure 2.2.4: Schematic illustrating the effect of quantum confinement in a 1D quantum

well with infinitely high barriers. With decreasing potential width, the onset and spacing

of confined electron states shifts up in energy, reducing the amount of bound states in a

finite quantum well.

In a more sophisticated approach, Boundary Element Method calcula-

tions based on Green’s functions are carried out [44] in which the potential

landscape of the adsorbate geometry is transferred as boundary conditions

onto a planar patterned surface representing the 2D-FEG. Therefore, the

potential landscape is constructed from homogeneous regions of constant

potential with their boundaries being considered as abrupt for simplicity. In

this framework the Schrödinger equation is solved for each individual ele-

ment. Finally, by finding physically reasonable evaluations of the functions

across the boundaries, the LDOS of the total system at a given energy is

obtained. Thereby, the spatial distribution of electrons under the confining

effects of potential barriers can be simulated. This method was employed in

various simulations for electron confinement on Ag(111) discussed in Chap-

ter 6. The details for the BEM method can be found in Reference [44].
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2.3 Molecular Self-Assembly

2.3 Molecular Self-Assembly

In this work, several approaches for the realization of functional nanos-

tructures and templates have been utilized, all of them based on the self-

assembly of molecular building blocks. Therefore, the physical and chem-

ical processes governing molecular movement and self-assembly will be

addressed shortly.

2.3.1 Adsorption and Diffusion of Molecules

Figure 2.3.1: Schematic illustrating the processes involved during self-assembly. After

adsorption, molecules migrate across the surface along with rotational movement, before

substrate-mediated and direct lateral interactions between ligands lead to the formation

of self-assembled structures.

When molecules or single atoms reach a crystal surface after propagating

through vacuum, their subsequent motion depends on the energy stored in

the phonon bath and chemical properties of the crystal as well as the kinetic

and thermal energy of the adsorbing species. The latter can either stick to

the surface, where excess kinetic and thermal energy is dissipated, or des-

orb again into the gas phase without sticking to the surface. Adsorbate en-

ergy is typically transferred directly to the phonon bath of the crystal, rarely

other dissipation channels, e.g. radiation or electron emission, interfere. In

terms of self-assembly, diffusion and rotation are the most essential of the
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mentioned processes, since the ability of adsorbate migration is crucial for

the ability of forming self-organized structures. After the initial adsorbate

energy from thermal evaporation is dissipated rapidly, the energy provided

by the crystal phonon bath, given mainly by the substrate temperature,

is the most essential energy contribution to be considered here. Further,

upon adsorption, the mobility and accessible vibrational states of atoms

and molecules are dictated by the surface binding. Thereby, the lateral and

rotational degrees of freedom of adsorbates are limited and determine the

capability of adsorbate motion.

In a simple hopping model, surface diffusion takes place as an aleatoric

walk of isolated adspecies from one adsorption site to another, once the

system is in thermal equilibrium. The tracer diffusion coefficient D∗ then

follows an Arrhenius law if the thermal energy of the system kBT is very

small compared to the migration energy barrier EM that has to be overcome

to perform a hopping step [45, 46, 47]:

D∗ =
1

2d
〈λ〉2 ν0 ep(−βEM) ≡ D∗

0 ep(−βEM) (2.3.1)

Here ν0 is the attempt frequency, D∗
0 is the prefactor for tracer diffusion and

β = (kBT)−1 indicates the temperature dependence. The same dependency

holds true for the rotational motion of complex molecules, anchored to the

surface or confined within a host lattice.

The statement above, however, is correct only for isotropic surfaces.

More complex surfaces, such as vicinal surfaces or patterned templates,

have to be considered more thoroughly. The diffusion barrier Em my vary

strongly along specific spatial directions of anisotropic surfaces, which needs

to be considered in calculations regarding the mobility of adsorbates. Since

many effects such as coordination bonding, covalent bonding at specific

sites or preferential alignment along selected surface orientations may con-

tribute, a complete study and description even of model systems is often

non-trivial.
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2.3 Molecular Self-Assembly

2.3.2 Theoretical Considerations

When molecular self-assembly is used to design and realize nanostructures,

apart from the mobility of the constituents on the surface, also a thermo-

dynamic minimum is required for a gas of mobile molecules on the sur-

face to condense into a self-assembled arrangement [14]. Self-assembly

is driven by bonds like metal-ligand coordinations, hydrogen bonds or van

der Waals interactions, all of which are rather weak compared to covalent

bonds. Therefore, the interplay between enthalpy and entropy is an im-

portant factor in the formation of self-assembled nanostructures. The con-

densation into energetically favorable structures, therefore, sets in only at

specific conditions. In most general terms these are given by the temper-

ature of the surface and the respective amounts of provided constituents

and their energetics. So when either of these parameters are varied to lie

outside of the thermodynamic region of favorable assembly conditions, no

structures with long range order can be achieved.

Further the choice of molecular constituents is crucial. Firstly, the de-

sired type of lateral bond must be evaluated before synthesis. The ac-

tual bonding is steered by the choice of adequate functional units that

are realized during synthesis. This is the first construction principle to

achieve the desired nanoarchitecture. Secondly, the choice of molecular

backbone, to which functional groups are attached, codetermines the possi-

ble geometries. In combination with the surface periodicity the constituents

are deposited onto, different networks can be achieved via adjusting the

molecule geometry. The last parameter to consider is the rigidity of the en-

tire molecule as it also limits the possible arrangements. When molecules

have little to no degrees of freedom in terms of adapting to the surface

morphology, then long range order is only achieved when the arrange-

ments find a commensurate adsorption pattern. Otherwise, energetically

favorable adsorption sites, which are typically boundary conditions for the

network formation, cannot be satisfied. As molecules with rotatable or flexi-

ble bonds and therefore many degrees of freedom can adjust to the surface

25



2. THEORETICAL ASPECTS

registry, lateral interactions between ligands can also be satisfied more eas-

ily. However, due to their high adaptability, the arrangements tend towards

lower quality in terms of long range order and commensurability.
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Chapter 3

Scanning Tunneling

Microscopy

In this chapter the functioning of a

scanning tunneling microscope is il-

lustrated. Therefore, the basic op-

eration principles and modes are

discussed as well as their limita-

tions imposed by instrumentation.

The setup used in the experiments

presented in subsequent chapters,

a home-built [48] Besocke Beetle-

Type STM [49, 50], operated at liq-

uid He4 temperature, is presented

first. Afterwards, a second setup that was built up over the previous two

years, featuring a novel Joule Thompson (JT) cooling stage, is introduced.

The JT setup enables STM and STS measurements at ∼1 K. To achieve high

stability, a Pan-style scanner unit [51, 52] is used to position and scan the

STM tip. First test and performance measurements are presented at the

end of this chapter.
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3. SCANNING TUNNELING MICROSCOPY

3.1 Operation Principles

3.1.1 Scanning the STM Tip

Figure 3.1.1: The STM tip is positioned and controlled utilizing a piezoelectric scanner,

here a single-tube. By applying voltages to several different electrodes, the tube is de-

flected in the − and y−direction to scan the surface, while by contraction and extension

the distance between tip and sample is controlled along the z−axis.

Since the tunneling junction enables the local probing of the tip-sample sep-

aration with high lateral sensitivity and accuracy, it is necessary to control

the exact position of the tip apex in three dimensions with precision match-

ing the sensitivity of the junction. Therefore, piezoelectric ceramics are

utilized to control the tip movement in respect to the surface. Several con-

cepts for the tip-sample approach have been demonstrated, the two most

prominent designs thereby being the Besocke Beetle-Type STM [49, 50] and

the Pan-Style STM [51]. In both cases it is possible to control the tip po-

sition after the coarse approach via piezoelectric deflection with precision

well below interatomic distance. Thus, step sizes for individual data points
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with subatomic resolution are achieved. Furthermore, high stability for the

tip-sample separation and lateral position (® 0.01 Å/h) are requirements

for long time measurements, which can be achieved in both designs via

sufficiently long settling times after coarse motion.

In Figure 3.1.1, a schematic for a single-tube scanner is shown, to il-

lustrate the operation principle. In the Pan-design, a piezoelectric scanner

tube is approached towards the surface by a slip-and-stick stepper motor

controlling the coarse motion for the approach. Once the surface is reached,

applying voltages to several electrodes on the tube leads to a deflection in

−, y− and z−direction allowing for a highly sensitive scan of the surface.

For topography, two scanning modes can be used, the constant current

and constant height mode, see Figure 3.1.2.

Figure 3.1.2: Operation modes in scanning tunneling microscopy: (a) Constant Current

mode in which the tunneling current is kept constant by an electronic feedback loop and

the extension and retraction of the tip is recorded. (b) Constant Height mode, here the

height of the tip is kept constant and the change in tunneling current is recorded.

In constant current mode a PID-controlled feedback loop is used to main-

tain the tunneling current at a set value. The actual data recorded while

scanning the surface is the extension and contraction of the scanner tube

in the z−direction corresponding to each pixel, which in turn gives an ac-

curate height profile in  and y for the investigated scan area. When the

feedback loop response is slower than the scanning time or a constant tip-

sample separation is desired, the PID control may be turned off after the tip

was stabilized at a set value for the tunneling current. In constant height
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mode, the resulting change in tunneling current during the tip motion re-

flects the change in height or LDOS of the underlying surface. However,

this requires rather flat scan areas which are not tilted with respect to the

scanning plane. Otherwise, the tip-sample separation is no longer constant

and the tip might touch the surface.

Figure 3.1.3: (a) Atomically resolved Bi(111) surface along with (b) 3D representation ac-

quired in constant current mode (Vb = 0.1 V, IT = 0.1 nA). The observed subsurface defect,

a screw dislocation, is resolved with atomic precision, demonstrating the high lateral and

vertical resolution of the STM.

To satisfy the needs for high stability and low mechanical noise in highly

sensitive topographic and spectroscopic measurements, low temperatures

are typically a prerequisite. At low temperatures higher mechanical sta-

bility due to reduced atomic motion and also lower thermal noise can be

achieved. Further, as demonstrated earlier (see Figure 2.2.2), for high res-

olution spectroscopy measurements low temperatures are advantageous,

since the spectroscopic resolution is directly proportional to temperature

due to reduced thermal broadening.

3.1.2 Scanning Tunneling Spectroscopy

For the investigation of the LDOS it is necessary to record the change in

tunneling current while ramping the sample bias. By numerically deriving
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recorded I/V measurements it is possible to gain the desired information on

the LDOS. However, since numerically deriving I/V curves yields pronounced

mathematical artifacts, it is beneficial to use lock-in technology.

With the lock-in technique it is possible to directly measure the differ-

ential conductance signal. In practice, the sample bias UB is modulated

with a sne-wave at high frequency (typically between 1 and 50 kHz). The

tunneling current T is then passed into an AC amplifier of the lock-in am-

plifier. The signal (T) is phase-locked at a difference of 90◦ to the phase

of the reference signal (UB). Together with a low-pass filter which also acts

as an exponential integrator, white noise is integrated to zero and only the

relevant phase-locked signal is recorded. Thereby, the differential conduc-

tance d/dV is measured and the LDOS can be investigated with subatomic

lateral precision. By increasing the bias modulation, also higher differential

conductance signals are measured. However, at increased modulation am-

plitude, energy resolution is reduced due to the induced broadening. Since

the assumption in Equation (2.1.15) is only valid for a fixed probe position,

the feedback loop for z-control is turned off when single spectra are taken.

Otherwise, the cutoff frequency of several kHz of the feedback loop limits

the spectroscopic resolution and further the recorded spectrum is convo-

luted with the movement of the STM tip. The same holds true, when differ-

ential conductance maps are acquired simultaneously with constant current

topography maps due to variable tip-sample separation.
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3.2 Beetle-Type LT-STM

The STM used in the experiments presented in the following chapters was

originally constructed and built by Sylvain Clair [48], inspired by the popular

STM design by Gerhard Meyer [53] that has also been commercialized by

CreaTec [54]. The setup enables measurements at temperatures below 10 K

via liquid helium cooling as well as high temperatures up to 400 K via heat-

ing. The instrument is built into an ultra-high vacuum (UHV) system with an

in situ sample preparation chamber attached to the cryostat system. Fig-

ure 3.2.1 depicts the system, with its essential parts and components, for

further details consult [48].

Figure 3.2.1: Photograph of the LT-STM setup. Parts of the UHV system: cryostat (blue),

STM chamber (green), preparation chamber (red), sample manipulator (yellow), vibration

isolation system (magenta). Underneath the STM chamber and the preparation chamber

parts of the pumping system are visible.
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3.2 Beetle-Type LT-STM

3.2.1 UHV System and Sample Preparation

The scanning tunneling microscope as well as all the sample preparation

and storage facilities are housed in an ultra-high vacuum (UHV) system

with a base pressure <10−10 mbar. The ultra-low pressure is achieved by

pumping the system with a turbo molecular pump for which the pre-vacuum

is established with a turbo molecular drag pump and a reciprocating piston

pump. During measurements all mechanical pumping is stopped and the

vacuum is maintained by two ion getter pumps, respectively attached to the

preparation and the STM chamber, which are separated by a gate valve.

For sample preparation, typical surface preparation and material evap-

oration components are attached to the preparation chamber. To produce

atomically flat noble metal surfaces, single crystals are in a first step cleaned

via an Ar+ ion beam from a sputter gun with a flux of ∼7 μA
cm2 . To render the

surface atomically flat, the sample is then heated up by an electron-beam

heater, which is built into the sample grabber on the manipulator arm, to

appropriate temperatures (e.g. ∼470◦ C for Ag(111)). After the surface has

been prepared, molecules can be deposited from a two-cell organic molecu-

lar beam evaporator onto the sample, which is held at a controlled temper-

ature. In a similar fashion, single metal atoms can be evaporated from an

electron-beam evaporator, in which heating does not occur resistively but

by a focused electron-beam. To transfer samples and tips into and out of

the vacuum system, a load-lock that can be pumped down to <10−8 mbar

is attached to the preparation chamber. Via the load-lock, transfer is pos-

sible without breaking the vacuum. After preparation, the samples are first

precooled using liquid nitrogen, before they are transferred into the LT-STM

for measurements.

3.2.2 Cryostat

Figure 3.2.2 shows a schematic of the liquid helium cryostat setup. Thermal

isolation of the helium bath is achieved by several features. First, the UHV

in the system isolates the cryostat setup from ambient conditions.
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Radiation Shields

Radiation Shields

Scanning Tunneling 
Microscope

Cold Plate

Cable Feedthrough

Liquid Helium Tank

Liquid Nitrogen Tank

Vacuum Chamber

Figure 3.2.2: Schematic of the LT-STM and cryostat. All essential parts are labeled.

A liquid-nitrogen cryo-shield surrounding the helium bath in the cen-

ter further reduces thermal radiation in combination with several radiation

shields over the helium tank. All components are made from stainless steel

due its low thermal conductivity.

The STM scanner unit is attached to the cold plate on the bottom of the

helium tank and is further surrounded by a set of radiation shields, one

at liquid nitrogen and another at liquid helium temperature, which can be

rotated to open windows for sample transfer, pulling down the STM head,

and optical access. All radiation shields are coated with gold to ensure high

reflectivity and prevent oxidization.

All wiring required for measuring temperatures, operating the piezoelec-

tronics and detecting the tunneling current are fed into and through the

cryostat, where good thermalization of all wires is accomplished by attach-

ing them to the different cooling stages of the cryostat.
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3.2 Beetle-Type LT-STM

3.2.3 STM Head

The beetle-type scanner unit is situated on the bottom of the helium tanks

cold plate. To ensure good thermal contact, the outer body, mounting and

base plate are made of copper. A photograph of the scanner unit after

the outer copper body has been removed is shown in combination with a

schematic illustrating the main parts in Figure 3.2.3.

Figure 3.2.3: Schematic and photograph of the beetle type LT-STM scanner unit. All

essential parts are labeled.

Since STM is highly sensitive to mechanical noise, the scanner is sus-

pended on springs. In combination with spring suspension, the bottom

plate, on which the sample and piezo scanners are mounted, is equipped

with CoSm magnets which are used as eddy current brakes (the U-shaped

counterpieces attached to the outer body are not pictured). After the sam-

ple is transferred into the STM and cooled down to operation temperature,

the tip is approached, using the outer piezoceramics. The tip is attached to
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a helicoidal ramp, which is segmented into three angled parts on the bot-

tom. Each of the segments rests on a piezo scanner tube with a sapphire

hemisphere attached to the top. By deflecting the piezoceramics in a clock-

wise or counterclockwise fashion, the ramp can be rotated and thereby the

coarse approach is controlled. When the piezoceramics are operated in the

− or y−direction, the tip can be moved coarsely across the sample area.

When the coarse approached is finished, the tip-sample separation is con-

trolled by the scanner tube onto which the tip is attached and held by a

CoSm magnet. The inner tube can be used to only control the tip-sample

separation, while the tip is scanned by deflecting the outer piezo tubes

(standard operation). Alternatively, the scanning of the STM tip can be fa-

cilitated by deflecting the scanner tube in  and y. Hereby the calibration

and scan range of both operation modes is naturally different. In standard

operation the scan direction relative to the sample surface hardly changes.

To transfer samples into or out of the STM, the radiation shields are

opened and a bayonet arm is locked to the bottom of the STM via the

pull-down lock. When the STM is pulled down, the helicoidal ramp rests

on the upper part of the copper base plate, whereas the bottom plate is

pressed onto the outer body. Thereby, all positions are mechanically fixed

and the sample-grabber can be introduced with the manipulator arm. To

transfer tips to and from the STM, a tip-exchange tool can be picked up by

the sample grabber. After the fork is positioned around the tip-holder, the

manipulator is moved down, until the tip rests on the exchange tool and is

then transferred to the preparation chamber.
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3.3 Joule Thomson LT-STM

Figure 3.3.1: Photograph of the JT STM Setup. Essential parts: Cryostat (blue), recipient

chamber (green), preparation chamber (red), load lock (orange), manipulator arm (yellow),

pumping system (turquoise), vibration isolation system (magenta).

Over the course of this PhD project, a novel low-temperature STM setup was

planned and realized. The cryogenic system of the STM features a Joule-

Thompson expansion cooler, which allows the scanner unit to be cooled

down to a base temperature of ∼1 K. This further reduction in temperature

compared to conventional, low-temperature setups utilizing a liquid helium

bath cryostat yields many advantages. For spectroscopy measurements

and first and foremost inelastic tunneling spectroscopy measurements, the

resolution R is greatly limited by the experiment temperature, since R ∝

5.4 · kBT [55, 56] (whereby the sensitivity in spectroscopy experiments is

increased by a factor of ∼4 when the temperature is reduced from liquid
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helium temperature to 1 K.).

To exploit these advantages, the STM head was designed towards max-

imum mechanical stability. The design of the cryostat and STM was first

realized in the group of Prof. W. Wulfhekel at the Karlsruhe Institute of

Technology [57] and shortly afterwards commercialized by SPECS GmbH

in Berlin [52]. The presented setup is the first commercialized prototype

system. A photograph displaying the major components is shown in Figure

3.3.1.

3.3.1 Peripherals and UHV System

The vacuum and cryogenic system is mounted on a custom designed frame

built from aluminum profiles purchased from ITEM. The individual profiles

were further filled with sand in the bottom part of the frame to move the

center of mass of the entire system towards the bottom, and two-component

PU foam for the upper profiles. Both measures do not only increase weight,

but also increase rigidity and eliminate acoustic coupling into the otherwise

hollow profiles. The frame is designed to allow mounting and removal of the

cryostat via a hoist that is bolted onto the laboratory ceiling. Therefore, it

was important to remain within the restrictions imposed by the room height.

To increase the stiffness and rigidity of the frame in order to eliminate me-

chanical noise, especially for the parts surrounding the manipulator arm, all

parts were connected using linear connectors and an aluminum plate to fur-

ther reinforce the construction was introduced. In Figure 3.3.2 a rendering

of the construction drawings of the system during the final planning stage

is displayed.

The vacuum chamber consists of two main parts: the preparation cham-

ber and the recipient chamber (see Figures 3.3.1 and 3.3.2), both of which

have been manufactured by VaB. These two parts are separated by a gate

valve which allows shutting off the STM side of the system during sample

preparation to avoid contamination. Especially after the cryostat is cooled

down, contamination is problematic due to very effective cryopumping. To

generate vacuum in the UHV system, a magnetically suspended 300 l/s
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Figure 3.3.2: Rendering of the JT-STM system during the final planing stage. Some parts

are only displayed as place holders or missing.

turbo molecular pump (TMP) is attached to the preparation chamber. Be-

tween the preparation chamber and the pump, a gate valve situated di-

rectly on the chamber and a small T-shaped vacuum chamber housing a

titanium sublimation panel (TSP) and cryoshield outside the pumping cross-

section are introduced. The pneumatically actuated gate valve is configured

in a manner that in case of a power failure, the UHV system is closed. The

pre-vacuum required to operate the main TMP is generated by a series of

pumps, namely a membrane pump (ultimate pressure <2 mbar) and a drag

TMP (ultimate pressure <10−8 mbar). Several valves are introduced into

the pumping line to avoid contamination when the pumps are stopped dur-

ing measurements to reduce mechanical noise. A separate valve to vent

the system from a liquid nitrogen reservoir is further available. To maintain

vacuum when mechanical pumping is stopped and also when the gate valve

between preparation and recipient chamber is shut, two ion-getter pumps
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(IGP) are operated. One is positioned below the preparation chamber and

can be closed off during sample preparation via a gate valve to maintain

the pumping capabilities of the getter mesh. The IGP on the STM part of the

system (below the recipient chamber) is continuously operated once UHV

conditions are reached.

3.3.2 Preparation and Recipient Chamber

The two main vacuum chambers of the system are the preparation chamber

and the recipient chamber. All instrumentation required for in situ sample

preparation and testing are attached to the preparation chamber, whereas

the recipient chamber houses the experimental setup. The required in-

strumentation and therefore the necessary design considerations for each

chamber will be presented shortly in the following.

3.3.2.1 Preparation Chamber

The necessary instrumentation for sample preparation are an Ion Sputter

Gun (ISG), an (Organic) Molecular Beam Epitaxy (OMBE) source, a Low En-

ergy Electron Diffractometer (LEED), a Residual Gas Analyzer (RGA), a Sam-

ple Cleaving Station, a Load Lock (LL), and a Sample Holder on a manip-

ulator arm. In Figure 3.3.3 the positioning of the instrumentation on the

chamber is shown.

Ion Sputter Gun: Ionized argon from a leak valve is accelerated with high

voltage, typically 1 kV, towards the sample surface. By the ion bombard-

ment the top most layers and adsorbates are removed from the surface.

(Organic) Molecular Beam Epitaxy source: The home-built evaporation

source features four BN crucibles in which molecules are stored. The cru-

cibles are heated by a Pt filament that is wound around each of them. The

resistance of the Pt wire is characteristic and thereby allows direct mea-

surement and control of the filament temperature. Instead of crucibles,

filaments can be mounted, which can heat metal sources to deposit metal
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3.3 Joule Thomson LT-STM

Figure 3.3.3: Photogra-

phy of the Preparation

Chamber. The LEED at-

tached to the chamber re-

sides on the opposite side

and is therefore not visible.

atoms via thermal sublimation. The evaporator is connected to the cham-

ber through a valve, therefore evaporation material can be changed without

breaking the vacuum in the system. Vacuum in the evaporator volume is

reestablished by pumping with a turbomolecular pumping station through

a valve, before the gate valve to the chamber is opened again.

Low-Energy Electron Diffractometer: The LEED with rigid luminescent

screen position enables the analysis of surface crystallography and ordered

structures. Crystal surfaces can be checked to ensure proper preparation

prior to molecule deposition. The ordering of adsorbates on the surface

can also be studied in this fashion. The instrument is mounted in a length-

optimized flange so samples on the manipulator arm can be positioned di-

rectly in front of the screen at the ideal distance and position.

Residual Gas Analyzer: The RGA is a mass spectrometer based on a

quadrupole design. This enables the analysis of the residual gas in the

vacuum chamber. It is mounted opposite to the OMBE, so the deposition

rate of molecular species can be estimated and checked. Further it is used

to control the purity of gases and can be used to check for leaks on the
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vacuum system via He4 detection.

Sample Cleaving Station: In order to produce defined surfaces by cleav-

ing, samples typically have to be cooled and subsequently the top layers

can be ablated along specific cleaving planes. To realize this, samples are

cut on their edge to define a cleaving point and then a ceramic rod is fixed

with epoxy resin. This rod is then pressed against an edge of the cleaving

station, where the ablated material can be deposited into a reservoir at-

tached below. The station is mounted on a linear feedthrough in order not

to block movement of the manipulator arm when it is not in use.

Load Lock: Samples and tips can be transferred in and out of the vacuum

system via the LL. To accomplish this without contaminating the vacuum,

a small vacuum chamber is mounted on top of the preparation chamber

which can be pumped with a turbomolecular pumping station through a

valve before the transfer. To transfer samples or tips, the manipulator arm

is positioned below the load lock and rotated appropriately. Samples are

grabbed with a bayonet locking mechanism which is attached to a magnet-

ically actuated linear manipulator which can easily be moved vertically.

Figure 3.3.4: Photography of the Manipulator Head.

Manipulator Head The Manipulator Head (see Figure 3.3.4) is mounted

on a manipulator that allows translational (± 25 mm in the x-y-plane and

750 mm along the chamber axis) and rotational (360◦) movement. Thereby

samples can be positioned inside the vacuum chamber at defined positions

for the individual preparation steps and transfer procedures. Further the

Manipulator Head is equipped with an e-beam source below the sample
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plane to heat samples from the backside either through resistively heat-

ing the emission filament or by applying up to 1.5 kV to the filament and

therefore accelerating electrons onto the backside of the sample. The sam-

ple temperature is measured with a k-type thermocouple that is pressed

against the sample holder. Further, the manipulator arm and head can be

cooled with liquid nitrogen down to ∼150 K.

3.3.2.2 Recipient Chamber

The Recipient Chamber is attached to the Preparation Chamber and can be

closed off with a gate valve. The construction is further stabilized and sus-

pended by three length adjustable support beams that are directly bolted

onto the frame. After preparation, samples are transferred into the recip-

ient chamber with the manipulator arm. Samples are transferred into the

STM with a magnetically mounted wobble stick that is attached to a cluster

flange along with several view-ports. To grab the sample plate, the wob-

ble stick is equipped with a mechanically actuated pincer grip. Further,

the wobble stick is used to open, close and operate different functionalities

implemented into the radiation shields. Five sample storage stages are fur-

thermore attached to the outer radiation shield in which samples and tips

can be stored (accessible via the wobble stick).

Opposite to the cluster flange, a second wobble stick with lateral and

rotary freedom of motion is mounted, see Figure 3.3.5. With the latter

other functionalities of the radiation shields are accessed, with the opera-

tion of the thermal short between the liquid helium radiation shield and the

JT shield being the most important here. Due to thorough thermal isolation,

this shortcut is crucial for cooling down the JT-stage and STM to liquid helium

temperatures, before cooling to lower temperatures is possible. Facing the

sample, several ports, which can be equipped with evaporators or provide

optical access, are positioned on the bottom of the chamber. These can

be utilized to deposit material onto the sample at cryogenic temperatures.

This is a necessary technique, when single, isolated atoms or molecules on

surfaces are investigated, since at ambient temperatures adsorbate motion
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Figure 3.3.5: Backside

view of the Recipient

Chamber. The Wobble

Stick is used to actuate

the thermal short between

the liquid helium radiation

shield and the JT-stage of

the cryostat.

leads to cluster formation or self-assembled structures, which is not the

case at cryogenic temperatures. The optical access allows the coupling of

light from a laser source into the system, which could later be implemented

to realize optical experiments.

3.3.3 Cryostat

The basic design of the cryostat differs very little from the one used in the

Beetle-Type-STM (cf. Section 3.2.2). For cryogenic temperatures down to

liquid helium temperature, again a bath cryostat, surrounded by a liquid

nitrogen vessel is used.

The main difference, however, is that temperatures down to ∼1 K are

possible. To make experimental conditions below liquid helium temperature

accessible, the cryostat used in this setup features a Joule-Thomson expan-

sion stage. To reach conditions under which the Joule-Thomson process sets

in, highly pure helium gas from a pressure reservoir is discharged through a

very long, very thin capillary, that is thermalized first to liquid nitrogen and
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Figure 3.3.6: Schematic of the JT-STM and cryostat. All essential parts are labeled.
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afterwards to liquid helium temperature for pre-cooling, into the JT-pot at

the bottom of the cryostat. On the other hand the JT-pot is evacuated by a

rotary vane pump. Therefore, when gas is passed through the narrow cap-

illary, it reaches the pseudo-vacuum where upon condensation it is cooled

down further. The temperature of both the JT-pot and the scanner unit are

monitored by two Cernox temperature sensors, directly attached to them.

With this technique it was possible to reach temperatures of ∼1.13 K with

continuous He gas flow.

The high purity of the He gas is a necessity, otherwise contaminants will

freeze-shut the capillary. The JT-pot is thermally isolated from the liquid he-

lium reservoir; for pre-cooling a thermal short between the radiation shield

attached to the helium cryostat and the one surrounding the JT-stage and

microscope is established which is released once Joule-Thomson expansion

sets in.

3.3.4 STM Head

The STM head is similarly to the one discussed earlier, suspended on springs

for vibration isolation. To fixate the head for sample transfer, it can be

pressed up against the JT-pot by a mechanical actuator connected to the

radiation shields that is operated via the wobble-stick. The body of the head

is designed to suppress mechanical excitations, since no low-frequency res-

onant modes are accessible. To ensure a perfect vertical orientation of the

body, copper weights can be attached and removed to the bottom to align

the main axis of the body when it is hanging freely.

The scanner unit (see Figure 3.3.7) is based on a Pan-style approach

system. A Pan-motor is used to approach the tip from the bottom towards

the sample. The motor is a piezoelectric slip-stick stepper, where a sap-

phire prism is held from three sides by shear piezo stacks. When the shear

stacks are slowly deflected in one direction and afterwards rapidly released

into their equilibrium position by a saw-tooth voltage pulse, the inertia of

mass will lead to the sapphire prism remaining in the deflected position. By

continuously applying saw-tooth pulses, the prism is thereby moved up or

46



3.3 Joule Thomson LT-STM

down, depending on the polarization used, at variable step size, depending

on the pulse amplitude, and speed, depending on the pulse frequency.

Figure 3.3.7: Photograph and schematic of the Pan-type JT-STM scanner unit. All essential

parts are labeled.

The piezo tube is attached to the top of the sapphire prism and is, as

already described earlier, used to scan the tip across the sample surface

once the coarse approach has finished. The tip is mounted in a tip-holder

that is positioned in the scanner tube. To ensure proper thermalization of

the STM tip, since in spectroscopy experiments the temperature of the tip

is the decisive factor for thermal broadening and resolution, a copper braid

connects the body and the scanner tube. Otherwise, the tip would not

be cooled due to the low thermal conductance of the the piezo ceramics

holding the prism in place.

The coarse position of the sample can be changed along the −axis of

the horizontal plane. The sample stage, in which the sample is positioned,
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is therefore clamped, similar to the approach motor, by piezoelectric stacks,

which allows moving the sample stage along the −axis. Similar to the tip,

the sample stage is also thermalized by a copper braid to ensure proper

thermal contact.

It is furthermore important to change tips in situ. For tip exchange, a

specially designed sample plate, into which the tip holder can be anchored,

is placed in the sample stage. After the tip holder is moved up sufficiently,

the tip exchange tool is moved so that the tip is hooked. By moving the Pan-

motor down again, the tip holder then remains anchored in the exchange

tool and thereby pulled out of the scanner tube.

3.3.5 Performance and Test Measurements

Figure 3.3.8: (a) Subsequent cooling down of the setup first by liquid nitrogen and after-

wards by liquid helium. The entire procedure requires approximately 30 hours until stable

base temperature is reached. (b) The STM is cooled down using the Joule Thomson cool-

ing stage. To reach base temperature, the system must be cooled for approximately 10

minutes after JT-expansion has started.

After initial installation and bake-out, pressures in the 10−10 mbar regime

were achieved in the vacuum system after the cryostat was cooled down to

4.5 K. Liquid helium and nitrogen hold times of ∼3 days in each of the ves-

sels were reached. Two typical examples for cooling down the cryostat are

shown in Figure 3.3.8. In Figure 3.3.8 (a) the cooling from room tempera-

ture to liquid helium temperature (including precooling with liquid nitrogen
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over night in the helium cryostat) is shown. Thereafter, cooling down to the

lowest temperature, after Joule Thomson expansion starts, is facilitated in

approximately 10 minutes (Figure 3.3.8 (b)).

First test measurements showed a strong coupling of mechanical noise

into the microscope. These could be eliminated by subsequently modify-

ing the STM suspension. Exemplary noise power spectral density measure-

ments are shown in the left portion of Figure 3.3.9. With JT-cooling enabled,

the noise intensity slightly increases at ∼1.2 K (blue) in contrast to mea-

surements at liquid helium temperature (poor STM tip in red, sharp STM

tip in green). Scans revealing atomic resolution on Ag(111) with a lattice

constant of 2.89 Å, both at ∼4.5 K and ∼1.2 K, are displayed in the right

portion of Figure 3.3.9. The experimental data in both cases was not post

processed, apart from flattening the images to remove changes in height

induced by changes of the STM tip for the example shown for 1.2 K.

Figure 3.3.9: Examples of the JT-STM performance at 4.5 K and 1.2 K. The noise power

spectra shown above were acquired at 4.5 K for red and green and 1.2 K for blue, respec-

tively. The atomically resolved Ag(111) lattice at 4.5 K and 1.2 K is shown below.
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Chapter 4

Positioning Single Co Atoms

Using N,N’-Diphenyl Oxalic

Amide Templates on Ag(111)
Low-dimensional structures on the

nanoscale constructed from single

magnetic atoms possess intrigu-

ing properties since the Magnetic

Anisotropy Energy, which leads to

an ordered alignment of the mag-

netization, strongly depends on the

exact size, arrangement and di-

mensionality [58, 59, 60, 61, 62,

63, 64, 65]. Therefore, the possibility to construct such structures using

N,N’-diphenyl oxalic amide molecules as fundamental building blocks has

been investigated. In a first step, the self-assembly of these molecules

was investigated on Ag(111). The templates formed were then exposed

to atomic cobalt for which the phenyl rings of the molecules act as ad-

sorption sites. Further, the temperature and coverage dependence of the

monomeric distribution of Co atoms on the template was investigated thor-

oughly. Parts of this chapter were published in Reference [66]. Reprinted

with permission. Copyright 2011 American Chemical Society.
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4.1 Molecule Properties and Sample Preparation

The molecules utilized in the experiments are N,N’-diphenyl oxalic amide

molecules (DOA), a structure model of the molecule is displayed in Figure

4.1.1. The molecular bricks feature two phenyl rings on the outside of the

molecule, which are connected by an oxalic amide group in the center. The

molecules have been synthesized according to Meyer and Seeliger [67].

The Ag(111) substrate was prepared by repeated Ar+ bombardment of a

Ag single crystal at an energy of 1 keV followed by annealing to 750 K

for ∼10 min. The investigated molecular templates were formed by or-

ganic molecular beam epitaxy of DOA molecules from a quartz crucible,

which was heated in a Knudsen cell held at ∼417 K onto the Ag substrate

held at room temperature (297 K). Subsequently, Co was deposited from

an electron beam evaporator unit, which was operated at a deposition rate

of 0.0018 monolayers/second (a monolayer here corresponds to all phenyl

rings of a full molecular layer being occupied by a single Co atom), with the

substrate held at 110 K to 240 K. After preparation the samples were cooled

down and investigated via LT-STM. The observed self-assembled molecular

templates and their utilization to steer the adsorption of Co atoms will be

discussed in the following.

Figure 4.1.1: Structure model of N,N’-diphenyl oxalic amide (H white, C black, O red, N

blue). The two phenyl rings on the outside of the molecule are connected by a thinner

waist constituting an oxalic amide group. On the surface, the molecule is found in two

enantiomers due to adsorption in either orientation on the surface.
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4.2 Self-Assembly on Ag(111)

In a first step, the formation of supramolecular architectures formed via

self-assembly of N,N’-diphenyl oxalic amide on Ag(111) was investigated.

Previous investigations of the assemblies [68, 69] already clarified some of

the formation mechanisms and assemblies. However, by illuminating the

intermolecular interactions and influence of the substrate registry in a both

experimental and extended theoretical investigation, a more precise un-

derstanding of the formation principles could be achieved. Therefore, the

formation of molecular nanogratings in the sub-monolayer (sub-ML) regime

and the dense packed monolayer (ML) assembly is discussed in the follow-

ing.

4.2.1 Molecular Nanowires

For molecule coverages below one monolayer (ML), an arrangement of ap-

proximately equally spaced lines of molecules (appearing brighter than the

substrate) is observed (see Figure 4.2.1 (a&b)), similar to supramolecular

gratings reported in other experiments [70, 71, 72]. The exact origin of the

equal spacing between the supramolecular chains is still not clear. Electro-

static repulsion of the molecular lines towards one another and the Ag(111)

surface electron state leading to the periodic assembly have been proposed

as formation mechanisms. In the experiments, six directions along which

the chains are aligned are observed in total, only three appear in Figure

4.2.1 (a&b). These are closely related to the three high symmetry directions

of hexagonal Ag(111) surface registry, indicated by a red star in Figure 4.2.1

(a&b). This finding points towards an assembly of the molecules commen-

surate with the surface periodicity, since the symmetry of the substrate is

also reflected in the alignment of the gratings.

In a higher resolution scan (Figure 4.2.1 (c)), the substructure of the

molecular gratings becomes more clear. Pairs of molecules forming funda-

mental units in the chains are encountered (yellow). The pairs are displaced

with respect to adjacent pairs along the molecular line direction by ∼0.5 Å to
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4.2 Self-Assembly on Ag(111)

each other, leading to a staircase like outline of the chains. Due to the

two enantiomers possible upon adsorption on the surface for the molecule,

along with the three high symmetry directions of the substrates, two chi-

ral assemblies for the chains are found for each high symmetry direction.

Thereby, the Leƒ t and Rght handedness of the molecule enantiomers leads

to the total of six assembly directions found in the experiment, where one

high symmetry direction is reflected by two nanograting directions with dif-

ferent chirality. As indicated in Figure 4.2.1 (c), the Leƒ t and Rght handed-

ness of the assembly is defined by the rotation of the line directions relative

to the related high symmetry direction (in the presented case Rght).

In respect to the substrate, the individual molecules align within the

chains to enclose an angle of α ' 15◦ between the molecular backbone

and the related high symmetry direction. On the other hand, the long axis

of the molecule chains is rotated away from the same high symmetry di-

rection by β ' 55◦ (Figure 4.2.1 (c)). Therefore, the gratings do not follow

exactly the high symmetry directions, but are rotated by ∼ 5◦ (Figure 4.2.1

(c)). With respect to the chain substructure, the alignment angle amounts

to γ = α+β ' 70◦ between the direction of the molecular nanowires and the

molecular backbones (Figure 4.2.1 (d)). Previous NEXAFS studies [68, 69]

pointed to a slight tilt of the phenyl moiety with respect to the surface

plane, however, recent theoretical modeling strongly suggests a planar ad-

sorption geometry of the molecules which will be discussed in more detail

in an upcoming publication.

According to the modeling, the interaction between adjacent molecules

responsible for the chain formation consists of two different bonds. Within

the molecule pairs, a binding between the oxygen and opposite hydrogen

moieties of the constituents functional groups is encountered, whereas,

binding between the oxygen moieties towards the phenyl ring of the ad-

jacent molecule of the next pair is found to link the pairs to another. The

difference between the two chain motifs is attributed to the commensu-

rate assembly of the chains in regards to the substrate registry. In con-

trast, when 3D bulk crystals are formed by the molecules, symmetric double

O· · ·H bonds are formed.
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4.2.2 Dense-packed Molecular Monolayer

For a coverage of a saturated ML, a dense-packed arrangement of the mo-

lecules is observed (see Figure 4.2.2 (a)). Even after evaporation of a suf-

ficient amount of molecules onto a sample held at room temperature no

multilayer formation occurred. We conclude that excess molecules do not

stick or merely remain transiently and desorb again under these conditions

(not shown). Therefore, a perfect dense-packed monolayer covering the

entire surface can be easily constructed.

Similar to the sub-ML case, assemblies closely related to the substrate

high symmetry directions are encountered. Further, Leƒ t and Rght ori-

entations related to the chirality of the assemblies are encountered (indi-

cated in Figure 4.2.2 (b-d)). Therefore we can conclude that the assem-

blies still reflect chirality in regards to the substrate. When the molecule

orientation within the supramolecular layer is examined in more detail (Fig-

ure 4.2.2 (e)), the high resolution scan clearly shows a distinctly different

molecule assembly. In this case the supramolecular structure differs from

the submonolayer (sub-ML) case because no pairing occurs within the en-

tire domain. The angle α between the nanowire direction and the molecular

backbone amounts to α ' 80◦ (see Figure 4.2.2 (e)). The packing scheme

resembles the structure also found in the 3D bulk crystal [69].

In the ML, molecules can therefore be expected to show binding behavior

found in the pairs of the nanogratings between adjacent molecules along

the supramolecular chain substructure of the assembly. This explains the

rectifying of the molecular chains to enclose an angle of α ' 80◦ rather

than 70◦ in the sub-ML case. When the substructure of the ML is examined

more closely, it appears that the molecular chains forming the substructure

of the assembly are only spaced due to steric hindrance. In order to min-

imize the distance between the chains, adjacent chains are displaced by

half the periodicity of the phenyl ring registry. Thereby, the phenyl ring out-

line of neighboring chains is interlocked in order to minimize the distance

perpendicular to the chain directions.
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4. POSITIONING SINGLE CO ATOMS USING N,N’-DIPHENYL OXALIC
AMIDE TEMPLATES ON AG(111)

4.3 Template for Monomeric Cobalt Positioning

Recently, structures formed by bonding of Co dimers residing axially on ben-

zene or graphene have been theoretically predicted to show huge magnetic

anisotropies and were therefore proposed as candidates for magnetic stor-

age applications [73, 74, 75]. To explore the route towards the realization

of such structures, we employed the supramolecular assemblies from N,N’-

diphenyl oxalic amide to produce arrays of single magnetic atoms on top

of a molecular template. The organization and bonding of Co atoms on the

surface templated by the molecular assemblies, on which Co adsorbs on

top of the phenyl rings yielding Co-half-sandwich complexes [76, 77, 78],

i. e., compounds with a single magnetic metal atom and Co clusters, is

investigated. In the saturated organic layer case, the adsorption behav-

ior depends on the substrate temperature during deposition and the cobalt

coverage, yielding high amounts of Co monomers.

4.3.1 Deposition onto Nanogratings

Cobalt evaporation onto samples with sub-ML coverage of DOA, held at

a deposition temperature (Tdep) of 130 K, leads to a decoration of the

molecules appearing as white dots on gray molecules, whereas no adsorp-

tion on the silver surface (black) is observed (see Figure 4.3.1 (a&b)). For

comparison, evaporation of Co onto the pristine surface without the organic

template under similar conditions leads to the formation of clusters with a

lateral size of several nanometers prevalently attached to the step edges

[79]. Thus, in our case the presence of the molecular nanostructure sup-

presses the formation of large clusters and drastically reduces the size of

the Co arrangements.

The smallest objects are in the sub-nm regime and situated on either

side on top of the nanowires, but not in the center. However, there are

also large clusters, frequently connected with breaking and bending of the

molecular lines (see Figure 4.3.1 (c&d)). The limited stability of the nano-

wires hence prevents the expression of regular nanostructures. In contrast,
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4.3 Template for Monomeric Cobalt Positioning

it was recently demonstrated by Decker et al. [80], that with a more sta-

ble template, namely a self-assembled metal-organic network constructed

from dicarbonitrile-polyphenyl coordinated to Co centers [81, 82], it is pos-

sible to create metal clusters on top of the template without destroying the

molecular layer.

Figure 4.3.1: DOA Nanogratings after Co deposition at Tdep = 130 K. (a&b) Overview

images show the molecular nanogratings (grey lines) on the Ag(111) substrate (black).

Structures induced by Co adsorption are displayed as white protrusions, situated on either

side of the molecule for the smallest units or as rather irregular shaped, spatially extended

objects. Note that no adsorbates are found on the pristine surface, therefore the adsorption

on the molecules is preferred over cluster formation on the substrate (VB = -1.0 V and

VB = -0.34 V, IT = 0.1 nA for both). (c&d) The drawback of the DOA nanogratings is the

adsorbate induced breaking and bending of the molecule chains. Therefore, no high Co

coverages are possible (VB = -0.2 V, IT = 0.1 nA).

4.3.2 Deposition onto Monolayer Templates

When Co is deposited onto the organic ML at Tdep=130 K, sub-nm sized

structures evolve in a highly site-selective process, again. To determine the

nature of the observed adsorbates, in a first step only very small amounts

of Co were deposited, see Figure 4.3.2 (a). Due to the overall very low

coverage (� 0.1%) we can assume that the observed species represent

the minimal adsorbate size of a single Co atom. With increasing cover-
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age (Figure 4.3.2 (b-d)) the characteristic appearance of the smallest ob-

served adsorbates remains unchanged, however more spatially extended

structures evolve alongside. First, structures with similar diameter but in-

creased height are observed (red circle in Figure 4.3.2 (b)), followed by the

emergence of arrangements with irregular shape and size (red circles in

4.3.2 (c&d)), which can be interpreted as clusters consisting of several Co

atoms. As evidenced in the high-resolution image in 4.3.2 (e), the smallest

Co-induced nanostructures feature uniform structural characteristics.

Figure 4.3.2: DOA Monolayer after Co deposition. (a) In the low coverage limit (� 0.1%)

Co adsorbates can be identified as circular protrusions situated on the phenyl ring of the

molecule (VB = -0.1 V, IT = 0.09 nA). (b-d) With increasing coverage, also bigger struc-

tures situated on the molecular template evolve. First circular protrusions with increased

height are observed (red circle in b), followed by the appearance of irregularly shaped ac-

cumulations of adsorbates (red circles in c&d) (VB = -0.52 V, -0.9 V, -0.6 V IT = 0.1 nA,

0.1 nA, 0.05 nA). (e) The high resolution scan reveals the exact appearance of the smallest

observed adsorbed species. The adsorbates appear as circular protrusions, situated on

either side of the molecule. They are centered on the phenyl rings and feature an uni-

form appearance. Therefore, the smallest units are interpreted as single Co atoms forming

half-sandwich complexes on the phenyl rings (VB = -1.0 V, IT = 0.1 nA).

They are imaged as circular dots with an apparent diameter of ∼ 6 Å and

an apparent height below 1 Å, with the exact height depending on the ex-

perimental conditions, mainly the state of the tip and the bias voltage. Co

atoms are positioned at the phenyl ring positions of the molecules. From
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4.3 Template for Monomeric Cobalt Positioning

the uniform shape and small size we conclude, that each dot actually repre-

sents a single Co atom. This interpretation is consistent with the amount of

Co expected on the basis of the flux calibration of the evaporator used in the

experiments. The unoccupied part of a molecule hosting a Co atom is im-

aged with the same characteristics as the corresponding part of a molecule

without Co attached. This observation indicates, that the Co is residing

on top of the phenyl ring. For the case of a Co atom positioned between

the phenyl moiety and the Ag substrate, an uplift of the molecule would

result, entailing a change in the appearance of the entire molecule, affect-

ing the STM imaging of both phenyl moieties. Furthermore in such a case

the lateral bonding scheme would be affected, which is not supported by

the data. Also the possibility of the Co centers engaging in lateral metal-

ligand interactions and connecting the reactive oxalic amide moieties must

be excluded, because major rearrangements of the lateral order scheme

appear in such situations [83, 84, 85]. Therefore, we conclude that uniform

Co-half-sandwich structures [76, 77, 78] are formed.

In contrast to the sub-ML grating the saturated organic layer is stable

enough to host high Co densities without a modification of its structure.

This can be attributed to the high packing density increasing the stability

due to more lateral intermolecular interaction and steric hindrance in con-

trast to the sub-ML regime. However, defect and cluster formation cannot

be eliminated completely. As shown in Figure 4.3.2 (e), it is possible to

prepare samples where the major part of the Co adsorbs monoatomically,

whereas defects, i.e., clusters with more than one atom, appear as white

regions with irregular shape and height. To investigate the formation and

distribution of Co defects in comparison to monomeric adsorbates, the po-

sitioning statistics concerning the monomer distribution in dependence of

the preparation parameters were studied.
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4.4 Cobalt Positioning at Variable Temperature and

Co-Coverage

In order to gain further insight into the effects governing the statistics and

dynamics of the Co and DOA system, a series of experiments with variable

preparation parameters, namely the substrate temperature during Co depo-

sition and the total Co coverage, were carried out. To evaluate the statistics

of the observed arrangements, first the nature of the individual adsorbates

was determined.

Figure 4.4.1: (a) Overview image of Co atoms adsorbed on the dense-packed ML

(0.23 MLs, Tdep=180 K, VB = 1.0 V, IT = 0.1 nA). Co monomers appear as yellow protru-

sions, whereas defects are imaged as white protrusions on the orange molecular template.

In a zoomed in area of the sample (b) an enhancement in the apparent height (∼30%, from

∼0.6 Å to ∼0.8 Å) for adatoms adsorbed on neighboring phenyl rings (blue dashed line)

can be distinguished from the enhancement (∼100%, from ∼0.6 Å to ∼1.2 Å) due to the

presence of a dimer (red dashed line) as can be seen in the corresponding line scans (c).
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4.4 Cobalt Positioning at Variable Temperature and Co-Coverage

In Figure 4.4.1 (a), mainly small, uniform adsorbates (imaged as yellow

dots residing on the molecular template depicted as orange, dog-bone like

protrusions), corresponding to the smallest structures determined in the

low coverage limit (Figure 4.2.2 (a)) are observed. A high-resolution im-

age (Figure 4.4.1 (b)) is used to exemplify the following analysis of clus-

ter sizes based on their apparent height. The upper linescan across a

line of monomers (blue) shows a maximal variation of the apparent height

of atoms adsorbed along the phenyl ring chain of adjacent molecules of

only 0.2 Å (Figure 4.4.1 (c), upper panel). The lower linescan across two

monomers and a cluster (Figure 4.4.1 (b), red) displays an apparent height

difference of ∼0.6 Å, which can be clearly distinguished from the varia-

tions of the monomers. Clusters with characteristics as defined by the red

linescan are assumed to consist of two Co atoms probably stacked upwards

on one another. Such a stacking was already demonstrated on the bare

Ag(111) surface for Mn atoms by Kliewer et al. [86]. Thus the protocols em-

ployed in our approach potentially yields the upright Co-dimers as proposed

by Xiao, et al. [73, 74] and Cao, et al. [75] in small numbers. However, with

increasing coverage higher concentrations of Co-dimers may become more

likely to be formed.

In the following, the amount of Co monomers as a fraction of the to-

tal amount of deposited Co will be evaluated. For the statistical analysis

of the monomer fraction in the conducted experiments the amount of Co

captured in clusters was estimated by determining the size of the clusters

and calculating the amount of Co atoms in the corresponding volume. For

the cluster shape a radial cone geometry was assumed and an effective

volume of 6 Å3 for a single Co atom was estimated. This approach pro-

duces reasonable results at Co coverages of up to ∼0.4 MLs. However, at

higher coverages or sample preparation in the temperature range outside

the ideal regime the cluster size exceeds the limit under which reliable re-

sults are produced. Therefore, the Co deposition rate was determined from

samples with 0.23 MLs coverage, yielding 0.0018 ML/s. For samples with

coverages exceeding 0.34 MLs only monomers were evaluated and com-

pared to the total amount of Co deposited in the experiment according to
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the deposition time. All monomer fractions were normalized to the amount

of Co calculated from the deposition rate and deposition time.

To evaluate the uncertainty of the determined monomer fraction, an in-

herent error of 10% for the total amount of Co deposited in the experi-

ments (and therefore the deposition rate) was taken into account. Since

after the flux was calibrated, only the amount of monomers was evaluated,

the uncertainty of the MF varies with the deposition temperature and to-

tal coverage. The variation of the total amount of deposited Co entails an

uncertainty of the monomer fraction in the range of 2.5% - 1.5% for low

coverages. The error accordingly increases with increasing Co coverage, up

to approximately 10% at 0.91 ML.

4.4.1 Temperature Dependency

First, we examine the ratio between monoatomic Co adsorbates and defects

in dependence of the substrate temperature during Co deposition (Figure

4.4.2) alongside the evaluation procedure presented above. A series of

experiments was carried out, wherein the total evaporated amount of Co

was kept constant, while the sample temperature during metal evaporation

was varied from 110 to 240 K. The nominal amount of Co was chosen to

cover ∼23% of the phenyl rings provided by the template if all Co atoms

were adsorbed monoatomically. Thus, the samples had a Co coverage of

0.23 MLs, defining the metal monolayer corresponding to one Co atom per

one phenyl ring of the organic template.

For low temperatures, starting at 110 K (Figure 4.4.2 (a)), a substan-

tial amount of the deposited Co atoms is found to form clusters (irregular,

white protrusions) instead of to single atoms (yellow dots). The fraction of

monoatomic Co of the total amount of deposited metal atoms, from here

on referenced to as monomer fraction (MF), is determined to be ∼50%. In

this fraction the total Co amount is the nominal amount calculated from the

flux calibration and the evaporation time. With increasing sample temper-

ature, the MF increases (Figure 4.4.2 (b&c)) until a maximum is reached at

Tdep=190 K. An image recorded on samples prepared at Tdep=190 K and
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Tdep=200 K (Figure 4.4.2 (d&e)) demonstrates that the majority of adsor-

bates appear as circular and uniform protrusions, whereas defects show a

tendency towards increased size, but clearly form less frequently. Under

these optimal deposition conditions the MF peaks at ∼80%. For temper-

atures exceeding 200 K cluster formation increases, therefore the MF de-

clines. As shown for 220 K and 240 K in Figure 4.4.2 (f&g), the number

of single atoms (yellow protrusions) is strongly reduced, whereas the for-

mation of clusters with rather similar shape and size (bright protrusions) is

encountered at the end of the investigated temperature range, with the MF

being reduced to ∼45%.

The dependence of the MF on Tdep is displayed in Figure 4.4.2 (h), where

the value for all samples of the series are given with blue dots. The curve

exhibits a maximum at an optimal temperature Topt = 190 K. With increas-

ing temperature difference to Topt the MF decreases monotonically to lower

as well as to higher temperatures. This behavior suggests two competing

effects which govern the ordering process. Based on the comparison with

the model value we suggest the following scenario to govern the MF depen-

dence. The MF at low temperature (Tdep < Topt) is significantly less than

the expectation value calculated in the hit-and-stick model, where a ran-

dom bonding at phenyl moieties without diffusive displacements is posed

(see p. 12 for further discussion and SI for a detailed description of the cal-

culation procedures). This difference indicates spurious or hidden effects

leading to cluster formation, with Co atoms possibly undergoing transient

motion after their impact on the organic layer until the adsorption energy

is dissipated (note that such effects have been rarely reported for metals

[47, 87] and frequently involve precursor states in the adsorption process

[46]). With increasing Tdep less clusters evolve until at Topt the model MF

for Co monomers is reached, which can be reproduced within the simple

hit-and-stick model. In the high-temperature regime (Tdep > Topt), ther-

mally activated processes mediate the formation of larger clusters which

are stable at these temperatures and to which the monomers may aggre-

gate.
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4.4 Cobalt Positioning at Variable Temperature and Co-Coverage

4.4.2 Optimized Protocol at Increasing Coverage

After optimizing the deposition temperature, a series of samples was pre-

pared with increasing Co coverage at Tdep = 180 K. The coverage was in-

creased in three steps from 125 s deposition time, corresponding to 0.23 ML

of Co, to 510 s, corresponding to 0.91 ML of Co. Exemplary topographs from

this series of experiments are shown in Figure 4.4.3 (a-c).

Figure 4.4.3: (a)-(c) Overview topographs of samples with increasing Co coverage and

constant Tdep = 180 K. The fraction of a ML is indicated in the upper right corner of each

image. With increasing coverage an increase of Co atoms arranged in linear chains is ob-

served (VB = 1.0 V, IT = 0.1 nA for all). (d) The MF decreases with increasing coverage (blue

dots, Co flux of 0.0018 MLs/s during deposition). The calculations (red triangles) following

a hit-and-stick adsorption in the diffusionless limit show a deviation from experimental

values (blue dots) for Co coverages exceeding ∼0.4 MLs.

In Figure 4.4.3 (a), the majority of Co atoms adsorb as single species

(yellow protrusions on orange molecular template), whereas the amount of

clusters (brighter protrusions) is comparably low. With increasing Co cov-

erage (Figure 4.4.3 (b)) the amount of monomers increases as well as the

density of defects. At high Co density (0.91 ML in Figure 4.4.3 (c)) it be-

comes difficult to make a clear distinction between monomers and other

features. The result of a statistical analysis of the MF for the four cover-

ages 0.23, 0.34, 0.47 (topograph not shown) and 0.91 MLs is reproduced in

Figure 4.4.3 (d) (blue dots). With increasing Co coverage the MF decreases

monotonically.
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4.4.3 Theoretical Analysis of Co Distribution

To gain further insight into the positioning process, we simulated the dis-

tribution of atomic Co on the molecular precursor following a strict hit-and-

stick process. In these calculations we assumed that adsorbates do not

perform any diffusion steps across the molecular precursor, but rather di-

rectly stick to the first adsorption site encountered upon impact. As ad-

sorption site the area of a phenyl ring is taken into account and sticking to

this site is possible no matter whether the phenyl ring is still free or already

occupied by a previous Co atom. In the model the adsorption sites cover

the full surface, i. e., Co atoms hitting the central moiety of the organic

building block are counted to the nearest adsorption place. In the set of

calculations presented, surfaces with 1000 adsorption cells were utilized.

Adsorbates are then positioned on this template by evenly distributed ran-

dom numbers determining the adsorption site on that the Co atom resides.

Subsequently, the number of cells occupied by a single adsorbate is deter-

mined and thereby the monomer fraction of the total number of adsorbates

is calculated. To reduce statistical errors, several iterations (typically 1000)

of this algorithm were run in sequence and an average for the monomer

fraction was calculated. By assuming a random statistical distribution for

hitting the different adsorption sites, an expectation value for the MF was

calculated. As shown in Figure 4.4.2 (h) the expected value for the MF from

this simulation is ∼79% (gray dashed line) for a coverage of 0.23 MLs of Co.

The evolution of the MF depending on the Co coverage at 180 K is compared

to the respective expectation values in Figure 4.4.3 (d).

Comparing the experimental results of the MF in dependence on the cov-

erage to the statistical hit-and-stick analysis, it is found that for coverages

up to 0.34 MLs the experimental MF can be reproduced with numerical pre-

dictions. However, for higher coverages the fraction of Co monomers falls

below the calculated value. This discrepancy is consistent with the hypothe-

sis that the formation of stable clusters depends on the statistic probability

of Co collision events, which in turn increases with coverage at identical

temperatures.
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4.5 Conclusion

To summarize, we demonstrated a novel approach towards the construction

of arrays of single magnetic atoms. When Co atoms adsorb on top of phenyl

rings, provided by an organic template, namely a dense-packed layer of

N,N’-diphenyl oxalic amides, monoatomic Co-half-sandwich complexes and

multiatomic Co clusters, with relative amounts of each depending on the

sample temperature during deposition, are formed. The deposition condi-

tions were optimized to yield a high portion of monomer complexes. The

optimal temperature of the substrate was found to be in the range of 180 -

200 K. The nonlinear formation dynamics of the monoatomic Co adsorption

is interpreted to be a result of two competing effects, leading to the for-

mation of small clusters at low temperatures and the statistic formation of

stable large clusters at high temperatures, respectively.

The realized half-sandwich compounds bear interesting aspects for sur-

face-confined metallosupramolecular chemistry [88, 89]. They notably rep-

resent potential templates to create surface analogons to bis(benzene) or-

ganometallic sandwich complexes. Employing an organic molecular tem-

plate anchored on a surface may therefore prove to be a feasible route

towards the construction of novel magnetic storage devices as proposed

recently by theory [73, 74, 75].

In conclusion, this work demonstrates the possibility of creating hybrid

organometallic surface nanoarchitectures constructed from single atoms

using an organic molecular precursor, which acts as an ordered template

for atomic organization. Structures constructed in this fashion may open

up new possibilities for the realization of novel nanomagnetic or spintronic

concepts, whereby single atoms and their spins act as smallest functional

units.
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Chapter 5

Hierarchic Formation of

Bi-component Organic

Molecular Networks

For the construction of functional

nanostructures, molecules as small-

est functional building blocks have

been under extensive research in

recent years [14, 15, 83, 84, 89,

90, 91, 92, 93]. Moreover, inves-

tigations towards the realization of

functional structures like molecular switches, motors and rotators have

demonstrated the great potential of this surface supramolecular chemistry

approach [94, 95, 96, 97]. Further studies foresee applications in nanomag-

netism [18, 59, 60, 66, 98, 99] or gas sensing [100, 101, 102, 103]. Molecu-

lar self-assembly on various surfaces has been studied, leading to nanograt-

ings [69, 104, 105] or open-porous nanomeshes [81, 82, 106], which can be

further functionalized or used as templates for the growth of host lattices to

steer atomic or molecular motion [96]. In an attempt to increase the control
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over the resulting architecture, protocols following hierarchic principles due

to different bonding mechanisms and strengths are of great interest since

it is also an intriguing concept found in natural systems [107, 108, 109,

110, 111, 112]. Hierarchic self-assembly requires specific functional groups

of the presynthesized building blocks engaged in multiple bond motifs at

different organizational levels, thus putting further emphasis on the control

over the binding energetics of the systems and the bond-types involved in

network formation [113, 114, 115, 116, 117, 118, 119, 120]. Moreover, a

variety of geometric arrangements can be achieved when multicomponent

mixtures self-assemble on the surface [121, 122, 123, 124, 125]. Therefore,

developing hierarchic organization principles to steer the growth of nanos-

tructures is an important step towards functional molecular nanoarchitec-

tures. In the following, an approach towards the realization of hierarchic

assembly of an open porous molecular template through the co-deposition

of chemically functionalized organic molecules, namely N,N’ diphenyl oxalic

amide (DOA) and sexiphenyl dicarbonitrile (SDC) (see Figure 5.1.1 for struc-

ture models) is presented. We investigated how the resulting supramolec-

ular structures depend on the stoichiometric ratio of the molecular con-

stituents provided during growth. It was found, that for ratios with higher

SDC fractions an open-porous ladder-pattern is realized, where the excess

SDC that is not bound to a DOA acts as a spacer between SDC-DOA wires.

At an even ratio, a dense-packed phase with minimal pore size is found.

Here the spacing of the SDC-DOA wires is dictated only by steric hindrance.

For ratios with higher DOA concentration a formation of networks follow-

ing the arrangement of the pure DOA nanowires on the one hand and SDC

closely related to the high symmetry directions of the substrate on the other

hand is found to occur. The experimental findings are further analyzed uti-

lizing first principle calculations for the binding energies of the observed

arrangements. The simulations unravel the energetics of the different bind-

ing at hand and allow for a better understanding regarding the specifics

of the observed networks and the principles driving the hierarchic growth.

This chapter was published in Reference [126]. Reprinted with permission.

Copyright 2012 American Chemical Society.
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5.1 Molecule Properties, Sample Preparation, and

Theoretical Approach

The molecules used in the experiments are N,N’-diphenyl oxalic amide (DOA)

and sexiphenyl dicarbonitrile (SDC), see Figure 5.1.1. The organization of

pure DOA nanogratings was presented in the previous chapter. SDC fea-

tures six phenyl rings in linear arrangement bonded by σ C-C bonds and

terminated on either end with a carbonitrile group. The constituents were

deposited from a quartz crucible in an organic molecular beam epitaxy

(OMBE) source at 379 K and 585 K for DOA and SDC, respectively, while

the substrate was held at the room temperature. The Ag(111) surface was

prepared by repeated cycles of Ar+ sputtering (flux approx. 7 μA
cm2 ) and an-

nealing to 740 K, in order to obtain flat terraces separated by monoatomic

steps. LT-STM measurements were conducted at temperatures below 14 K

after the samples were cooled down.

Figure 5.1.1: Structure models of the molecules used in the experiments (H white, C

black, O red, N blue). The respective length in gas phase is indicated for N,N’-diphenyl

oxalic amide (left) and sexiphenyl dicarbonitrile (right).

The adsorption models for the different network phases were constructed

by positioning ball-and-stick models of the molecular constituents on a model

of the hexagonal Ag(111) lattice. The orientation of the underlying sub-

strate was determined several times by atomically resolved STM measure-

ments and can be assumed to be constant throughout the experiments

conducted on the same single crystal. Relative positions and orientations of

the molecular building blocks were extracted from numerous experiments

for each phase. In a first step the orientation of the SDC-DOA chains was
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determined relative to the substrate high symmetry directions, followed by

positioning the nitrogen atoms of the end groups over hollow sites of the

substrate. Thereby, the periodicity of the assembly and the exact position

of the molecules and their functional units relative to another were deter-

mined and finally compared to experimental data.

For the simulation of binding energies, we used first principle meth-

ods, and more precisely the Density Functional Theory framework, within

the Projector Augmented-Wave approach and the Local Density Approxi-

mation on exchange-correlation energy, as implemented in the Abinit code

[127, 128]. For the large superstructure unit cells exhibited by the networks,

a global approach, i. e., the simultaneous simulation of molecules and sub-

strate, is extremely demanding with respect to computational resources.

Thus, thorough investigations of the binding energy landscape as well as

the role of each component (molecules, substrate) cannot be conducted

due to practical time restraints. Furthermore, this heavy global approach

suffers of several limiting parameters: the very thin substrate used (down

to 1 monolayers), the tight simulation cells considered, and the use of light

exchange correlation functionals that poorly reproduce the van der Waals

interaction between molecules and the substrate. Here, we have deliber-

ately decided to use an adlayer-focused approach, in which only the molec-

ular interactions are simulated within the DFT framework and the substrate

is considered merely as a position-selective filter. Since computations then

are faster, this approach can be used for a stepwise understanding of the

underlying construction principles. In more detail, we first characterized

the original driving forces for the different binding motifs between isolated

species by fully relaxing the systems. Then, several maps of the interaction

energy versus the relative position of the two rigidly displaced molecules

are calculated. This provides a complete overview of the binding energy

landscape around the optimal binding positions of the fully relaxed simu-

lations. Then, the theoretic binding energy for the different networks is

computed by taking into account the relative positions of the organic con-

stituents as defined by the strong constraints of the substrate periodicity.
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5.2 Different Networks Depending on the Stoichio-

metry

The pure phases of the DOA and SDC molecular building blocks employed

in this study have been investigated previously [68, 69, 106]. It was shown

that templates grown from these moieties can be utilized to act as host

lattices to confine supramolecular rotors [96], to control surface electronic

states in arrays of quantum dots [40, 41] or steer the adsorption of single

metal atoms [66] and clusters [80].

SDC network formation in the pure phase is driven by the interaction

of the carbonitrile moieties with the aromatic rings of adjoining molecules

where a four-fold coordination theme is observed [106]. The homo-bonded

networks feature several geometries depending on molecule coverage,

whereas honeycomb nanomeshes are formed exclusively following cobalt

exposure [82]. In STM the molecular bricks appear as double protrusions

connected by a thinner waist for DOA, whereas SDC appear as longer stick-

like features (Figure 5.2.1 (a-d)). When both molecules are co-deposited on

the Ag(111) metal surface, new networks evolve (Figure 5.2.1 (a-c)), where

the binding of the carbonitrile terminations of the SDC to the central part

of the DOA proves to be the preferred binding motif among all (see Fig-

ure 5.2.1 (d) for a schematic of all motifs). After cooling the arrangements

down to liquid helium temperature, no patterns exclusively formed from a

single type of molecule was observed as long as sufficient amounts of either

constituent were provided. Therefore, hetero-bonding (SDC-DOA in Figure

5.2.1 (d)) can be assumed to be favorable over homo-bonding, preventing

the formation of pure phases. The different realized network geometries de-

pend on the stoichiometry, where first the lower ratio constituent is utilized

to saturate the SDC-DOA bonding, before excess molecules of the other

constituent determine the exact arrangement. Therefore, molecular self-

assembly driven by hierarchic principles persists.

For ratios with excess SDC in respect to DOA the formation of a ladder-

shaped network, in which SDC acts as rung-like spacers, is observed (Figure
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5.2.1 (a)). From a detailed analysis it became clear that the SDCs in the

mixed chains follow closely the high symmetry directions of the substrate

(indicated by a yellow star) enclosing an angle of 1.6◦ between the molecu-

lar backbone and the high symmetry orientations, whereas the rungs con-

nect the chains bonding under ∼83◦ to the aromatic rings. This phase fea-

tures pores with a van der Waals area of approximately 7 nm2.

At an even ratio of SDC and DOA a dense phase of SDC-DOA chains is

observed (Figure 5.2.1 (b)), where only SDC-DOA interactions are present

(both SDC-DOA and SDC-DOAb shown in Figure 5.2.1 (d)) in the entire do-

main. The rows are dense-packed while the assembly appears to be only

spaced due to steric hindrance perpendicular to the growth direction of the

chains. The samples were prepared with an higher ratio of SDC than DOA at

high coverage. The dense phase covered entire terraces, whereas partially

empty terraces were observed in between. The partially covered terraces

were then filled exclusively by SDC that was not involved in SDC-DOA bind-

ing. Therefore, the 1:1 phase evolves by increasing the total coverage of the

2:1 phase to a point where rungs no longer interconnect SDC-DOA chains

but are instead removed from the bi-component domains entirely.

When the relative amount of DOA is increased, the formation of DOA-

chains as observed in the pure phase reemerges as a binding motif (Figure

5.2.1 (c)). Instead of single DOA molecules with one SDC binding on ei-

ther side of the functional unit, pairs or numbers thereof acting as binding

points are encountered. Only blocks of two or multiples of two are observed

as spacers but never odd numbers of DOA molecules connecting the SDC

planes. We therefore conclude that the pair-formation is also the basic prin-

ciple as for the molecular nanogratings of pure DOA. With an increasing

amount of DOA spacers also increasing pore sizes with van der Waals areas

of approximately 2 nm2 for two spacers up to 7 nm2 for six spacers are

observed.

For all types of arrangements it was found that the symmetry of the

substrate was reflected in the networks, giving rise to three orientation do-

mains (rotated by 60◦) for each handedness (Rght or Leƒ t) as illustrated

in Figure 5.2.2. The handedness of the assemblies reflect the two chiral
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Figure 5.2.2: STM image of different networks arising at different SDC:DOA stoichiome-

tries. Rght and Leƒ t handedness of the domains are marked by blue R and red L letters

respectively. High symmetry directions of the substrate are indicated with red stars. (a)

Large area image of the open porous 2:1 phase. From the long-range order and contin-

uously unchanged geometry, a commensurate adsorption pattern on Ag(111) is plausi-

ble. The observation of different directions related to the high symmetry directions of the

substrate and different handedness further suggest commensurate ordering (T = 76 pA,

VB = −0.6 V). (b) Different directional arrangements and handedness of DOA lines inter-

connected by single SDC are observed in samples with high DOA concentration, pointing

towards a commensurate adsorption pattern (T = 78 pA, VB = −0.7 V). (c) Sample with

SDC:DOA close to 1:2 ratio demonstrates the preference of the SDC-DOA bond over pure

SDC-SDC and DOA-DOA coordinations. No pure phases of either constituents are observed

(T = 66 pA, VB = 0.8 V).

orientations of DOA, where SDC either connects towards the Rght or Leƒ t

side of DOA along the chain directions. This leads to a rotation of the chain

directions away from the high symmetry directions of the substrate.

In Figure 5.2.2 (a), the different chiral arrangements of the 2:1 ladder
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shaped network are evidenced along with the related handedness as indi-

cated. The Rght and Leƒ t rotations away from the related high symmetry

directions are clearly observed along with the long range ordering in the

2:1 phase. When only small relative amounts of SDC are provided during

growth, chains of DOA formed from pairs as in Figure 5.2.1 (c) evolve again

exhibiting different handedness. Higher local SDC concentration leads to

the same structure found in Figure 5.2.1 (c) as can be seen in the bottom

right portion of Figure 5.2.2 (b), whereas no long-range order is observed

in the remainder of the scan range. SDC there merely interconnects DOA

chains, leading to step-like chains. After an increase in SDC close to the 1:4

scenario from Figure 5.2.1 (c), extended domains with high quality evolve

covering entire terraces of the substrate in the high coverage regime (Figure

5.2.2 (c)), where defects are observed only close to the step edges. From

the observed long-range ordering and different chiralities of the individual

phase, we conclude that the adsorption of all phases can be assumed to

be commensurate with the substrate, due to the substrate symmetry and

periodicity being reflected in the networks.

Figure 5.2.3: (a) For low coverages no long range ordered networks evolve, but rather

short chains of SDC-DOA also showing chirality interconversion are encountered (T =

63 pA, VB = −1.2 V). (b) After a full monolayer of DOA was deposited, SDC deposited

afterwards thrusts DOA out of the preassembled monolayer and dense-packed networks

as in the pure phase of each constituent evolve rather than the dense phase of the bi-

component network (T = 84 pA, VB = −1.4 V).

Finally, in order to examine the impact of the total coverage, samples

with very low and very high molecular coverage were prepared. In the case
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of extremely low coverage, it is found that only the SDC-DOA binding is re-

alized in short chains, see Figure 5.2.3 (a). However, no long range order is

observed, but rather short chains following the different surface directions

as found in the long-range order bi-molecular networks described above.

These chains also show chirality interconversion along the chains, which

in turn leads to the conclusion that no highly regular and mono-chiral ex-

tended networks, such as islands, form in the low coverage regime. The

expression of regular networks therefore requires a sufficiently high total

coverage. In the other extreme case, samples were prepared in a differ-

ent fashion. Rather than depositing low to medium amounts of either con-

stituent, first an entire monolayer of DOA was deposited. Due to weak

vertical bonding, no adlayer formation occurs for pure DOA deposition at

room temperature [66]. In a second step, an amount of SDC correspond-

ing to ∼ 0.5 monolayers was deposited onto the saturated DOA layer. After

cooling down it was found that dense-packed networks known from either

constituent in the pure phase at high coverage [66, 106] are formed, see

Figure 5.2.3 (b). This leads to the conclusion that SDC molecules penetrate

and thrust out DOA molecules from the predeposited monolayer, which in

turn desorb due to weak vertical bonding. SDC then forms dense-packed is-

lands inside the DOA layer or cover entire terraces. Therefore, at saturated

coverage no bi-component networks similar to the dense packed phase dis-

cussed above are formed but a dense assembly based on the pure phases

is encountered.
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5.3 Network Characteristics

To determine the orientation and exact alignment of the molecules in the

networks and on the surface, the orientation of the underlying Ag(111) sur-

face was determined beforehand via STM. Furthermore, angles between

motifs of Rght and Leƒ t handedness domains in the same pictures were

extensively measured to minimize the impact of drift in the STM images.

Thereby, it was possible to compare experimental findings with adsorption

models for the different phases discussed before. In investigations of pure

organic SDC networks it was shown recently that the aromatic backbone

of the SDC does play an important role in the orientation of the molecules

[106]. It was found that the molecules align predominantly along crystallo-

graphic directions of the substrate so that the nitrogen atoms rest over hol-

low or bridge sites. Following the principles for the construction of adsorp-

tion models in this previous work in combination with the known relative

orientation of the DOA and the directionality of the Ag(111) surface under-

neath, it was possible to understand the principles governing the molecule

adsorption in the bimolecular structures. For simplicity, only planar models

for the molecules are displayed, where the length of both SDC and DOA are

those determined for the gas phase. All models fit experimental data with

only minor corrections for extended domains, therefore the experimental

error is negligible (< 3%).

Adsorption models presented in Figure 5.3.1 were constructed by posi-

tioning ball-and-stick models of the molecules on the hexagonal Ag(111)

substrate (blue-gray circles, hollow sites are indicated by green dots). They

are superimposed onto experimental data for each phase, with the unit cells

in combination with the corresponding unit cell vectors indicated by trans-

parent red and green areas along with arrows, respectively. The unit cells

representing the basic ordering in all stoichiometric mixtures are found in

the dense 1:1 phase in Figure 5.3.1 (b). This unit cell can then be expanded

accordingly to deliver the unit cells for different SDC:DOA ratios as will be

discussed in the following.
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Figure 5.3.1: (a)-(e) Adsorption models for networks at different stoichiometry. Stick-and-

ball models for molecules are placed over a model of the Ag(111), and superimposed onto

experimental data, showing good agreement. Unit cells are indicated in red and green.

(a) Open porous phase with SDC:DOA ratio of 2:1 per unit cell (b) Dense packed phase

1:1 (c)-(e) Increasing DOA concentration from 1:2 up to 1:6 shows systematic increase of

pore size while the direction of the SDC-DOA chains is maintained. (f) Close up model of

bonding in the elementary SDC-DOA motif. Two types of interactions connect the molecular

constituents. A hydrogen bond (bond α, in red) contributes to the connection between SDC

and DOA, and a weak interaction (bond β, in blue) between a proton acceptor (carbonitrile

end groups or oxygen atoms) and the hydrogen atoms of the aromatic rings finished the

connection between SDC and DOA and binds SDC constituents to one another in the open

porous phase. ~ and ~b indicate the lattice vectors used to describe the unit cell vectors in

the models (|~|=|~b|=2.89Å).
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The open porous phase (see Figure 5.3.1 (a)) features chains built from

successive SDC and DOA moieties, where an angle of 44◦ is found between

the constituents. The SDC constituents of these chains are aligned close

to the high symmetry directions of the substrate (1.6◦ between molecular

backbone and substrate orientation), whereas the SDC molecules, acting as

spacers, bind under 83◦ in between the first and second aromatic ring of the

SDC in the chains. The unit cell (green) therefore is constituted from one

DOA and two SDC with the vectors describing the unit cell pointing along

the
�

~W

~Uop

�

=

�

11 · ~− 4 · ~b
15 · ~b− 2 · ~

�

direction with respect to the surface unit cell defined by ~ and ~b. The nitro-

gen atoms of the both SDC types (in the chains and the spacers) functional

groups are situated close to the hollow sites of the Ag(111) lattice in close

agreement with the modeling by Kühne et al. [96, 106].

In the adsorption model for the dense-packed phase, shown in Figure

5.3.1 (b), the orientation of SDC-DOA chains is identical (hence the same

vector ~W, green) to the orientation also found in the open porous phase.

The lack of SDC spacer gives rise to a dense-packed arrangement, where

every molecular line is shifted by ~U1d in respect to the adjacent rows. The

unit cell is then:
�

~W

~U1d

�

=

�

11 · ~− 4 · ~b
5 · ~b− 1 · ~

�

One must however note that the vector ~W can be replaced by the vector ~V

to have the equivalent unit cell:
�

~V

~U1d

�

=

�

12 · ~+ 1 · ~b
5 · ~b− 1 · ~

�

When a higher concentration of DOA is present, they tend to assemble

into pairs, breaking the simple SDC-DOA chains. Therefore, the vector ~W no

longer persists throughout the observed assemblies but rather the vector ~V

defines then the new periodicity, originating from the red unit cell defined

in Figure 5.3.1 (b). One can observe that the binding between SDC and DOA

molecules in the SDC-DOA chains (Figure 5.3.1 (b)) is identical to that in the
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SDC-DOA2 (Figure 5.3.1 (c)) chains. This implies that both DOA units within

DOA pairs must be of the same handedness, otherwise the carbonitrile end-

group of the SDC would align with the oxygen moiety of the DOA, which in

turn is not possible due to strong repelling forces. This contravenes with

the hypothesis proposed in a previous work [68], and will be detailed in a

separate publication.

Coming back to the unit cells of the networks presented in Figure 5.3.1

(c-e), we observe that they consist of one SDC and two, four or six DOAs,

respectively. The unit cell along the new SDC-DOA chain remains the vector
~V , whereas the vector in the direction of the DOA chains ( ~Und,n=2,4,6,...)

increases by ~Δ = 5 · ~b− 4 · ~ for each supplementary DOA pair, maintaining

strict periodicity between the network and the Ag(111) substrate. The unit

vectors thus evolve from:

�

~V

~U1d

�

=

�

12 · ~+ 1 · ~b
5 · ~b− 1 · ~

�

to
�

~V

~U2d

�

=

�

12 · ~+ 1 · ~b
7 · ~b− 3 · ~

�

�

~V

~U4d

�

=

�

12 · ~+ 1 · ~b
12 · ~b− 7 · ~

�

�

~V

~U6d

�

=

�

12 · ~+ 1 · ~b
17 · ~b− 11 · ~

�

The commensurate adsorption of the bi-component networks allows an

easy rationalization of the long range order demonstrated in Figure 5.2.2.
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5.4 Theoretical Analysis of Binding Motifs and Hi-

erarchic Assembly

In order to understand the origin of the observed hierarchic organizations,

we simulated the different bonding motifs identified experimentally. Details

on the computational methods are found in the methods section. The en-

ergy optimized geometries of the different binding motifs as obtained from

full relaxation simulations are displayed in Figure 5.4.1 (a-c). As already

indicated in Figure 5.3.1 (f), the total binding strength can be deconvoluted

into strong (α) and weak (β) contributions of the individual bonds involved.

The contributions to the total binding energy of the SDC-DOA motif were de-

convoluted by further performing calculations where the carbonitrile moiety

attached to the SDC phenyl ring was replaced with a hydrogen atom (not

shown). Thereby, the contribution of the CN· · ·HN bond could be extracted

via comparison with the contributions of only the lateral CN· · ·phenyl and

phenyl· · ·OC interactions.

For the modeling of the SDC-SDC motif (Figure 5.4.1 (a)), we used diphe-

nyl dicarbonitrile (DDC) and quadriphenyl dicarbonitrile (QDC) to reduce

computation time. Imposing the 2D character of the motif by forcing all

N atoms to stay within one plane, we obtain a relaxed binding energy of

220 meV which appears for the perpendicular configuration. The equilib-

rium distance between the binding N atom and the nearest H atoms is

close to 2.4 Å. From the geometric proximity one might suspect a bifur-

cated hydrogen bond as the origin of the attraction, but as we will show in

an upcoming publication the interaction is a non-local one, originating from

the full phenyl rings involved. The tilting of the phenyl rings (-15 meV) as

well as a planarization of the molecules (+10 meV) results in only little dif-

ferences with the relaxed configuration. Contrary, for the relative position

as defined by the commensurate substrate registry the binding energy de-

creases significantly down to 185 meV, which is therefore termed a β-bond.

In a second step, the pair formation in the pure DOA-DOA bonding motif

is investigated (Figure 5.4.1 (b)). After full relaxation, the DOA molecules
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exhibit a notable bending, and a tilting of the phenyl rings occurs, which

was already proposed in a previous work [68]. Two CO· · ·HN H-bonds (α)

are responsible for a binding energy of the pair, leading to a binding energy

of 655 meV in the equilibrium position. However, in the experiment this

arrangement is not observed exclusively. Rather, pairs of DOA are formed

with every pair being displaced notably. This finding is attributed to the

substrate periodicity, since the distance between DOA molecules within a

pair is increased by ∼ 1Å and the position of the DOA pairs follows the

surface periodicity and the whole arrangement is therefore commensurate

with the substrate. Again, by restricting the molecule geometry to the more

complex experimental arrangement, we find that the molecules should be

in fact flat and the inter-atomic distances are much larger than in the fully

relaxed scenario. In the relative position after self-assembly the binding

energy is strongly decreases to 255 meV, including a cooperative effect

due to the periodic formation of molecular lines.

Next, we studied the SDC-DOA bonding motif, which for simplicity was

reduced to DDC-DOA in the computations (Figure 5.4.1 (c)). By calculating

the interaction energy mapping (not shown) only one preferred bonding site

emerges. By full in-plane relaxation a bonding energy of 436 meV is deter-

mined, yielding a relative angle of 44◦ between the two molecules, along

with a bending of the DOA molecule, similar to that observed in the DOA-

DOA bonding motif. By further considering the different inter atomic dis-

tances, the presence of the 3 major interactions is revealed. Contributions

to the bond were evaluated to be around 50% contribution for the CN· · ·HN

bond, 30% for the CN· · ·phenyl interaction and 20% of the phenyl· · ·OC

interaction. Upon restricting the molecules relative positions to those de-

termined from experiments, there is a strong reduction of the total binding

energy, reducing the total binding energy from 436 meV to 250 meV. This

result does not explain the hierarchic formation observed experimentally,

due to the similar binding energy found for the DOA-DOA binding motif.

However, the strong decrease in binding energy for DOA pairs induced by

the geometric restraints already makes clear why the DOA-DOA interaction

is not dominating.
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Finally, the SDC-DOAb interaction is investigated only via the map of the

respective energy (Figure 5.4.1 (d)), coming to 130 meV at its minimum.

Again, the experimentally observed configuration (as used in Figure 5.4.1

(d)) leads to a lowering of interaction energy down to 70 meV. However, this

contribution alone is not the enough to justify the dominant expression of

the SDC-DOA bonding motif found in the experiment.

With the interactions between individual molecules probed, we present

a second row of calculations for each of the SDC-DOA bonding motifs (Fig-

ure 5.4.2), focusing simultaneously on the impact of the cooperative effect

and on the effect of the size of the molecules (namely by using SDC in-

stead of DDC and QDC). Note that the periodic boundary conditions in our

calculations make the computed chains and networks effectively infinite

in the (xy) plane. First, we find that the SDC-DOA energy (Figure 5.4.2

(a)) exceeds that of the DDC-DOA by 15 meV, similar to the findings for

the SDC-SDC interaction discussed earlier. Then, by comparing the total

bonding energy of a SDC-DOA chain (Bond N◦1 + Bond N◦2) to the single

SDC-DOA bond (2 × Bond N◦1), we evaluate the cooperative effect to be

60 meV, i.e. 30 meV per bond, increasing the bonding energy to 295 meV.

Again, we notice a slight discrepancy between the minimum energy position

of the binding and the lattice periodicity. Nevertheless, the global bonding

energy in the experimental separation is overall 295 meV. This makes the

SDC-DOA bond effectively the strongest of the possible combinations, ex-

plaining the preferential formation for SDC-DOA chains over other networks,

and consequently the hierarchic formation.

A similar approach is used for the SDC-DOAb bonding motif (Figure 5.4.2

(b)), with this time a complete mapping of the lateral interaction between

SDC-DOA chains. The global bonding energy in the experimental conditions

is found to be 60 meV, i.e. very close to the value given by our simple

model of Figure 5.4.1 (d). There seems to be almost no cooperative effect,

and the replacement of the DDC by a SDC does not significantly alter the

situation. The map of the interaction energy is however very instructive,

as it reveals the frustration of the experimental configuration, forced by the
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Figure 5.4.2: Computation of the cooperative effect on SDC-DOA interactions.

(a) SDC-DOA; Energy curve obtained by rigidly displacing the SDC-DOA pairs

with respect to one another. X(Å) is thereby the displacement between the nitro-

gen atom of 6DC towards the hydrogen atom of the top functional group of DOA

forming the stronger α bond. When two SDC molecules are bonded to one DOA

molecule (in the observed configuration), a total cooperative energy of 60 meV

is obtained. (b) SDC-DOAb; Energy map obtained by rigidly displacing the SDC-

DOA chains with respect to one another. The cooperative effect is minimal. The

difference in energy manly arises from the change of molecule from 2DC to SDC
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substrate periodicity, despite a complex energy landscape of the laterally

interacting SDC-DOA chains.

5.5 Conclusion

To conclude, we investigated the hierarchic self-assembly of bi-component

organic molecular networks constructed with SDC and DOA. Further, the

mechanisms driving the emergence of the distinct network types, formed

at different stoichiometric ratios, was analyzed. In this manner the exact

geometry and alignment of all formed phases could be understood thor-

oughly. The preferred formation of SDC-DOA chains found in the experi-

ment could be rationalized through theoretically investigating the different

binding properties of each individual nodal motif observed. The geometry

of the networks is dictated by the interplay between the energetic hierar-

chy of the different binding motifs and the requirement of commensurate

superstructures. Therefore, by using hierarchic construction principles we

demonstrated supramolecular architectures which are tunable by the sto-

ichiometry of the two organic constituents. The presented model system

is highly versatile as the pore size in the networks can easily be tuned via

the relative amounts of the constituents provided during growth. In a fur-

ther step we could recently show that the hierarchic networks presented

here can be used to guide the thermally activated diffusion of SDC spacer

molecules (in the 2:1 phase) in one dimension along the more stable SDC-

DOA lines [129]. Due to the universal nature of hierarchic organization

protocols, the concepts of our work can be adapted for a large variety of

nanoarchitectures. For example, hierarchic protocols similar to the one

presented can be expanded to different substrates or increasing empha-

sis can be put on realizing network functionalization such as the integration

of molecular switches via suitably designed molecular building blocks.
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Chapter 6

Electron Confinement in 2D

Molecular Architectures

Beyond investigating the topogra-

phy of surfaces and adsorbates po-

sitioned on them, the STM can

be used to probe the local den-

sity of states with atomic precision.

Thereby, it is possible to character-

ize bulk material systems and their

interfaces [11, 130, 131] or identify

and investigate molecular electronic states [9, 132, 133, 134]. Furthermore,

by determining the lateral changes in the LDOS, detailed two dimensional

maps of the surface charge carrier density and its spatial variation can be

acquired. The surface electronic properties can differ drastically from the

behavior found for the identical bulk material. A prototype system is the

formation of a quasi-free 2D electron gas on Ag(111) (see Chapter 2.2.1).

When scatterers are deposited and positioned on the Ag(111) surface, it is

possible to confine the quasi-free electrons to lower dimensions, as was first

demonstrated by Crommie et al. [39] for Fe atoms being arranged in such a

fashion that quantum corrals evolve on Cu(111). Later similar experiments
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were carried out on Ag(111) [135], where the scattering on step edges and

therefore standing wave patterns were evidenced [42, 136, 137], finally ev-

idencing quantum confinement in small islands of Ag epitactically grown on

Ag(111) [38].

Molecules acting as scattering barriers for surface electrons were already

briefly introduced earlier. However, in networks where molecules segment

the surface into one- or zero-dimensional partitions, electrons are not only

scattered by the molecular boundaries but rather confined within these

structures [40, 41, 72]. When the confined areas are on the same size scale

as the wavelength of the surface electrons, well-defined electronic states

evolve within the boundaries. This presents the possibility to use molecu-

lar nanostructures to reduce the confinement dimensionality subsequently

from 2D, for the free surface electrons on Ag(111), down to 0D when closed

pores are considered.

In this chapter, the confinement of surface state electrons on the Ag(111)

substrate within nanoarchitectures self-assembled from sexiphenyl dicar-

bonitrile and N,N’ diphenyl oxalic amide along with theoretical modeling for

the observed confined states is discussed. Further, a comparative study

of the LDOS measurements by constant current d/dV mapping and open

feedback loop point spectroscopy mapping will be presented and discussed.

All subsequent color coded intensity plots are displayed in the color code

presented below. Dark and light blue corresponds to low spectral intensity,

violet and dark red to intermediate intensity, whereas orange and yellow

indicates high intensity. The displayed intensity plots are displayed with

similar value ranges for the intensity.

All samples were prepared according to deposition temperatures and

procedures outlined in the previous chapters. d /dV signals were recorded

with bias modulation at ∼1400 Hz at a modulation amplitude of 5 mV rms,

while the lock-in time constant was set to 20-50 ms.

Parts of the results in this chapter were published in References [40]

(reprinted with permission, copyright 2009 American Chemical Society) and

[41] (copyright 2011 by The American Physical Society).
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6.1 1D Confinement in N,N’-Diphenyl Oxalic Amide

Nanogratings

In a first step, to reduce the dimensionality of the surface state electrons,

the confinement between nanowires assembled from N,N’ diphenyl oxalic

amide is investigated briefly. The assembly mechanisms and their ordering

was already discussed in Chapter 4. The effect of electrons being confined

within 1D architectures, leading to the expression of standing waves, which

can be described similar to Fabry-Perot interferometers, was already stud-

ied in great detail in other experiments [72, 137]. Therefore, no in detail

study of the confined states between the nanogratings is presented. Rather

the influence of Co adsorbates positioned on top of the molecules on the

scattering and thereby confining properties of the molecules is discussed.

In Figure 6.1.1 a series of spectra taken along a line as indicated be-

tween the molecular boundaries of the cavity is displayed. When selected

positions within the cavity are examined in more detail (Figure 6.1.1 (b)),

the center of the cavity (blue) shows only one clear peak that is centered

around 0 mV in the energy range under consideration. At positions further

away from the center, a continuous decrease in intensity for this first bound

state is found along with an increase of the intensity of the second eigen-

state centered around 150 mV. This second state shows a depression in the

center, which means that a node in the standing electron wave confined in

the cavity is expressed.

When all spectra taken along the line are displayed as a 2D color plot

(Figure 6.1.1 (c)) the spatial and energetic distribution within the cavity

can be clearly resolved. Further the onset of the third bound state close

to 400 mV is evident, which should show three intensity maxima along

with two nodes. However, this state lies outside the energy range that

was investigated. Further a strong increase in intensity is found close to

and on the molecular boundaries (black and magenta data points in Figure

6.1.1). In these positions, a steady increase in electron density is evident

onto which the second and third excited state within the cavity are super-
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Figure 6.1.1: (a) High resolution topography measurement of N,N’ diphenyl oxalic amide

nanogratings. The line between the gratings along with selected positions indicated by

colored markers show the path along which spectroscopy measurements were performed.

The spacing between the molecular lines is approximately 2.2 nm (T = 0.11 nA, VB =

−0.29 V). (b) Individual point spectra as indicated by the appropriate colors and markers

in (a). A clear maximum in the LDOS around 0 mV can be associated with the first confined

electron state in the cavity. The intensity of the lowest state reduces further away from

the center (blue), where in turn the second confined mode around 150 mV is evident:

due to symmetry no increased intensity is observed in the center. (c) Color plot of all 20

spectra taken along the line. The selected positions are indicated by colored dashed lines,

respectively. At the highest investigated energies (400 mV), the onset of the third confined

state in the cavity is observed by a slight increase in intensity in the center of the cavity.

imposed with increased intensity that is broadened across a wide energy

range. Therefore, it can be assumed that with increasing energy, the pen-

etration of the standing electron wave into the cavity rim also increases.

This is expected since the energy continuously approaches the height of

the scattering barrier and therefore tunneling of electrons into and finally
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across the molecules will set in.

To study the effect of Co adsorbates positioned on the template (also

see Chapter 4) on the confinement within the cavity, several lines were

recorded in parallel to the DOA chains at similar distances from the mole-

cules, see Figure 6.1.2. The distance from the molecular rim was chosen

similar to the positions red and green in Figure 6.1.1. When no Co adsor-

bates are present, see Figure 6.1.2 (a&b), two distinct increases in intensity

at ∼ ±40 mV are observed, followed by a spatially modulated scattering

pattern between 100 and 220 mV. At higher energies, a broad maximum

with homogeneous spatial distribution appears.

When a single Co atom or two Co atoms are positioned on the phenyl

ring of the molecule on either side of the grating, however, the scatter-

ing pattern observed is far more complex. Reduced intensity close to the

Co position and associated with this a shift to higher energy of the lowest

lying states is found to occur, see Figure 6.1.2 (c&d). At energies above

100 mV, a reduced total intensity along with a complex fine structure is

present. Whereas the fine structure can be expected to depend strongly on

the distance of the respective next molecular boundary and the exact ge-

ometry, the reduced intensity clearly points to an increase of the scattering

barrier height. This is in agreement with theoretical predictions of a dipole

moment induced upon adsorption of Co onto the phenyl moiety according

to [75, 76]. Since no DOA line is situated opposite to the single Co atom,

the observed complex scattering pattern must be attributed to the different

superposition of standing waves. For the double Co case, see Figure 6.1.2

(e&f), only up to the Co atoms a neighboring DOA line is present, which in

turn also explains the disparity between the fine structure on either side

of the adsorbates at increased energy. In this case also a decrease in the

LDOS correlated to the Co adsorbate is found along with reduced intensity

at energies exceeding 300 mV.
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Figure 6.1.2: (a&b) Line of spectra recorded in parallel to a DOA grating. At this distance

from the nanograting (similar to the red and green positions in Figure 6.1.1) two distinct

increases in intensity at ∼ ±40 mV are observed. (c&d) A more complex scattering be-

havior appears, when a single Co atom is adsorbed on top of one of the adjacent phenyl

rings. At higher energies (marked area), a reduced spectral intensity is found. (e&f) When

both phenyl rings are occupied, a clear depression close to the Co position (marked are in

f) is observed. The decrease in spectral intensity points to an increased, local scattering

potential due to the Co adsorbates.

96



6.2 0D Confinement within Sexiphenyl Dicarbonitrile Networks

6.2 0D Confinement within Sexiphenyl Dicarboni-

trile Networks

Two-dimensional molecular nanostructures formed via self-assembly, pro-

viding open pores represent fundamental architectures that can potentially

be functionalized in further steps. Therefore, in recent years networks and

films formed from Para-Sexiphenyl Dicarbonitrile (which were already intro-

duced in the previous chapter) have been thoroughly investigated in our

group [40, 41, 82, 83, 96, 106, 138, 139].

Figure 6.2.1: Two examples for open-porous networks formed by self-assembly of SDC on

Ag(111): (a) Kagomé phase for pure organic networks ( = 0.1 nA, Vb = −0.5 V) (b) Metal-

organic honeycomb networks evolve in the presence of Co atoms ( = 0.15 nA, Vb = 0.95 V)

Structure models of SDC are superimposed in both cases onto a zoomed inset in the bottom

right corner, illustrating the binding geometry.

It was found that the molecules self-assemble on Ag(111) (after depo-

sition onto the sample held at room temperature) into various geometries,

depending on the total coverage. The organic networks share a common

4-fold symmetric binding motif [106], where one possible open-porous ar-

rangement is the so called Kagomé network, see Figure 6.2.1 (a). This spe-
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cific network features pores of different size within a single domain along

with a complex geometry, while the network is commensurate with the sub-

strate.

Following atomic cobalt exposure during growth, a three-fold metal-coor-

dination binding motif leads to the formation of a network of hexagonal

pores, see Figure 6.2.1 (b). The honeycomb-like lattice is of high, crystal-like

quality in two dimensions, facilitated by the arrangement being commen-

surate with the underlying Ag(111) lattice [82]. Large, defect-free domains

are formed that are stable up to room temperature and can further be func-

tionalized to confine the rotational motion of caged supramolecules [96].

The confinement of surface electrons within the pores of these networks

down to zero dimensions and the pertaining bound states will be discussed

in the following.

6.2.1 Kagomé Lattice

The Kagomé lattice features two different pore sizes in the unit cell of the

network. The central pore has a van der Waals diameter of approximately

3.2 nm. Therefore, similar energy ranges as for the 1D confinement be-

tween DOA nanogratings with comparable distances presented earlier can

be expected.

In Figure 6.2.2, a series of spectra was recorded traversing both, the

smaller, triangular outer pore and the bigger quasi-hexagonal pore in the

center. In the center of the inner pore (6.2.2 (b), blue), a strong intensity

increase indicating the lowest bound state at ∼ −5 mV is found. Further

away from the center (6.2.2 (b), red and green), the peak is reproduced

at lower intensity, which is in accordance with the expected highest inten-

sity in the center due to symmetry. A second maximum, centered around

∼ 80 mV, at the edge of the inner pore (red and green) indicates the sec-

ond bound state, which exhibits no intensity in the center. Furthermore,

at ∼280 mV, maxima are found in all three positions, consistent with the

expected distribution for the third bound state. Due to the smaller confined

area in the outer pores (6.2.2 (b), black and magenta), the first bound state
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Figure 6.2.2: Spectroscopy within the Kagomé Pores.

is shifted upwards in energy with respect to the central pore to ∼ 75 mV,

which is close to the second excited state of the inner pore. The difference

in intensity at the black and magenta positions is attributed to the different

orientation and therefore positions of the spectra taken within the triangle.

When all spectra recorded along the line displayed in Figure 6.2.2 (c) are

plotted in a color plot corresponding to spectral intensity, the spectral dis-

tribution of the observed bound states can be understood more easily. The

first bound state in the central pore is broadened over an energy range from

-50 up to 25 mV. The second state, a distinct two-peak structure, spans the

energy interval between 50 and 200 mV, until a threefold structure corre-

sponding to the third confined state is present for higher energies. In the

triangular pores the intensity maximum spans the energy interval between

-25 and 225 mV. The first bound state thereby spans an energy interval

that is larger by a factor of 2.5 than that for the central pore. Before and

after the energy interval between 225 and 325 mV, a slight depression is
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observed. This indicates the second bound state. However, since no clear

minimum is observed, the second bound state can be expected to feature

no depression in the center, but rather a more complex spatial distribution

of the LDOS. Finally, close to maximum energy (starting at 350 mV), a de-

pression in intensity occurs, indicating the onset of the third bound state

with lower intensity in the center of the pore.

At positions corresponding to the center of the molecules low intensity

is found for energies below 200 mV. However, at higher energies, intensity

similar to within the pores indicates increased tunneling into and across the

molecules and binding motifs. This effect will be discussed in more detail in

Section 6.3.

The observed spatial distribution and scaling effects depend strongly on

pore size. In order to characterize the spatial distribution of surface elec-

trons within the pores in full detail, a series of open-feedback loop point

spectra on a 2D grid (84x84 point spectra, energy interval -200 mV to

+400 mV, data point spacing 25 mV) were recorded. When the intensity of

the individual spectra at a given energy is then displayed as a 2D color plot,

the spatial distribution of the confined surface electrons can be visualized.

To enable a thorough intensity comparison, all spectra were normalized to

a value of 1 in the flat part of the LDOS below the onset of the 2D surface

state (-200 to -100 mV). Maps extracted at selected energies are displayed

in Figure 6.2.3. The same color code as in Figure 6.2.2 was used and all

maps are displayed with the same color range. A semi-transparent topo-

graphy scan recorded simultaneously, indicating the molecules positions, is

superimposed onto the spectral maps for clarity.

At zero bias, a dome shaped feature in the central pore with high in-

tensity is found alongside with low intensity in the smaller triangular pores

(see Figure 6.2.3 (a)). As already observed in the spectra in Figure 6.2.2,

the onset of the first confined state in the smaller pores is shifted to higher

energies. Therefore, at 0 mV a maximum is found for the bound state in

the central, quasi-hexagonal pore, whereas only low intensity displays in

the smaller triangular pores. Even lower intensity is found at the molecule

positions.
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Figure 6.2.3: Spectroscopy maps showing the nanoscale confinement of surface elec-

trons within the network pores. A transparent topography measurement of the molecule

positions is superimposed onto all maps for clarity. (a) At 0 mV a dome shaped pattern

in the central pore shows the first confined state, whereas only low intensity indicates the

onset of the first state in the triangular pores. (b) Maximum intensity within the triangular

pores is found for the first state in the triangular and a depression in the center of the

quasi-hexagonal pore for the second bound state, respectively. (c-e) In the triangular pore

the evolution into the third confined state is observed featuring a sombrero shape with

higher intensity in the corners of the quasi-hexagonal rim. For the triangular pores the first

state evolves into an intermediate trigonal geometry alongside with increasing intensity at

the molecular binding motif in opposition to low intensity along the molecular backbone. (f)

At the highest investigated energy the triangular pores feature a depression in the center

and strong intensity in the corners. In the quasi-hexagonal pore stronger intensity is found

localized in the corners of the pore, whereas the central maximum reduces in intensity.
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Close to 100 mV, the second bound state in the central pore is evident,

compare Figure 6.2.3 (b). A depression in the center combined with high

intensity at intermediate distance between the center and the rim of the

quasi-hexagon, indicates the expected torus shape for the second confined

state. This coincides with the energy range following the maximum of the

first bound state in the smaller triangular pores. Since the first bound state

in the smaller pores is broadened over a large energy interval, it can be

observed alongside both, the first and second bound state in the quasi-

hexagonal pore.

At intermediate energies between 200 mV and 300 mV, the continuous

evolution of the torus shape into a sombrero shape in the quasi-hexagonal

pore is observed. The third confined state then features two maxima sepa-

rated by a minimum. Towards the rim of the central cavity, a more complex

distribution of confined electrons is found, where a higher intensity is found

in the corners of the quasi-hexagon, following the outline of the molecu-

lar boundary. For the triangular pores a transition from the first triangular

shaped bound state with a maximum in the center towards an intermediate

state featuring a threefold geometry occurs. This transition coincides with

increasing intensity at the positions of the 4-fold molecular binding motif.

In contrast the molecular backbones retain low intensity, pointing towards

only low tunneling into and through these positions. This also rational-

izes the higher intensity found in the corners of the central quasi-hexagon,

where a stronger coupling between pores leads to higher intensity.

At the highest investigated energy of 400 mV, the intensity of the cen-

tral maximum of the quasi-hexagonal pore has declined, whereas higher

intensity is found towards the corners and also alongside the molecular

backbones. In the triangular pores the second confined state, featuring a

depression in the center of the trigonal intermediate state with high inten-

sity in the corners, is reached. High intensity is now found in the center

of the binding motif, along with an overall increased intensity along the

molecular ligands. This indicates that at 400 mV strong tunneling through

the ligands and the functional groups of the molecules is possible. There-

fore, the carrier energy is similar to the height of the scattering potential
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imposed by the molecules. Thus, coupling between the different pores can

be expected.

In a final step, the confinement properties of the molecular network

were investigated via a boundary element method (BEM) simulation, which

was already briefly introduced in Chapter 2.2.1. In these simulations, the

Schrödinger equation is solved for a planar surface, which is segmented into

regions of homogeneous, constant potential separated by areas of higher

potential with a width of 0.25 nm and a length of 2.9 nm representing the

molecules. These potentials are arranged in a fashion to reproduce the

Kagomé lattice observed in the experiment and the barrier height was cho-

sen as V = 500 meV with respect to the remaining area. For the surface

state the effective electron mass m∗ = 0.42me (me is the free electron

mass) and an onset energy of 65 meV was chosen as these are experi-

mentally well established [37, 136, 140]. Further an energy-independent

broadening of 25 meV was introduced for all electronic states to account

for the energy width of the confined surface states. Conductance maps

(LDOS(, y)) were then calculated at the energies where distinct bound

states exist, as discussed above.

The simulated conductance maps at -5 meV, 127 meV, 293 meV and

415 meV are reproduced in Figure 6.2.4 (a-d). For clarity, the experimental

d/dV maps extracted at similar energies are again displayed alongside the

simulated maps (Figure 6.2.4 (e-h)). All maps are displayed using the same

color code, which enables a direct comparison of the relative intensity in

both simulated and experimental data.

Overall, simulated and experimental data show excellent agreement in

both shape and intensity of the investigated features. At the maximum of

the first confined state in the quasi-hexagonal pore (Figure 6.2.4 (a&e)),

both theory and experiment feature a dome shaped feature. In the exper-

iment, the outline of the dome follows the outline of the pore rim more

closely than in theory. Furthermore, the onset of the first confined state in

the triangular pore is not as pronounced in the simulations as it is in the

experiment at this energy. Only a very slight increase in intensity can be

observed. However, the low intensity in the triangular pore can also be
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Figure 6.2.4: (a-d) BEM simulations of the confined states in the pores of the molecular

network. In the simulations the molecules are represented as rectangular potential barriers

of a constant height of 500 meV. (e-h) d/dV maps acquired at similar energies as in the

simulations. Overall simulation and experiment show good agreement. The simulation

reproduces experimental findings regarding relative intensities and fine structure of the

confined states in remarkable detail.

attributed to the slightly lower energy at which the LDOS map was calcu-

lated. Nevertheless, this is sill overall a good agreement with the intensity

observed in the point spectra (see Figure 6.2.2 (b), black and magenta),

since only the onset of the first bound state in the smaller pore is reached

at -5 mV.

When the first bound state in the triangular pore is reached, the overall

relative intensity of experiment and theory is in good agreement. The torus

shaped state in the center is reproduced at lower intensity compared to

the outer pore in both cases. In the simulation, the state in the quasi-

hexagon again features rather a pure hexagonal geometry, whereas a more

pronounced emphasis is observed in the experiment towards the molecular

boundaries. The low intensity at the binding motif and slight penetration

at the center of the molecule backbone is present in both experiment and
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theory.

At 300 meV, where the third, sombrero shaped confined state appears

in the central pore, again also in the simulation, the shape and intensity

is reproduced in great detail. High intensity in center and an outer ring

modulated corresponding to the molecule rim is observed in both cases

in good agreement. The intermediate trigonal bound state in the triangular

pore is also reproduced in both spatial distribution and magnitude relative to

the central pore. An enhanced intensity at the binding motif along with low

intensity at the center of the molecules forming the quasi-hexagonal pore

is observed in both cases. The same holds true at the highest investigated

energy, where the trigonal confined state with a depression in the center is

found in the triangular pores.

In the quasi-hexagonal pore, the center now also exhibits a significantly

lower intensity compared to the six outer lobes. However, the features ob-

served in the corners of the quasi-hexagon do not reproduce entirely in the

simulation as they appear more elongated in the experiment. Furthermore,

the high intensity localized at the 4-fold binding motif sites as observed in

the experiment is absent in the simulation. This observation points towards

a non-homogeneous scattering potential along the molecules and further

rationalizes the slightly different spatial distributions of the lobes along the

pore rim. Therefore, to reproduce the experiment in full detail at higher en-

ergies, a more sophisticated approach, in which a non-constant scattering

potential along the molecules is employed, would be required.
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6.2.2 Honeycomb Lattice

Similar to the Kagomé lattice discussed above, the confinement of sur-

face electrons within the pores of the honeycomb lattice formed via metal-

coordination of SDC to cobalt atoms was investigated by spectroscopy map-

ping. In a first step, the energetic and spatial distribution of the con-

fined states was investigated by recording numerous spectra situated on

lines. Here special emphasis is put on the difference between the metal-

coordination bond and molecular backbone, as a non-trivial scattering be-

havior was already observed in the organic Kagomé networks. Therefore,

spectra taken on a line across the hexagonal pore along two different paths

are compared. Path  is chosen between the central positions on the mo-

lecules, whereas path  spans over the pore from one metal-coordination

bond to the other (see insets in Figure 6.2.5 (a&c)).

In Figure 6.2.5 (a&c) spectra taken at specific sites within the pore (see

inset in both cases) are displayed. For the center of the pore (green), two

peaks at -10 mV and 210 mV, respectively, are found. With respect to the

center of the Kagomé pore, this means that the onset of the first and all

subsequent bound states is shifted to lower energies.

At positions halfway between the center and the rim of the pore (blue

and magenta for both paths), first, two peaks are observed. The lower

energy corresponds to the first state that is also found in the center, but at

reduced intensity, whereas the second peak coincides with a minimum at

the central position at 75 mV. As for the Kagomé network, the second state

features a torus geometry with a depression in the center and a maximum

halfway between the center and the edge. The slightly different relative

intensities along the two paths in 6.2.5 (a&c) are only due to the slightly

different distance from the pore center at which the spectra were taken.

The light blue spectrum was taken in both cases very close to the network

rim. While both show a shoulder coinciding with the first bound state as the

previously discussed spectra, the second peak only along path  in 6.2.5 (a)

coincides with the second confined state in the pore. Close to the Co site

on path  (6.2.5 (c)) a peak at intermediate energy between the first and
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Figure 6.2.5: Spectroscopy within the Honeycomb Pores. (a&c) Point spectra at selected

positions within the hexagonal pore and on the surrounding molecules. A discrepancy

in the scattering properties of the metal-ligand bonds and the molecular backbones is

observed (light blue curve), whereas other features are consistent along both directions.

(b&d) Color plot of spectral density along the given lines. Characteristic points are labeled

with the same colors respectively as for the point spectra. Close to the red and light blue

position the different spectral distribution and intensity are distinctive.

second state at 45 mV is found. Therefore the scattering behavior of the

molecule backbone and the Co sites can be assumed to be different even

at relatively low energies. Spectra taken on the molecules (black, red and
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yellow) show similar behavior to the positions just inside the cavity (light

blue) along both paths. Generally, a lower intensity compared to features

in the pore is observed on top of the molecules. Towards the end of the

investigated energy range, the intensity on the molecules and in the pore

reaches similar levels.

In a next step, the spatial and energetic distribution of both line-traces

are compared in a color plot, see Figure 6.2.5 (b&d). Please note that due

to drift during the measurements of the lines of point spectra, the light blue

spectra are taken slightly within the cavity, accounting the differences at

nominally identical positions, as already pointed out for the point spectra

extracted for the previous analysis. To serve as a better guide to the eyes,

the nominal positions of the spectra are indicated by respectively colored

dashed lines along with section markers for the hexagonal pore and the

molecule backbones (path ) or Co sites (path ).

The hexagonal cavity shows four distinct bound electron states confined

within. The first bound state, showing a single feature, is situated at -

5 mV and extends approximately over the energy interval between -75 and

+25 mV. The state spanning across the entire cavity is followed at higher

energy by a two-lobe feature with maximum intensity at 68 mV reaching up

to ∼100 mV. The third bound state shows a three feature structure. How-

ever, where only a single lobe is observed at 205 mV in the center of the

cavity, the two satellites show different behavior for the two directions in

which the spectra were obtained. Along path  (Figure 6.2.5 (b)), side lobe

is segmented into a lower energy part at 175 mV and a higher energy part

at 250 mV. In contrast, the intensity of the higher energy lobe is strongly

reduced close to the Co sites on path  (Figure 6.2.5 (d)), pointing to a

discrepancy in the electron density along these two axis. Finally, the high-

est bound state, featuring four peaks, starts to appear at 350 mV, reaches

maximum intensity at 400 mV and fades out at ∼450 mV. Again, a strong

difference between the two directions is observed, where only the two cen-

tral features are present in both cases, however close to the Co sites the

intensity is again reduced and only very little intensity is present on the

cavity rim itself.
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The different scattering properties of the metal-coordination sites and

the molecular backbones of the ligands are evident. The cavity rims along

with the molecules and Co sites in both cases show distinct differences

in spectral distribution and intensity at energies exceeding 120 mV. For

the molecular backbones (Figure 6.2.5 (b)) high intensity is found on the

molecule as well as directly in the cavity for in this energy range. No clear

modulation in the intensity pattern that would point towards occupied or

unoccupied molecular states is observed. At the Co-sites however, the in-

tensity is reduced close to the bond and a slight modulation showing a

maximum at 250 mV is found.

The analysis of the line spectra shows that only for energies up to 100 mV

a spatially uniform quantum dot state can be expected. In an effort to inves-

tigate this more thoroughly, 2D spectral maps were obtained by recording

84x84 point spectra on a grid, for details see Section 6.2.1. Maps at se-

lected energies close to the features observed in the previous analysis are

displayed in Figure 6.2.6.

Figure 6.2.6: Spectroscopy maps showing the nanoscale confinement of surface elec-

trons within the honeycomb network pores. At energies up to 73 mV (a&b) the spec-

troscopy maps reveal a uniform electron density distribution along all directions within the

pore, whereas for higher energies (c-e) a strong modulation of the confined state close to

the cavity rims is observed. This effect originates from the different scattering properties

of molecular linkers and metal-coordination sites. For a full analysis, see [40, 139].

As already indicated by the analysis of line spectra taken across the cav-

ity, only for energies up to 100 mV the LDOS pattern is homogeneous and no

modulation related to the Co sites is observed (Figure 6.2.6 (a&b)). For ener-

gies exceeding this limit, an increasingly strong modulation of the features
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towards the cavity rim sets in (Figure 6.2.6 (c-e)). As was shown by a de-

tailed analysis in [40, 139] this is rationalized by a parametrized scattering

barrier modeling. It was conclusively shown that Co centers in this network

act as negative scattering potentials opposed to the positive potential na-

ture of the molecules. This is significantly different from isolated Co atoms,

which act as positive scatterers on the Ag(111) surface [141]. Therefore,

by acting as attractive centers rather than repulsive ones, the scattering

properties of the Co atoms are drastically changed upon the incorporation

into the metal-organic network. This motivates a subsequent, thorough

analysis of the scattering properties of the ligands and co-deposited atoms

introduced in the previous sections.
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6.3 Comparison of Scattering Properties

The confinement of surface electrons depends strongly on the properties

of the molecular ligands and atoms enclosing and sectioning the surface.

The energetic onset and spacing of confined states depends for infinitely

high potential barriers inversely on the enclosed area. By confining carri-

ers to smaller areas the lowest confined state will shift to more elevated

energies. The distribution of higher confined states, however, depends for

finite barriers heights and widths strongly on the exact potential amplitude.

When electron energies approach the barrier height, effects like resonant

tunneling through the barrier and increasing penetration dictate the ener-

getic distribution of states. Since molecules and atomic adsorbates, due to

their internal structure and their bonding properties to the surface and be-

tween them in networks, introduce complex scattering barriers, an analysis

of the employed species discussed earlier will be presented in the following.

First, the effect of feature size is discussed briefly, see Figure 6.3.1.

The smallest confinement length is found for the 1D case between DOA

nanogratings. The width of the cavity in the case studied was 2.2 nm. Here,

the lowest bound state is found at 0 mV (red panel in Figure 6.3.1). The

second state then is situated at 125 mV.

In the case of the hexagonal pore in the Kagomé lattice, the diameter of

the 0D confinement area is slightly bigger (3.2 nm) and therefore the lowest

confined state is found at lower energy (-5 mV). Consequently also the sec-

ond and third state are shifted to 85 mV and 250 mV, respectively (green

panel in Figure 6.3.1). In the most spatially extended structure, the metal-

coordinated honeycomb lattice, featuring a cavity diameter of 5.5 nm, the

lowest onset energy for the bound state is observed (-10 mV). In turn also

the second and third state are shifted to lower energies compared to the

hexagonal pore of the Kagomé network and are observed at 73 mV and

200 mV, respectively (blue panel in Figure 6.3.1). The impact of the con-

finement length can be observed even more clearly, when not only the

maximum intensity, but rather the onset energy of the individual confined

states is considered (see dashed lines in Figure 6.3.1 as guide for the eyes).
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Figure 6.3.1: Comparison of energetics of the first, second and third state in the confining

structures described previously. With increasing feature size, the onset energy of the indi-

vidual states shifts to lower energies. This effect is consistent with the expected particle in

a box behavior well established in quantum mechanics. Only the intensity pattern in the

center of the discussed pores is depicted in the color plots.

To study the effect of different bonds and adsorbates on the scatter-

ing properties of the cavity rim, we can first shortly consider the effect of

Co. As mentioned above, single isolated Co atoms act as positive scat-

tering potentials on the Ag(111) surface. The same holds true for single

Co atoms adsorbed on top of a phenyl ring of the DOA molecule. As dis-

cussed in Section 6.1, the adsorption entails a stronger scattering potential

than observed without any adsorbates. This is rationalized by calculations

predicting an induced dipole moment in the Co-phenyl half-sandwich com-
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plex, pointing towards the phenyl ring [142, 143]. This results in a more

negatively charged phenyl ring, since an electron is injected from the metal

adsorbate to the phenyl moiety. In contrast, cobalt atoms engaged in metal-

ligand coordination bonds in the honeycomb networks, were shown to re-

verse their scattering characteristics [40, 139]. Therefore, the mere pres-

ence of Co is not the decisive factor, whereas the chemical surroundings

and state the atom is in are clearly the governing factor.

As a final consideration, the difference between CN· · ·phenyl-bonded

SDC molecules and metal-coordination bonds of SDC is addressed. To study

both features at the same time, a spectral map of several unoccupied hon-

eycomb pores and pores occupied by guest molecules forming a dimer

and a trimeric rotator unit [96, 139] were obtained, see Figure 6.3.2. The

molecule positions are indicated by white lines superimposed onto spec-

troscopy data.

At the first displayed energy of 91 mV (Figure 6.3.2 (a)) the difference be-

tween the CN· · ·phenyl and the metal-coordination bonds starts to appear.

The molecule backbones display a homogeneous, featureless intensity dis-

tribution in the honeycomb lattice, whereas for the trimeric rotator and

dimer the intensity is modulated along the molecule. At the Co positions

a clear separation of the molecules appears. In contrast, the CN· · ·phenyl

bonds between the molecules appear as continuous structures. This has ap-

parently still little effect on the states in the cavities. The smaller confined

areas in the occupied hexagons only show a higher onset of the first bound

state due to the smaller confined area, as is expected based on previous

observations. Also the coupling between individual pores can be expected

to be low, due to the low energy in comparison to the height of the scat-

tering barrier. At higher energies however, the situation is different. As can

be seen in Figure 6.3.2 (b), at 237 mV the appearance of the molecules

changes between the metal-coordinated and CN· · ·phenyl bonded ligands.

The molecules forming the hexagonal lattice show a decreased intensity

close to the CN terminations along with a notable spatial extension, point-

ing towards a high transparency of the functional groups and binding motifs
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Figure 6.3.2: Comparison of Scattering properties between SDC engaged in CN· · ·phenyl

motifs in dimer and trimer units and Co-coordination sites in the honeycomb lattice. The

molecule positions are indicated by white lines for clarity. (a) Molecules and SDC-SDC ap-

pear as featureless depressions, whereas Co sites appear as distinct separators. (b) Cou-

pling between individual occupied and unoccupied, adjacent pores is observed through the

Co sites. The expression of a mode confined within the entire occupied cavity is encour-

aged by penetration into and tunneling through the molecules. These effects persist with

increasing energy (c&d).
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for surface electrons. In contrast the rotator and dimer already show sub-

stantially higher intensity than the molecules of the host lattice and no dis-

tinctive appearance of the CN groups is observed. Further, an intensity peak

clearly localized in the small inner pore of the trimer unit appears. According

to the scaling behavior with confinement length discussed above, the first

bound state within the small pore (radius of r <0.45 nm) would be expected

to appear at approximately 700 mV (scaling behavior 1/r2, Kagomé pore as

reference with r = 1.6 nm, [144]), which can be expected to lie above the

scattering barrier height of the molecules. Therefore, this state most likely

is linked to a bound state confined within the entire cavity. As is clear from

the unoccupied pores, a central node is expected at this energy. There-

fore, sufficient penetration into and tunneling through the molecules and

CN· · ·phenyl bonds at this energy is reached to ensure a confined state for

the entire cavity. A similar observation in the cavity occupied by the dimer

unit is made, however here the central node is shifted away from the center

of the cavity towards the unsaturated carbonitrile unit at the end of the top

guest molecule. For even higher energies (Figure 6.3.2 (c&d)) the effects

described above concerning scattering properties of Co sites and molecular

backbones persist. Co and the related CN groups on the molecules display

low intensity at all energies. The center of the molecules shows significantly

increased d/dV signal, therefore electrons penetrate far into the molecule

and are also localized there, whereas the Co sites are now transparent for

surface electrons and therefore show low intensity. In the occupied pores,

the expression of a cavity mode that is modulated by the structure within

is further emphasized, as the energy of the surface state is in the same

regime as the scattering barrier height of the molecules and CN· · ·phenyl

motifs. The same effect was observed in the Kagomé network, where at

400 mV the CN· · ·phenyl bonds also showed strong localized intensity, see

Figure 6.2.3.

The observation of bound states within the occupied pores in the case of

the rotator unit is further intriguing due to the rotational dynamics of this

system [96]. Once rotational motion of the guest molecules has set in, this

will lead to dynamic quantum confinement effects. Therefore, the spatial
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LDOS distribution is temporally modulated depending on the position of the

rotational unit. This could lead to interesting properties when high rotation

speeds and frequencies are reached, as the temporal average of the LDOS

in the pore will strongly depend on the guest molecule dynamics.
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6.4 Comparative Study of Measurement Techniques

In this final section, the experimental intricacy of LDOS mapping with the

STM is addressed. As already mentioned in Chapter 3.1.2, it is possible to

acquire spectroscopic data by recording the d/dV signal while scanning the

STM tip in constant current (CC) mode. However, this technique is known to

be problematic since the perpetual change in tip-sample-separation results

in a convolution of the LDOS related signal with the topography. Therefore,

strictly speaking, the spectroscopic data obtained by this method cannot

be interpreted as the LDOS. Often this effect is regarded to be a perturba-

tion leading only to a small change of the quantitative aspect of the LDOS.

However, here it will be shown that this convolution results in experimental

artifacts that are strong enough to produce even qualitatively misleading

2D spectroscopy maps when acquired in CC mode. Further, by applying a

renormalization procedure to the previously discussed 2D open-feedback-

loop (OFL) maps, the incorrect CC maps can be reproduced. Thereby, the

origin of the observed signal in CC mode, induced by the convolution of

topography and LDOS, can be well understood.

First, the expected signal for measuring the d/dV signal while scanning

the tip in CC mode is calculated in a simplified model system for several

scenarios. We consider a topographically flat surface with spatially varying

LDOS, similar to the case of confined surface electrons on silver.

To simulate the effect of feedback-loop operation, a variable tip-sample

separation during CC measurements is taken into account. This effect is an

expression of the tunneling current depending on the tunneling probabil-

ity, which in turn depends strongly on the tip-sample separation [135, 136].

Variable tip-sample separations are often not considered, as this parameter

can be assumed as constant while taking a single spectrum (see Chapter

2.1.1.2). In a more detailed picture, the tunneling current has to be consid-

ered in full, especially, when accurate measurements and conclusions are

to be drawn from laterally extended LDOS measurements. When, in con-

trast to Chapter 2.1.1.2, the density of states on the tip (ρT), on the sample
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(ρS) and the tunneling probability T are not assumed to be constant, the

tunneling current, at an energy given by the bias voltage V, is [34]:

 =

EF+eV
∫

EF

ρT(E− V) ρS(~rT , E) T(z, eV, E) dE (6.4.1)

In this description, the tunneling probability T is given by

T(z, eV, E) = ep






−z(~r)

È

4m

ℏ2
(T + S + eV − 2E)






(6.4.2)

with tip-sample separation z(~r) at the lateral position ~r, the electron mass

m and T and S the work function of the tip and sample material, respec-

tively.

Even when the DOS on the tip (ρT) is assumed to be constant, the dif-

ferential conductance now depends on the LDOS on the sample ρS and the

transmission probability T [34]:

d

dV
=

d
EF+eV
∫

EF

ρS(~rT , E) T(z, eV, E) dE

dV

∝ ρS(eV + EF) T(z, eV + EF) +

EF+eV
∫

EF

ρS(E)
dT(E, eV)

dV
dE

(6.4.3)

The second term represents a higher energy correction and can, there-

fore, be neglected at low energies up to several hundreds of mV:

d

dV
∝ ρS(eV + EF) T(z, eV + EF) (6.4.4)

Nonetheless, it becomes clear that the d/dV signal depends exponen-

tially on the tip-sample separation. Therefore, when d/dV spectra are

recorded simultaneously with the feedback in CC mode, the measured sig-

nal will not reproduce ρS.

To show this more clearly, the convolution of the change in tip-sample

separation was studied in a simple model system (see Figure 6.4.1).
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First, we assume three distinct, linear energy dependencies for the DOS

in two regions ( and ) of the otherwise featureless surface (Figure 6.4.1

(a&b)) in an energy interval between EF = 0 and E1. When the LDOS is then

probed at E=E1, the signal is expected to show two different LDOS traces

(Figure 6.4.1 (c)). In one case (black) the LDOS at E=E1 is flat, whereas in

the other a step-like behavior (red and blue dashed line) with two distinct

D(E) (for reference see the respectively colored traces in Figure 6.4.1 (a&b))

is encountered.

We then calculate the tip-sample separation for a constant tunneling cur-

rent at E=E1 according to Equation (6.4.1). For the simulation we chose the

experimental scenario of a W tip over the Ag(111) surface. Therefore, the

work functions were chosen as T = 4.55, S = 4.74 and the investigated

energy range considered was EF = 0 eV→ E1 = 0.1 eV which corresponds

to a bias voltage of 100 mV; m is the electron mass. From this we can de-

rive the transmission probability in both regions via Equation (6.4.2), which

finally allows us to calculate the differential conductance signal (Equation

(6.4.4)) when the LDOS is measured in CC mode. The results of the sim-

ulated d/dV traces for the model system are plotted in Figure 6.4.1 (d).

Clearly, the obtained signal deviates strongly from the expected behav-

ior (Figure 6.4.1 (c)). Only in one case (blue), the measured d/dV shows

qualitative agreement with the expected LDOS trace, however the intensity

ration in regions  &  is not reproduced correctly. In the other two cases

(black and red), the measured differential conductance shows an inverted

signal for the red case and a step for black, where a constant LDOS was

defined. When an energetically constant D(E) for the step-like LDOS (red

and blue) is assumed, the simulation even shows that the d/dV will only

increase by ∼ 1 % for a LDOS ratio of 2 in the two regions (not shown).

Therefore, we can conclude that d/dV acquired simultaneously while op-

erating the feedback loop to scan the tip in CC mode does in general not

reproduce the correct LDOS.

To illustrate the findings from the model system simulations, we will now

compare LDOS-maps acquired in CC-mode with the experiments discussed

in previous sections. Therefore, we will first compare a constant current
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Figure 6.4.1: (a)&(b) Three different energy dependencies of the DOS in two regions (

and ) of the otherwise featureless surface are used to investigate the convolution of CC

mode and simultaneous d/dV measurements. Three different cases of linear energy de-

pendencies (black, blue and red) are compared. At the energy of CC-LDOS map acquisition

(E1), the DOS is either identical (black) or shows a 2:1 ratio (red and blue). (c) Two spatial

distribution types for the DOS were chosen at energy E1: black shows a constant LDOS in

both regions, whereas the red and blue dashed line illustrates a step-like behavior. (d) The

calculated d/dV signals in region  and  illustrates the strong artifacts in the d/dV signal

in CC mode. For constant LDOS (black), lower intensity is observed in region , for the

red case even an inversion of the expected signal occurs. Only the blue case reproduces

the d/dV trace qualitatively, however the intensity in region  is increased by a factor of

2 compared to the expected signal. The inset (e) illustrates the tip movement, in the red

and blue case, that is convoluted with the d/dV signal.

d/dV line-scan to a physically equivalent trace at a given energy extracted

from the series of open-feedback loop spectra acquired across the pores of

the Kagomé lattice presented earlier (see in Figure 6.4.2).

Following the trace (red line across the triangular and quasi-hexagonal

pore) measured at VB = -50 mV, the OFL spectra (Figure 6.4.2 (b)), display a

120



6.4 Comparative Study of Measurement Techniques

Figure 6.4.2: (a) Topograph of the Kagomé lattice. A red line indicates the cross-section

to be investigated by different spectroscopy methods. (b) Black dashed line indicates

topography features, whereas the red line shows the LDOS extracted at VB = -50 mV from

the dataset in Figure 6.2.2. The onset of the first bound state in both pores is evident. (c)

In contrast the d/dV trace acquired in CC mode shows constant LDOS over the smaller

pores and molecules and a depression in the central pore. Therefore, in CC mode a correct

reproduction of the LDOS is not possible due to the strong corrugation imposed by the

molecules.

high LDOS within each individual pore. In contrast, in the CC d/dV line-scan

(Figure 6.4.2 (c)), a depression in the quasi-hexagonal pore and a nearly

constant LDOS for both the triangular pores and the molecules is observed.

Therefore, in CC d/dV measurements, the extracted LDOS not only strongly

deviates from the physically correct case (Figure 6.4.2 (b)), but even shows

inverted contrast due to the change in tip-sample separation during the

scan across the molecule network.

To further investigate the origin and expression of this effect, CC spectral

maps acquired at different energies will be compared to open feedback loop

point spectra maps of the Kagomé lattice discussed in a previous section.

The application of a modified normalization procedure to the point spectra
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maps will illuminate the influence of the CC measurement technique and

the convolution of the change in tip-sample separation and the LDOS under

investigation.

First, LDOS maps for VB =-50 mV are shown in the upper row of Figure

6.4.3. CC d/dV, renormalized OFL and the original OFL maps are shown in

the left, middle and right column, respectively. Please take note that the

different chiralities of the investigated networks are not expected to impact

the scattering properties and therefore the bound states can be assumed

identical. From the original OFL spectral maps (right, blue border, also see

Section 6.2.1) and the line-scan presented above, we expect the onset of

the first confined state within both pores of the network at this energy.

The CC d/dV map (left, red border) shows a depression within the central

pore and nearly constant LDOS on the molecules and triangular pores, as

expected from the line-scan in Figure 6.4.2 (c).

The renormalization procedure (as already mentioned in Section 6.2.1)

applied to the open-feedback loop maps considers the spectral density in

a given energy interval. In the defined energy range the average of the

d/dV signal is calculated and all spectra are normalized in order for the

average to be identical for all spectra. When data is normalized in the flat,

featureless region of the spectra before the onset of the surface state (VB =

-200 to -100 mV), the impact of the change in tunneling probability on the

relative intensity at different tip-heights after stabilization is removed.

However, when the renormalization procedure is applied, similar fea-

tures as in CC mode appear (central column, green border in Figure 6.4.3).

The renormalization procedure works similar to the standard normalization,

but instead uses the energy interval between the Fermi energy EF, which

in this case is at zero bias, and the bias at which the data is extracted.

The renormalized maps are displayed with identical ratios for minimum and

maximum intensity as for the CC maps. After renormalization over [EF..E]

(in this case [0 mV..−50 mV]), a depression is observed in the central pore

and the higher intensity on the molecules and the triangular pores. The

good agreement between renormalized OFL and CC maps is striking, apart

122



6.4 Comparative Study of Measurement Techniques

Figure 6.4.3: Constant Current d/dV maps acquired at energy VB (left, red panel), open-

feedback loop maps renormalized from EF to E (middle, green panel), OFL maps normalized

in the flat, featureless energy range ([−200 mV.. − 100 mV]) of the spectra (right, blue

panel). The maps acquired in CC mode (red) do not reproduce the LDOS correctly, as

can be directly observed by comparison to the open-feedback loop maps (blue). After

renormalization (green) the open-feedback loop maps however reproduce the CC maps in

fair (-50 mV and 125 mV) and good agreement (200 mV). Please note that the different

chiralities of the investigated networks are not expected to impact the scattering properties

and therefore the bound states can be assumed identical.
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from the slightly reduced intensity in the triangular pores observed after

the renormalization.

At the first bound state within the triangular pores (VB = 125 mV, sec-

ond row in Figure 6.4.3) the CC d/dV maps (red border) only show slightly

increased intensity along the molecule backbones, depressions in the trian-

gular pores and no clear fine-structure is observed within the central pore.

Again, the real LDOS from open-feedback loop measurements (blue) is not

reproduced even vaguely, since here the molecules show very little inten-

sity compared to the features of the bound states in the pores. After renor-

malization (green) over [0 mV..125 mV], a depression in the center of the

quasi-hexagonal pore is observed similar to the second bound state found

at this energy in the OFL maps. However, the intensity on the molecules

is strongly increased accompanied by slight depressions in the triangular

pores, similar to the data from CC measurements. Even though ultimately,

the renormalization does not reproduce the CC maps in full detail at this en-

ergy, the trend towards higher intensity on the molecules and depressions

in the pores is the same.

For higher energies, the renormalization procedure simulates the find-

ings from CC maps in great detail. At VB = 200 mV (bottom row in Figure

6.4.3) the dominant feature observed in CC mode is the high intensity at the

4-fold CN· · ·phenyl motifs. The central pore features a slight increase in the

center, whereas the triangular pores rather show slight depressions. Upon

renormalization, high emphasis in spectral intensity on the binding motifs

is observed in combination with inverted intensity patterns in the central

and triangular pores. Overall CC mode and renormalized maps show good

agreement at this energy.

In the next step, we extend the comparison of the observed features to

higher energies. The agreement between CC d/dV maps and renormalized

maps is remarkable for the higher energy regime (VB = 250 mV - 400 mV)

as can be seen in Figure 6.4.4.

In this energy range, the renormalization procedure reproduces the CC

d/dV maps in high detail. The fine structure and lateral extension of ob-

served features is the same in both cases. First a single peak in the central
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Figure 6.4.4: Constant Current d/dV maps acquired at energy E (red panel), open-

feedback loop maps renormalized from EF to E (green panel), open-feedback loop maps

normalized in the flat, featureless energy range ([−200 mV.. − 100 mV]) of the spectra

(blue panel). In the energy range between 250 mV and 400 mV the renormalization of

the open-feedback loop maps (green) reproduce the maps acquired in CC mode (red) in

terms of spatial distribution and relative intensity in great detail. Please note that the dif-

ferent chiralities of the investigated networks are not expected to impact the scattering

properties and therefore the bound states can be assumed identical.
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pore with slightly lower intensity than the 4-fold bonding motifs and low

intensity in the triangular pores is observed. At VB = 300 mV the LDOS

intensity of the feature in the central pore and at the CN· · ·phenyl positions

is similar, before a more complex lateral distribution within the central pore

accompanied by lower overall intensity occurs at VB = 400 mV. At the high-

est investigated energy, the entire molecules again show increased inten-

sity compared to the high emphasis of the binding motifs at lower energies.

These features are observed in good agreement and in high detail also after

renormalization.

The good agreement between CC d/dV maps and renormalized OFL

maps is based on the convolution of variable tunneling probability with the

physically correct LDOS. A procedure to renormalize CC d/dV maps in order

to reproduce only the LDOS rather than the convoluted signal was already

introduced in Reference [136]. The procedure is based on a reconstruction

method in which the distance dependent transmission probability T(z) was

calculated according to Equation (6.4.2). For low bias voltage, the second

term in Equation (6.4.3) was found to be negligible and therefore the correct

LDOS could be recovered via division by T(z).

In the study presented here, for the reconstruction of CC d/dV maps

from open-feedback loop measurements, the underlying physical consider-

ations are similar. By averaging spectra over the energy range with several

features and bound states, a variable tunneling probability at the individual

acquisition positions is thereby simulated. Finally, by applying the renor-

malization, the individual spectra are then multiplied with a factor that is

proportional to the tunneling probability at this energy and position.

The contribution of all spectral features in the considered energy in-

terval, even though electrons close to EF are considered to mainly con-

tribute to the tunneling current, to the d/dV maps in constant current

mode is essential factor here. As shown in Figure 6.4.5, the relative in-

tensities and spatial extension of the features observed in the CC d/dV

maps (Figure 6.4.5 (a)) are only reproduced for the renormalization in the

interval [0 mV..300 mV] (Figure 6.4.5 (b)), whereas the renormalization
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[0 mV..150 mV] and [150 mV..300 mV] only reproduces the overall sym-

metry but not the exact appearance (Figures 6.4.5 (c&d), respectively).

Specific features are overemphasized in (c) and (d), whereas in (b) the rel-

ative intensity is observed in accordance to the CC d/dV map.

Figure 6.4.5: (a) Constant current d/dV map acquired at VB = 300 mV. (b) Open-

feedback loop map after renormalization [0 mV..300 mV] shows exact agreement in

spatial distribution and relative intensities. (c) Renormalization over the energy range

[0 mV..150 mV] reproduces the overall symmetry, however the binding motifs are

overemphasized in intensity. (d) When only energies close to the acquisition energy are

considered ([150 mV..300 mV]), the feature in the central pore shows too high intensity

compared to CN· · ·phenyl positions.

Overall, for quantitative and even qualitative data interpretation in LDOS

spectroscopy mapping with the STM, great care has to be taken. Constant

current spectroscopy mapping typically does not reproduce the actual local

density of states on the surface. The recovery of the LDOS from CC d/dV

maps is only possible for rather well known systems and only for atomically

flat surfaces [136]. To circumvent this obstacle, maps constructed from

single point spectra, for which the tunneling current was stabilized far away

from spectral features and which are properly normalized, are a viable and

correct alternative, even though the process is more time-consuming if only

a map at one energy is of interest. However, when OFL maps are acquired,

a full dataset in the given energy range is produced and, therefore, similar

time is required compared to recording a comparable dataset of CC d/dV

maps. Further, the exact lateral positions of the investigated features is

constant throughout all maps, which allows a direct comparison and thereby

reduces the proneness to error.
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Chapter 7

Summary and Outlook

Within this thesis, the prospects of employing supramolecular templates

to steer the assembly and formation of nanostructures as well as con-

trolling and tuning electronic properties at the nanoscale have been ex-

plored. Thereby, it was shown that molecular architectures formed via

self-assembly are systems that can be adapted to the exact requirements

demanded from them and are therefore highly versatile. However, there

are still challenges that have to be faced in fundamental research, before

potential applications can be realized. Nonetheless, steps towards under-

standing the mechanisms behind the investigated model systems and the

possibilities for their further functionalization have been made.

The presented study on the site-selective positioning of single atoms or

clusters proposes supramolecular templates as host systems. By investigat-

ing in a first step the formation of nanogratings and saturated monolayers

from N,N’-diphenyl oxalic amide via self-assembly, it could be shown that

the Ag(111) substrate plays a key role in determining the exact assembly

protocol. The molecules assemble in the sub-monolayer case into more

strongly bound pairs, whereas the entire structure is dictated by the sub-

strate registry. In the dense packed phase the pairing disappears as the

molecular layer is compressed and rectified. Further, it was shown that

the dense packed assembly is more robust. This became clear, when the
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adsorption of atomic cobalt onto the molecular nanograting and the mono-

layer template was studied, respectively. The more stable molecular mono-

layer did not show any adsorbate induced deformations even at high cov-

erages, whereas the nanogratings were more susceptible to defect forma-

tion. The formation of Co-phenyl half-sandwich complexes was then inves-

tigated further and a fairly complex organization dynamics was observed

at variable substrate temperatures and adsorbate coverages. Therefore,

employing molecular ligands for the templating of surfaces to gain control

over the exact positioning of adsorbates was demonstrated. There are still

open questions concerning the magnetic properties of the Co-phenyl half-

sandwich complexes. Even though there are indications pointing towards

the conservation of the cobalts magnetic properties, the respective gas

phase calculations for these structures need not hold true in the presence

of a metal surface. However, the presented study demonstrates the great

potential of site-selective adsorption and positioning processes by employ-

ing molecular templates. In further steps this concept could be extended to

build architectures reaching into the third dimension by attaching structures

to selectively adsorbed atoms and thereby forming sandwich or multilayer

architectures.

Furthermore, in an attempt to mimic an assembly process found in many

biological systems, namely hierarchically driven self-assembly, the organi-

zation of bi-component molecular networks from sexiphenyl-dicarbonitrile

(SDC) and N,N’-diphenyl oxalic amide (DOA) was investigated on Ag(111).

Thereby, it was found that the organization into networks depends mainly

on the stoichiometric ratio of the provided constituents. The observed novel

binding mechanism between DOA and SDC was found to be satisfied first,

as preferential bonding of the constituents at low molecule coverages was

found to occur. The SDC-DOA interaction proved to be the essential binding

motif for all subsequently discovered network geometries. This observation

indicated that the SDC-DOA binding is the energetically most favorable of

all the bonds involved. However, the exact arrangement of the molecules

is dictated by the surface registry of the Ag(111) substrate. Therefore, de-

tailed adsorption modeling for all network types was necessary to unravel
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the origin of long range order and chirality in the different phases. This led

to the conclusion that all formed assemblies are commensurate with the

Ag(111) lattice and we could thereby extract the exact alignment of the

molecules relative to one another with atomic precision. In a final step,

by simulating the binding energetics in the system in an adlayer focused

approach, we identified the SDC-DOA binding in combination with a cooper-

ative effect stabilizing the entire assembly as the strongest bond, thereby

confirming the experimentally observed hierarchic principles for the growth

process. By tailoring molecular systems towards assembly following hierar-

chic organization principles, higher control could be achieved by introducing

higher degrees of sophistication in terms of ligand and constituent design.

Ultimately, by incorporating hierarchic energetics for the desired lateral in-

teractions, this approach represents a viable route towards incorporating

and addressing functional units like single molecule transistors, switches or

magnets.

Finally, the modification of surface electronic properties via molecular

adsorbates and networks was addressed. In the presented systems, the

effect of decreasing dimensionality and size leading to the quantum con-

finement of surface electrons was demonstrated. Even though the studied

systems could be experimentally assessed and theoretically analyzed in

great detail, the intricacy of mapping the local density of states with the

STM showed to be non-trivial and great caution is advised. It was shown

that molecular assemblies represent an extremely versatile approach to-

wards controlling surface electronic properties. By extending the confine-

ment picture away from the very localized effect of quantum wire or dot

formation, this route is a promising candidate for controlled macroscopic

electronic property modification of surfaces and interfaces. By structuring

entire surfaces with well-defined molecular templates, the resulting coupled

nanosystems can, when properly designed, lead to the formation of a new,

modified surface electronic structure. It was very recently demonstrated

that, by a similar approach via the positioning individual adsorbates into

a hexagonal lattice, surface electrons on Cu(111) can show similar proper-

ties as those found in graphene [145]. Ultimately, by patterning surfaces
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via molecular superstructures, a controlled modification of the surface band

structure could be achieved, which might be applied in interface devices.

Since the conceptual idea of using self-assembly protocols to realize

functional nanoarchitectures and -structures has been proposed more than

20 years ago, scientific and technological progress has steadily advanced

toward this goal. Even though by now many ideas have been demonstrated

in model systems, fully operational devices and applications are still out of

reach. Nonetheless, the studies presented in this thesis have demonstrated

that the foundations can be rationalized at this point in time. Therefore, by

exploring the routes into the nanoworld many new and exciting discoveries

are still awaiting.
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