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Abstract

Coherent Neutrino Nucleus Scattering (CNNS) is a neutral current process
of the weak interaction. For low transferred momenta the neutrino scatters
coherently off all nucleons leading to an enhanced cross section. However,
because of the small resulting recoil energies (O(keV)) CNNS has not been
observed experimentally so far.

For the first observation of CNNS a strong neutrino source is needed.
Thus, the expected count rates for solar neutrinos, supernova neutrinos,
neutrinos generated by the decay of stopped π+ particles at accelerators, and
reactor neutrinos were calculated. Although an observation of CNNS could
also be possible with other sources, the most promising neutrino sources are
nuclear reactors with thermal powers between 2 and 4 GW. For an assumed
energy threshold of 0.5 keV the target material with the largest count rate
(∼ 10 kg−1 day−1) is sapphire. Thus, a low-temperature detector based on a
32 g sapphire crystal was designed and built to measure the background spec-
trum for energies below ∼ 10 keV. Although the energy threshold (∼ 1 keV)
of this detector is too large for an observation of CNNS, the measured back-
ground spectrum can still be used for an investigation of the main background
sources and the suppression of their events. For this investigation the simu-
lated spectra of cosmic muons, ambient neutrons, and external gamma-rays
are compared to the measured background spectrum. As a result, cosmic
muons are the main contribution to the measured background spectrum.

For a future experiment aiming at the observation of CNNS an array of
125 low-temperature detectors based on 32 g sapphire crystals is assumed.
Background simulations of cosmic muons, ambient neutrons, and intrinsic
radioactivity show that especially an efficient muon-veto system is crucial
for a sufficient background suppression. To study the observation potential
of this future experiment a distance of∼ 40 m to a reactor core with a thermal
power of ∼ 4 GW (neutrino flux of ∼ 3.6 · 1012 cm−2 s−1) and a rejection of
∼ 99.9 % of the background events are assumed. The probability to reject
a background-only hypothesis at a confidence level of 99.99 % is ∼ 50 % for
an exposure of 4 kg-years. For larger exposures and a location closer to the
reactor also physics beyond the standard model could be investigated. The
reachable upper limit on the magnetic moment of the neutrino is worse than
the current best limit by a factor of ∼ 3. For an oscillation of flavor neutrinos
(νe, νµ, ντ , ν̄e, ν̄µ, and ν̄τ ) into sterile neutrinos a 3-σ-effect could be observed
with a probability of ∼ 1 %.
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Furthermore, due to CNNS atmospheric and also solar neutrinos can
constitute an ultimate background source for direct dark matter searches
limiting the achievable sensitivity for the WIMP-nucleon cross section to a
material-dependent value between 3 and 9·10−48cm2. These achievable limits
were calculated for neon, argon, germanium, xenon, and calcium tungstate.



Zusammenfassung

Die kohärente Neutrinostreuung an Atomkernen (Coherent Neutrino Nucleus
Scattering, CNNS) ist ein neutraler Stromprozess der schwachen Wechselwir-
kung. Bei niedrigen Impulsüberträgen wird das Neutrino kohärent an allen
Nukleonen gestreut, was zu einem erhöhten Wirkungsquerschnitt führt. We-
gen der niedrigen Rückstoßenergien (O(keV)) wurde die CNNS allerdings
bisher noch nicht experimentell beobachtet.

Um eine starke Neutrinoquelle für den Nachweis der CNNS zu finden,
wurden die erwarteten Zählraten für solare Neutrinos, Supernovaneutrinos,
Neutrinos aus dem Zerfall gestoppter Pionen und Reaktorneutrinos berech-
net. Obwohl ein Nachweis mit allen Quellen möglich wäre, sind Kernreakto-
ren mit einer thermischen Leistung von 2 bis 4 GW am vielversprechendsten.
Für eine angenommene Energieschwelle von 0,5 keV ist Saphir das Detek-
tormaterial mit der höchsten Zählrate (∼ 10 kg−1 day−1). Deshalb wurde für
die Messung des Untergrundspektrums für Energien unterhalb von ∼ 10 keV
ein Tieftemperaturdetektor hergestellt, der auf einem 32 g schweren Saphir-
kristall basiert. Obwohl die Energieschwelle dieses Detektors mit ∼ 1 keV
zu hoch für den Nachweis der CNNS ist, kann das gemessene Spektrum
trotzdem dazu verwendet werden, den Hauptanteil des Untergrunds und sei-
ne Unterdrückung zu untersuchen. Dazu wurden die simulierten Spektren
für kosmische Myonen, Neutronen aus der Detektorumgebung und externe
Gammastrahlung mit dem gemessenen Spektrum verglichen. Durch diesen
Vergleich lassen sich kosmische Myonen als Hauptquelle für den Untergrund
feststellen.

Für ein zukünftiges Experiment zum Nachweis der CNNS wurde ein Auf-
bau mit 125 Tieftemperaturdetektoren angenommen, die auf 32 g schwe-
ren Saphirkristallen basieren. Die Untergrundsimulationen mit kosmischen
Myonen, Neutronen aus der Detektorumgebung und intrinsischer Radioakti-
vität zeigen, dass ein effizientes Myonvetosystem entscheidend für eine aus-
reichende Untergrundunterdrückung ist. Um das Nachweispotential dieses
zukünftigen Experiments zu untersuchen, wurde ein Abstand von ∼ 40 m
zu einem Reaktorkern mit einer thermischen Leistung von ∼ 4 GW (Neu-
trinofluß: ∼ 3, 6 · 1012 cm−2 s−1) und eine Unterdrückung von ∼ 99, 9 % des
Untergrunds angenommen. Die Wahrscheinlichkeit, eine Hypothese, die nur
Untergrund annimmt, auf einem Konfidenzniveau von 99,99 % auszuschlie-
ßen, ist ∼ 50 % für eine Messzeit von 4 kg-Jahren. Für längere Messzeiten
und eine Detektorposition näher am Reaktorkern könnte die Entdeckung von
Physik jenseits des Standardmodels möglich sein. Während die erreichbare
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obere Grenze für ein magnetisches Moment des Neutrinos um einen Faktor
von ∼ 3 schlechter ist als die aktuelle experimentelle Obergrenze, könnte mit
einer Wahrscheinlichkeit von ∼ 1 % ein 3-σ Effekt für eine Oszillation von
Flavorneutrinos (νe, νµ, ντ , ν̄e, ν̄µ und ν̄τ ) in sterile Neutrinos beobachtet
werden.

Darüberhinaus kann die kohärente Neutrinostreuung atmosphärischer und
solarer Neutrinos eine Untergrundquelle für Experimente zur direkten Suche
nach dunkler Materie werden. Die erreichbare Sensitivität dieser Experimente
hinsichtlich des WIMP-Nukleon-Wirkungsquerschnitts wird auf einen mate-
rialabhängigen Wert zwischen 3 und 9 · 10−48 cm2 begrenzt. Die erreichbaren
Senistivitäten wurden für Neon, Argon, Germanium, Xenon und Calcium-
wolframat berechnet.
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Chapter 1

Coherent Neutrino Nucleus
Scattering (CNNS)

The Coherent Neutrino Nucleus Scattering (CNNS) is a neutral-current pro-
cess of the weak interaction and thus independent of the neutrino flavor. A
neutrino νx of any flavor (νx ∈ {νe, νµ, ντ , νe, νµ, ντ}) scatters off a nucleus
via the exchange of a virtual Z0 boson. For low transferred momenta the
wavelength of the Z0 boson is of the order of the diameter of the nucleus.
Thus, the neutrino scatters coherently off all nucleons. Figure 1.1 depicts
the Feynman diagram for this process.

xν

xν

0Z

A

A

Figure 1.1: Feynman diagram for the Coherent Neutrino Nucleus Scattering
(CNNS). A neutrino νx of any flavor scatters off a nucleus with mass number
A via the exchange of a virtual Z0 boson. For low transferred momenta the neu-
trino scatters coherently off all nucleons leading to a N2 dependence of the total
scattering cross section (see also equation (1.6)).

1



2 1. Coherent Neutrino Nucleus Scattering (CNNS)

1.1 Cross section

Due to the coherence of the scattering the cross section for CNNS is enhanced
compared to other neutrino interactions. The cross section in the laboratory
frame is given by [1, 2]

dσ

d cos θ
=

G2
F

8π

[
Z
(
4 sin2 θW − 1

)
+N

]2
E2
ν (1 + cos θ) |f(q)|2 (1.1)

dσ

dErec
=

G2
F

8π

[
Z
(
4 sin2 θW − 1

)
+N

]2
M

(
2− ErecM

E2
ν

)
|f(q)|2 (1.2)

σtot =

∫ 2E2
ν

M

0

dErec
dσ

dErec
, (1.3)

where GF is the Fermi constant, Z the proton number of the target nucleus,
N the neutron number of the target nucleus, θW the Weinberg angle, Eν
the neutrino energy, θ the scattering angle in the laboratory frame, f(q) is
the form factor as described below, M the mass of the target nucleus, and

Erec = E2
ν

M
(1 − cos θ) its recoil energy. For a given neutrino energy Eν the

maximal recoil energy is 2E2
ν

M
.

For large transferred momenta q =
√

2MErec the Z0 wavelength is smaller
than the target nucleus. Thus, the cross section is modified by a form factor
|f(q)|2. The form factor is the Fourier-transformation of the weak charge
distribution of the target nucleus[3]. In this work the weak charge distribu-
tion is assumed to be identical to the electric charge distribution[4]. Helm[5]
assumed that the charge distribution is the convolution of a step function
describing the inner part of the nucleus and a Gaussian describing the shell
of the nucleus. The advantage of this assumption for the charge distribution
is that its Fourier-transformation can be calculated analytically. Thus, the
form factor used in this work is[5]

|f(q)|2 =

(
3
j1(qR0)

qR0

)2

e−q
2s2 =

(
3

sin(qR0)− qR0 cos(qR0)

q3R3
0

)2

e−q
2s2 , (1.4)

where j1 is the spherical Bessel function of the first kind and order 1, R0 =
1.14A

1
3 fm[4] the effective radius of the target nucleus, and s = 0.9 fm[4] the

skin thickness of the nucleus. With these values for s and R0 the Helm form
factor (1.4) is in agreement with other approaches to the form factor[4]. In
figure 1.2 the Helm form factor is shown for different materials as a function
of the recoil energy.

Taking the Helm form factor into account the function for the cross section
(see equation (1.2)) can only be integrated numerically. However, since low-
energetic neutrinos, e.g. reactor neutrinos (see section 1.2.2) are generating
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Figure 1.2: Helm form factor for different materials. The charge density is assumed
to be the convolution of a step function describing the inner part and a Gaussian
describing the shell of the nucleus.

low transferred momenta, the form factor can be neglected. Hence, for low-
energetic neutrinos the total cross section can be calculated:

σtot
f(q)=1

=
G2
F

4π

[
Z
(
4 sin2 θW − 1

)
+N

]2
E2
ν . (1.5)

Since sin2 θW = 0.23 [6], the total cross section σtot is approximately given
by

σtot ≈
G2
F

4π
N2E2

ν = 4.2 · 10−45N2

(
Eν

1 MeV

)2

cm2. (1.6)

1.2 Count-rate calculation

The CNNS count rate R is given by

R = Nt

∫ ∞
0

dEνΦ (Eν)σtot (Eν) , (1.7)

where Nt is the number of target nuclei, Eν the neutrino energy, Φ (Eν) is
the flux of neutrinos with energy Eν , and σtot (Eν) is the CNNS cross section
for neutrino energy Eν . Using equation (1.5) for σtot (Eν), the count rate is
given by

R = Nt

∫ ∞
0

dEνΦ (Eν)

∫ 2E2
ν

M

0

dErec
dσ(Eν , Erec)

dErec
. (1.8)
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In order to calculate the recoil spectrum the two integrals in (1.8) have to
be swapped. The integration limits have to be changed, too. The lower limit
of the second integration in (1.9) is determined by the minimum neutrino
energy leading to a given recoil energy. The rate R is then determined by:

R = Nt

∫ ∞
0

dErec

∫ ∞
√

ErecM
2

dEνΦ(Eν)
dσ(Eν , Erec)

dErec
. (1.9)

The recoil spectrum dR
dErec

is now given by the integrand of equation (1.9):

dR

dErec
= Nt

∫ ∞
√

ErecM
2

dEνΦ(Eν)
dσ(Eν , Erec)

dErec
. (1.10)

This integral can in general not be solved analytically. Therefore, a numerical
algorithm is used to calculate the recoil spectra for different neutrino sources.
For this work the Romberg integration algorithm (see section 4.3 in [7]) was
used.

The count rate Rth above an energy threshold Eth is given by:

Rth = Nt

∫ ∞
Eth

dErec

∫ ∞
√

ErecM
2

dEνΦ(Eν)
dσ(Eν , Erec)

dErec
. (1.11)

1.2.1 Solar neutrinos

The last missing term in equations (1.10) and (1.11) is the neutrino flux
Φ(Eν). A strong neutrino source is needed for the observation of CNNS
with detector masses of O(kg). The strongest natural neutrino source is
the sun. The integrated solar neutrino flux is ∼ 6.5 · 1010 cm−2s−1 (model
BP04(Garching))[8]. The production mechanisms of the different solar neut-
rinos are listed in table 1.1. The fluxes given in the third column are taken
from [8] (model BP04 (Garching)).

The energy spectra of the different solar neutrinos[9] are shown in figure
1.3. The neutrinos produced in the CNO cycle (13N, 15O, 17F) are represented
by the doted lines. The solid lines depict the neutrinos produced in the
proton-proton chain (pp, pep, hep, 7Be, 8B).

The values for the continuous energy spectra (pp, hep, 8B, 13N, 15O, 17F)
given in [9] were fitted by a polynomial of ninth order:

Φ(Eν) =

{
1
N

∑8
i=0 aiE

i+1
ν for Eν < Eν,max

0 for Eν ≥ Eν,max
(1.12)

N =
8∑
i=0

1

i+ 2
aiE

i+2
ν,max, (1.13)
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Solar neutrinos Production mechanism flux [cm−2s−1]
pp p+ p→ 2H + e+ + νe 5.54 · 1010

pep p+ e− + p→ 2H + νe 1.41 · 108

hep 3He + p→ 4He + e+ + νe 7.88 · 103

7Be 7Be + e− → 7Li + νe 4.84 · 109

8B 8B→ 8Be∗ + e+ + νe 5.74 · 106

13N 13N→ 13C + e+ + νe 5.70 · 108

15O 15O→ 15N + e+ + νe 4.98 · 108

17F 17F→ 17O + e+ + νe 5.87 · 106

Table 1.1: Production mechanisms and fluxes of the different solar neutrinos
(model BP04(Garching))[8]. In the so-called proton-proton chain pp, pep, hep,
7Be and 8B neutrinos are produced. In the CNO-cycle, 13N, 15O and 17F neutri-
nos are generated.

where N is a normalisation constant and Eν,max the maximum neutrino en-
ergy. The values for Eν,max used for the calculation of the recoil spectra are

Solar neutrinos Eν,max [MeV]
pp 0.428
hep 18.79
8B 14.88
13N 1.201
15O 1.733
17F 1.74

Table 1.2: Maximum neutrino energy Eν,max for the continuous solar neutrino
spectra[9].

given in table 1.2. The values for the fit parameters ai are given in table 1.3.
With the energy spectra of equation (1.12), the fluxes given in table 1.1,

and equation (1.10) the recoil spectra for the different solar neutrinos can be
calculated. As an example, figure 1.4 shows the recoil spectra for the different
neutrinos with sapphire (Al2O3) as target material in the left diagram. In the
right diagram the integrated count rate Rth versus recoil-energy threshold for
the different neutrinos is shown.

For an energy threshold of 0.1 keV the total count rate for solar neutrinos
is ∼ 174 per ton-year corresponding to ∼ 0.48 counts per ton-day. Thus, a
ton-scale detector would be needed for the observation of CNNS. For recoil
energies & 0.4 keV the spectrum is dominated by 8B and hep neutrinos, for
lower recoil energies also pep neutrinos and the neutrinos from the CNO-cycle



6 1. Coherent Neutrino Nucleus Scattering (CNNS)

 [keV]
ν

neutrino energy E

3
10 410

5
10

 ]
­1

 k
e

V
­1

 s
­2

) 
[c

m
ν

(E
Φ

n
e

u
tr

in
o

 f
lu

x
 

­310

­210

­110

1

10

210

310

410

510

610

710

810

910

1010

pp Be7

pep

N
13

O
15

F17

B
8

hep

Figure 1.3: Energy spectra of solar neutrinos. The dotted spectra are produced in
the CNO-cycle, the others are produced in the proton-proton chain. The overall
flux of solar neutrinos is ∼ 6.5 · 1010 cm−2s−1 and by far dominated by the low-
energetic pp-neutrinos.

are visible.

Due to the production processes the neutrinos from the CNO-cycle are
strongly coupled to the metallicity of the sun[10, 11]. Currently solar models
with low metallicity and high metallicity are discussed leading to a difference
of 30% to 40% in the CNO flux[10, 11]. Thus, a precise measurement of
the CNO flux could distinguish between solar models with low and high
metallicity.

Unfortunately, the recoil spectra of CNO and pep neutrinos are strongly
overlapping (see figure 1.4). So only the combined flux of pep and CNO neut-
rinos can be measured using sapphire detectors. However, the pep neutrino
flux has a very small uncertainty of ∼ 1% due to constraints by the solar
luminosity[11]. Thus, a combined measurement of CNO and pep neutrinos
could help to distinguish between low and high metallicity.

For the observation of CNO and pep neutrinos very large detector masses
(10 to 100 tons) would be needed. Since it is very difficult to produce detect-
ors with energy thresholds of ∼ 0.1 keV and ton-scale or even higher masses
for precise measurements, the fluxes of solar neutrinos are probably too small
for an observation of CNNS and the measurement of the CNO flux.

It has to be emphasized that solar and also atmospheric neutrinos can be
a dangerous background source for direct dark matter searches[2, 12, 13, 14,
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pp hep 8B
a0 −2.87034 · 10−1 −2.04975 · 10−6 6.01473 · 10−4

a1 1.63559 · 102 4.22577 · 10−3 1.49699 · 10−2

a2 −1.22253 · 103 −4.70817 · 10−4 −2.6481 · 10−3

a3 1.55085 · 104 2.55332 · 10−5 −2.4141 · 10−5

a4 −1.465140 · 105 −2.81714 · 10−6 6.22325 · 10−5

a5 7.843750 · 105 3.06961 · 10−7 −9.84329 · 10−6

a6 −2.35724 · 106 −1.87479 · 10−8 7.51311 · 10−7

a7 3.71082 · 106 6.01396 · 10−10 −2.8606 · 10−8

a8 −2.38308 · 106 −7.88874 · 10−12 4.31573 · 10−10

13N 15O 17F
a0 −2.59522 · 10−2 −1.36811 · 10−2 −6.74473 · 10−2

a1 1.05228 · 101 3.94221 4.63141
a2 −3.2344 · 101 −8.55431 −1.1535 · 101

a3 1.33211 · 102 2.36712 · 101 2.85067 · 101

a4 −4.11848 · 102 −5.00477 · 101 −5.11664 · 101

a5 7.28405 · 102 6.07542 · 101 5.51102 · 101

a6 −7.26105 · 102 −4.15278 · 101 −3.45332 · 101

a7 3.8137 · 102 1.49462 · 101 1.1655 · 101

a8 −8.21149 · 101 −2.20367 −1.63814

Table 1.3: Fit parameters ai used in equation (1.12) for all neutrino species with
continuous energy spectra. The total uncertainty of the energy spectra is ∼ 1 %.

15, 16] (see chapter 8).

1.2.2 Reactor neutrinos

Nuclear power plants are producing very high fluxes of neutrinos. The mean
energy release per fission is ∼ 205.3 MeV[17]. For a thermal power of 2 GW
that leads to ∼ 6.08 · 1019 fissions per second. On average there are 6 anti-
electron neutrinos emitted in subsequent β-decays[17] for each fission. Thus,
a 2 GW reactor produces Nν ≈ 3.65 · 1020 anti-electron neutrinos per second.
These neutrinos are emitted in each direction. The neutrino flux Φ0 at the
distance R of the reactor core is given by

Φ0 =
Nν

4πR2

[
1

cm2s

]
. (1.14)

The neutrino flux at a distance of R = 17 m is ∼ 1.0 · 1013 cm−2s−1.
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Figure 1.4: Left diagram: Recoil spectra of the different solar neutrinos with sap-
phire (Al2O3) as target material.
Right diagram: Integrated count rate Rth above a recoil-energy threshold. For a
threshold of ∼ 0.1 keV in addition to 8B, pep and hep neutrinos also neutrinos
from the CNO-cycle would be visible. A measurement of the flux of CNO neut-
rinos could distinguish between solar models with high metallicity and models
with low metallicity since the flux of CNO neutrinos is highly dependent on the
metallicity[10, 11].

The energy dependence of the neutrino fluxes given in [18]1 was for each
fuel component2 fitted by the following function:

Φi(Eν) =
1

Ni

·
[
A0

(
e
−Eν
a0 − e−

Eν
a1

)
+ A1

(
e
−Eν
a2 − e−

Eν
a0

)]
(1.15)

Ni =
1

a0(A0 − A1)− a1A0 + a2A1

, (1.16)

where Φi(Eν) is the normalized energy spectrum of the fuel component i and
Ni is its normalisation constant. The fit parameters A0, A1 and a0, a1 and
a2 are given in table 1.4. The flux for reactor neutrinos is given by

Φ(Eν) =
Nν

4πR2

∑
fuel components

ni · Φi(Eν). (1.17)

The parameters ni are describing the fuel composition and are thus charac-
teristic for each reactor. For most pressurised water reactors a standard fuel
composition consisting of 62% 235U, 30% 239Pu, and 8% 238U[18] can be used.
Figure 1.5 shows the standard reactor anti-neutrino spectrum for this kind

1The fluxes given in the last column of table 3 in [18] were used.
2Only the most frequent isotopes, i.e., 235U, 238U, and 239Pu are taken into account.
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235U 238U 239 Pu
A0 1.72254 · 100 1.04669 · 101 1.52535 · 100

A1 1.05200 · 101 2.51948 · 101 1.03982 · 101

a0 8.96017 · 102 8.54174 · 102 7.99199 · 102

a1 1.05450 · 103 8.56805 · 102 9.38927 · 102

a2 9.45390 · 102 8.64198 · 102 8.42464 · 102

Table 1.4: Fit parameters A0, A1, a0, a1, a2 used in equation (1.15) for the different
fuels used in this work.

of reactors. It is important to note that in pressurised water reactors one
third of the fuel is exchanged once every year. Thus, the fuel composition
changes only little with time[18].

The recoil-energy spectrum can be calculated according to equation (1.10).
The recoil-energy spectra for different target materials are shown in the left
panel of figure 1.6. For heavy target materials the recoil-energy spectra are
shifted to low recoil energies (Erec ∝ 1

M
). However, the cross section is en-

hanced (σtot ∝ N2, see equation (1.5)) for heavy target materials. Thus,
depending on the energy threshold different target materials are leading to
the best count rate (see figure 1.6, right panel). For energy thresholds above
∼ 400 eV sapphire (Al2O3) provides the highest count rate whereas calcium
tungstate (CaWO4) is the best target material for energy thresholds below
∼ 100 eV. For energy thresholds between 100 eV and 400 eV germanium has
the highest count rate.

Depending on energy threshold and target material the count rate for an
experiment in ∼ 17 m distance to a power reactor is between ∼ 5 (Al2O3,
Eth ∼ 1 keV) and ∼ 120 counts per kg and per day (CaWO4, Eth ∼ 50 eV).
If both neutrino count rate and background rate are known well, deviations
from the expected rates are given by Poisson statistics. Due the large num-
bers both the distribution of the measured events as well as the distribution
of background events can be approximated by normal distributions. If all
measured events were due to background, their number n would be normal-
distributed around the expected number of background events as mean:

pB(n) =
1√

2πB
e

(n−B)2

2B (1.18)

B = RBt0, (1.19)

where B is the number of expected background events for a background rate
RB and an exposure t0. For the observation of CNNS with a confidence
level CL the measured number of events has to be n0 or larger fulfilling the
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Figure 1.5: Standard energy spectrum for anti-neutrinos from pressurised water
reactors. For this reactor type the fuel composition is 62% 235U, 30% 239Pu, and
8% 238U. This fuel composition changes only little with time due to the exchange
of one third of the fuel per year.

requirement:

PB(n0) =

∫ ∞
n0

dn
1√

2πB
e

(n−B)2

2B ≤ (1− CL), (1.20)

where PB(n0) is the probability to observe n0 or more background events, if
all events are due to background.

The measured number of events n is normal-distributed around the sum
of background and neutrino events as mean:

pSB(n) =
1√

2π(B + S)
e

(n−B−S)2
2(B+S) (1.21)

S = RSt0, (1.22)

where S is the expected number of neutrino events for a neutrino count rate
RS and an exposure t0. The probability PSB that the measured number of
events is larger than n0 is then given by

PSB =

∫ ∞
n0

pSB(n)dn. (1.23)

Using equations (1.20) and (1.23) the allowed background rate can be estim-
ated. As an example, in the following the confidence level CL for an observa-
tion of CNNS is assumed to be 99.99 %. Using a sapphire-based detector with
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Figure 1.6: Left : Recoil-energy spectrum of reactor neutrinos for different target
materials. For the calculation of the spectra a distance of ∼ 17 m to a reactor with
a thermal power of ∼ 2 GW was assumed. The recoil-energy spectra for heavy tar-
gets are shifted to small recoil energies. However, the total count rate is increased
(σtot ∝ N2, see equation (1.5)) for heavy target materials.
Right : Count rates Rth above an energy threshold Eth for different target ma-
terials. For energy thresholds . 100 eV calcium tungstate (CaWO4) leads to the
highest count rate whereas sapphire (Al2O3) leads to the highest count rate for
energy thresholds & 400 eV. For thresholds in the region between 100 and 400 eV
germanium is the best target material.
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an energy threshold of ∼ 1.0 keV the neutrino rate is RS = 5.0 kg−1 day−1.
Thus, for an exposure of ∼ 30 kg-days the number of expected neutrino
events S = 150. For a background rate of . 26.1 kg−1 day−1 the n0 obtained
from equation (1.20) is sufficient, so that the probability PSB to measure
enough events to observe CNNS is & 90 %. For an exposure of one kg-year
the background rate RB can even be . 333.6 background events per kg-day.

An energy threshold of ∼ 1 keV is a very conservative approach. It has
been shown that it is possible to reach energy thresholds between ∼ 0.1 keV
and ∼ 0.5 keV with sapphire based cryogenic detectors[19][20]. In chapter 2
a setup for the observation of CNNS using an array of 125 sapphire based
detectors with a mass of ∼ 32 g each and an energy threshold of ∼ 0.5 keV is
described. The target mass of this setup is ∼ 4 kg leading to ∼ 40 neutrino
events per day for the standard reactor3 scenario. The allowed background
rate for this setup and the standard reactor scenario is ∼ 7.8 · 103. With a
good background suppression it would also be possible to observe CNNS at
a larger distance or with a smaller thermal power of the reactor.

Reactor Thermal power Distance RS RB PSB

Standard 2 GW 17 m 11.5 7.8 · 103 90 %
CHOOZ[21] 4.270 GW 40 m 4.5 1.2 · 103 90 %
ISAR-2[21] 3.950 GW 40 m 4.1 1.0 · 103 90 %
FRM II[22] 20 MW 8 m 0.5 1.6 · 101 90 %

Standard 2 GW 17 m 11.5 1.1 · 104 66 %
CHOOZ[21] 4.270 GW 40 m 4.5 1.7 · 103 66 %
ISAR-2[21] 3.950 GW 40 m 4.1 1.5 · 103 66 %
FRM II[22] 20 MW 8 m 0.5 2.3 · 101 66 %

Standard 2 GW 17 m 11.5 1.4 · 104 50 %
CHOOZ[21] 4.270 GW 40 m 4.5 2.1 · 103 50 %
ISAR-2[21] 3.950 GW 40 m 4.1 1.8 · 103 50 %
FRM II[22] 20 MW 8 m 0.5 2.9 · 101 50 %

Table 1.5: An array of 125 sapphire based detectors with an energy threshold of
∼ 0.5 keV and a mass of ∼ 32 g each was assumed for the estimation of the allowed
background rate RB. Both the neutrino rate RS and the background rate RB are
given in [kg−1 day−1]. The allowed background rate RB was estimated for different
probabilities PSB to observe enough events.

In table 1.5 the allowed background rates are listed for different reactor
sites and also for different probabilities PSB to observe enough events.

317 m distance to a 2 GW reactor.
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The two power plants CHOOZ[21] in France and ISAR-2[21] in Germany
have both a thermal power of ∼ 4 GW. At larger distances from the reactor
core both technical and security issues are easier to handle. Furthermore,
the background rate correlated to the reactor is much smaller. Thus, for the
estimation of the allowed background a distance of 40 m was assumed for
both reactors.

Since the FRM II[22] is a research facility the setup of an experiment near
the reactor core is less complicated as for commercial power plants. Another
advantage of the FRM II is the short time between reactor-off periods (∼
60 days)4. So the background rate can be determined more precisely and at
several times in a year. An experiment using the FRM-II would be a good
opportunity to study the background spectrum close to a rector core for a
running reactor and also for reactor-off periods. However, due to the small
neutrino flux the observation of CNNS using the FRM II requires a very good
background suppression by a factor of ∼ 100 (see table 1.5).

It is important to note that if the background rate is not correlated with
the power reactor, i.e. the background rate is similar for a running reactor
as for a not-running reactor, it is possible to determine the background rate
precisely during the reactor-off periods. However, for experimental sites very
close to the reactor core this assumption might not hold. It is still possible
to determine the background rate if the shape of the background spectrum
does not or only slightly change. This can be monitored at energies & 4 keV
where no significant number of neutrino events is expected (only ∼ 1.5 % of
the neutrino events expected for sapphire as target material and an energy
threshold of 0.5 keV have energies above 4 keV).

Thus, the site of the experiment has to be chosen in such a way that
the background rate and the shape of the background spectrum is not or
only slightly correlated with the state of the power reactor. A more detailed
discussion of different background sources and their suppression is given in
chapters 5 and 6.

1.2.3 Stopped pion source

Another promising neutrino source is the pion decay at rest [23, 24]. For
this source an intense proton beam with proton energies between 650 and
1500 MeV [23] is guided to a beam dump. Here, the protons produce pions.
The π+ are stopped to rest before they decay5. The π+ decays into a charged

4The FRM II has only one reactor core. Thus, systematic uncertainties due to the
operation of other cores are vanishing.

5The pi0 are not decaying into neutrinos. The pi− are captured by atoms and interact
with their nuclei without producing neutrinos.
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lepton and its corresponding neutrino. The main decay channel is (see section
10.5 in [3])

π+ → µ+ + νµ (1.24)

µ+ → e+ + ν̄µ + νe. (1.25)

Only a small fraction (∼ 10−4[6]) of the π+ decay directly into positrons and
electron neutrinos. The energy spectra of the three neutrinos produced in
the π+ decay at rest are shown in figure 1.7.
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Figure 1.7: Energy spectra of neutrinos produced in the π+ decay at rest. Only
the neutrinos produced in the main decay channel (1.24) were taken into account
for these spectra and the following calculations. The integrals of all three neutrino
flavors are the same. For νe the flux is reduced for energies near the end point of the
spectrum due to different helicities of the decay products and angular momentum
conservation (see section 10.5 in [3] and footnote 7 for more details).

The π+-decay (π+ → µ+ + νµ) is a two-body decay. Thus, the νµ are
monoenergetic with an energy Eνµ of

Eνµ =
m2
π −m2

µ

2mπ

= 29.89 MeV, (1.26)

where mπ is the π+ rest mass and mµ the µ+ rest mass, respectively. The
subsequent µ+-decay is a three-body decay. So the ν̄µ and the νe have con-
tinuous energy spectra. Due to momentum conservation the end-point energy
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of these spectra is 1
2
(mµ −me) where me is the e+ rest mass6.

The shape Φe(Eν) of the energy spectrum for the νe is - in the standard
model - given by[25]

Φe(Eν) =
m5
µG

2
F

16π3
(F1(y) + ηx0F3(y))

dEν
dy

(1.27)

F1(y) =
(1− x2

0 − y)2y2

1− y
(1.28)

F3(y) =
(1− x2

0 − y)2y2

(1− y)2
(1.29)

y =
2Eν
mµ

, x0 =
me

mµ

, (1.30)

where η = (−7± 13) · 10−3[25, 26]. The flux is suppressed for energies near
the end point of the spectrum due to different helicities of the decay products
and angular momentum conservation[25]7.

Since ν̄µ have the same helicity as e+ the momentum distribution should
be the same for both particles. The shape of the energy spectrum of ν̄µ is
given by the Michel spectrum[27, 28]

Φµ(Eν) =
1

2

[
12x2 − 12x3 + ρ

(
32

3
x3 − 8x2

)]
dEν
dx

(1.31)

x =
Eν

Eν,max
, (1.32)

where ρ = 3
4

in the standard model[25, 28]. In contrast to the νe spectrum
the flux of ν̄µ is highest for energies near the end point.

The left panel of figure 1.8 shows the combined recoil spectra for all
neutrino flavors emitted in the π+ decay. The right panel in figure 1.8 shows
the count rate Rth versus the recoil energy threshold Eth. For the calculation
of the recoil spectra as well as for the normalisation of the energy spectra
shown in figure 1.7 an isotropic neutrino rate of ∼ 4 · 1022 neutrinos per year
and per flavour [23] was assumed. Thus, the neutrino flux for a detector
located at a distance of 2 m to the stopped-pion source (beam dumb) is

6If one neutrino would have more than half of the energy released in the µ+ decay,
(mµ −me) momentum conservation would not be possible due to the too small momenta
of the other neutrino and the positron.

7In the rest frame of the µ+, the angle between the momentum of the νe and the
momenta of the e+ and the ν̄µ has to be 180◦ for an νe energy near the end point. However,
due to different helicities (left-handed νe, right-handed for e+ and ν̄µ) spin conservation
is violated. Thus, the flux of energies near the end point is suppressed (see section 10.5 in
[3] for more details).
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Figure 1.8: Left: Combined recoil energy spectra for all neutrinos from the π+-
decay at rest for different target materials.
Right: Count rates above an energy threshold Eth for different target materials.
Since a stopped pion source can be built in underground laboratories, experiments
for direct dark matter searches could also be used for the observation of CNNS.
The CDMS II experiment[29] (germanium-based low-temperature detectors) could
detect ∼ 2700 CNNS events with an exposure of 194.1 kg-days (see main text). For
the same exposure only 2 background events were observed[29].

∼ 2.5 · 109 cm−2s−1 for each neutrino flavour which is by a factor of ∼ 104

smaller than the flux of reactor neutrinos in the standard scenario (distance
of ∼ 17 m to a reactor with a thermal power of ∼ 2 GW).

However, due to the E2
ν dependence of the cross section (see equation

(1.5)) the larger neutrino energies produced in both the π+ decay and the µ+

decay are leading to comparable count rates for very small energy thresholds.
For high recoil energies the count rates are significantly higher than for re-
actor neutrinos (see section 1.2.2). Thus, even detectors with an energy
threshold of Eth ∼ 10 keV are able to observe CNNS (e.g. for germanium
∼ 14 counts per kg-day are expected for the neutrino flux quoted above).

Since it is also possible to build a stopped-pion source in an underground
facility present experiments for direct dark matter search can be used for
the observation of CNNS. The CDMS (Cryogenic Dark Matter Search)[29]
experiment has an energy threshold of 10 keV and observed 2 background
events in the expected region for dark matter[29]. For an exposure of 194.1 kg-
days[29] ∼ 2700 neutrino events from a stopped pion source as described in
[23] would be expected in the same energy region. Thus, the observation of
CNNS would also be possible, if the neutrino flux would be smaller by a factor
of ∼ 100 due to a weaker neutrino source or a larger distance between the
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source and the detectors. For ∼ 2700 neutrino events and only 2 background
events the investigation of physics beyond the standard model like a magnetic
moment of the neutrino or the search for sterile neutrinos would be possible
(see chapter 7).

1.2.4 Supernova neutrinos

A further interesting neutrino source would be a core-collapse supernova (or
type II supernova) in our galaxy. Such a supernova occurs at the end of the
life of a massive star (mass & 9 solar masses)[30]. About 99 % of the energy
corresponding to ∼ 1053 erg is radiated as neutrinos of all flavours[31, 32].
Furthermore, the neutrinos are emitted promptly after the collapse, while the
photon signal is delayed by several minutes to several hours[33]. The delay
between the neutrino signal and the photon signal depends on the nature
and the envelope of the progenitor star. Thus, a detection of neutrinos
from a core-collapse supernova and the measurement of the delay between
the neutrinos and the photons would lead to a better understanding of the
explosion mechanisms of a core-collapse supernova[31, 32, 33]8.

The energy spectra Φi(Eν) of the neutrinos can be described by a Boltz-
mann distribution[31, 32]:

Φi(Eν) =
1

4πd2

Ni

2T 3
i

E2
νe
−Eν
Ti , (1.33)

where d is the distance to the supernova, Ni is the number of radiated neut-
rinos of flavour i, Ti is the temperature of flavour i and Eν is the neutrino
energy. The values for Ni and Ti are listed in table 1.6 for different neutrino
flavours. The νe have more charged-current interactions than the ν̄e. Thus,
the ν̄e decouple in a denser region from thermal equilibrium than νe. So their
temperature Ti is higher. All other neutrino flavours νx (i.e. νµ, ντ , ν̄µ and
ν̄τ ) have only neutral current interactions with the matter of the collapsing
star. Thus, the temperature of νx is the highest.

Since the released energy is distributed among all 6 neutrino flavors the
neutrino numbers Ni are given by

1

6
· 3 · 1053 erg =

∫ ∞
0

Eν
Ni

2T 3
i

E2
νe
−Eν
Ti dEν (1.34)

⇒ Ni =
3 · 1053Ti

18
. (1.35)

8The delay between the arrival times of neutrinos and photons is also influenced by the
neutrino masses. Thus, limits on the neutrino masses could be obtained by a measurement
of the arrival times.



18 1. Coherent Neutrino Nucleus Scattering (CNNS)

Flavour N i T i

νe 3.0 · 1057 3.5 MeV
ν̄e 2.1 · 1057 5 MeV
νx 5.2 · 1057 8 MeV

Table 1.6: Values for neutrino numbers Ni and their temperatures Ti used in
equation (1.33) for different flavours (νx stands for νµ, ντ , ν̄µ and ν̄τ )[31]. The
temperature is higher for ν̄e than for νe because the νe have more charged-current
interactions with matter than the ν̄e. Thus, the ν̄e decouple in a denser and there-
fore hotter region than the νe[33]. The νx have only neutral-current interactions
and, thus, they have the highest temperature.

The energy spectra of νe, ν̄e and νx are shown in figure 1.9. The different
temperatures Ti of the Boltzmann distributions used for these spectra as
given in table 1.6 are leading to different mean energies for different flavors,
e.g., νe have the smallest temperature and, thus, also the smallest mean
energy. For the calculation of these spectra as well as for the calculation
of the recoil spectra shown in figure 1.10 a distance of 10 kpc was used,
since this is the distance with the highest probability for a core-collapse
supernova[32, 31].

The recoil-energy spectra shown in the left panel of figure 1.10 have a
similar shape. The materials with the highest count rates are xenon and
calcium tungstate.

The expected number of neutrino events shown in the right panel of figure
1.10 is very low (only a few events per ton) compared to reactor neutrinos
(see section 1.2.2) or neutrinos from the π+ decay (see section 1.2.3). How-
ever, the detectors can be mounted in underground laboratories to suppress
background events. So experiments for direct dark matter searches can be
used to detect supernova neutrinos and thus CNNS.

In table 1.7 the expected event numbers for supernova neutrinos are lis-
ted. The target masses of the present experiments CRESST[34], SuperCDMS
(Phase A)[35], and XENON100[36] are too small to observe events from a
core-collapse supernova in our galaxy. The planned next-generation exper-
iments EURECA[37], SuperCDMS(Phase C)[35] and XENON1T[40] have
ton-scale target masses. The EURECA experiment consists of two target
materials CaWO4[38] and Ge[39]. In table 1.7 the event numbers for both
materials are listed separately. For the calculation of the count rates for
the next-generation dark matter searches it was assumed that the energy
thresholds of the current experiments can be achieved also for the much
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Figure 1.9: Energy spectra of supernova neutrinos for a supernova in a distance of
10 kpc and an energy release of ∼ 3·1053 erg[31]. This released energy is distributed
equally among the 6 neutrino flavors. The temperatures Ti of the Boltzmann
distributions are correlated with the number of interactions of a flavor neutrino
with matter. νe decouple in less dense regions than ν̄e and the other flavors νx.
Thus, the νe distribution has a lower temperature and the mean energy is smaller
than for the other flavors.

larger next-generation experiments9.
The expected event numbers (only ∼ 2 for SuperCDMS(Phase C) and

XENON1T) are too small for a study of the explosion mechanism of core-
collapse supernovae. However, due to the small background rate (only a few
events per year) the detection of a few neutrino events within ∼ 10 s would
be a strong evidence for the observation of CNNS, since the cross sections
for other neutrino interactions are much smaller.

9For the energy threshold of the germanium-based detectors for EURECA the threshold
(∼ 20 keV) of the EDELWEISS detectors[39] was used.
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Figure 1.10: Left: Recoil energy spectra of supernova neutrinos for different target
materials used in direct dark matter searches.
Right: Count rates above an energy threshold Eth for different target materials.
For the detection of supernova neutrinos ton-scale target masses are needed. Thus,
next-generation experiments for direct dark matter searches can be used to detect
supernova neutrinos via CNNS. Although the expected event numbers (∼ 2) are
too small for a study of the explosion mechanism of core-collapse supernovae, a
detection of a few neutrino events within ∼ 10 s would be a strong evidence for
CNNS, since the cross sections for other neutrino interactions are much smaller.

Experiment Material Mass Threshold ν events
CRESST[34] CaWO4 10 kg 12 keV 6.5 · 10−3

SuperCDMS (Phase A)[35] Ge 25 kg 10 keV 4.7 · 10−2

XENON100[36] Xe 48 kg 8.4 keV 9.1 · 10−2

EURECA(CaWO4)[37, 38] CaWO4 0.5 ton 12 keV 0.3
EURECA(Ge)[37, 39]9 Ge 0.5 ton 20 keV 0.4
SuperCDMS (Phase C)[35] Ge 1 ton 10 keV 1.9
XENON1T[40] Xe 1 ton 8.4 keV 1.9

Table 1.7: Expected supernova-neutrino events for different experiments for direct
dark matter searches. The target mass of the current experiments is too small
for the detection of supernova neutrinos. The next-generation experiments with
ton-scale target masses could detect a few events from a supernova at a distance
of 10 kpc. Due to the low background rate, this observation would be a strong
hint for CNNS, since the cross sections for other neutrino interactions are much
smaller.



Chapter 2

Low-temperature detectors for
the observation of CNNS

The expected CNNS count rates for different sources and target materials
were calculated in chapter 1. The choice of the target material used for the
observation of CNNS depends also on the type of the detector which is used.

Liquid noble gas detectors[36, 41, 42] use noble gases like argon or xenon
as target material. The advantage of this type of detector is the easy scalab-
ility. Thus, large target masses up to O(tons) can be reached. However, the
energy thresholds O(10 keV) of the current detectors are too high[36, 41, 42]
to observe CNNS.

A further well known type of detectors are semiconductor detectors based
on germanium or silicon[43, 44]. The energy thresholds O(keV) of these
detectors are, however, also too high to observe CNNS.

Low-temperature detectors can be built from a lot of different materials,
e.g. semiconductors[29, 39] like germanium or insulators like calcium tung-
state [38] and sapphire[19, 20]. It has already been shown that the recoil-
energy thresholds of low-temperature detectors can be low enough[19, 20] to
observe CNNS. Thus, for the present work only low-temperature detectors
were taken into account.

The most promising target materials to observe CNNS using low-tempe-
rature detectors are germanium and sapphire (see section 1.2.2). Sapphire
has good phononic properties and it has already been shown that low energy
thresholds O(0.1 keV) are possible with sapphire crystals. Since the phononic
properties of germanium are not as good as the properties of sapphire, it
is very difficult to build germanium-based low-temperature detectors with
energy thresholds of . 0.4 keV. Thus, for the present work only sapphire was
used as target material.

A low-temperature detector consists of a target crystal and a sensitive

21
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thermometer used to read out the temperature rise caused by an energy
deposition in the target crystal. Figure 2.1 shows the setup of the low-

Figure 2.1: Basic setup of low-temperature detectors used for this work. The
Transition Edge Sensor (TES) is used to measure the small temperature rise caused
by an energy deposition inside the target crystal. The TES has a weak thermal
coupling via a thin gold wire to the copper holder which serves as a heat sink.
The target crystal is mounted to the copper holder using small sapphire spheres
to minimize the thermal coupling between target crystal and copper holder.

temperature detector used for this work. The target crystal is mounted
inside a copper holder using sapphire spheres. The sapphire spheres are used
to minimize the thermal coupling between the target crystal and the copper
holder. For this work a Transition Edge Sensor (TES, see section 2.2) was
used to measure the temperature rise. The TES has a weak thermal coupling
to the copper holder via a thin gold wire. Due to its large mass the copper
holder serves as a heat sink for the TES and the target crystal.

2.1 Thermal model for low-temperature de-

tectors

The energy deposited in the target crystal by an incident particle is conver-
ted into high-frequency optical phonons. These optical phonons are decay-
ing into acoustical phonons on a time scale of a few 100 ps[45, 46]. The
energy distribution of these high-frequency acoustical phonons is almost
monoenergetic[45, 46] with a frequency of about half the Debye frequency1.

1For sapphire the Debye frequency is ∼ 21.7 THz[46].
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Due to the high frequencies these acoustical phonons are decaying rap-
idly into phonons with smaller frequencies via anharmonic three-phonon
processes[46]. The decay rate Γ of anharmonic three-phonon processes strong-
ly depends on the phonon frequency ω (Γ ∝ ω5). After ∼ 10 µs the acoustical
phonons with initial frequencies of O(10 THz) have a mean energy corres-
ponding to frequencies of ∼ 600 GHz[45, 46] and they are distributed ho-
mogeneously in the target crystal2. These phonons are called non-thermal
because frequencies of ∼ 600 GHz correspond to a Planck distribution with
a temperature of 10 K[46]. Due to the small decay rate (Γ ∝ ω5) for low
frequencies it takes ∼ 1 ms for the non-thermal phonons to decay to even
smaller frequencies. If the frequency distribution of the phonon population
corresponds to a Planck distribution with a temperature near the operation
temperature of the target crystal (O(10 mK)), the non-thermal phonons are
thermalized and thus called thermal phonons.

The typical collection times of the TES are O(100 µs)[46]. Thus, a frac-
tion ε of the non-thermal phonon population does not thermalize in the
target crystal but in the TES leading to a thermal power input Pe(t) into
the electron system of the TES. The rest of the non-thermal phonons are
thermalizing in the target crystal leading to a power input Pa(t) into the
thermal phonon system of the target crystal.

The power input Pe(t) into the electron system of the TES is given by[45,
46]:

Pe(t) = Θ(t)P0e
− t
τn (2.1)

P0 =
εE0

τn
, (2.2)

where Θ(t) is the Heaviside function3, E0 is the energy deposited in the
target crystal by the incident particle, τn is the thermalization constant for
the non-thermal phonon population and ε is the fraction of non-thermal
phonons thermalizing in the TES. The thermalization constant τn depends
on the size and the material of the TES as well as on the dimensions of the
target crystal.

The power input Pa(t) into the thermal phonon system of the target

2The average sound velocity for sapphire is ∼ 6500 m
s [45, 46]. The dimensions of the

crystal are O(10 mm). So, after several reflections at the crystal surfaces (∼ 6 µs[46, 47])
the phonons are equally distributed in the target crystal.

3Due to the fast decay of high-frequency phonons (∼ 10 µs) compared to the rise time
of the signal (. 1 ms) it was assumed that a homogeneous phonon distribution exists
instantly after the energy deposition. This assumption is expressed by the Heaviside
function Θ(t).
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crystal is given by[45, 46]:

Pa(t) =
1− ε
ε

Pe(t). (2.3)

Heat sink,  Tb

T , C aa

Thermal phonon system of the target crystal

Electron system of the TES

T , Ce e
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Figure 2.2: Thermal model of a low-temperature detector. Tb is the temperature
of the heat sink (copper holder), Ta is the temperature of the thermal phonon
system of the target crystal and Te is the temperature of the electron system of
the TES, Ca and Ce are their respective heat capacities. Gab, Geb, Gep and GK
are the respective thermal couplings (see main text for further details). Pe(t) is
the power input into the electron system of the TES and Pa(t) is the power input
into the phonon system of the target crystal, respectively.

Figure 2.2 shows a thermal model for low-temperature detectors. The
thermal phonon system of the target crystal (temperature Ta, heat capacity
Ca) is coupled to the phonon system of the TES via Kapitza coupling GK [45,
46]. The phonon and the electron systems of the TES (temperature Te, heat
capacity Ce) are coupled via Gep. The electron system of the TES is coupled
to the heat sink (temperature Tb) via Geb, i.e., the gold bond wire shown in
figure 2.1. The thermal phonon system of the target crystal is also directly
coupled to the heat sink via Gab, i.e., the sapphire spheres shown in figure
2.1.

Since the heat capacity of the phonon system of the TES is very small,
an effective coupling Gea between the thermal phonon system of the target



2.1. Thermal model for low-temperature detectors 25

crystal and the electron system of the TES can be introduced[45, 46]:

Gea =

(
1

Gep

+
1

GK

)−1

. (2.4)

The thermal model for low-temperature detectors shown in figure 2.2
can be described by a system of two coupled differential equations for the
temperatures Te and Ta of the electron system of the TES and the thermal
phonon system of the target crystal, respectively[45, 46]:

Ce
dTe(t)

dt
(Te(t)− Ta(t))Gea + (Te(t)− Tb)Geb = Pe(t) (2.5)

Ca
dTa(t)

dt
(Ta(t)− Te(t))Gea + (Ta(t)− Tb)Gab = Pa(t). (2.6)

For the initial conditions Te(t = 0) = Ta(t = 0) = Tb this system can be
solved[45, 46] by:

Te(t) = Tb + ∆Te(t) (2.7)

∆Te(t) = Θ(t)
[
An

(
e−

t
τn − e−

t
τin

)
+ At

(
e
− t
τt − e−

t
τn

)]
, (2.8)

where the intrinsic time constant τin of the TES and the thermal relaxation
time τt of the combined system are given by[46]:

τin =
1

λin
=

2

a+
√
a2 − 4b

(2.9)

τt =
1

λt
=

2

a−
√
a2 − 4b

, (2.10)

with the constants a and b[46]:

a =
Gea +Geb

Ce
+
Gea +Gab

Ca
(2.11)

b =
GeaGeb +GeaGab +GebGab

CeCa
. (2.12)

The non-thermal and thermal amplitudes An and At are given by[46]:

An =
E0

(
λin − Gab

Ca

)
τn(λt − λin)(λin − λn)

(
λt − Gab

Ca

Geb −Gab
Ce
Ca

− ε

Ce

)
(2.13)

At =
E0

(
λt − Gab

Ca

)
τn(λt − λin)(λt − λn)

(
λin − Gab

Ca

Geb −Gab
Ce
Ca

− ε

Ce

)
. (2.14)
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Depending on the ratio between τin and the decay time τn of the non-
thermal component there are two different modes for a low-temperature de-
tector. For a detector where τin � (τn, τt) the intrinsic time constant τin is
the fast rise time of the pulse, τn is the fast decay time of the non-thermal
component and τt is the slow decay time of the thermal component[45]. In
this mode the non-thermal component is proportional to the power input
Pe(t) and the TES works as a bolometer measuring the flux of non-thermal
phonons[45]. Thus, the integral over the pulse is proportional to the depos-
ited energy. Since all time constants τin, τn and τt are independent of the
deposited energy and only the amplitudes An and At are energy dependent,
the height of the pulse is also proportional to the deposited energy.

On the other hand, if τin � τn, the non-thermal amplitude An (see equa-
tion (2.13)) becomes negative and the non-thermal time constant τn is the
rise time of both components of the pulse (see equation (2.8)). Thus, all non-
thermal phonons are collected in the TES before the heat is dissipated to the
heat sink. In this mode the TES behaves like a calorimeter measuring the
integrated power input Pe(t). Thus, the pulse height is proportional to the
deposited energy and independent of the decay times τin and τt. However,
the pulse height strongly depends on the heat capacity of the TES.

For both modes the pulse height is proportional to the deposited energy:

∆Te ∝ E0. (2.15)

The thermal model presented in this section can not directly be compared
with measured pulses because several effects4 on the pulse shape are not
taken into account. However, the pulse shape given by equation (2.8) is still
a good model for most low-temperature detectors. To fit this pulse shape
to a measured standard event5 equation (2.8) has to be expanded by a time
offset t0:

A(t) = Θ(t− t0)
[
An

(
e−

t−t0
τn − e−

t−t0
τin

)
+ At

(
e
− t−t0

τt − e−
t−t0
τn

)]
. (2.16)

Figure 2.3 shows the fit of equation (2.16) to the averaged pulse shape
(see section 4.2) of the low-temperature detector used for the measurements
described in chapter 3. The parameters obtained by this fit are listed in
table 2.1. The non-thermal amplitude An is positive and τin � τn, τt. Thus,
this low-temperature detector behaves like a bolometer measuring the flux
of non-thermal phonons through the TES.

4e.g., electro thermal feedback[48], finite thermal conductance along the TES[45], elec-
tric filters for data acquisition.

5A standard event is the average of several pulses. See chapter 4 for further details.
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Figure 2.3: Fit of equation (2.16) to the pulse shape of the low-temperature de-
tector used for this work (see chapter 3). The non-thermal component of the
detector is smaller than the thermal component leading to a bad sensitivity of the
detector. See main text for further details.

The non-thermal part of the pulse is much smaller than the thermal part.
This indicates a small collection efficiency for non-thermal phonons. If the
non-thermal part of the pulse were larger, the pulse would be faster and also
higher. Thus, to improve the low-temperature detector used for this work
the collection efficiency of non-thermal phonons has to be increased. This
can be achieved by increasing the area covered by the TES.

However, a larger TES has also a larger heat capacity Ce leading to a
smaller ∆Te

6. The use of phonon collectors[49] can be a solution to this
problem. A phonon collector is a structure attached to the TES. The phonon
collector is superconducting at the operation temperature Tb of the TES.
Since superconducting materials have no heat capacity, the heat capacity
Ce of the TES is not increased by a phonon collector. If a phonon reaches
the phonon collector it produces quasi-particles by exciting Cooper-pairs[49].
These quasi-particles are diffusing through the phonon collector and can enter
the TES where they are thermalizing. Thus, phonon collectors are increasing
the effective area covered by the TES without changing its heat capacity.

6In the bolometric mode the heat capacity Ce is not so important for the amplitude
An as in the calorimetric mode. However, a larger Ce also leads to a larger decay time τt
which in turn leads to a smaller pulse height, since the integral of the pulse is proportional
to the deposited energy.
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Parameter value
An 1.4385± 0.0066
At 1.1517± 0.0004

t0 (2.8807± 0.0001) ms
τin (0.2349± 0.0006) ms
τn (0.5742± 0.0063) ms
τt (4.5999± 0.0015) ms

Table 2.1: The parameters obtained by a fit of equation (2.16) to the measured
pulse shape of the low-temperature detector used for this work (see figure 2.3).
Since the non-thermal amplitude An is positive and τin � (τn, τt) this detector
behaves like a bolometer measuring the flux of non-thermal phonons.

In the present thesis, however, phonon collectors were not used.

2.2 Transition Edge Sensor (TES)

A Transition Edge Sensor (TES) is a sensitive thermometer based on the
steep phase transition between normal and superconductivity of a thin metal
film. As an example figure 2.4 shows the phase transition of an iridium-gold
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Figure 2.4: Typical phase transition between normal and superconductivity of an
iridium-gold bilayer with a critical temperature Tc ≈ 32 mK. Due to the steep
transition a small rise ∆Te in temperature leads to a large rise ∆RT in resistance.
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bilayer. The critical temperature7 of this transition is ∼ 32 mK. Due to the
steepness of the transition a small rise ∆Te in temperature leads to a large
rise ∆RT in resistance. For temperatures near the critical temperature the
phase transition is approximately linear. Thus, the resistance change ∆RT

is proportional to ∆Te.
The TES has to be operated at temperatures near the critical temperature

Tc. Due to the temperature dependence of the specific heat of both the target
crystal (∝ T 3) and the TES (∝ T ) the critical temperature should be as
low as possible. Different materials can be used for a TES. The crystalline
α-phase tungsten has a critical temperature of ∼ 15 mK[34]. Depending
on the environmental conditions (e.g. temperature or pressure) during the
fabrication process of the TES the lattice structure can be distorted leading
to critical temperatures between ∼ 10 and ∼ 100 mK[51]. Thus, by tuning
the conditions during the fabrication process the critical temperature of thin
tungsten films can be adjusted.

Another possibility to adjust the critical temperature of thin metal films
is the proximity effect[52, 53]. A bilayer of a superconducting and a normal
conducting metal is produced. The critical temperature Tc of this bilayer
depends on the thickness of both the superconducting and the normal con-
ducting metal. For pure iridium the critical temperature is 112 mK[53]. For
an iridium-gold bilayer the critical temperature can be adjusted between 20
and 100 mK[52, 53] by varying the thickness of both the iridium and the gold
layer.

For the low-temperature detector used in this work (see chapter 3) an
iridium-gold bilayer with a critical temperature Tc . 10 mK was used as
TES.

2.3 Read-out system

The rise ∆RT in resistance is read out with a Superconducting Quantum
Interference Device (SQUID, [54]). The SQUIDs used for this work are based
on the DC-Josephson effect[55, 56] and are able to measure small changes of
a magnetic flux very precisely.

Figure 2.5 shows the electric circuit used for the read out of the resistance
rise of the TES. The resistance RT of the TES is in series to the input coil of
the SQUID system and parallel to a shunt resistance RS (O(10 mΩ)). The
constant bias current IB applied to the circuit is divided according to RT

and RS. A change of the TES resistance RT due to a change of the TES

7The O(mK) temperatures needed for the operation of low-temperature detectors with
TESs were provided by a dilution refrigerator[50].
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Figure 2.5: Electric read-out circuit: The TES resistance RT is in series to the
input coil of the SQUID system and parallel to a shunt resistance RS (O(10 mΩ)).
The constant bias current IB is divided according to RT and RS . If RT changes
due to a change of the temperature of the TES also the current through RT and
thus the magnetic flux generated by the input coil is changed. This change of the
magnetic flux is measured by the SQUID.

temperature leads to a change of the magnetic flux through the input coil.
This flux change is measured by the SQUID.

The magnetic flux B generated by the input coil is proportional to the
current IT [57] through the right path of figure 2.5. The current IT is given
by:

IT =
RS

RT +RS

IB. (2.17)

The current change ∆IT induced by the change ∆RT of the TES resistance
is given by:

∆IT =
∆RT

∆RT (RT +RS) + (RT +RS)2
. (2.18)

For small ∆RT the current change ∆IT is proportional to ∆RT :

∆IT ≈
1

(RT +RS)2
·∆RT . (2.19)

The change ∆B of the magnetic flux is consequently proportional to the
temperature change ∆Te of the TES, if ∆RT is small. For large ∆RT also the
phase transition between normal and superconductivity is no longer linear.

The output voltage ∆USQUID of the SQUID is proportional to the change
of the magnetic flux ∆B. Thus, together with the thermal model described
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in section 2.1 the height of the pulse measured with the SQUID system is
proportional to the deposited energy E0:

∆USQUID ∝ ∆B ∝ ∆IT ∝ ∆RT ∝ ∆Te ∝ E0. (2.20)

2.4 Calibration methods

The calibration with an X-ray source is a well-known method to study the
performance of a single low-temperature detector. For this method the char-
acteristic X-ray radiation of a source is used to calibrate the detector by
determining the pulse heights corresponding to the energy depositions of the
different X-ray lines. A 55Fe source is often used for this method (see chapter
3). 55Fe decays into the ground state of 55Mn via electron capture[58]. The
resulting characteristic X-ray radiation of 55Mn is used to calibrate the de-
tector.

For most (massive) low-temperature detectors only the Kα (∼ 5.90 keV
[58]) and Kβ (∼ 6.49 keV[58]) lines are visible due to the low intensities of
the L lines (see chapter 3). Thus, only the two K lines can be used for an
energy calibration.

A more complicated fluorescence source, where a 55Fe source is used to
generate X-ray fluorescence of materials consisting of lighter atoms with less
electrons like aluminum and titanium[59], can be used to obtain more calib-
ration points at low energies.

However, for an experiment aimed at the observation of CNNS the calib-
ration with X-ray sources has several disadvantages. For a compact detector
array as described in the previous section it is not possible to equip all de-
tectors with an X-ray source. Furthermore, due to the high probability for
the generation of Auger-electrons (∼ 70 %[58]) X-ray sources are producing
background events in the energy region (. 4 keV) used for the observation
of CNNS. Thus, X-ray sources are not suitable to test the stability of the
detectors during the measurements for the observation of CNNS.

However, there are methods without radioactive sources that are appro-
priate for energy calibration as well as for stability tests. Two of these
methods will be described in the following sections, the LED calibration and
the direct TES calibration

2.4.1 LED calibration

The LED calibration is based on the Poisson statistics of the photons emitted
by a pulsed Light Emitting Diode (LED). This calibration method was suc-
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cessfully applied for low-temperature light detectors based on silicon crystals
using a LED with a wavelength of ∼ 430 nm[60].

The photons emitted by the pulsed LED are guided through a fiber optic
to the target crystal of the detector. A large part of these photons is absorbed
in the crystal. The energy E deposited in the target crystal is proportional
to the number of absorbed photons N :

E = E0 ·N, (2.21)

where E0 is the energy of one photon (∼ 2.9 eV for a wavelength of∼ 430 nm).
The number of absorbed photons is Poisson distributed, but due to the large
number (& 10) of photons needed for the calibration the distribution of the
number of absorbed photons can be approximated by a normal distribution
with a width of

√
N .

For the energy calibration the LED is operated with several pulse dura-
tions8 (O(10 ns)). The LED-pulse durations are much shorter than the rise
times of the pulses produced by low-temperature detectors (∼ 1 ms) so that
the energy deposition of the photons can be assumed to be instantaneous.

For each LED intensity about 500 to 2000 pulses are recorded. The
peaks in the resulting pulse-height spectrum are fitted by Gaussians. There
are several independent contributions to the total width σtot of these peaks.
However, it is assumed that only the contribution σph by the photon number
distribution is energy dependent. All other contributions are assumed to be
constant with energy and can be summed up to a width σ0. Thus, the total
width σtot is given by:

σtot =
√
σ2

0 + σ2
ph. (2.22)

Due to Poisson statistics the width σph is proportional to
√
N :

x = a ·N (2.23)

σph = a
√
N, (2.24)

where x is the pulse height in ADC channels and a is a scaling factor. With
equation (2.22) the total width σtot can be written as

σtot =
√
σ2

0 + a2N =
√
σ2

0 + ax. (2.25)

For an energy calibration the scaling factor a has to be determined since
the energy E can be written as

E = E0N =
E0

a
x. (2.26)

8The pulse duration is proportional to the number N of absorbed photons.
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To determine a, equation (2.25) has to be fitted to a set of calibration points
which are given by the positions x and the widths σtot of the peaks in the
pulse-height spectrum.

This method has been proven to work very well for silicon-based low-
temperature light detectors[60]. However, sapphire crystals as used in the
present thesis are transparent for wavelengths & 250 nm[61]. Thus, to use
this calibration method for the observation of CNNS all sapphire detectors
have to be equipped with LEDs and also fiber optic for a wave length of
∼ 250 nm. Up to now, this method was never used for sapphire-based low-
temperature detectors. So, additional tests of this method are needed.

2.4.2 Direct TES calibration

For a direct TES calibration small heat pulses are applied to the TES[62] via
an electrical current through a gold stripe attached to the TES. The resulting
pulse height of the low-temperature detector can be compared to the pulse
heights produced by external and internal radioactive sources leading to an
energy calibration of the heat pulses sent directly into the TES[62]. Small
heat pulses are used for calibration and linearity tests of the detectors while
larger heat pulses are used to stabilize the temperature of the detectors[62].

This method has already been used for the low-temperature detectors in
the experiment Cryogenic Rare Event Search with Superconducting Ther-
mometers (CRESST)[34, 62].

2.5 Setup of a future experiment for the ob-

servation of CNNS

For the first observation of CNNS a target mass of O(kg) is needed (see
section 1.2.2). As was already pointed out in chapter 1 it is very difficult
to produce a low-temperature detector with a recoil-energy threshold of .
0.5 keV and a mass of ∼ 1 kg. Thus, it might be convenient to produce a
larger number of low-temperature detectors with small target masses.

It has been shown that it is possible to produce sapphire-based low-
temperature detectors with a mass of ∼ 32 g and a recoil-energy threshold
. 0.1 keV[19]. For the setup presented in this section, 20x20x20 mm3 sap-
phire crystals with a mass of ∼ 32 g were used. Figure 2.6 shows a possible
setup of 125 sapphire crystals leading to a total target mass of ∼ 4 kg.

Each detector is equipped with a TES which is connected to a SQUID
read out circuit (see figure 2.5) by two superconducting wires. These two
wires are arranged as a shielded twisted pair cable to minimize electronic
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Figure 2.6: One plane of the detector array suggested for the first observation
of CNNS. Every plane consists of 5x5 sapphire-based low-temperature detectors
mounted in a copper lattice. Each detector consists of a 20x20x20 mm3 sapphire
crystal with a mass ∼ 32 g. The complete detector array consists of 5 such planes
leading to a target mass of 125 · 32 g≈ 4 kg.

noise. Thus, 125 twisted pair cables are needed for the SQUID read-out of
the complete detector array.

Since the critical temperatures of all TESs are slightly different the oper-
ation temperatures of all detectors have to be adjusted individually for each
detector. For the detector used for the present work the operation temper-
ature was adjusted by a thermometer and a heater mounted to the copper
holder. However, this is not possible for a detector array because all detectors
are mounted to the same copper structure. To solve this problem all TESs
can be equipped with a gold stripe to heat the TES directly by applying a
small constant current to the gold stripe. By applying additional pulses to
the gold stripe the temperature stability of the TESs can be monitored and
improved[62]. For this heating and temperature stabilization method two ad-
ditional superconducting wires are needed for every TES. Thus, in total the
detector array has to be connected to 500 superconducting wires arranged in
250 shielded twisted pair cables.

In addition to the cables connected directly to the detector array, every
TES has its own SQUID read out circuit with its own bias current. Thus,
125 more shielded twisted pair cables are needed for the bias currents. Fur-
thermore, every detector has to be read out by a SQUID. So 125 SQUIDs are
required to read out all detector channels. Every SQUID requires 3 shielded
twisted pair cables for its operation. Thus, in total there are 500 additional
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shielded twisted pair cables needed to read out all 125 low-temperature de-
tectors, i.e., altogether 750 cables.

It is possible to reduce the number of cables needed for the read-out of
the detectors by using a multiplexed read-out system[63]. With such a mul-
tiplexed system several detectors can be read out by one SQUID and so the
number of cables is reduced drastically. There are two different multiplex-
ing schemes. At time-domain multiplexed systems the detectors are read
out sequentially one detector at a time. Since the revisit rate, i.e., the rate
between two consecutive read-outs of the same detector, is much higher than
the frequencies occurring in the signals produced by low-temperature detect-
ors (O(10 kHz)), the output signals of several detectors can be sampled with
sufficient accuracy[63].

With frequency-domain multiplexed systems every detector is biased by
a unique ∼MHz carrier wave[63] and so every detector has its own region in
frequency space. Thus, all detectors can be read out simultaneously. Since
both electronic and microphonic noise have mainly frequencies . 100 kHz[62,
63] frequency-domain multiplexed systems are also able to reduce the noise
level.

For the detector array shown in figure 2.6, 125 low-temperature detectors
have to be produced. If their TESs are evaporated directly onto the crystal
similar to the detector used for this work (see chapter 3), it would take
about one year to produce all 125 detectors assuming that two detectors
are produced per week and that all produced detectors can be used for the
observation of CNNS. By using the composite detector design[51] it is possible
to reduce this time drastically. For the composite detector design the TES
is not directly evaporated onto the target crystal but onto a small carrier
substrate, e.g. a 10x10 mm2 sapphire substrate for a 6x4 mm2 TES. This
carrier substrate is then glued onto the target crystal. Since the carrier
substrates are much smaller than the target crystals, it is possible to process
several carrier substrates simultaneously. Thus, about four detectors can be
produced per week.

Furthermore, it is also possible to measure the phase transitions of the
TESs before the carrier substrates are glued to the target crystals. The poor
TESs can be rejected before they are glued onto a target crystal. Thus, the
efficiency for producing good detectors is improved.
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Chapter 3

Measurements with a
low-temperature detector

For the measurements presented in this chapter a low-temperature detector
based on a 10x20x40 mm3 sapphire crystal with a mass of ∼ 32 g was pro-
duced. The detector was equipped with an iridium-gold TES (see section 2.2)
which was evaporated directly onto the sapphire crystal. The TES covers an
area of 6x4 mm2 and is made up of a structure of three layers. The first
∼ 5 nm thick iridium layer is used to compensate the different lattice con-
stants of sapphire and iridium. This layer was evaporated at a temperature
of ∼ 300 ◦C to increase the mobility of the iridium atoms so that dislocations
in the iridium lattice can be removed.

The second layer is a gold layer with a thickness of ∼ 80 nm. This gold
layer was evaporated at a temperature of ∼ 150 ◦C to reduce the diffusion of
gold atoms into the iridium layer.

The last layer is ∼ 40 nm thick and consists again of iridium. This iridium
layer was evaporated at a temperature of ∼ 30 ◦C to avoid diffusion of the
gold atoms of the second layer into this iridium layer.

After the evaporation of the three layers the detector was annealed in
vacuum for about two hours at a temperature of ∼ 220 ◦C to reduce the
number of dislocations in the iridium and gold layers.

The full phase transition of this TES could not be measured since its
critical temperature is below the base temperature (∼ 10 mK) of the cryostat
used for the measurements described in this chapter. However, due to the
finite width of the phase transition it was still possible to operate this detector
at a temperature close to the base temperature of the cryostat.

Figure 3.1 shows the setup of the low-temperature detector used for
the measurements presented in this chapter. The left panel shows the top
view the right panel the cross section of the setup. The target crystal, a
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Figure 3.1: The left panel shows the top view and the right panel the cross section
of the setup of the low-temperature detector used for the calibration and the
background measurements. A 40x20x10 mm3 sapphire crystal is mounted inside a
copper holder using sapphire spheres to minimize the thermal coupling between
target crystal and copper holder (see chapter 2). The iridium-gold TES is also
shown. The TES is equipped with a gold stripe which provides a homogeneous
thermal contact between TES and copper holder.

40x20x10 mm3 sapphire crystal, is mounted to a copper holder. Sapphire
spheres are used for contacts to minimize the thermal coupling between the
holder and the target crystal (see chapter 2). With the design of the copper
holder shown in figure 3.1 a large area of the target crystal is not covered
by the holder. Thus, the low-temperature detector can be calibrated with
x-rays, gammas or light from almost any direction.

Figure 3.1 also shows the 6x4 mm2 TES evaporated onto the target crys-
tal. This TES is equipped with a gold stripe for a homogeneous thermal
contact between the TES and the copper holder.

3.1 Calibration measurement

The low-temperature detector was calibrated using a 55Fe source mounted be-
low the detector. Figure 3.2 shows the setup of this calibration measurement.
The 55Fe source is mounted in a copper housing with a small aperture. The
copper housing allows an easy and save handling of the 55Fe source. Further-
more, the housing provides a good thermal contact between the source and
the cryostat. Although the copper housing has a small aperture, the rate of
x-ray photons leaving the housing is too high for a low-temperature detector.
Thus, the rate was reduced by an additional aperture mounted between the
copper housing of the 55Fe source and the low-temperature detector.

55Fe is decaying via electron capture (i.e., the capture of a K-shell elec-
tron) into the ground state of 55Mn[58]. The vacancy in the K-shell is occu-
pied by an electron of an outer shell. Thus, the characteristic x-ray radiation
of 55Mn is produced.

In table 3.1 the energies and intensities of the characteristic x-ray radi-
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Figure 3.2: Setup for a calibration measurement using a 55Fe source. The 55Fe
source is mounted in a copper housing with a small aperture. This housing is
positioned below the target crystal. An additional aperture between the source and
the detector is used to reduce the flux of 55Mn x-rays onto the target crystal, since
low-temperature detectors are too slow to cope with high count rates (& 50 Hz).

Line Energy [keV] Intensity [%]
Kα 5.90 27.6
Kβ 6.49 3.23

Lα 0.64 0.29
Lβ 0.66 0.23
Lγ 0.56 0.06

Table 3.1: Energies and intensities for the characteristic x-ray radiation of
55Mn[58]. The intensities given in the last column are the probabilities that a
specific line is occurring. The probability for the production of x-ray radiation is
∼ 30 % and ∼ 70 % for the production of Auger electrons[58].

ation of 55Mn are listed[58]. The most intense line is the Kα line which is ∼ 9
times more intense than the Kβ line. The intensities of the L lines are much
smaller and thus they are not used for the calibration of the low-temperature
detector developed for this work. In total ∼ 30 % of the K-shell vacancies of
55Mn generate x-ray radiation. The rest of the K-shell vacancies (∼ 70 %)
generate Auger electrons[58].

For the calibration of the low-temperature detector used in this work the
position of the Kα and Kβ lines were used. The left panel of figure 3.3 shows
the pulse-height spectrum of the characteristic x-ray radiation of 55Mn1. The
larger peak corresponds to the Kα line and the smaller one to the Kβ line
of 55Mn. To determine the positions of the two lines the sum f(x) of two
Gaussians (blue line in the left panel of figure 3.3) is fitted to the pulse-height

1The methods used to obtain the spectrum shown in figure 3.3 are described in
chapter 4.
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Figure 3.3: Left panel: Pulse-height spectrum of the K lines of the characteristic
x-ray radiation of 55Mn. The blue line represents a fit of the sum of two Gaussians
to the spectrum (equation (3.1)).
Right panel: The red line represents the energy calibration of the low-temperature
detector which is assumed to be linear for energies . 10 keV. The energy calibration
was obtained by fitting equation (3.2) to the positions (black crosses) of the two
K lines of 55Mn.

spectrum:

f(x) = Aα

(
1

σα
√

2π
e
− (x−µα)2

2σ2α +
p

σβ
√

2π
e
−

(x−µβ)2

2σ2
β

)
, (3.1)

where x is the pulse height in ADC channels, Aα is the number of events in
the Kα peak, µα and µβ are the positions of the Kα and Kβ peak, σα and σβ
their widths, and p is the ratio of the intensities of Kβ and Kα.

In table 3.2 the fitted parameters of equation (3.1) are listed. The value
for p is larger than the expected value of ∼ 0.12. Thus, there are more
Kβ events than expected. This can be explained by a higher absorption
coefficient for the Kα events inside the 55Fe source[59].

The values of µα and µβ are used for the calibration of the low-temperature
detector since their corresponding energies are the energies of the K lines of
55Mn (see table 3.1). It is assumed that the low-temperature detector is lin-
ear2 for energies . 10 keV, i.e., the measured pulse height x of the detector
signal is proportional to the deposited energy E:

E = a · x, (3.2)

2This assumption is always justified for small energy depositions (see chapter 2)
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Parameter Fitted value
Aα (8.159± 0.125) · 103 counts
p 0.161± 0.009

µα 971± 0.47 ADC channels
µβ 1065± 2.00 ADC channels

σα 26.18± 0.39 ADC channels
σβ 28.68± 1.41 ADC channels

Table 3.2: Parameters for the fit of equation (3.1) to the uncalibrated spectrum
(left panel of figure 3.3). The value for p is larger than the expected value of ∼ 0.12
due to the higher absorption of Kα in the 55Fe source[59].

where a is a scaling factor. The right panel of figure 3.3 shows the two
calibration points, i.e., the Kα and the Kβ line, as black crosses. Equation
(3.2) was fitted to these pulse-height positions to obtain a value for the scaling
factor a:

a = (6.080± 0.003) · 10−3 keV

ADC channel
. (3.3)

This value of the scaling factor a was used for the energy calibration of the
low temperature detector built for this work. Figure 3.4 shows the calibrated
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Figure 3.4: Left panel: Calibrated energy spectrum of the 55Mn x-ray radiation.
Equation (3.2) was used for the energy calibration. The energy resolution of the
detector developed for this work is ∼ 0.16 keV for the 5.9 keV Kα line. The res-
olution was determined by fitting equation (3.4) to the spectrum. The resulting
function f(E) as well as the contributions by the two K lines are also shown.
Right panel: Zoom into the K lines of 55Mn.

spectrum of the 55Mn x-ray radiation. To determine the energy resolution of
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the detector the sum f(E) of two Gaussians was fitted to the two peaks in
the spectrum:

f(E) = Aα

(
1

σα
√

2π
e
− (E−µα)2

2σ2α +
p

σβ
√

2π
e
−

(E−µβ)2

2σ2
β

)
, (3.4)

where E is the energy deposited in the target crystal of the detector. All
other parameters of equation (3.4) have the same meaning as the parameters
of equation (3.1).

Parameter Fitted value
Aα (8.159± 0.098) · 104 counts
p 0.161± 0.001

µα 5.9010± 0.0002 keV
µβ 6.4751± 0.0009 keV

σα 0.1592± 0.0002 keV
σβ 0.1744± 0.0007 keV

Table 3.3: Fitted parameters of equation (3.4) of the calibrated 55Mn x-ray spec-
trum. The energy resolution of the used low-temperature detector is ∼ 0.16 keV
for the 5.9 keV Kα line of 55Mn. The values for Aα and p are comparable to those
of the fit for the uncalibrated spectrum (see table 3.2).

In table 3.3 the fitted parameters of equation (3.4) are listed. The values
of Aα and p are comparable to those obtained by the fit of equation (3.1)
to the uncalibrated spectrum (see table 3.2). The energy resolution of the
low-temperature detector used for this work is ∼ 0.16 keV for the 5.9 keV Kα

line of 55Mn.

The resolution of the detector used in this work is much worse than the
resolutions of the detectors described in [19]. Since the target crystal and
the dimensions of the TES are similar, this can only be explained by the
poor properties of the phase transition of the TES of the detector used for
this work (see chapter 2). The critical temperature of this TES is below the
base temperature (∼ 10 mK) of the cryostat. Thus, unfortunately, it was not
possible to operate the detector in the steepest region of the phase transition
of the TES.

Although the low-temperature detector employed for this work has a
worse energy resolution and threshold than those detectors described in [19],
it still can be used to study the low energetic background spectrum (see
section 3.2).
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3.2 Background spectrum for low energies

The 55Fe source used for the energy calibration (see section 3.1) was removed
for the measurement of the background spectrum. If the low-temperature
detector was in the same working point3 for both the calibration and the
background measurement, equation (3.2) can be used to calibrate the back-
ground spectrum. To test if the detector was in the same working point for
both measurements, the pulse shapes obtained by both measurements have
to be compared. Figure 3.5 shows the normalized pulse shapes obtained by
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Figure 3.5: Normalized pulse shapes obtained by the calibration and background
measurement. There is a small deviation between the two pulse shapes. Thus,
equation (3.2) has to be modified for the calibration of the background spectrum.
Since the detector behaves like a bolometer, the integrals of both pulse shapes can
be used for this modification (see main text for further details).

the calibration and the background measurement. A deviation between both
pulse shapes is clearly visible. However, since the deviation is small and the
pulse shapes are comparable, equation (3.2) can be modified for the calib-
ration of the background spectrum: the low-temperature detector used for
the measurements discussed in this chapter behaves like a bolometer (see
chapter 2). Thus, the integral of the pulse is proportional to the deposited
energy. This can be used to modify equation (3.2).

3The working point is determined by the operation temperature of the TES and the
bias current (see chapter 2).
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Figure 3.5 shows normalized pulse shapes. Since the integral Iback of the
pulse shape obtained from the background measurement is smaller than the
integral Ical of the pulse shape obtained by the calibration measurement, the
same pulse height in both measurements corresponds to a slightly smaller
energy deposition in the background measurement compared to the calibra-
tion measurement. Thus, equation (3.2) has to be modified by the ratio of
the integrals of the two pulse shapes:

E =
Ical
Iback

· a · x (3.5)

Ical
Iback

= 0.95589, (3.6)

where a is the scaling factor of equation (3.2) and x is the pulse height in
ADC channels. Since the pulses in figure 3.5 are not recorded completely (for
large times), there is a systematic error of ∼ 2 % on the energy calibration
of the background spectrum.

energy [keV]
0 20 40 60 80 100 120 140 160 180 200

]
­1

 c
o
u
n
ts

 [
k
e
V

0

50

100

150

200

250

300

350

energy [keV]
0 1 2 3 4 5 6 7 8 9 10

]
­1

 c
o
u
n
ts

 [
k
e
V

0

50

100

150

200

250

300

350

Figure 3.6: Left panel: Calibrated background spectrum measured with a sapphire-
based low-temperature detector with a target mass of ∼ 32 g. The background
spectrum is a featureless and exponential spectrum. The total background rate
was ∼ 2.8 Hz. The black line represents the fit of an exponential to the spectrum.
Right panel: Background spectrum for energies below 10 keV. The spectrum is
approximately flat in this energy region. The drop below ∼ 2 keV is due to a
smaller cut efficiency for small pulse heights (see chapter 4). The rate below 4 keV
was ∼ 0.1 Hz. The black line represents the fit of an exponential to the complete
background spectrum displayed in the left panel.
Deviations from the black line in both panels are due to the poor statistics caused
by the short measuring time (∼ 2 h).
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Figure 3.6 shows the calibrated background spectrum. The left panel
displays a featureless and exponential background spectrum for energies up
to ∼ 200 keV. Due to an electronics cut off4 only energies . 200 keV could
be recorded properly. Since the detector was only calibrated with a 55Fe
source, it is not possible to test the linearity of the detector for energies
& 10 keV. The black line represents the fit of an exponential a0e

−E/a1 to the
background spectrum, where E is the deposited energy, a0 = 296.4±1.6 and
a1 = 79.6± 0.5 keV are fit parameters.

The right panel of figure 3.6 shows the background spectrum for energies
below 10 keV. For low energies the background spectrum is approximately
flat. The drop below ∼ 2 keV is due to a smaller cut efficiency for small
pulse heights. The cut efficiency, i.e., the fraction of accepted good events,
has to be taken into account for the determination of the background rate and
for the comparison of the background spectrum with the neutrino spectrum.
The cut efficiency is determined in chapter 4.

Although the cut efficiency still has to be determined, the background
rate can be calculated. Therefore, the live time, i.e., the time where the
detector was actually able to record events, has to be calculated. The real
time, i.e., the time difference of the last and the first recorded event, was
∼ 2.19 h for the background measurement. During this time 76076 events
were recorded5. However, 55706 events had to be rejected due to electronic
noise and pile up6 (see chapter 4 for further details). For each event a time
window of 4096 · 3.125µs = 12.8 ms is recorded. Thus, all time windows of
the rejected events have to be subtracted from the real time to obtain a live
time of ∼ 1.99 h. The detector was blind for ∼ 9.0 % of the time.

With 20380 events in a live time of ∼ 1.99 h the total rate of background
events below ∼ 200 keV is 2.84±0.02 Hz. The background rate in the energy
region below 4 keV used for the observation of CNNS is 0.097± 0.004 Hz.

Assuming that the background rate below 4 keV is constant in time and
the same for all low-temperature detectors used in the detector array de-
scribed in chapter 2, the background rate for an experiment for the observa-
tion of CNNS would be (2.63± 0.10) · 105 background events per kg-day.

The actual background rate can be higher due to the cut efficiency (see
section 4.4) and variations of the background rate, e.g., annual modulation
of the muon flux[64, 65]. This modulation of the muon flux is O(1 %) and

4The SQUID output (see chapter 2) was recorded with a 16-bit ADC with a voltage
range from -10 V to 10 V. Thus, the maximum pulse height is ∼ 33000 ADC channels.

5All event numbers and rates in this section were obtained from integrals of the spec-
trum depicted in figure 3.6. The numbers and rates were not corrected for the cut efficiency
discussed in section 4.4.

6i.e., two or more overlapping pulses
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the rate at energies below 4 keV can be higher by a factor of ∼ 2 due to
the cut efficiency (see section 4.4). Thus, for a conservative estimation, the
background rate can be higher by a factor of ∼ 10 than the measured rate
of (2.63± 0.10) · 105 background events per kg-day.

The allowed background rate for the observation of CNNS using reactor
neutrinos is ∼ 1000 background events per kg-day (see chapter 1). Thus,
the observation of CNNS requires a good background suppression by a factor
of ∼ 104. In chapter 5 a dedicated shielding for background suppression is
described.



Chapter 4

Data analysis: template fit and
applied cuts

The output pulses of low-temperature detectors are relatively slow. The
rise and decay times of the pulses are of O(ms). The pulse height is used
as a measure of the deposited energy (see chapters 2 and 3). Electronic
and microphonic noise is present mainly at low frequencies[62, 66]. Due to
the slow rise and decay times the output pulses are also at low frequencies
(. 20 kHz)[62, 66]. Thus, the determination of the pulse height of the output
signals of low-temperature detectors suffers from electronic and microphonic
noise. However, the shape of the pulses is different from that of electronic
and microphonic noise and can thus be used for noise discrimination and the
determination of the pulse height.

4.1 Determination of pulse parameters

The left panel of figure 4.1 shows a recorded pulse. Since the pulses are
sampled discretely, all pulses are given as a sequence of Nr samples P (i),
where Nr is called the record length. The time base t0, i.e., the time difference
between two consecutive samples, is determined by the read-out electronics.
For the measurements discussed in this chapter and in chapter 3 the time
base was ∼ 3 µs.

If no pulse is present, the output voltage of the SQUID is almost constant.
The small fluctuations around a constant mean value are caused by electronic
and microphonic noise. This region of the recorded time window is called
the base line. For the measurements in the present work the first 20 % of the
time window with a length of ∼ 13 ms were used to fit a straight line to the
base line. Thus, the baseline is characterised by a constant P0 and a slope

47
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Figure 4.1: Left panel: A recorded pulse with all pulse parameters used for the
data analysis described in this chapter.
Right panel: A zoom into the fast rise of the pulse.
The base line is fitted by a straight line (fBL(i) = P0 +mBL · i · t0). The maximum
Pmax (see equation (4.3)) of all samples P (i) of the pulse is a rough estimate of
the pulse height. The peak position imax is the index of the maximum sample, i.e.,
P (imax) = P0 +Pmax. The decay time τdecay and the rise time τrise are associated
with the shape of the pulse. The onset ionset of the pulse is correlated with the
trigger time. See main text for further details.

mBL:
fBL(i) = P0 +mBL · i · t0. (4.1)

The function fBL, especially the slope mBL, can be used to reject pulses with
distorted shapes due to an inclined base line. However, fBL can not be used
to correct those distorted shapes. There are several processes leading to an
inclined base line. In most cases a pulse with an inclined base line is recorded
shortly after an event with a large energy deposition in the detector. For
events with large energy depositions the recorded time window is too short
to contain the complete pulse. So the base line of pulses following shortly
after events with a large energy deposition is inclined due to the decay of
the previous pulse also contained in the recorded time window. Thus, the
base line of such events has to be described by the pulse model given in
equation (2.8) in section 2.1. Also for the other processes like electronic or
microphonic noise the base line can not be described by a linear equation.

Since pulses with inclined base lines can not be described uniformly, they
have to be rejected using a cut on the fitted slope mBL (see section 4.3.2).
For accepted pulses, mBL can be neglected and, thus, only the constant P0

is used to determine the position of the base line.
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The width σBL of the base line is given by

σBL =

√√√√ 1

N

NBL∑
i=1

(P (i)− fBL(i))2, (4.2)

where NBL is the number of samples used for the determination of the base
line, i.e., the first 20 % of the recorded time window.

The most important parameter is the pulse height. A rough estimate1 for
the pulse height is given by Pmax:

Pmax = max(P (i))− P0, (4.3)

where max(P (i)) is the maximum of all Nr recorded samples P (i). Since
Pmax is given by the maximum of all samples, Pmax is in most cases slightly
larger than the actual pulse height.

The peak position imax is the index of the maximum sample, i.e., Pmax =
P (imax)− P0. For large pulse heights the trigger threshold is reached earlier
relative to the peak position than for small pulse heights. Since the time
window recorded for each pulse is relative to the trigger time (i.e. the time
when the sampled value is larger than the trigger threshold), the peak po-
sitions of larger pulses are shifted to larger times. Thus, the peak position
imax can be used to correct this trigger walk.

The decay time τdecay is defined as the time difference between the peak
position imax, and the first sample P (i) where

P (i)− P0 < e−1Pmax with i > imax. (4.4)

The right panel of figure 4.1 shows a zoom into the fast rise of the pulse.
Similar to the decay time τdecay the rise time τrise is given by the time differ-
ence between the peak position imax and the last sample P (i) where

P (i)− P0 < e−1Pmax with i < imax. (4.5)

Both the decay time τdecay and the rise time τrise are associated with the
shape of the recorded pulse. Thus, they can be used for a rough pulse shape
discrimination.

The onset ionset of the pulse is the last sample P (i) where

P (i)− P0 < 5σBL with i < imax. (4.6)

The onset ionset is correlated with the trigger time. Thus, the onset can be
used to reject events where electric or microphonic noise triggered the read
out system.

1This estimate for the pulse height is a rather good approximation for pulses accepted
by the cuts described in section 4.3.
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Figure 4.2: Raw-data spectrum of the estimated pulse height Pmax for the back-
ground measurement. The peaks below ∼ 400 ADC channels are due to electronic
and microphonic noise. Those events have to be rejected in the data analysis de-
scribed in this chapter to generate the background spectrum shown in figure 3.6.

Although Pmax is only a rough estimate for the pulse height, it can still
be used to generate the raw-data spectrum for the background measurement
shown in figure 4.2 (see section 3.2). The peaks below ∼ 400 ADC channels
are due to poor events, i.e., events dominated by electronic and microphonic
disturbances. These poor events have to be rejected to obtain the background
spectrum shown in figure 3.6.

All parameters described in this section can be used for the rejection of
such events. These rejection methods are described in the following sections.
Also the efficiency of these rejection methods is estimated.

4.2 Template fit

A well known method for pulse-shape discrimination and the determination
of the pulse height is the template fit[67]. For this method a template for the
pulse shape is fitted to every recorded pulse to determine the pulse height.
The goodness of this fit can be used for pulse-shape discrimination.
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4.2.1 Generation of a template

The template-fit method is based on a pulse-shape template. This template
is obtained by averaging Nt recorded pulses with a normalized height:

T (i) =
1

Nt

Nt∑
j=1

Pj(i)− P0,j

Pmax,j
, (4.7)

where T (i) is the ith sample of the template, Pj(i) is the ith sample of the
jth pulse, P0,j is the base line of the jth pulse, and Pmax,j is the estimated
pulse height of the jth pulse (see equation (4.3)). The pulse height of the
template is normalized to one. The pulse shapes shown in figure 3.5 (see
section 3.2) are the templates obtained by the calibration and the background
measurements.

Since the template T (i) is correlated with both the base line P0 and the
estimated pulse height Pmax of each pulse, the reliability of determination of
these two pulse parameters is crucial for the quality of the template.

The reliability of the base line determination can be improved by increas-
ing the time window and thus increasing the number of samples containing
only the base line. However, this improvement also leads to an increase of
the recorded amount of data. Furthermore, the probability for pile-up, i.e.,
to have two or more pulses in one time window, is increased. For the meas-
urements presented in chapter 3 a record length of 4096 was used for the
time window of each pulse. The first 20 % of these time windows (corres-
ponding to ∼ 800 samples) were used for the determination of the base line
(see figure 4.1).

The dependence of the template quality on the estimated pulse height
Pmax can be reduced by using pulses with similar pulse heights for the gener-
ation of the template. For the calibration measurement (see section 3.1) the
pulses in the Kα-peak were used for the generation of the template shown in
figure 3.5.

Obviously it is very important that all pulses used for the generation of
the template have the same shape. This can be tested with both the rise
times and the decay times of the pulses.

Furthermore, a time shift of the pulses used for averaging can deteriorate
the quality of the template. This can be avoided by choosing pulses with
similar peak positions imax and onsets ionset.

At last, it is also possible that the base line is not constant but exhibits
a finite slope. Since the pulses generated by high energetic events like direct
muon hits are longer than the recorded time windows, a pulse following
shortly after such a high energetic pulse has a base line with a negative slope
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due to the decreasing flank of the prior pulse. The slope mBL of the straight
line fitted to the base line can be used to reject such events.

4.2.2 Goodness of fit and χ2 Minimization

The template obtained by equation (4.7) has to be fitted to each recorded
pulse to determine its pulse height. To fit the template T (i) to a recorded
pulse P (i) three free parameters are used. The template is scaled with an
amplitude A which is a good estimation of the actual height of the pulse.
The template has an offset B to correct for a poor determination of the base
line of the pulse. And the template is also shifted in time to correct for the
trigger walk. However, for simplification of the following equations this time
shift ts is not considered at first.

The likelihood P (A,B|P ) that a parameter set (A,B) is describing the
recorded pulse P is given by[6]:

P (A,B|P ) =
Nr∏
i=1

p(A,B, T (i)|P (i)), (4.8)

where p(A,B, T (i)|P (i)) is the probability that the template sample T (i)
scaled by the amplitude A and shifted by the offset B is describing the
recorded sample P (i).

For equation (4.8) it was also assumed that all samples P (i) are inde-
pendent of each other. The accuracy of this assumption depends on the
frequency distribution of the electronic and microphonic noise during the
measurement. If this noise has a flat frequency spectrum (white noise) the
samples are independent of each other. However, if for example low frequen-
cies are dominating the frequency spectrum, it is more likely that the value of
a sample P (i) is near the value of its antecessor P (i−1). Thus, the recorded
samples P (i) are not independent of each other and equation (4.8) can not
be used for the calculation of the likelihood P (A,B|P ).

Figure 4.3 shows averaged Amplitude Spectral Densities (ASD) of both
noise and signal. The ASDs were calculated following chapter 13 in [7] and
the appendix of [66]. The ASD of electronic and microphonic noise was
obtained from randomly recorded time windows containing only the flat base
line. The ASD of the signal was obtained from the pulses used for the
generation of the template.

The ASD of the noise is not flat. However, the intensity of lowest fre-
quencies (∼ 0.1 kHz) is only larger by a factor of ∼ 5 than the intensity
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Figure 4.3: Amplitude spectral densities (chapter 13 in [7], appendix of [66]) of
both noise (dotted red line) and signal (solid green line). The frequency spectrum
of electronic and microphonic noise is not flat. However, since the intensity of
the lowest frequencies of ∼ 0.1 kHz is only a factor of ∼ 5 larger than that of the
highest frequencies present in the signal2 (∼ 10 kHz), it can be assumed that all
recorded samples are independent of each other.

of the highest frequencies (∼ 10 kHz) present in the signal2. Thus, the re-
corded samples P (i) can be assumed to be independent of each other and
equation (4.8) can be used to calculate the likelihood P (A,B|P ).

The likelihood P (A,B|P ) has to be maximized to fit the template to a
recorded pulse. For numerical reasons the logarithm of equation (4.8) is used
to maximize the likelihood:

lnP (A,B|P ) =
Nr∑
i=1

ln p(A,B, T (i)|P (i)), (4.9)

If the samples P (i) are normal distributed p(A,B, T (i)|P (i)) is given by:

p(A,B, T (i)|P (i)) =
1√

2πσ2
i

e
− (P (i)−AT (i)−B)2

2σ2
i , (4.10)

2For frequencies above ∼ 10 kHz the ASDs of both noise and signal are the same. Thus,
only frequencies below ∼ 10 kHz are important for the template fit. In this frequency range
the ASD of the noise is almost flat.
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where σi are the uncertainties of the measured samples P (i). This leads to

lnP (A,B|P ) =
Nr∑
i=1

ln
1√

2πσ2
i

−
Nr∑
i=1

(P (i)− AT (i)−B)2

2σ2
i

. (4.11)

In figure 4.4, a histogram of the values of P (100) of all recorded pulses is

P(100) [ADC channels]

­150 ­100 ­50 0 50 100 150

c
o

u
n

ts
 p

e
r 

b
in

0

50

100

150

200

250

300

Figure 4.4: Histogram of the values of P (100) (red line) of all recorded pulses
(after rejection of poor pulses). A Gaussian (black line) is fitted to this histogram.
Since the Gaussian describes the data very well, the recorded samples P (i) can be
assumed to be normal distributed.

displayed. Poor pulses were not taken into account for this histogram. A
Gaussian, represented by the black line, was fitted to the histogram. The
recorded samples P (i) can be assumed to be normal distributed, since the
Gaussian fits the data very well.

The first sum in equation (4.11) is independent of the amplitude A and
the offset B. Thus, to maximize the likelihood P (A,B|P ) the second sum
has to be minimized. To simplify equation (4.11) a new quantity, χ2(A,B),
is introduced3:

χ2(A,B) =
Nr∑
i=1

(P (i)− AT (i)−B)2

σ2
i

. (4.12)

χ2(A,B) has to be minimized to maximize the likelihood P (A,B|P ). Both

derivations ∂χ2(A,B)
∂A

and ∂χ2(A,B)
∂B

are vanishing at the minimum of χ2(A,B).

3The derivation of the fitted values for the amplitude A and the offset B follows sec-
tion 15.2 in [7].
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Thus, the minimum of (Amin, Bmin) of χ2(A,B) is the solution of the following
two coupled equations:

∂χ2(A,B)

∂A
= −2

Nr∑
i=1

T (i)(P (i)− AT (i)−B)

σ2
i

!
= 0 (4.13)

∂χ2(A,B)

∂B
= −2

Nr∑
i=1

P (i)− AT (i)−B
σ2
i

!
= 0. (4.14)

For convenience equations (4.13) and (4.14) can be rewritten as:

SPT − ASTT −BST = 0 (4.15)

SP − AST −BS = 0, (4.16)

where

S =
Nr∑
i=1

1

σ2
i

SP =
Nr∑
i=1

P (i)

σ2
i

ST =
Nr∑
i=1

T (i)

σ2
i

(4.17)

STT =
Nr∑
i=1

T (i)2

σ2
i

SPT =
Nr∑
i=1

P (i)T (i)

σ2
i

.

The solution of the equations (4.15) and (4.16) is given by

Amin =
SSPT − SPST

∆
(4.18)

Bmin =
STTSP − SPSPT

∆
(4.19)

∆ = SSTT − (ST )2. (4.20)

The errors of the amplitude Amin and the offset Bmin are given by:

σ2
A =

S

∆
(4.21)

σ2
B =

SPP
∆

. (4.22)

χ2(A,B) (equation (4.12)) depends on the errors σi of all samples P (i).
It is assumed that those errors σi are the same for all samples. Thus, the
values for the amplitude Amin and the offset Bmin are independent of the
error of all recorded samples, since the uncertainties σi are cancelled out.
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However, the errors σA and σB and also χ2(A,B) depend on the error
of the recorded samples P (i). Since this error is the same for all recorded
samples, the width σBL is used as an estimation for the error of all recorded
samples.

Up to now, the time shift ts due to a trigger walk of the pulse was not
taken into account. Since the pulses as well as the template are given as
discrete samples, the time shift ts is given in units of the time base t0. To
account for the time shift equation (4.12) has to be modified:

χ2(A,B, ts) =

min(Nr,Nr+ts)∑
i=max(1,1+ts)

(P (i)− AT (i+ ts)−B)2

σ2
i

. (4.23)

Equation (4.23) can not be minimized analytically. It is, however, possible to
minimize equation (4.23) for a fixed time shift by expanding the derivation
above.

Since the time shift ts is an integer in the interval [−Nr, Nr], it is possible
to calculate the minimum of χ2(A,B)|ts for each time shift ts with respect
to the amplitude A and the offset B. The minimum of all χ2(A,B)|ts is
obtained for the optimal time shift ts,min.

For a large amount of recorded pulses the calculation of all χ2(A,B)|ts
is very time consuming. Thus, it is convenient to apply a minimization al-
gorithm (e.g., chapter 10 in [7]) to find the optimal time shift ts,min. Such
minimization algorithms are based on the approximation of a function f(ts)
by a parabola near the minimum of the function. Since a parabola is determ-
ined by three points, it is possible to find a good estimate for the minimum
of χ2(A,B, ts) with a few evaluations of χ2(A,B)|ts .

Figure 4.5 shows a template fitted to a recorded pulse. The fitted values
are:

Amin = 3316.59± 1.42 ADC channels (4.24)

Bmin = 4.85± 0.66 ADC channels (4.25)

ts,min = −29 · t0 (4.26)

χ2(Amin, Bmin, ts,min) = 1.236 · 103, (4.27)

where t0 is the time base, i.e., the time difference between two successive
samples P (i) and P (i+ 1). For the measurements described in chapter 3 the
time base t0 was ∼ 3 µs. χ2 is a measure for the goodness of the template
fit. Its expected value is the Number of Degrees of Freedom (NDF)[7]:

NDF = Nr − |ts| − 3, (4.28)
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Figure 4.5: A template (blue dashed line) fitted to a pulse (red). The fitted values
for the amplitude Amin, the offset Bmin, and the time shift ts,min are also given.
The reduced χ2 (see main text) for this fit is ∼ 0.30 indicating that the real errors
of the recorded samples are smaller than σBL.

where Nr − |ts| is the number of samples used for the template fit and 3
is the number of parameters4. Since NDF depends on the time shift ts, the
reduced χ2

red = χ2

NDF
can be used to compare the χ2 of the fits of the template

to different pulses. The expected value for the reduced χ2
red is one.

The reduced χ2
red = 0.304 of the fit shown in figure 4.5 is smaller than one.

This indicates that the real errors of the recorded samples P (i) of this pulse
are smaller than the width σBL of the base line. However, the amplitude
Amin, the offset Bmin and also the time shift ts,min are independent of the
errors of the recorded samples.

4.3 Rejection of poor events

Figure 4.6 shows the energy spectrum of all events recorded in the back-
ground measurement (see section 3.2). The fitted amplitude Amin (see equa-
tion (4.18)) of each pulse was calibrated using equations (3.2), (3.3), and
(3.5). The resulting energy spectrum contains many poor pulses which have
to be rejected to obtain the energy spectrum shown in figure 3.6. This sec-
tion describes the cuts used to reject those poor events. The cuts are based

4Amplitude A, offset B, time shift ts.
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Figure 4.6: Energy spectrum of all events recorded in the background measurement
(see section 3.2). The fitted amplitude Amin of each pulse was calibrated using
equations (3.2), (3.3), and (3.5) to generate this spectrum. A lot of poor events
are contained in this spectrum. These poor events have to be rejected to obtain
the spectrum shown in figure 3.6.

on the pulse parameters described in section 4.1.

4.3.1 Cut on the base-line width σBL

The width σBL of the base line is proportional to the goodness of the fit of a
straight line to the base line. Thus, it can be used to reject events with large
electronic or microphonic disturbances. The left panel of figure 4.7 shows
the spectrum of the base-line width σBL of all events. A large fraction of the
recorded events have a width of∼ 30 ADC channels. Thus, only events with a
base-line width between ∼ 15 and ∼ 45 ACD channels events were accepted,
all other events were rejected. The lower threshold of ∼ 15 ADC channels
is needed to reject events where the read-out electronic was triggered by a
SQUID failure.

The right panel of figure 4.7 depicts the energy spectra of all events before
the cut on the base-line width and of the events accepted after this cut.
If the readout electronics was triggered due to electronic or microphonic
disturbances, the estimated pulse height Pmax is small5. Thus, a large part

5For the present detector the pulse height Pmax is comparable to the pulse height of
events for deposited energies . 10 keV.
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Figure 4.7: Left panel: Spectrum of the base-line width σBL. Only events with a
width σBL between ∼ 15 and ∼ 45 ADC channels were accepted. All other events
were rejected.
Right panel: The energy spectra of the events before and after the cut on the base-
line width σBL. Since electronic and microphonic disturbances lead to events with
a small estimated pulse height Pmax, the cut on the base-line width σBL rejects a
lot of low energetic (. 10 keV) events. The high energetic part (& 10 keV) of the
spectrum is neither shown in this nor in the following figures, since energies above
∼ 10 keV are not important for the observation of CNNS.

of the events with a base-line width & 45 ADC channels was assigned to
small energies and so a large part of the low-energetic (. 10 keV) events is
rejected by the cut on the base-line width σBL.

Only the low-energetic part (. 10 keV) of the spectrum is used for the
observation of CNNS. Thus, in figure 4.7 and all following figures the spectra
are shown for energies . 10 keV.

4.3.2 Cut on the base-line slope mBL

For the generation of the template only pulses with a base-line slope mBL

(see equation (4.1)) near to 0 were used. Thus, the shape of pulses with
a larger slope is distorted with respect to the template. Those pulses have
to be rejected, since their fitted amplitude Amin is not proportional to the
corresponding energy deposition.

The left panel of figure 4.8 depicts the spectrum of the base-line slopes
mBL of all pulses accepted by the cut on the base-line width σBL (see sec-
tion 4.3.1). All events with a slope mBL between ∼ −40 and ∼ 40 ADC channels

ms

are accepted by this fit, while all other events are rejected.
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Figure 4.8: Left panel: Spectrum of the base-line slopes mBL of all events accepted
by the cut on the base-line width. All events with a slope between ∼ −40 and
∼ 40 ADC channels

ms are accepted. All other events are rejected.
Right panel: Energy spectra of the events before and after the cut on the base-
line slope mBL. Since the main part of the rejected events is at high energies
(& 10 keV), the spectra shown here are only slightly affected by this cut.

The energy spectra before and after this cut on the base-line slope are
shown in the right panel of figure 4.8. The main part of the events rejected by
this cut is at high energies (& 10 keV). Thus, the low-energy spectra shown
in figure 4.8 are only slightly affected by this cut.

4.3.3 Cut on the goodness of the template fit

Up to now, only the base line of the recorded pulses was used to reject poor
events. The results of the template fit (section 4.2) can be used for a further
rejection of poor events. The reduced χ2

red is a measure for the goodness of
the template fit.

The left panel of figure 4.9 shows log10(χ2
red) of the template fit versus

energy. The expected value of the reduced χ2
red is one for pulses with the

same shape as the template. Thus, all events with log10(χ2
red) near 0 are

accepted while events with larger reduced χ2
red are rejected.

The right panel of figure 4.9 shows the spectra before and after the cut
on the goodness of the template fit. Most low-energetic events with a dis-
torted pulse shape also have a distorted base line. These events are already
rejected with the cut on the base-line width σBL (section 4.3.1) and slope
mBL (section 4.3.2). Thus, the spectra shown in figure 4.9 are only slightly
affected by this cut on the goodness of the template fit.
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Figure 4.9: Left panel: log10(χ2
red) of the template fit (see section 4.2.2) versus

energy. The expected value for χ2
red is one. Thus, all events with log10(χ2

red) near
0 are accepted, while events with larger χ2

red are rejected.
Right panel: The energy spectra before and after this cut on the goodness of the
template fit. The main part of the rejected events are at high energies (& 10 keV).
Thus, the spectra for energies . 10 keV are only slightly affected by this cut.

4.3.4 Cut on peak position and onset channel

All events accepted by the previous cuts have a flat base line without elec-
tronic or microphonic disturbances. These events have also the same shape
as the template.

However, if the readout electronics is triggered by electronic or micro-
phonic noise, an event is recorded although no energy was deposited in the
detector. Such events are also accepted by the previous cuts, if the amp-
litudes of the disturbances are small enough. The cuts on the base line
width (section 4.3.1) and slope (section 4.3.2) are able to reject events where
the complete recorded time window suffers from electronic and microphonic
disturbances. However, events with one disturbance on a clean base line can
not be rejected by cuts on the base line. Disturbances with small amplitudes
can also be fitted very well with the template (see section 4.2). Thus, the cut
on the goodness of the template fit (see section 4.3.3) is not able to reject
disturbances with small amplitudes.

The peak position imax and the onset ionset of the remaining events can
be used to distinguish between events caused by energy depositions in the
detector and events triggered by electronic or microphonic noise.

Figure 4.10 shows the difference Drise = imax − ionset between the peak
position with index imax and the onset with index ionset for randomly recorded
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Figure 4.10: Left panel: The spectrum of the differenceDrise between peak position
with index imax and onset with index ionset for randomly recorded time windows.
Since these time windows are only containing a flat base line, this spectrum of
Drise = imax − ionset can be used to determine the cut threshold (Drise = 40).
Right panel: The spectrum of Drise for the events remaining after the previous
cuts. The value for the cut threshold was determined by the spectrum of Drise for
a flat base line (left panel).

events (left panel) and for the events remaining after the previous cuts. For
most events caused by an energy deposition the value of Drise is correlated to
the rise time of the pulses. Those events form the peak at Drise ≈ 200 in the
right panel. However, for events caused by a very small energy deposition
(. 1 keV) as well as for randomly recorded events the difference Drise is
small.

To determine the cut threshold for the difference Drise its spectrum for
the randomly recorded events shown in the left panel of figure 4.10 was used.
Thus, all events with a difference Drise below ∼ 40 were rejected by this cut.

For events caused by an energy deposition in the detector the values of
peak position imax and onset ionset are in the same small region due to the
same pulse shape. Thus, a few events accepted by the cut on the difference
Drise have to be rejected due to their improper values for the peak position
and the onset.

The left panel of figure 4.11 shows the imax − ionset plane. The events
with proper values for imax and ionset form a cluster (green dots) at a peak
position of ∼ 1100 and an onset of ∼ 900. The events outside of this cluster
have a different pulse shape than the events inside the cluster (green dots).
Thus, the events outside of the cluster have to be rejected after applying all
cuts. For comparison also the events rejected by the cut on the difference
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Figure 4.11: Left panel: Final cut on peak position imax and onset ionset. Only a
few events (blue open circles), which were accepted by the cut on the difference
Drise, are rejected due to improper values for imax and ionset. For comparison also
the events (red crosses) rejected by the cut on Drise (see figure 4.10) are shown in
this figure.
Right panel: Energy spectra before and after the cut on peak position imax and
onset ionset (final cut). For comparison also the energy spectrum before the cut
on the difference Drise is shown. Both cuts are only rejecting events with small
amplitudes.

Drise (red crosses) are shown. The (blue) open circles denote events which
are accepted by the cut on Drise. The green dots represent the cluster of
events accepted by the final cut on peak position and onset.

The right panel of figure 4.11 exhibits the energy spectra before and after
the final cut on peak position and onset. For comparison also the energy
spectrum before the cut on the difference Drise is shown. Both cuts are
mainly rejecting events with small amplitudes.

The spectrum after the cuts on the difference Drise and on the peak posi-
tion and onset is the final energy spectrum for the background measurement
shown in figure 3.6 (see section 3.2).

4.4 Determination of the cut efficiency

The cuts described in section 4.3 were designed to reject all poor events and
to accept as many good events6 as possible. Thus, the final background
spectrum shown in figure 3.6 contains no poor events which are dominated

6Events caused by an energy deposition in the detector.
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by electronic or microphonic disturbances.
However, especially at low energies a lot of good events were also rejected.

It is crucial to know this fraction of rejected good events to compare the
measured spectrum to the expected neutrino spectra described in chapter 1.

To determine the cut efficiency ηcut, i.e., the fraction of accepted good
events, a data set containing pulses with different heights was generated in
a simulation. The time base t0, the record length Nr, and the length NBL

of the base line were the same as for measured pulses. Each generated pulse
sample G(i) is a random number following the normal distribution pg(G(i)):

pg(G(i)) =
1√

2πσ2
BL

e
− (G(i)−Ag ·Atemp(i·t0))

2

2σ2
BL , (4.29)

where σBL = 30 ADC channels is the mean width of the base line (see sec-
tion 4.3.1 and figure 4.7), Ag is the height of the generated pulse, and

Atemp(i·t0) = Θ(i·t0)
1

A0

[
An

(
e−

i·t0
τn − e−

i·t0
τin

)
+ At

(
e
− i·t0

τt − e−
i·t0
τn

)]
(4.30)

is the pulse model (see equation (2.8) in section 2.1) fitted to the template.
The values used for An, At, τin, τn and τt are listed in table 2.1 (see sec-
tion 2.1). The normalization constant A0 is the maximum of

An

(
e−

i·t0
τn − e−

i·t0
τin

)
+ At

(
e
− i·t0

τt − e−
i·t0
τn

)
,

so that the height of Atemp(i · t0) is normalized to one.
The generated data set contains pulses with different heights between 0

and 1000 ADC channels in steps of 10 ADC channels. For each height 2000
pulses were generated. All cuts described in section 4.3 were applied to the
generated pulses. Figure 4.12 shows the cut efficiency ηcut for all generated
pulse heights. The cut efficiency ηcut is given by the ratio of the number of
accepted events Nacc(Ag) and the number of generated events (2000) for each
pulse height Ag. For the errors of the pulse height the bin width of 10 ADC
channels was used. The errors of the cut efficiency ηcut were assumed to be
0.01. The values for the cut efficiency of the generated pulses were fitted by
the empirical equation:

η(Ag) =

(
1− 1

e
Ag−a0
a1 + 1

)(
1− a2e

−Ag
a3

)
. (4.31)

The first Fermi-distribution like term of equation (4.31) describes the steep
drop of the cut efficiency at a fitted amplitude Amin of ∼ 180 ADC channels.
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Figure 4.12: Cut efficiency ηcut for generated pulses with different heights. For
each pulse height between 0 and 1000 ADC channels 2000 pulses were generated.
The cut efficiency ηcut is the ratio between the number of accepted events Nacc(Ag)
and the number of generated events. The errors for the pulse height are the bin
width (10 ADC channels). The errors for ηcut were assumed to be 0.01.

The second term accounts for the slow rise of the cut efficiency towards higher
amplitudes Amin. The parameter a0 is the position of the steep drop of the
cut efficiency and is used as energy threshold of the detector, a1 is the width
of the steep drop, a2 is the amplitude and a3 the slope of the slow rise of the
cut efficiency at high amplitudes Amin.

The red line in figure 4.12 represents the fit of equation (4.31) to the
values of ηcut for the generated pulses. The fitted values for the parameters

Parameter Parameter
a0 182.2± 5.6 ADC channels
a1 12.58± 2.61 ADC channels
a2 0.286± 0.134
a3 163.9± 35.59 ADC channels

Table 4.1: Results of the fit of equation (4.31) to the values of ηcut for the generated
pulses. The parameter a0 is used as energy threshold of the detector. Equations
(3.2), (3.3) and (3.5) (see chapter 3) were used to convert the fitted value of a0 to
an energy of ∼ 1.06± 0.03 keV.

ai are listed in table 4.1. The energy threshold of the present low-temperature
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detector is given by parameter a0. With equations (3.2), (3.3) and (3.5) of
chapter 3 the energy threshold is found to be 1.06± 0.03 keV.

To compare the cut efficiency ηcut(Ag) with the final background spec-
trum the pulse height Ag and the parameters ai are converted into energy
using again equations (3.2), (3.3) and (3.5). Figure 4.13 shows the final back-
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Figure 4.13: Comparison of the cut efficiency ηcut(E) and the final background
spectrum. For the energy calibration of ηcut(E) equations (3.2), (3.3) and (3.5)
of chapter 3 were used. Furthermore, ηcut(E) was scaled to the integral of the
background spectrum (number of background events below 10 keV). For energies
between 1 and 2 keV more events are rejected than predicted by ηcut(E) (see main
text).

ground spectrum and the calibrated cut efficiency ηcut(E). The cut efficiency
was scaled so that the integrals of both the background spectrum shown in
figure 4.13 and the cut efficiency curve are equal to the number of background
events below 10 keV.

In the energy region between 1 and 2 keV more events (O(10)) are rejected
than predicted by the cut efficiency. This can be explained by the different
noise distributions of the measured and generated data. All samples G(i) of
a generated pulse are independent of each other and the distribution pg(G(i))
(see equation 4.29) is symmetric with respect to the mean values Ag ·Atemp(i ·
t0). If, for example, the value of the sample G(i) is larger than its mean
value, the probability that G(i + 1) is also larger than the mean is equal
to the probability that G(i + 1) is smaller than the mean value. Thus, the
frequencies are equally distributed leading to a flat noise distribution for the
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generated data. However, for the measured data the spectral density for
low frequencies is slightly higher than that for high frequencies (compare
figure 4.3) due to electric and microphonic noise. Thus, especially at low
energies (. 2 keV) the distributions of all pulse parameters used for the cuts
described in section 4.3 are broader than the corresponding distributions of
the generated data. This leads to a larger fraction of rejected events of the
measured spectrum especially at low energies.

Most of the cuts described in section 4.3 are robust against changes of
the thresholds used for this cuts. Only a change of the threshold of the cut
on the difference Drise (see section 4.3.4 and figure 4.10) affects the final
background spectrum shown in figure 4.13. However, the threshold for this
cut is well motivated by randomly recorded time windows depicted in the
left panel of figure 4.10.

The low-temperature detector used for the present work has an energy
threshold of ∼ 1 keV which is too large for the observation of CNNS (see
chapter 1). The energy threshold as well as the energy resolution of this
detector suffers from low-frequency noise as well as a small fraction of non-
thermal phonons contributing to the pulses (see figure 2.3 in section 2.1).
The collection efficiency of non-thermal phonons can be improved by the use
of phonon-collectors (see section 2.1). Since a large part of the low-frequency
noise is due to microphonics, it is possible to reduce the low-frequency noise
by improving the mounting of both the low-temperature detector and the
cryostat used to provide the low temperatures.

A large fraction of events with low energies (. 10 keV) are rejected due
to their base-line width σBL (see section 4.3.1). This can be explained by
a large number of pulses suffering from electronic disturbances. Thus, to
reduce the number of rejected events the electric connections between the
detector and the read-out electronics as well as the electric shielding have to
be improved.

Concerning the simulations, the measured noise distribution (see fig-
ure 4.3) has to be taken into account for the generation of a data set used
for the determination of the cut efficiency. Such a data-set can also be used
to study the distributions of the pulse parameters used by the cuts described
in section 4.3. In this way, the optimal thresholds for these cuts can be de-
termined, so that all poor pulses are rejected and as many good pulses as
possible are accepted.

However, for the generation of such a data set taking into account the
measured noise distribution a large number of recorded time windows con-
taining only the empty base line is needed. Thus, due to the small meas-
urement time (∼ 2 h) for the background spectrum it was not possible to
generate such a data set.
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Chapter 5

Background investigations for a
future CNNS experiment

In chapter 3 the background spectrum measured by a sapphire-based low-
temperature detector is described. To study the origin of this spectrum and
also to study the background suppression of a future experiment for the
observation of CNNS several simulations were performed. These simulations
are based on the Geant4 simulation toolkit[68] and are presented in this
chapter.

5.1 Simulation of the background measure-

ment

In section 3.2 the measurement of the background spectrum using a low-
temperature detector is described. This background spectrum is used as
an estimate for the expected background for the observation of CNNS. As
has been pointed out in section 3.2 this background spectrum has to be
suppressed by a factor of ∼ 104 to observe CNNS during a one-year meas-
urement at a reactor site (see also section 1.2.2). The composition of the
different background sources is crucial to study the suppression of the expec-
ted background.

In the present chapter the origin of the background spectrum shown in
figure 3.6 is studied by the comparison of the measured spectrum to simu-
lated spectra of different possible background sources. These simulations are
based on the simulations performed in [59]. The setup of the cryostat shown
in figure 5.1 was also adopted from [59]. The low-temperature detector used
for the measurement of the background spectrum is operated at mK temper-
atures. These low temperatures are provided by a dilution cryostat. Only

69
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Figure 5.1: Setup of the simulations of the background measurement. To obtain
the low temperatures needed for the operation of the detector used for the meas-
urement of the background spectrum (see chapter 3) a dilution cryostat was used.
The large and heavy parts of this cryostat are implemented in the simulation[59].
The setup of the detector is shown in figure 3.1 in chapter 3.

the large and heavy parts of this cryostat are implemented in the simulation.
The setup of the detector shown in figure 3.1 of chapter 3 has also been
implemented.

5.1.1 Muon background

Muons are produced by cosmic rays interacting with the earth’s atmosphere.
Their energy spectrum follows the energy spectrum of cosmic rays[6]. For
the simulation of the muon background the energy spectrum of cosmic muons
was approximated by:

dNµ

dEµ
∝ E−2.7

µ , (5.1)
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where Nµ is the number of muons and Eµ is the muon energy.
The angular distribution of cosmic muons is approximately proportional

to cos2(θ)[6], where θ is the polar angle of the incoming muon. Furthermore,
a dedicated algorithm to generate random starting points and momenta of
the muons was additionally implemented[59]. Due to this algorithm only
muons which are directed towards the detector are simulated leading to a
further reduction of computation time.

energy [keV]
0 20 40 60 80 100 120 140 160 180 200

]
­1

c
o
u

n
ts

 [
k
e
V

0

0.5

1

1.5

2

2.5

3
10×

energy [keV]
0 1 2 3 4 5 6 7 8 9 10

]
­1

c
o
u

n
ts

 [
k
e
V

0

0.5

1

1.5

2

2.5

3
10×

Figure 5.2: Left panel: Simulated energy spectrum of the muon contribution to the
measured background spectrum (see section 3.2 and figure 3.6). For this energy
spectrum the tracks of 108 muons and their secondary particles were simulated.
The black line in both panels represents the fit of the function a0e

−E/a1 + a2 to
the simulated spectrum. The decay constant a1 = 68.3 ± 0.6 keV is comparable
to the decay constant of the measured spectrum (see section 3.2). However, since
the measured spectrum is only calibrated below ∼ 10 keV, the constant offset a2

can not be compared to the measured spectrum.
Right panel: For low energies (. 10 keV) the shape of the simulated spectrum is
comparable to the measured spectrum (see section 3.2 and figure 3.6).

Figure 5.2 shows the resulting energy spectrum of the simulation of 108

muons and their secondary particles. The left panel shows the simulated
spectrum up to an energy of 200 keV. The black line represents the fit of
the function a0e

−E/a1 + a2 to the simulated spectrum. The decay constant
a1 = 68.3±0.6 keV is comparable to the decay constant of the measured spec-
trum (a1 = 79.6 ± 0.5 keV, see section 3.2 and figure 3.6). The parameters
a0 = 1612± 5 and a2 = 820± 4 depend on the number of simulated muons.
The constant offset a2 describes the difference between the measured and the
simulated spectra for energies & 50 keV. However, since the measured spec-
trum is only calibrated for energies . 10 keV, the energy calibration using
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equations (3.2), (3.3) and (3.5) can not be applied for energies & 10 keV.
Thus, both spectra can only be compared at low energies (. 10 keV). Nev-
ertheless, the shape of a spectrum decaying towards high energies can well
be reproduced by the simulation of cosmic muons.

For a detailed discussion of the spectra for energies & 10 keV one of the
methods described in section 2.4 can be used for an energy calibration for en-
ergies above ∼ 10 keV. However, since the expected recoil energies of reactor
neutrinos are small (. 4 keV), the high-energetic parts of both the simulated
and the measured spectra are not important for a future experiment aimed
at the observation of CNNS.

The right panel of figure 5.2 depicts a zoom into the low-energetic part of
the simulated spectrum. For these low energies (. 10 keV) the spectrum is
almost flat and very similar to the measured spectrum. For the comparison
of the simulated and the measured spectra the simulated spectrum has to be
convoluted with a Gaussian describing the energy resolution of ∼ 2.7 % (see
section 3.1 and table 3.3). The cut efficiency ηcut(E) (see section 4.4 and
equation (4.31)) has also to be taken into account.
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Figure 5.3: Comparison of the energy spectrum obtained by the simulation of
108 muons (solid green line) and the measured background spectrum (dashed red
line). Both spectra are in good agreement above ∼ 2 keV. The discrepancies below
∼ 2 keV are due to the differences between the cut efficiency and the measured
background spectrum (see section 4.4 and figure 4.13).

Figure 5.3 shows both the measured and the simulated spectrum which
are in good agreement above an energy of ∼ 2 keV. Below ∼ 2 keV the sim-
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ulated spectrum follows the steep drop of the cut efficiency (see section 4.4
and figure 4.13). Since the cut efficiency underestimates the number of rejec-
ted events below ∼ 2 keV, the simulated spectrum also exhibits more events
below ∼ 2 keV than the measured spectrum. Nonetheless, cosmogenic muons
are most likely the origin of the measured background spectrum.

5.1.2 Neutron background

Another possible background source are ambient neutrons. These neutrons
are produced by cosmogenic muons in the vicinity of the experiment, e.g.,
in the walls or the ceiling of the laboratory. The energy spectrum of these
ambient neutrons can be approximated by[69]:

dN

dEn
∝ e−7En

En
+B(Eµ)e−2En (5.2)

B(Eµ) = 0.52− 0.58e−0.0099Eµ , (5.3)

where En is the neutron energy and Eµ ≈ 10.3 GeV[69] is the mean energy
for muons in a depth of ∼ 20 m water equivalent.

Since the majority of the ambient neutrons are produced in the walls sur-
rounding the cryostat, the starting points of the 2 · 108 simulated neutrons
were randomly chosen on the 2.7x2.7 m2 plane shown in figure 5.1. All simu-
lated neutrons were directed parallel to the x-axis (see figure 5.1) towards the
inside of the cryostat and the detector. According to these start conditions
a large part of the simulated neutrons are entering the detector only due to
scattering off the materials surrounding the detector (see figure 5.1).

Figure 5.4 depicts the energy spectrum obtained by the simulation of
2 · 108 ambient neutrons and their secondary particles. The left panel exhib-
its the spectrum up to ∼ 200 keV, while the right panel shows a zoom into the
low-energetic part (below ∼ 10 keV) of the simulated energy spectrum. The
spectrum generated by ambient neutrons is, unlike the measured background
spectrum, very steep. The comparison1 of the simulated and the measured
spectra shown in figure 5.5 emphasizes the disagreement between both spec-
tra. Thus, it is unlikely that ambient neutrons produced by cosmogenic
muons are the main contribution to the measured background spectrum.

1For this comparison, the simulated spectrum was convoluted by a Gaussian describing
the energy resolution of ∼ 2.7 % (see section 3.1 and table 3.3). The resulting spectrum
was then multiplied by the cut efficiency η(E) (see section 4.4 and equation 4.31).
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Figure 5.4: Left panel: Simulated energy spectrum obtained by the simulation of
2 · 108 neutrons and their secondary particles.
Right panel: Zoom into the low-energetic part (. 10 keV) of the simulated spec-
trum.

5.1.3 Gamma background

Also gammas produced by natural radioactivity can contribute to the meas-
ured background spectrum. However, since low-energetic gammas are ab-
sorbed or scattered in the material surrounding the detector (see figure 5.1),
a simulation was performed to estimate the probability that a gamma pro-
duced outside of the cryostat deposits energy in the detector. This simulated
probability is depicted in the left panel of figure 5.6 for different incident
gamma energies up to ∼ 2.5 MeV. For each gamma energy 107 gammas and
their secondary particles were simulated. The starting points of the simu-
lated gammas are uniformly distributed over a cylindrical surface outside of
the cryostat. The incident momentum direction was chosen to point to the
detector. For low incident energies (. 0.2 MeV) the gammas are absorbed in
the different walls of the cryostat (see figure 5.1) leading to a small probab-
ility for an energy deposition. Gammas with energies of ∼ 0.5 MeV have the
highest probability to deposit energy in the detector crystal. However, due
to Compton scattering in the different walls of the cryostat this probability
is still . 40 %. For higher gamma energies (& 0.5 MeV) the probability for
an energy deposition is decreasing due to a higher probability for Compton
scattering for such high gamma energies.

The right panel of figure 5.6 exhibits the probability that a gamma de-
posits less than 10 keV in the detector crystal. This probability is highest for
gammas with an incident energy of ∼ 0.2 MeV. Thus, gammas with such en-
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Figure 5.5: Comparison of the simulated energy spectrum obtained by the sim-
ulation of 2 · 108 ambient neutrons and the measured background spectrum (see
section 3.2 and figure 3.6). Due to the steep decay of the simulated spectrum
it is unlikely that the measured background has its origin in ambient neutrons
produced by cosmogenic muons.

ergies could be a background source for the observation of CNNS, although,
due to their small energies, the majority of those gammas is absorbed in the
walls of the cryostat or a dedicated shielding (see section 5.1 and figure 5.8
below).

The left panel of figure 5.7 shows as an example the energy spectrum
obtained by the simulation of gammas with an incident energy of 0.2 MeV.
This simulated spectrum was scaled so that the integrals below 10 keV are
the same for both the simulated and the measured background spectrum (see
section 3.2 and figure 3.6). The shape of the simulated spectrum is dominated
by the Compton effect. The Compton edge of 0.2 MeV gammas is clearly
visible at ∼ 88 keV. Also the photo peak, i.e., deposition of the complete
incident gamma energy, at 200 keV is visible. The structure between 100 and
140 keV is due to multiple Compton scattering.

The right panel of figure 5.7 exhibits a zoom into the energy region be-
low ∼ 10 keV. In this region both the simulated gamma spectrum and the
measured background spectrum (see section 3.2 and figure 3.6) are in good
agreement. The disagreement below ∼ 2 keV is due to the cut efficiency
(see section 4.4). However, for energies above ∼ 10 keV (see left panel of fig-
ure 5.7) both spectra are in strong disagreement. In section 5.1.1 is mentioned
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Figure 5.6: Left panel: Simulated probability for an energy deposition (including
the range from 0 to 10 keV) by gammas produced outside of the cryostat (see
figure 5.1). This probability was simulated for different gamma energies up to
∼ 2.5 MeV. For small energies (. 0.5 MeV) most of the gammas are absorbed in
the different walls of the cryostat. For energies & 0.5 MeV the probability for an
energy deposition is decreasing due to a higher probability for Compton scattering.
Right panel: Simulated probability for an energy deposition below 10 keV in the
detector. Gammas with energies of ∼ 0.2 MeV have the highest probability (∼
3.7 %) to deposit less than ∼ 10 keV in the detector crystal.

that the measured spectrum is not calibrated for energies above ∼ 10 keV.
Thus, small deviations between measured and simulated spectra, e.g., the
additional constant a2 which is needed to describe the simulated muon spec-
trum, can be explained by the non-linearity of the detector and the miss-
ing calibration for energies above ∼ 10 keV. However, while the measured
spectrum follows an exponential decay, the simulated gamma-spectrum is
constant and even rising towards the Compton edge of ∼ 88 keV. This large
disagreement between the measured and the simulated spectrum can not be
explained by non-linearity of the detector or a missing calibration. Thus,
gammas generated by natural radioactivity are a minor contribution to the
measured background spectrum.

In summary, cosmic muons are the main contribution to the measured
background spectrum. Thus, for a future experiment aiming at the obser-
vation of CNNS the suppression of muon-induced events is crucial. Am-
bient neutrons and gammas produced by natural radioactivity are minor
contributions to the background spectrum. However, after the rejection of
muon-induced events neutron and gamma background could become more
important.
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Figure 5.7: Left panel: Energy spectrum obtained by the simulation of gammas
with an incident energy of 0.2 MeV. The simulated spectrum was scaled so that
its integral is the same as the integral of the measured spectrum. The shape
of the simulated spectrum is dominated by the Compton effect. The Compton
edge for 0.2 MeV gammas is at ∼ 88 keV and the photo peak is at 200 keV. The
structure between 100 and 140 keV is due to multiple Compton scattering. For
energies & 10 keV there is a strong disagreement between the simulated and the
measured background spectrum (compare section 3.2 and figure 3.6). See main
text for further details.
Right panel: Zoom into the energy region below 10 keV. In this energy region both
simulated and measured spectra are in good agreement.

5.2 Simulation of a future experiment

For the first observation of CNNS the background rate given in section 3.2
has to be reduced by a factor of ∼ 104 (see also section 1.2.2 and table 1.5).
To achieve this background suppression the detectors have to be surrounded
by shielding of different materials. Figure 5.8 exhibits a setup of an exper-
iment for the observation of CNNS. For this setup 125 sapphire-based low-
temperature detectors are arranged in a 5x5x5 cubic array. The 125 detect-
ors are mounted in a 13x13x13 cm3 cubic detector holder made from copper.
Thus, all detectors have a distance of 0.5 cm to their nearest neighbours.
Since the 125 low-temperature detectors are operated at a temperature of
∼ 10 mK, the detectors have to be thermally shielded against the environ-
ment at room temperature. Thus, the detector array is surrounded by three
concentric cylindrical radiation shields. The outer shield (300 K stainless
steel shield, see figure 5.8) acts also as a vacuum chamber for a thermal insu-
lation of the low-temperature detectors. The vacuum chamber containing the
detector array is surrounded by a shielding composed of 20 cm of polyethyl-
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Figure 5.8: Setup of an experiment for the observation of CNNS. The 125 sapphire-
based low-temperature detectors arranged in a 5x5x5 cubic array are surrounded
by three radiation shields. The outer 300 K stainless steel shield is a vacuum
chamber for thermal insulation of the low-temperature detectors. The vacuum
chamber is surrounded by a shielding composed of 20 cm polyethylene (PE), 10 cm
copper and 10 cm lead. The outer layer consisting of 5 cm plastic scintillator acts
as an active muon veto.

ene (PE), 10 cm of copper and 10 cm of lead. This shielding is surrounded
by an active muon veto system consisting of a 5 cm plastic-scintillator layer.
A muon-veto system as the outermost layer has the advantage of detecting
every muon which hits the other layers of the setup. Thus, depending on
the efficiency of the muon veto a large fraction of muon-induced background
events can be rejected. On the other hand, due to the large surface of an
outer muon-veto system the probability that a neutrino event is rejected by
the muon veto is relatively large. However, for an optimization of the setup of
the shielding and the muon-veto system the fluxes of cosmic muons, gammas
and ambient neutrons at the location of the experiment have to be known
(see also the discussion at the end of this chapter).
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For all following simulations and the resulting conclusions the setup de-
picted in figure 5.8 was used.

5.2.1 The use of coincident events to reject background

Since the probability for a neutrino interaction with one of the 125 detectors
is very small, coincident neutrino interactions in different detectors are al-
most impossible. Thus, coincident events are due to background and can be
rejected. The choice of the coincidence window, i.e., the maximal time differ-
ence between two events which are considered to be coincident, is crucial for
the use of this background-rejection method. Too small a coincidence win-
dow leads to a poor background rejection efficiency while too wide a window
leads to a large fraction of accidentally rejected neutrino events2.

The length of the coincidence window depends on the time resolution σt
of the used detectors. The time difference of the measured and the actual
dates of an event is in good approximation normal distributed with width σt
and mean 0. Thus, the time difference of two coincident background events
is also normal distributed with mean 0 and width

√
2 ·σt[6]. Since ∼ 99.99 %

of the time differences of coincident background events are contained in the
interval [−4

√
2 · σt, 4

√
2 · σt], the conincidence window is set to this interval.

With this rejection method it can happen that also neutrino events are
rejected, if the time difference between the neutrino events and a background
event in one of the other detectors is small enough. The probability for the
rejection of a neutrino event due to coincident background events in other
detectors depends on both the time resolution σt of the low-temperature de-
tectors and the background rate RBG in each detector. In addition, neutrino
events can also be rejected due to pile-up, i.e., a background event in the
same detector is overlapping with the neutrino event. Thus, the probability
pn that a neutrino event is not rejected is given by:

pn = p(|∆t| ≤ 4
√

2 · σt) · pno pile-up, (5.4)

where p(|∆t| ≤ 4
√

2 · σt) is the probability that no background events of the
124 other detectors are in the coincidence window, i.e., the time difference
∆t between the neutrino event and the background event is outside of the
interval [−4

√
2 ·σt, 4

√
2 ·σt]) of the neutrino event. The second term pno pile-up

is the probability that the neutrino event is not rejected due to pile-up.
Since the occurrence of background or neutrino events is Poisson distrib-

uted and the coincidence window has a length of 8
√

2 · σt, the probability

2If a neutrino and a background event are accidentally in the coincident window, the
neutrino event is rejected.
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p(|∆t| ≤ 4
√

2 · σt) is:

p(|∆t| ≤ 4
√

2 · σt) = e−124RBG·8
√

2·σt , (5.5)

assuming that the background rate RBG is the same for all 125 detectors.
The probability pno pile-up that a neutrino event is not rejected due to

pile-up depends - in addition to the background rate RBG - on the length of
the recorded time window t0Nr for each pulse, where t0 is the time base and
Nr is the record length (see section 4.1). Since a background event leading
to pile-up can be before or after the neutrino event, the time window for
pile-up events is assumed to be two times the recorded time window. Thus,
the probability pno pile-up is given by:

pno pile-up = e−RBG·2t0Nr . (5.6)

Combining equations (5.4), (5.5) and (5.6) the probability pn that a neut-
rino event is not rejected can be written as:

pn = e−124RBG·8
√

2·σt−RBG·2t0Nr . (5.7)

For the sapphire-based low-temperature detector used in the present work
with a background rate of∼ 3 Hz (see section 3.2), a time resolution of . 1 ms
and a recorded time window of ∼ 10 ms (see section 4.1) the probability that
a neutrino event is not rejected is:

pn = e−124·3 Hz·8
√

2·1 ms−3 Hz·2·10 ms = 1.4 %. (5.8)

Thus, for the measured background rate of ∼ 3 Hz (see section 3.2) the
present detector is much too slow for the use of the rejection of pile-up and
coincident events.

For the given length of the recorded time window the probability to reject
a neutrino event due to pile up is ∼ 6 % (pno pile-up ≈ 94 %). However,
this probability can be reduced, for instance, by fitting the sum of several
templates to a pulse with pile-up. In [70] a method is described to fit a
template to one of the pulses in a pile-up event. This method could be
expanded to fit each pulse in a pile-up event as long as enough information
of each pulse is contained in the recorded time window. If two pulses in a
pile-up event are too close together, it will not be possible to separate the
pulses. Such events will most likely be treated as a single event. Thus, the
probability to accept a neutrino event is modified to

pmodn = e−125RBG·8
√

2·σt . (5.9)
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For an acceptance of 90 % of the neutrino events the time resolutions σt of
the low-temperature detectors have to be:

σt = − ln(0.9)

125 · 3 Hz · 8
√

2
≈ 25 µs. (5.10)

If the method to use pile-up events described above can not be applied, e.g.,
due to limited calculation time, the time resolution has to be ∼ 10 µs for
an acceptance of 90 % for neutrino events. Since low-temperature detectors
can have time resolutions of ∼ 6 µs[70], an acceptance of & 90 % for neutrino
events can be reached for the use of coincident events to reject background.

5.2.2 Cosmic muon background

To study cosmic muons as a background source ∼ 27 · 106 muons and their
secondary particles have been simulated. The energy and the angular distri-
butions were the same as the distributions used in section 5.1.1 and [59]. The
left panel of figure 5.9 shows the simulated energy spectrum below ∼ 10 keV.
The peak at ∼ 8 keV is due to copper fluorescence in the detector holder.
This copper fluorescence is induced by cosmic muons. The so-called single
hits are events where energy above a threshold of 0.5 keV is deposited in only
one detector. Thus, single hits with an energy deposition below ∼ 4 keV
have the same signature as neutrino events. There are also single hits with
energy depositions above 4 keV. However, it is unlikely that events with en-
ergies above ∼ 4 keV are due to neutrinos, since only ∼ 1 % of all expected
neutrino events are above 4 keV (see section 1.2.2). For the spectrum of all
detectors the sum of the energy depositions above the threshold in all de-
tectors was used. For energies . 10 keV the majority of the events are single
hits. Thus, the efficiency for the rejection of the cosmic muon background
using coincident events is only a few percent for this energy region (see right
panel of figure 5.9).

Since the main part of the measured background spectrum (see section 3.2
and figure 3.6) is due to cosmic muons (see section 5.1.1), the muon back-
ground has to be suppressed by a factor of ∼ 104 for the observation of CNNS
(see section 1.2.2 and table 1.5). An active muon veto based on plastic scin-
tillator is able to detect & 99.99 % of all muons crossing the veto[71]. For
the rejection of background events induced by cosmic muons the events in
the low-temperature detectors have to be in coincidence with an event in the
muon veto system. Due to the large time resolution of a low-temperature
detector (∼ 10 µs) the events in the muon veto system have to be in a coincid-
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Figure 5.9: Left panel: Energy spectrum obtained by the simulation of ∼ 27 · 106

cosmic muons and their secondary particles. For the spectrum of single hits only
events with an energy deposition above a threshold of 0.5 keV in only one detector
were taken into account. For the spectrum of all detectors the sum of the energy
depositions above the threshold in all detectors was used. Small energy depositions
(. 10 keV) are mainly due to single hits. The peak at ∼ 8 keV is due to copper
fluorescence induced by cosmic muons in the detector holder.
Right panel: Simulated rejection efficiency concerning coincident events for depos-
ited energies below ∼ 10 keV. For this energy region only a few percent of the
background events can be rejected. Thus, for the rejection of the cosmic muon
background a good muon veto is needed. For energies & 10 keV (not shown) the
rejection efficiency increases to ∼ 50 % for an energy of ∼ 1 MeV.

ence window3 of ∼ 80 µs to reject ∼ 99.99 % of the muon induced background
events.

The flux of cosmic muons is ∼ 1 cm−2min−1[6] for horizontal detectors at
sea level. Depending on the size of the shielding and the muon veto system
(see figure 5.8) a fraction of the muons crossing the veto system are not
depositing energy in any of the 125 low-temperature detectors. However,
these muons can still cause the rejection of a neutrino event, if both events
happen to be in coincidence. Since also the events in the muon veto system
are Poisson distributed, the probability pµn that a neutrino event is accepted

3The coincidence window is given by the length of the interval [−4σt, 4σt]. The factor√
2 used for the coincidence window in section 5.2.1 is due to the bad time resolutions

of two low-temperature detectors. This factor is not needed for the rejection of muon-
induced background, since the time resolution of a plastic-scintillator based muon-veto is
much better (. 10 ns).
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by the muon veto system is given by:

pµn = e−Aeff ·Φµ·8σt ≈ 90 %, (5.11)

where Aeff is the effective area of the muon veto system, Φµ = 1 cm−2min−1

is the muon flux and σt = 10 µs is the time resolution of the low-temperature
detectors. Since the majority of muons are moving downward (polar angle
θ < 90◦, the bottom part of the muon veto system (see figure 5.8) is only
crossed by muons which also cross either the top part or one of the side parts.
Thus, the effective area Aeff is increased to Aeff = 5 · 1.2x1.2 m2 which is
five times the size of the top part of the muon veto. The polar-angle distri-
bution of cosmic muons is approximately proportional to cos2 θ[6] leading to
a smaller muon flux through the side parts of the muon veto compared to
the top part. Thus, the effective area Aeff is a rather conservative choice.

Depending on the depth and the wall thickness of the site chosen for an
experiment for the observation of CNNS the muon flux Φµ = 1 cm−2min−1

can be smaller by a factor of . 3. So even if a time resolution of ∼ 10 µs
can not be reached, a probability pµn ∼ 90 % for the acceptance of a neutrino
event is possible for a real experiment.

5.2.3 Ambient neutron background

In section 5.1.2 is pointed out that ambient neutrons are marginally contrib-
uting to the measured background spectrum (see section 3.2 and figure 3.6).
However, after the rejection of a large part of the muon-induced background
(see section 5.2.2) ambient neutrons are becoming an important background
source. To study their suppression two simulations were performed.

For the first simulation about 108 neutrons and their secondary particles
were simulated to study suppression of neutrons due to the shielding of the
setup shown in figure 5.8. Therefore, the neutrons were started outside of the
shielding and the number of neutrons crossing the shielding was recorded to
determine the probability pshield that a neutron is stopped by the shielding
to:

pshield = (98.633± 0.002) %. (5.12)

To increase the suppression of ambient neutrons the thickness of the different
layers of the shielding have to be increased. However, that would result in a
larger muon veto leading to a decreased probability pµn that a neutrino event
is accepted by the muon veto system. Thus, the thickness of the shielding
depends on the actual rate of ambient neutrons and cosmic muons at the site
of an experiment for the observation of CNNS.
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To study the rejection efficiency of neutron-induced background events
using coincident events (see section 5.2.1) about 109 ambient neutrons and
their secondary particles were simulated. For this simulation only the in-
ner parts4 of the setup shown in figure 5.8 were taken into account to save
computation time. Small variations of the energy spectrum of ambient neut-
rons are not important for the following statements. The energy spectrum
is changed only slightly due to the shielding. Thus, for this simulation the
same energy spectrum was used as that for the simulation of the suppres-
sion of neutrons due to the shielding and for the simulation of the neutron
background for the measured spectrum (see section 5.1.2). The left panel of
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Figure 5.10: Left panel: Energy spectrum obtained by the simulation of ∼ 109

ambient neutrons and their secondary particles. For this simulation only the inner
parts (i.e., the radiation shields, the cold finger, the detector holder and the 125
detectors) were taken into account. For the spectrum of all detectors the sum of all
energy depositions above a threshold of 0.5 keV in all detectors was used. For the
spectrum of single hits only events with an energy deposition above the threshold
(0.5 keV) in only one detector were taken into account.
Right panel: For the rejection of an event due to coincidences the energy deposition
in at least two detectors has to be above the threshold of 0.5 keV. Thus, the
rejection efficiency below a deposited energy of 1 keV is vanishing. For higher
energies up to ∼ 10 keV the rejection efficiency steeply increases to ∼ 50 %.

figure 5.10 shows the energy spectrum obtained by the simulation of ∼ 109

ambient neutrons and their secondary particles. For the spectrum of single
hits only events with an energy deposition above the threshold of 0.5 keV in
only one detector were used. For the energy spectrum of all detectors the
sum of all energy depositions above the threshold was taken into account.

4i.e., the radiation shields, the cold finger, the detector holder and the 125 detectors.
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Since for the rejection of an event due to coincidences the energy deposition
in at least two detectors has to be above the energy threshold of 0.5 keV,
the rejection of background events is only possible for deposited energies
above 1 keV. Thus, the rejection efficiency (see the right panel of figure 5.10)
vanishes for energies below ∼ 1 keV. The efficiency steeply increases up to
∼ 50 % for energies of . 10 keV. For the energy region . 4 keV used for the
observation of CNNS the rejection efficiency is about 20 to 30 %. Thus, the
suppression of background events induced by ambient neutrons is mainly due
to the shielding surrounding the experiment (see figure 5.8).

5.2.4 External and internal gamma background

External gamma background generated by natural radioactivity is only a
small contribution to the measured background spectrum (see section 5.1.3).
Also for an experiment for the observation of CNNS external gammas are
strongly suppressed (O(105) for 1 MeV gammas) due to the shielding sur-
rounding the detector array (see figure 5.8). However, if the thickness of the
shielding is reduced to increase the acceptance pµn of neutrino events (see sec-
tion 5.2.2), the external gamma background could become more important.

Internal radioactivity, i.e., radioactive decays inside the detector holder
or the sapphire-based detectors, can be a serious background source, since
such events can only be rejected due to coincidences. The majority of the
naturally occurring long-lived radioactive isotopes are decaying into an alpha-
or beta-particle and a daughter nucleus. Since both alphas and betas have a
very short range in copper and sapphire, they deposit their energy in only one
detector. However, since the energy deposited by alphas or betas is in most
cases very large (� 4 keV), neither alphas nor betas are a serious background
source for the observation of CNNS.

Events where a radioactive isotope is decaying directly at the surface of a
detector and only the daughter nucleus deposits energy in the detector are a
background source, since the energy deposited by the daughter nucleus can
be very small. However, the rate for such events is typically much smaller
than the allowed background rate (see section 1.2.2 and table 1.5).

In addition to the decay products (alphas, betas and daughter nuclei)
also gammas are generated, since radioactive isotopes are frequently decaying
into an excited state of the daughter nucleus. This excited state is relaxed by
the emission of one or more gammas with energies up to ∼ 2.6 MeV. These
gammas can be a background source for the observation of CNNS, since they
have long ranges and can also deposit a small amount of energy (. 4 keV)
due to Compton scattering. However, due to their long range a large fraction
of the gammas can be rejected using coincidences.
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To study the influence and the rejection of gamma background generated
by internal radioactivity a simulation was performed. For this simulation
gammas with different energies between 0.1 and 2.5 MeV were simulated.
For each gamma energy, 106 gammas and their secondary particles were
simulated. The starting positions of the gammas were uniformly distributed
in the detector array and the copper holder (see figure 5.8). In addition, the
starting directions were chosen to be isotropic.
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Figure 5.11: Left panel: Probability p(Edep < 4 keV) to generate a neutrino-like
event for different gamma energies. An event is considered to be neutrino-like, if
the deposited energy Edep in one detector is below 4 keV but above the threshold
of 0.5 keV. Events are also considered to be neutrino-like, if energy above the
threshold is deposited in other detectors. The probabilities to generate neutrino-
like events are shown separately for starting points in the copper holder and the
sapphire crystals.
Right panel: Rejection efficiency for neutrino-like events using coincidences. For
small gamma energies (. 0.5 MeV) the rejection efficiency is small, since it is
unlikely that energy above the threshold is deposited in more than one detector.
For gamma energies & 1 MeV the rejection efficiency reaches ∼ 60 %.

The results of this simulation are depicted in figure 5.11. The left panel
shows the probability p(Edep < 4 keV) to generate a neutrino-like event, i.e.,
an event with an energy deposition Edep below 4 keV but above the threshold
of 0.5 keV in at least one detector. Also events with energy depositions above
the threshold in more than one detector are considered to be neutrino-like,
if there is at least one detector with an energy deposition below 4 keV.

Thus, it is also possible to reject a fraction of these neutrino-like events
due to coincidences in different detectors. The right panel of figure 5.11
exhibits the rejection efficiency ηcoincidence for neutrino-like events using co-
incidences. For gamma energies below ∼ 0.5 MeV this rejection efficiency
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is very small due to the small probability that energy is deposited in more
than one detector for such low gamma energies. For gamma energies above
∼ 1 MeV the rejection efficiency is ∼ 60 %.

Using both the probability p(Edep < 4 keV) and the rejection efficiency
ηcoincidence the maximal allowed activities Amax of the detector holder and the
sapphire crystals can be estimated:

Amax =
Rmax
BG

p(Edep < 4 keV)(1− ηcoincidence)
, (5.13)

where Rmax
BG is the maximal allowed rate for the gamma background induced

by internal radioactivity. Figure 5.12 shows the maximal allowed activit-
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Figure 5.12: Allowed gamma activity for the copper holder and the sapphire crys-
tals leading to ∼ 100 accepted background events per day for each gamma energy.
Since the copper holder used for the simulations described in this chapter (see
figure 5.8) has a mass of ∼ 11 kg, its allowed radioactivity is smaller than for the
sapphire crystals. However, for an experiment for the observation of CNNS the de-
tector holder has to provide space for the electric contacts of the detectors leading
to a smaller mass and also to a larger allowed activity.

ies Aeff per mass for different gamma energies. For each gamma energy a
maximal background rate of Rmax

BG = 100 events per day with an energy de-
position below 4 keV and accepted by a cut on coincident events in different
detectors was chosen.

Since both the probability p(Edep < 4 keV) and the rejection efficiency
ηcoincidence are given separately for gammas with starting points in the cop-
per holder and the sapphire crystals, also the allowed activities are given
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separately. The allowed activity per mass of the copper holder is smaller
than for the sapphire crystals (∼ 4 kg) due to the large mass of the copper
holder (∼ 11 kg). However, for an experiment for the observation of CNNS
the copper holder has to provide space for the wires used for the electric
contacts of the low-temperature detectors leading to a smaller mass and thus
to a higher allowed activity.

For the majority of the different materials listed in [72] the activities of
the gamma rays generated by natural radioactivity are of O(1 mBq kg−1)
which is well below the allowed activities for the copper holder as well as
the sapphire crystals shown in figure 5.12. Although neither the activity of
copper nor sapphire were measured in [72], it can be assumed that copper
and sapphire can be produced with the same radiopurity as ordinary steel
which was measured in [72].

In summary, it has to be pointed out that neither ambient neutrons nor
gammas generated by internal radioactivity are serious background sources
for the observation of CNNS. The suppression of cosmic muons as the main
background is crucial for the observation of CNNS and strongly depends on
the time resolution of the low-temperature detectors (see section 5.2.2) used
in a CNNS experiment.

The site chosen for a future experiment aimed at the observation of CNNS
has a big influence on the both background composition and rate. For the
use of reactor neutrinos sites with different distances to the core have been
studied (see section 1.2.2 and table 1.5). For technical, safety and security
reasons the most favorable site would be in∼ 40 m distance to a power reactor
with a thermal power of ∼ 4 GW. In that distance the natural background
(cosmic muons, ambient neutrons, natural radioactivity) is dominating. De-
pending on the wall thickness and the overburden of a laboratory the muon
flux can be smaller by a factor of . 3 than at the surface. The flux of ambi-
ent neutrons depends on the muon flux and also on the wall thickness, since
ambient neutrons are produced by cosmic muons in the walls surrounding
the experiment. The external gamma background, however, depends only on
the activity of the materials surrounding the experiment, e.g., the walls of
the laboratory.

For the investigation of physics beyond the standard model (see chapter
7) a site with a smaller distance to the reactor core of . 15 m could be more
suitable due to the much higher flux of neutrinos. For a site that close to the
reactor core additional background sources like thermal neutrons and high-
energetic gamma rays (Eγ & 3 MeV) from the reactor core could appear. To
handle this additional background it might be necessary to modify the setup
shown in figure 5.8. For both thermal neutrons and high-energetic gamma
rays the thickness of the shielding has to be increased. That would, however,



5.2. Simulation of a future experiment 89

also increase the size of the muon veto leading to larger fraction of neutrino
events rejected by the muon veto (see section 5.2.2). Thus, to have both an
efficient shielding against thermal neutrons and high-energetic gamma rays
and also a small muon veto rejecting only a small fraction of neutrino events,
it could be necessary to build a muon veto surrounding only the detector
array and its thermal shielding and a thick shielding surrounding this muon
veto. With such a setup it can happen that a muon is producing a neutron in
the shielding without crossing the muon veto. Thus, events generated by such
neutrons can not be rejected as muon-induced events. However, depending
on the muon flux the rate of such events can be small enough to allow the
observation of CNNS and also physics beyond the standard model.

Thus, before the final setup of the experiment (e.g., design of the detector
holder, thickness of the shielding, size of the muon veto system) is configured,
the fluxes and energy spectra of cosmic muons, neutrons and gammas have
to be measured in the laboratory used for the experiment. With these meas-
ured fluxes and energy spectra additional simulations can be performed to
optimize the setup of the experiment for the chosen laboratory.
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Chapter 6

Observation potential for a
future CNNS experiment

In section 1.2.2 the allowed background rate for the observation of CNNS
using reactor neutrinos was calculated. For this calculation, however, it was
assumed that the uncertainty of the number of background events is only due
to Poisson statistics. Also the spectral shapes neither of the neutrino signal
nor of the background events were taken into account. In the present chapter
the potential for the observation of CNNS is estimated using a Bayesian
approach1.

6.1 Hypothesis testing and Bayes’ theorem

One way to claim an observation of CNNS is to reject the Hypothesis H:
“All events are due to background.” on a certain confidence level. For that
purpose the conditional probability p(H|Spectrum) - that the hypothesis H is
true given the measured Spectrum - has to be calculated. This can be done
using Bayes’ theorem[73]:

p(H|Spectrum) =
p(Spectrum|H)p0(H)

p(Spectrum)
, (6.1)

where p(Spectrum|H) is the conditional probability that the measured spec-
trum occurs given that hypothesis H is true, p0(H) is the prior probability2

1The calculations and fits in this chapter follow the Bayesian analysis described in [73].
The calculations and fits were performed using the Bayesian Analysis Toolkit (BAT)[74].

2Prior probabilities are used to model the prior belief in a parameter or a hypothesis
before an experiment is performed.

91
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for hypothesis H, and p(Spectrum) is the normalization and can be rewritten
as:

p(Spectrum) = p(Spectrum|H)p0(H) + p(Spectrum|H̄)p0(H̄), (6.2)

where H̄ is the negation of hypothesis H and p0(H̄) its prior probability.
The prior probabilities p0(H) and p0(H̄), respectively, depend on the prior

knowledge and all additional information available for the experiment. How-
ever, since no experiment was able to observe CNNS up to now, their is no
reason to favor or disfavor the background-only hypothesis H. Thus, the prior
probabilities for both H and H̄ are chosen to be equal:

p0(H) = p0(H̄) = 0.5. (6.3)

The probabilities p(Spectrum|H) and p(Spectrum|H̄) are correlated with
the expected numbers of background events B and signal events S:

p(Spectrum|H) =

∫
p(Spectrum|B)p0(B)dB (6.4)

p(Spectrum|H̄) =

∫
p(Spectrum|B, S)p0(B)p0(S)dBdS, (6.5)

where p0(B) and p0(S) are the prior probabilities for the expected num-
ber of background and signal events, respectively. Since the bin-entries
ni are Poisson distributed, the conditional probabilities p(Spectrum|B) and
p(Spectrum|B, S) are given by:

p(Spectrum|B) =

Nb∏
i=1

λi(B, 0)ni

ni!
e−λi(B,0) (6.6)

p(Spectrum|B, S) =

Nb∏
i=1

λi(B, S)ni

ni!
e−λi(B,S), (6.7)

where Nb is the number of bins in the measured spectrum and λi(B, S) is
the expected value for each bin i and is given by:

λi(B, S) = B ·
∫

∆Ei

dEfB(E) + S ·
∫

∆Ei

dEfS(E), (6.8)

where fB(E) and fS(E) are the normalized shapes3 of the known background
and signal spectra.

3
∫∞
0
dEfB(E) =

∫∞
0
dEfS(E) = 1
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With the known normalized functions fB(E) and fS(E) and all prior prob-
abilities p0 described in this section the conditional probability p(H|Spectrum)
that the background-only hypothesis H is true given a measured spectrum
can be calculated. If the probability p(H|Spectrum) is below a predefined
value, e.g. 10−4, the background-only hypothesis is wrong, i.e., an obser-
vation of CNNS can be claimed (in this example on a confidence level of
> 3σ).

It has to be mentioned that the probability p(H|Spectrum) - and hence
also the claim of an observation of CNNS - strongly depends on the prior
probabilities p0(B) and p0(S) for the number of background and signal events.
Thus, the measurement of the background spectrum in reactor-off periods
and also systematic errors on the background rate due to seasonal variations
of the muon flux are crucial for the observation of CNNS.

6.2 Parameter estimation and observation po-

tential

To study the observation potential of a future CNNS experiment four en-
sembles of energy spectra have been simulated. Different background rates
RB and neutrino rates RS were used to simulate 2000 energy spectra of each
ensemble. For one ensemble the neutrino rate was RS = 0 in order to study,
if an observation of CNNS could be claimed for a spectrum containing only
background events. The background rate was set to RB = 1000 kg−1 day−1

for the simulation of these background-only spectra. For the other ensembles
the neutrino rate was set to ∼ 3.3 neutrino events per kg-day for the en-
ergy region between 0.5 keV (threshold) and 4 keV. For this neutrino rate a
dead time of 20 % due to the background rejection techniques described in
chapter 5 was assumed. The background rates of these three ensembles con-
taining neutrino events were set to 1000, 1500 and 2000 background events
per kg-day in the energy region between 0.5 keV and 4 keV. These background
rates RB correspond to a background rejection of ∼ 99.9 % of the measured
background (see section 3.2).

For the simulation of a spectrum first the numbers of neutrino and back-
ground events are chosen randomly following a Poisson distribution, the ex-
pected numbers for the neutrino signal and background events being the
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means of the distributions:

p(NS) =
(T0RS)NS

NS!
e−T0RS (6.9)

p(NB) =
(T0RB)NB

NB!
e−T0RB , (6.10)

where NS is the total number of neutrino events and NB the total number of
background events, respectively. For all simulated spectra an exposure T0 of
4 kg-years was assumed corresponding to a measuring time of one year using
the setup depicted in figure 5.8 of section 5.2. It has to be emphasized that
NB and NS are the total numbers of background and neutrinos events which
were used to generate the spectra. So for each simulated spectrum NB and
NS are the actual numbers of background and neutrino events contained in
the spectrum. On the other hand, the numbers B and S are free parameters
describing the total number of background and neutrino events. The numbers
B and S are obtained from a fit of a model to the simulated spectra. Thus,
NB and NS are the expected values for B and S, respectively.

To generate an energy spectrum the energies of (NS + NB) events were
chosen randomly according to the functions fS(E) for the NS neutrino events
and fB(E) for the NB background events. Since cosmic muons are the main
background source (see chapter 5), an exponential was used for the normal-
ized function fB(E) describing the shape of the background spectrum:

fB(E) =
1

a0

e
− E
a0 , (6.11)

where the parameter a0 = 79.6 was obtained by the fit of an exponential
to the measured background spectrum (see section 3 and figure 3.6). For a
future experiment aiming at the observation of CNNS the background spec-
trum measured during reactor-off periods should be used for the background
model fB(E).

The calculated recoil-energy spectrum for reactor neutrinos (see section
1.2.2 and figure 1.6) was used for the signal model fS(E). Also this cal-
culation has to be adjusted to the actual fuel composition of the reactor
used in a future CNNS experiment. In figure 6.1 a simulated spectrum with
RB = 1000 kg−1 day−1 and RS ≈ 3.3 kg−1 day−1 is depicted. To calculate the
conditional probability p(H|Spectrum) that the background-only hypothesis
H is true given the simulated spectrum, the prior probabilities for both the
number of background events B and the number of neutrino events S have
to be determined. Since CNNS has not been observed up to now, the prior
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Figure 6.1: Simulated spectrum for an experiment aiming at the observation of
CNNS. For the background contribution an average rate RB of 1000 background
events per kg-day was used. For the shape of the background distribution the
exponential fitted to the measured background spectrum (see section 3.2 and figure
3.6) was used. The average neutrino rate RS used for this spectrum was ∼ 3.3
neutrino events per kg-day. The shape of the neutrino contribution follows the
calculated recoil-energy spectrum for reactor neutrinos (see section 1.2.2 and figure
1.6). For the simulation of this spectrum an exposure of 4 kg-years was assumed.

probability p0(S) for the numbers of neutrino events is chosen to be flat:

p0(S) =

{
1

Smax
for S ≤ Smax

0 for S > Smax
, (6.12)

where Smax is the maximal allowed number of neutrino events. For the
calculations and fits described in this chapter Smax was set to 2T0RS which
is twice the mean of S (see equation (6.9)).

The background rate can be estimated by the measurement of the back-
ground spectrum during reactor-off periods. Since a power reactor is turned
off for about one month per year, the uncertainty of the background rate
is dominated by systematical errors like seasonal modulations of the muon
flux or background generated by the reactor. Thus, for the prior probability
p0(B) for the number B of background events a normal distribution with
T0RB as mean and a width of 10 % was chosen:

p0(B) =
1

0.1 · T0RB

√
2π
e
− 1

2

(
B−T0RB
0.1·T0RB

)2

. (6.13)
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With these prior probabilities p0(B) and p0(S), with the functions fB(E)
and fS(E) (the calculated recoil-energy spectrum for reactor neutrinos, see
section 1.2.2 and figure 1.6), and with the equations given in section 6.1 the
conditional probability p(H|Spectrum) can be calculated. For the simulated
spectrum shown in figure 6.1 the result of this calculation is

p(H|Spectrum) = 1.953 · 10−5. (6.14)

Thus, for this simulated spectrum the background-only hypothesis is strongly
disfavored and an observation of CNNS could be claimed.

As a further check of the plausibility of the claimed observation of CNNS
the numbers B of background events and S of neutrino events included in the
simulated spectrum can be estimated. The number B of background events
is the only free parameter for the background-only model. To estimate its
most likely value the conditional probability p(B|Spectrum) that the given
spectrum contains B background events has to be maximized. For a model
containing both background and signal events the conditional probability
p(B, S|Spectrum) has to be maximized to obtain the most likely values for
the parameters B and S. According to Bayes’ theorem these probabilities
are given by:

p(B|Spectrum) =
p(Spectrum|B)p0(B)∫
p(Spectrum|B)p0(B)dB

(6.15)

p(B, S|Spectrum) =
p(Spectrum|B, S)p0(B)p0(S)∫
p(Spectrum|B)p0(B)p0(S)dBdS

, (6.16)

where the conditional probabilities p(Spectrum|B) and p(Spectrum|B, S) are
given by equations (6.6) and (6.7).

To find the global maxima of the conditional probabilities p(B|Spectrum)
and p(B, S|Spectrum) a Markov chain[74][75] was used to scan the complete
parameter space. The resulting maxima are then used as starting points for
a minimization algorithm for a precise estimation of the parameters B and
S. Figure 6.2 depicts the results of the fits of the background-only model
fB(E) and a model fS(E) containing background and signal to the simulated
spectrum. The background rate estimated by the background-only model is

RB =
B

T0

= 1003.38± 0.83 kg−1 day−1, (6.17)

which is not in agreement with the rate of RB = 1000 kg−1 day−1 used for
the simulation of the spectrum. For the model containing background and
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Figure 6.2: Fits of two different models to the simulated spectrum shown in
figure 6.1. The estimated value for the background rate obtained by the fit of
the background-only model to the spectrum is RB = 1003.38 ± 0.83 kg−1 day−1.
The fit of a model containing background and signal to the spectrum leads to
a background rate of RB = 1000.48 ± 1.01 kg−1 day−1 and a neutrino rate of
2.89 ± 0.58 kg−1 day−1. The fit results are also showing that the simulated spec-
trum can not be described by the background-only model, since the fitted value for
the background rate RB in the background-only model is not in agreement with
the expected value of RB = 1000 kg−1 day−1.

signal the fitted parameters are

RB =
B

T0

= 1000.48± 1.01 kg−1 day−1 (6.18)

RS =
S

T0

= 2.89± 0.58 kg−1 day−1. (6.19)

The background rate of this model is in agreement with the expected rate
of RB = 1000 kg−1 day−1. Also the signal rate is in reasonable agreement
with the expected rate of RS = 3.3 kg−1 day−1. Thus, also the estimated
parameters for the background rate RB and neutrino rate RS disfavor the
background-only model.

The calculation of the conditional probability p(H|Spectrum) as well as
the fit of both models to the simulated spectra were performed for each spec-
trum in the four ensembles to study the observation potential of a future
experiment aiming at the observation of CNNS. Figure 6.3 exhibits the dis-
tributions of the conditional probabilities p(H|Spectrum) for all ensembles of
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simulated spectra. For none of the 2000 simulated spectra containing only
background events the probability p(H|Spectrum) is below the observation
threshold of 10−4. Thus, a false claim of the observation of CNNS is very
unlikely. The observation potentials, i.e., the fraction of spectra with a prob-
ability p(H|Spectrum) below 10−4 (represented by the black vertical lines in
figure 6.3), for the other three ensembles containing background and neutrino
events are:

• 83.55 % for a mean background rate of RB = 1000 kg−1 day−1

• 51.95 % for a mean background rate of RB = 1500 kg−1 day−1

• 28.10 % for a mean background rate of RB = 2000 kg−1 day−1

The observation potential of an experiment aiming at the observation of
CNNS is ∼ 50 % if the background rate is . 1500 kg−1 day−1 and a neutrino
rate of ∼ 3.3 kg−1 day−1. For this neutrino rate, a laboratory in ∼ 40 m
distance to a power reactor with a thermal power of ∼ 4 GW and a dead
time of ∼ 20 % due to background rejection was assumed. Since the recoil
energies of reactor neutrinos are small (. 4 keV), both the rate and the shape
of the background spectrum can be monitored at energies above ∼ 4 keV.

For a laboratory closer to the reactor, background generated by the re-
actor could become more important. Especially neutrons generated by nuc-
lear fission can lead to a dangerous background source, since their recoil-
energy spectrum is similar to that of reactor neutrinos. Thus, a neutron
detector is needed to monitor the neutron flux during the measurements.
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Figure 6.3: Conditional probabilities p(H|Spectrum) for the four ensembles used to
study the observation potential of a future experiment for the observation of CNNS.
For each ensemble 2000 spectra were simulated. For the spectra containing only
background events no false claim of an observation of CNNS occurred. For ∼ 84 %
of the simulated spectra with a mean background rate of 1000 kg−1 day−1 an ob-
servation could be claimed. For ∼ 52 % of the spectra with a mean background
rate of 1500 kg−1 day−1 and for ∼ 28 % of the spectra with a mean background rate
of 2000 kg−1 day−1 an observation could be claimed. The black vertical lines rep-
resent the limit of 10−4 for the probability p(H|Spectrum) to claim an observation
of CNNS.
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Chapter 7

Investigation of physics beyond
the standard model

It has been pointed out in chapter 6 that an observation of CNNS is possible
for an experiment located in ∼ 40 m distance to a power reactor with a
thermal power of ∼ 4 GW. In this chapter the investigation of physics beyond
the standard model will be discussed. Since processes beyond the standard
model are leading to very small variations of the recoil spectra predicted
by the standard model, the neutrino count rate has to be increased while
the background rate has to be decreased to investigate physics beyond the
standard model. Thus, the experiment should be located as close to the
reactor core as possible. For the discussions in this chapter a distance of
∼ 20 m to a reactor with a power of ∼ 4 GW leading to ∼ 17 neutrino events
per kg-day is assumed. Furthermore, a background rate of ∼ 500 events per
kg-day is assumed corresponding to a rejection of ∼ 99.99 % of muon-induced
background events.

7.1 Magnetic moment of the neutrino

The standard model predicts through radiation corrections a nonzero but
small magnetic moment for Dirac-neutrinos[76, 77]:

µν = 3.2 · 10−19µB

( mν

1 eV

)
(7.1)

µB =
e~

2me

= 5.788 MeV T−1, (7.2)

where µB is the Bohr magneton, me is the electron mass and mν is the
neutrino mass. The current measured upper limit for the magnetic moment
is 3.2 · 10−11µB (90 % confidence level)[78, 77].

101
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The experiment for the observation of CNNS described in the present
work (see section 2.5, section 5.2 and figure 5.8) could also be used to measure
a magnetic moment. The cross sections of both CNNS and neutrino electron
scattering are enhanced by a magnetic moment[76, 77]. However, for CNNS
the enhancement of the cross section affects only very small recoil energies
� 0.5 keV. Since the low-temperature detectors used to observe CNNS can
not discriminate between nuclear and electron recoils, they can also detect
neutrino electron scattering. Due to the small recoil energies generated by
CNNS the neutrino signal is dominated by neutrino electron scattering for
recoil energies above ∼ 4 keV. The cross section σν−e for neutrino electron
scattering with a magnetic moment[76] is given by:

dσν−e
dErec

=
G2
Fme

2π

[
(gV + gA)2 + (gV − gA)2

(
1− Erec

Eν

)2

+
(
g2
A − g2

V

) meErec
E2
ν

]
+

πα2

me

(
µν
µB

)2(
1

Erec
− 1

Eν

)
, (7.3)

where GF is the Fermi constant, me is the electron mass, Erec is the recoil
energy of the electron, Eν is the neutrino energy, α is the fine structure
constant, and

gV =

{
2 sin2 θW + 1

2
for νe

2 sin2 θW − 1
2

for νµ, ντ
(7.4)

gA =

{
1
2

for νe

−1
2

for νµ, ντ
, (7.5)

where θW is the Weinberg angle. For antineutrinos gA has to be substituted
by gA → −gA. Due to the small distance between the reactor core and the ex-
periment (∼ 20 m) oscillations between flavor neutrinos can be neglected[79].
Thus, for the calculation of the neutrino spectra shown in figure 7.1 only
νe were taken into account. Figure 7.1 exhibits two neutrino spectra and a
background spectrum for comparison. One neutrino spectrum was calculated
without a magnetic moment (µν = 0), for the other neutrino spectrum the
current upper limit for the magnetic moment (µν = 3.2 · 10−11µB[78, 77])
was used. For the background spectrum a rate of RB = 2500 kg−1 day−1 for
the energy region between 0.5 and 20 keV was used. This rate corresponds
to 500 kg−1 day−1 for the energy region between 0.5 and 4 keV used for the
observation of CNNS (see chapter 6).
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Figure 7.1: Neutrino spectra with and without a magnetic moment of the neut-
rino. The neutrino spectra are the sum of the recoil-energy spectra for CNNS
and neutrino-electron scattering. For the magnetic moment the current upper
limit of 3.2 · 10−11µB (90 % confidence level)[78, 77] was used. For compar-
ison also the expected background spectrum is shown. The background rate
RB = 2500 kg−1 day−1 in the energy region between 0.5 and 20 keV corresponds
to a background rate of 500 kg−1 day−1 in the region between 0.5 and 4 keV used
for the observation of CNNS (see chapter 6).

To study the sensitivity of a future CNNS experiment for a magnetic mo-
ment of the neutrino 4000 spectra were simulated similarly to the spectra used
to estimate the observation potential of a CNNS experiment (see section 6.2).
For the distribution of the background events an exponential (see section 6.2
and equation (6.11)) was used. The neutrino events are distributed following
the neutrino spectrum without a magnetic moment (blue line in figure 7.1).
For the neutrino rate RS it was assumed that the experiment is located at a
distance of 20 m from a reactor core with a thermal power of∼ 4 GW. The res-
ulting mean value for the neutrino rate is RS ≈ 13.56 kg−1 day−1 (CNNS and
neutrino-electron scattering) for the energy region between 0.5 and 20 keV.
Furthermore an exposure of 20 kg-years corresponding to a measuring time
of 5 years was assumed.

A model containing background, neutrino signal and a magnetic moment
was fitted to all 4000 simulated spectra using the Bayesian analysis described
in chapter 6. For the prior probability p0(RB) of the background rate a
normal distribution with a mean of 2500 kg−1 day−1 and a width of 1 % was
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used:

p0(RB) =
1

0.01RB

√
2π
e
− 1

2

(
2500 kg−1 day−1−RB

0.01RB

)2

. (7.6)

For the prior probability p0(RS) for the neutrino rate without magnetic mo-
ment a normal distribution with a mean of 13.56 kg−1 day−1 and a width of
10 % was used:

p0(RS) =
1

0.1RS

√
2π
e
− 1

2

(
13.56 kg−1 day−1−RS

0.1RS

)2

. (7.7)

The prior probability p0(Rmag) for the rate Rmag caused by a magnetic mo-
ment was chosen to be constant:

p0(Rmag) =

{
1

Rmaxmag
for Rmag ≤ Rmax

mag

0 for Rmag > Rmax
mag

, (7.8)

where Rmax
mag is the maximal expected value for the rate Rmag. To save com-

putation time the value of Rmax
mag has to be as small as possible. However, it

should be large enough so that the marginalized probability p(Rmag|Spectrum)
vanishes for Rmax

mag . Thus, Rmax
mag was set to ∼ 5.6 kg−1 day−1 corresponding to

a magnetic moment of ∼ 2 · 10−10µB (see figure 7.2).

To obtain an upper limit for the magnetic moment from the fit of the
model to a simulated spectrum the marginalized probability density function
p(Rmag|Spectrum) has to be calculated:

p(Rmag|Spectrum) =

∫
RB

dRB

∫
RS

dRSp(RB, RS, Rmag|Spectrum), (7.9)

where p(RB, RS, Rmag|Spectrum) is given by Bayes’ theorem (see chapter 6).

The upper limitRmag,90 for the count rate caused by a magnetic moment is
calculated by integrating the probability density function p(Rmag|Spectrum):∫ Rmag,90

0

p(Rmag|Spectrum)dRmag = 0.90. (7.10)

Thus, the probability that the count rate Rmag is smaller than the upper
limit Rmag,90 is 90 %. The left panel of figure 7.2 depicts the marginalized
probability density function p(Rmag|Spectrum) for one simulated spectrum.
For this spectrum the upper limit Rmag,90 ≈ 1.36 kg−1 day−1 (90 % confidence
level).
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Figure 7.2: Left panel: Marginalized probability density function
p(Rmag|Spectrum) for one simulated spectrum. The upper limit for the
count rate caused by a magnetic moment is Rmag,90 ≈ 1.36 kg−1 day−1 leading to
an upper limit for the magnetic moment of µν < 1.1 · 10−10µB (90 % confidence
level). For comparison, the current best limit is µν < 3.2 · 10−11µB[78, 77].
Right panel: Upper limits on the magnetic moment for the 4000 simulated
spectra. For all simulated spectra the resulting upper limit is well above the
current experimental limit[78, 77] represented by the vertical black line.

The upper limit for the magnetic moment µν can be calculated using the
upper limit Rmag,90 ≈ 1.36 kg−1 day−1:

µν <

√
Rmag,90

R0

· 10−10µB (7.11)

R0 ∝
∫ ∞

0.5 keV

dErec

∫ ∞
√

0.5ErecM

dEνΦ(Eν)
dσmag
dErec

(7.12)

dσmag
dErec

=
πα2

me

(
10−10µB
µB

)2(
1

Erec
− 1

Eν

)
, (7.13)

where R0 = 1.322 kg−1 day−1 is the additional count rate caused by a mag-
netic moment of 10−10µB. The upper limit on the magnetic moment for
Rmag,90 ≈ 1.36 kg−1 day−1, shown in the left panel of figure 7.2, is:

µν < 1.1 · 10−10µB(90 % confidence level), (7.14)

which is larger than the current upper limit of 3.2 · 10−11[78, 77] by a factor
of ∼ 3.

The calculations of Rmag,90 and the upper limit on the magnetic moment
were performed for all 4000 simulated spectra. The results of these calcula-
tions are shown in the right panel of figure 7.2. For all 4000 simulated spectra



106 7. Investigation of physics beyond the standard model

the upper limits are well above the current experimental upper limit[78, 77]
which is represented by the black line.

Thus, it is not possible to improve the limit on the magnetic moment of
the neutrino with an exposure of ∼ 20 kg-years. To increase the exposure
at least target masses larger by a factor of ∼ 10 are needed. However, the
technical difficulties to reach such target masses are enormous (see section
2.5).

7.2 Search for sterile neutrinos

A recent recalculation of the reactor anti-neutrino spectra resulted in an
increase of the mean neutrino flux by ∼ 3 %[80]. Thus, the neutrino flux
measured by several previous short base-line experiments is too small by ∼
3 %[80]. This so-called reactor anomaly could be explained by an oscillation
of anti-electron neutrinos into sterile neutrinos1.

Since CNNS is a neutral current process, it is independent of the neutrino
flavor. Thus, an experiment aiming at the observation of CNNS could also
measure the neutrino rate independently of the uncertainties of the oscilla-
tions between flavor neutrinos. For the observation of sterile neutrinos the
neutrino rate has to be measured to a precision better than ∼ 1 %. Since
it is very difficult to measure the thermal power of a reactor with such a
precision, the neutrino rate has to be determined by the comparison of two
experiments located at different distances from the reactor. The oscillation
length of flavor neutrinos into sterile neutrinos is assumed to be O(m)[80].
Thus, to study the potential of a CNNS experiment for an observation of
sterile neutrinos two ensembles with 200 spectra each were simulated. For
one ensemble a distance of 20 m to a reactor core was assumed. For the
other ensemble a distance of 22.5 m and a reduction of the neutrino flux by
2 % due to an oscillation into sterile neutrinos in addition to the geometric
effect (factor ∼ 1.23) was assumed. For both ensembles a background rate of
500 kg−1 day−1 in the energy region between 0.5 and 4 keV and an exposure
of 100 kg-days were used. With those mean values the spectra were simulated
similarly to the simulations described in section 6.2.

Each simulated spectrum was fitted with a model containing background
and CNNS signal. The neutrino rate RS obtained by this fit can be used to
search for an oscillation into sterile neutrinos. The difference in the neutrino
rates at both locations is a measure for the amplitude of the oscillation. The

1Sterile neutrinos can not participate in any interaction of the standard model (strong,
electromagnetic, or weak interaction). Thus, they can only interact gravitationaly due to
their mass.



7.2. Search for sterile neutrinos 107

]σnormalized difference [

­5 ­4 ­3 ­2 ­1 0 1 2 3 4 5

c
o

u
n

ts
 p

e
r 

b
in

0

10

20

30

40

50

60

70

80

90

Figure 7.3: Normalized differences between the neutrino rates of the locations in
20 and 22.5 m distance. The differences were divided by their errors. For a few
(∼ 1 %) spectra the difference is larger than a 3-σ effect. The vertical black line
represents the 3-σ level.

neutrino flux at a location at a distance of 22.5 m is smaller by a factor of
∼ 1.23 compared to a location at a distance of 20 m. The smaller neutrino flux
has to be taken into account to calculate the difference in the neutrino rate
at both locations. Figure 7.3 exhibits the differences of all simulated spectra
divided by their errors (normalized differences). Only for a few (∼ 1 %)
spectra this normalized difference is larger than the 3-σ level represented by
the black line. The probability that the normalized difference is that large is
. 0.1 % without an oscillation into sterile neutrinos. However, the difference
is still not large enough to claim an evidence of sterile neutrinos.

The investigation of new physics beyond the standard model using the
experiment described in the present work is not promising. The potential
limit for a magnetic moment of the neutrino is larger than the current limit
by a factor of ∼ 3. With a probability of ∼ 1 % a hint for sterile neutrinos
could be found to explain the reactor anomaly. To improve the sensitivity on
new physics beyond the standard model the target mass has to be increased
at least by a factor of ∼ 10. Such an increase of the target mass leads to
immense technical difficulties (see section 2.5).

However, there are also other extensions of the standard model leading to
enhancements of the cross sections for CNNS and neutrino-electron scattering
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by a few orders of magnitude[77]2. It is promising to test such models by an
experiment aiming at the observation of CNNS.

2In [77] new light gauge bosons are discussed. The so-called dark photon is a gauge
boson which is coupled strongly to sterile neutrinos but very weakly to standard model
particles. If such a particle exists, the cross sections for CNNS and neutrino-electron
scattering could be enhanced by several orders of magnitudes for small recoil energies.



Chapter 8

Solar and atmospheric
neutrinos as background for
direct dark-matter searches

8.1 Direct dark-matter searches

The kinetics of galaxies and galaxy clusters can not be explained by baryonic
matter alone[81, 82, 83] but by the existence of non-baryonic dark matter.
The precision measurement of the temperature fluctuations of the cosmic
microwave background revealed a dark matter content of ∼ 24 % of the total
energy content of the universe[84, 85].

One candidate for dark matter is a Weakly Interacting Massive Particle
(WIMP)[81, 82]. There are several candidates for WIMPs like the lightest su-
persymmetric particle[81, 82] or the lightest extra-dimensional Kaluza-Klein
particle[81]. All these candidates are massive particles (mass & O(10 GeV))
and are expected to exhibit weak interaction with baryonic matter.

Direct dark-matter searches are based on the scattering of WIMPs off
nuclei. The best choice of the target material depends on the WIMP mass
and the nature of the interaction between WIMPs and nuclei. In the simplest
model the interaction is spin-independent and elastic. The recoil energy
spectrum of the target nuclei is, for this simple model, given by[4]:

dR(Erec)

dErec
=

c1NAMNρD
2
√
πµ2

1

σWN |F (q)|2v0
A2

E0

e
− c2Erec

E0r
[
kg−1s−1keV−1

]
(8.1)

µ1 =
MWMN

MW +MN

(8.2)

r = 4
MWMT

(MW +MT )2
, (8.3)
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where c1 = 0.751 and c2 = 0.561[4] are dimensionless constants describing the
annular modulation of the WIMP flux, NA = 6.022·1026 kg−1[6] is Avogadro’s
number, MN = 931.5 MeV[6] is the average mass of one nucleon, ρD =
0.3 GeV

cm3 [86] is the local dark-matter density, µ1 is the reduced mass for A = 1,
σWN is the WIMP-nucleon cross section, |F (q)| is the Helm form factor (see
equation (1.4)[5]), v0 ≈ 230 km

s
[4] is the velocity of the earth relative to the

WIMPs, A is the mass number of the target nucleus, E0 = 1
2
MW (v0

c
)2 is the

kinetic energy of the WIMPs, r is a dimensionless kinematic factor, MW is
the WIMP mass, MT = AMN is the mass of the target nucleus.
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Figure 8.1: Recoil-energy spectra of MW = 60 GeV WIMPs for different materials.
For the calculation of these spectra a WIMP-nucleon cross section σWN of 1.0 ·
10−46 cm2 was used.

Figure 8.1 depicts the recoil-energy spectra for different target materials
used for direct dark-matter searches. For the calculations of these spectra
a WIMP mass MW = 60 GeV and a WIMP-nucleon cross section σWN =
1.0 · 10−46 cm2 was used.

For calcium tungstate (CaWO4) used in the CRESST experiment[34, 38]
two different spectra are shown in figure 8.1. The solid line represents only
the tungsten recoils and the dashed line represents the sum of all nuclei.

8.2 Neutrinos as background source

The main part of background events is due to cosmic muons and natural
radioactivity. Both interact mainly with the electrons of the target mater-
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ial. However, the WIMPs are mainly interacting with the nuclei. As most
experiments for direct dark-matter searches are able to discriminate between
electron-recoil and nuclear-recoil events they can reject most of the back-
ground events. The remaining background is due to neutrons caused by
cosmic muons. These neutrons can be shielded, if they are produced in the
surrounding rock. However, if they are produced inside the shielding, they
can only be rejected by an active muon veto or via multiple scattering events
in several detectors.

Up to now, most direct dark-matter searches recorded only few back-
ground events, e.g., 2 events were observed in 194.1 kg-days[29] with the
CDMS experiment. However, since CNNS is producing the same signature
as WIMP-scatterings also neutrinos could be a background source[2, 87, 12,
13, 14, 15, 16] for the ton-scale target masses of the next-generation direct
dark-matter searches.

8.2.1 Solar neutrinos

The strongest natural neutrino source is the sun. Thus, solar neutrinos (see
section 1.2.1) are the first candidate for a background source for direct dark-
matter searches.

The recoil-energy spectra for different target materials used for direct
dark-matter searches shown in figure 8.2 are calculated according to equation
(1.10). The kinks in the recoil-energy spectra of calcium tungstate (CaWO4)
and sodium iodide (NaI) originate from the masses of the different nuclei.
The maximum recoil energy for a neutrino source depends on the mass of the
target nucleus. A larger mass leads to a smaller recoil energy. Thus, above
the maximum recoil energy for a heavy nucleus like tungsten or iodine, only
the lighter nuclei can contribute to the combined spectrum.

In figure 8.3 the count rates above an energy threshold Eth are shown for
materials used in direct dark-matter searches. For small energy thresholds
the count rates for solar neutrinos are relatively high (∼ 103 events for an
energy threshold of ∼ 0.1 keV). However, the energy thresholds of direct
dark-matter searches are ∼ 10 keV leading to a very small count rate for
solar neutrinos.

The best sensitivity for direct dark-matter searches is achieved, if no
background events are observed in the recoil-energy region where potential
WIMP events are expected. In table 8.1 the “optimal” recoil-energy regions
for direct dark-matter searches are listed: For an exposure of one ton-year
∼ 0.1 solar neutrino events are expected in these regions. An expected count
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Figure 8.2: Recoil spectra of solar neutrinos for different target materials used in
direct dark-matter searches.
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Figure 8.3: Count rates above threshold of solar neutrinos for different target
materials. These count rates are the integrals of the recoil-energy spectra shown
in figure 8.2 (see also section 1.2).
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Material optimal region current region
Neon (Ne) 15.93 - 100 keV -
Argon (Ar) 8.62 - 100 keV 30 - 100 keV
Germanium (Ge) 4.91 - 100 keV 10 - 100 keV
Xenon (Xe) 2.89 -100 keV 8.4 - 100 keV

Sodium iodide (NaI) 11.48 - 100 keV 2 - 6 keV

Calcium tungstate (CaWO4) 16.31 - 100 keV 12 - 40 keV
W in CaWO4 2.05 - 100 keV 12 - 40 keV

Table 8.1: Optimal and current recoil-energy regions for direct dark-matter
searches. The lower threshold of the optimal search regions given in the second
column is chosen such that 0.1 solar neutrino events are expected in that re-
gion for an exposure of one ton-year. The upper threshold is not critical since
the recoil-spectra a very steep (see figures 8.2 and 8.3). In the third column
the current recoil-energy regions are listed for ArDM[41] (Ar), CDMS[29] (Ge),
XENON100[36] (Xe), DAMA/ LIBRA[88] (NaI), and CRESST[38] (CaWO4).

rate of 0.1 events per ton-year corresponds to a probability1 for no neutrino
events of ∼ 90 %. Due to the steep recoil spectra and the low count rates
for larger recoil energies (see figures 8.2 and 8.3) the expected count rate
depends mainly on the lower threshold of the recoil-energy regions.

For comparison also the current recoil-energy regions of several direct
dark-matter searches are listed in table 8.1. The different target materials
and the corresponding experiments will be discussed in more detail in the
following.

Neon (Ne)

Due to its small mass neon is a good target material for light WIMP masses
(MW . 10 GeV). Furthermore, there are no long-lived radioactive isotopes
of Ne and also radioactive isotopes of other rare gases can efficiently be
removed[42, 89]. Since there is currently no experiment using Ne as tar-
get material the optimal recoil-energy threshold of 15.93 keV (see table 8.1)
can not be compared with the energy threshold of an existing experiment.
However, there are plans to use Ne in the future[42, 90].

1Poisson distribution: pλ=0.1(k = 0) = λk

k! e
−λ ≈ 0.9, where λ is the mean number and

k is the observed number of events.
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Argon (Ar)

Although argon has the long-lived radioactive isotope 39Ar the handling of
argon has less technical difficulties than for Ne. Thus, argon is used as a
target material, e.g., for the Argon Dark Matter experiment (ArDM)[41].
The recoil-energy threshold of ArDM (∼ 30 keV) is well above the optimal
threshold of 8.62 keV and, thus, solar neutrinos are no background source for
the ArDM experiment.

Germanium (Ge)

Due to the high radiopurity and the well known properties germanium is used
in several direct dark-matter searches with different read out techniques[29,
39, 43]. The optimal recoil-energy threshold of 4.91 keV is also well below
the lowest threshold achieved in direct dark-matter searches, i.e., 10 keV in
the Super Cryogenic Dark-Matter search (SuperCDMS)[35, 91, 29]. Thus,
for current thresholds solar neutrinos are no background source, even for
ton-scale experiments.

Xenon (Xe)

The experiment with the presently best sensitivity for a WIMP mass of
∼ 60 GeV is XENON100[36] using liquid xenon as target material. The
recoil-energy threshold of 8.4 keV[36] is also well above the optimal threshold
of 2.89 keV. Thus, solar neutrinos are no serious background source for xenon
as target material.

Sodium iodide (NaI)

Sodium iodide is used by the DAMA/ LIBRA[88] experiment. However, this
experiment is following a different approach for direct dark-matter search.
Due to the rotation of the earth around the sun the WIMP flux is modulated
on a yearly basis[88, 92]. The advantage of this model-independent approach
is that practically all background sources either show no modulation or a
modulation with a different phase or frequency[88]. Thus, also solar neutrino
events are no problem due to the different phase of the yearly modulation of
the solar neutrino flux, although the currently used energy region in DAMA/
LIBRA is well below the optimal threshold[88]. However, the observation of
the modulation of a WIMP signal requires large exposures.

The CoGeNT[43] experiment is using a similar approach with germanium
as target material.
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Calcium tungstate (CaWO4)

Calcium tungstate is used as target material for the experiment Cryogenic
Rare Event Search with Superconducting Thermometers (CRESST)[34, 38].
CaWO4 is a scintillating insulator and has the potential to reject neutron
background due to the different mass numbers of the three nuclei forming
CaWO4. While heavy WIMPs (mass MW & 20 GeV) interact mainly with
tungsten due to the A2 dependence of the WIMP-nucleon cross section σWN

(see equation (8.1)), neutrons are preferably scattering off oxygen[93]. Fur-
thermore for tungsten recoils (i.e. the incident particle scatters off tungsten)
less scintillation light is produced than for calcium and oxygen recoils[93].
Thus, measuring the amount of scintillation light produced by the energy
deposition it is possible to discriminate tungsten recoils against calcium and
oxygen recoils.
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Figure 8.4: Recoil spectra of solar neutrinos for the different constituents of
CaWO4. If the discrimination between tungsten recoils and calcium and oxy-
gen recoils is possible, solar neutrinos are no serious background above an energy
threshold of ∼ 2 keV.

The recoil spectra of solar neutrinos for tungsten, calcium, and oxygen
are shown in figure 8.4. Above a recoil energy of ∼ 2 keV solar neutrinos are
scattering mainly off calcium and oxygen. With a working discrimination
between tungsten recoils and calcium and oxygen recoils the optimal energy
threshold is 2.05 keV, which is also well below the current energy threshold
of 12 keV for CRESST[38].
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However, if the discrimination between tungsten and the two other con-
stituents is not possible in the region between 12 and 40 keV, solar neutrinos
will be a serious background source (∼ 1 ton−1 year−1) for a ton-scale exper-
iment using CaWO4.

8.2.2 Atmospheric neutrinos

Due to the small recoil energies solar neutrinos are no background source for
the most direct dark-matter searches. Although atmospheric neutrinos have
a smaller flux than solar neutrinos their energies can be much higher[94].

The recoil-energy spectra of atmospheric neutrinos shown in figure 8.5
are flat up to recoil energies of ∼ 10 keV. Thus, atmospheric neutrinos can
not be rejected by a proper choice of the recoil-energy threshold. These
recoil spectra were calculated using equation (1.10). Since the form factor
becomes very small for high neutrino energies only atmospheric neutrinos
with energies . 100 MeV were taken into account for the calculation of the
recoil spectra shown in figure 8.5. The flux of atmospheric neutrinos with
energies below 100 MeV was taken from [94]. The uncertainty of this flux
is ∼ 20 %. Since CNNS is a neutral-current interaction the fluxes for all
neutrino flavors given in [94] were summed and then fitted by

Φ(Eν) = ea0+a1 ln(Eν)+a2 ln(Eν)2+a3 ln(Eν)3+a4 ln(Eν)4 , (8.4)

where the values of the parameters ai are listed in table 8.2.

a0 −5.34234 · 102

a1 1.71949 · 102

a2 −2.10980 · 101

a3 1.15426
a4 −2.39567 · 10−2

Table 8.2: Fit parameters ai used in equation (8.4).

In figure 8.6 the count rates above a recoil-energy threshold Eth are shown
for different target materials. For the present thresholds as well as for the
thresholds of the optimal search regions listed in table 8.1 atmospheric neut-
rinos are leading to ∼ 10−2 events per ton-year. Thus, atmospheric neutrinos
are only a serious background source for larger exposures of about 5 to 10 ton-
years.
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Figure 8.5: Recoil-energy spectra of atmospheric (green dotted lines) and solar
neutrinos (red solid lines) for different target materials used for direct dark-matter
searches.
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Figure 8.6: Count rates above a recoil-energy threshold Eth for different target
materials used in direct dark-matter searches. These count rates are the integrals
of the recoil-energy spectra shown in figure 8.5 (see also section 1.2).



120 8. Neutrinos as background for direct dark-matter searches

8.3 Limitations for future experiments

Solar neutrinos are no serious background source for direct dark-matter
searches if the energy threshold is chosen properly, see table 8.1. The prob-
ability to observe one or more background events in these optimal regions
is ∼ 10 %. Due to smaller count rates atmospheric neutrinos are becoming
important for larger exposures of about 5 to 10 ton-years.

If an experiment observes no events inside the region for direct dark-
matter search, it can exclude part of the parameter space, i.e., part of the
plane spanned by WIMP mass MW and cross section σWN for WIMP-nucleon
scattering. The number of events inside an energy region is Poisson distrib-
uted:

pλ(k) =
λk

k!
e−λ, (8.5)

where λ is the mean number and k is the observed number of events. If no
events are observed, all values of λ > λCL can be excluded at a confidence
level CL. The limit λCL is given by the requirement that the probability to
observe no events is (1− CL):

pλCL(k = 0) = e−λCL = 1− CL (8.6)

⇒ λCL = − ln(1− CL)
CL=0.9
≈ 2.3. (8.7)

All parameter sets (MW , σWN) leading to an expected number of WIMP
events higher than λCL can be excluded on a confidence level CL. The
expected number λ of WIMP events for an exposure T0 is given by the integral
over the recoil spectrum (equation (8.1)):

λ =

∫ ∞
0

dErec
dR(Erec)

dErec
(8.8)

= T0

∫ ∞
0

dErec
c1NAMNρD

2
√
πµ2

1

σWN |F (q)|2v0
A2

E0

e
− c2Erec

E0r . (8.9)

The WIMP-nucleon cross section σWN is independent of the recoil energy.
Thus, the expected number λ of WIMP events can be written as:

λ = σWNI(MW )T0 (8.10)

where I(MW ) =

∫ ∞
0

dErec
c1NAMNρD

2
√
πµ2

1

|F (q)|2v0
A2

E0

e
− c2Erec

E0r . (8.11)

The exclusion limit can now be written as:

σWN(MW ) =
λCL

I(MW )T0

=
− ln(1− CL)

I(MW )T0

. (8.12)
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Figure 8.7: Exclusion plots (90 % exclusion limit) for different target materials used
for direct dark-matter searches. For these plots an exposure of one ton-year was
assumed and the optimal search regions listed in table 8.1 were used. The green
dashed line shows the exclusion limit for CaWO4 if the discrimination (see section
8.2) between the constituents (O, Ca and W) is not possible. If this discrimination
is possible, tungsten can be used independently of calcium and oxygen leading to
the green solid line.

Figure 8.7 shows the 90 % exclusion limits for different target materials
using the optimal search regions and assuming an exposure T0 of one ton-
year. If the discrimination between tungsten and calcium and oxygen recoils
(see section 8.2) is not possible, the energy threshold has to be 16.31 keV
to avoid background events due to solar neutrinos. Since the WIMP-recoil
spectra shown in figure 8.1 are exponential, a higher energy threshold leads
to worse sensitivity. The exclusion limit for CaWO4 without discrimination
is represented by the dashed (green) line in figure 8.7.

If, however, the discrimination between the constituents of CaWO4 is
possible, tungsten alone could be used for direct dark-matter search. In
that case the energy threshold would be 2.05 keV leading to a much better
sensitivity. The exclusion limit for CaWO4 with a discrimination between
the constituents is represented by the solid green line in figure 8.7.

In addition, such a measurement would make it possible to compare the
numbers of WIMP scattering events on O, Ca, and W (multi-target experi-
ment) and, thus, directly confirm the WIMP hypothesis used.

Since the energy thresholds of most direct dark-matter searches are well
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above the thresholds of the optimal regions given in table 8.1, it is more
appropriate to calculate the exclusion limits for the current search regions.
In table 8.3 the expected numbers of atmospheric and solar neutrino events

Material Eth [keV] Solar Atmosph. Max. exposure
Ar 30 2.91 · 10−8 7.15 · 10−3 14.0 ton-years
Ge 10 2.51 · 10−8 1.98 · 10−2 5.1 ton-years
Xe 8.4 1.56 · 10−10 2.34 · 10−2 4.3 ton-years

CaWO4 12 5.35 · 10−1 8.45 · 10−3 0.18 ton-years
CaWO4(98 %) 12 1.07 · 10−2 3.98 · 10−4 9.0 ton-years
W in CaWO4 12 3.76 · 10−11 8.06 · 10−3 12.4 ton-years

Table 8.3: Number of events per ton-year for atmospheric and solar neutrinos for
different target materials. The energy thresholds used for the calculation of the
count rates are given in column two. In the last column the maximal exposures are
listed, i.e., the exposure leading to ∼ 0.1 neutrino events. For calcium tungstate
(CaWO4) three scenarios are listed: the first shows the values if no discrimina-
tion between the constituents of CaWO4 is possible. For the second scenario an
exclusion of 98 % of all oxygen events was applied using the present status of the
discrimination mechanism. For the last scenario only tungsten events were taken
into account assuming a complete separation of the three constituents of CaWO4.

for an exposure of one ton-year are listed for the current energy thresholds
listed in the second column and also in table 8.1. The maximal exposures
listed in the last column of table 8.3 are leading to an expected number of
atmospheric and solar neutrino events of ∼ 0.1 in the current regions for
direct dark-matter searches.

For calcium tungstate there are three different scenarios listed. For the
first scenario it was assumed that no discrimination between the three con-
stituents of CaWO4 is possible. The maximal exposure for this case is very
small (∼ 0.18 ton-years) due to the large number of solar neutrino events for
oxygen.

For the third scenario only tungsten events were taken into account as-
suming a complete separation of the constituents of CaWO4 above a recoil
energy of 12 keV. Due to the large mass of tungsten only atmospheric neut-
rinos are contributing to the neutrino background making a large maximal
exposure of 12.4 ton-years possible.

For the second scenario a partial separation of the constituents was as-
sumed. The separation of the constituents is based on the different amount
of produced scintillation light for the same recoil energy[93]. For a gamma
or beta event about 1 to 2 %[95] of the energy Erec deposited in the CaWO4

crystal is measured as scintillation light by a separate light detector[34, 96].
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The scintillation light which is produced by nuclear recoils is smaller by
the quenching factor Qi which depends on the constituent. The quenching

Nucleus Quenching factor [%]
O QO = 10.4± 0.5
Ca QCa = 6.38+0.62

−0.65

W QW = 3.91+0.48
−0.43

Table 8.4: Quenching factors Qi for the constituents of calcium tungstate
(CaWO4)[38].

factors Qi of the different constituents of CaWO4 are listed in table 8.4[38].
The energy Eph deposited in the light detector is given by

〈Eph〉 = L0QiErec, (8.13)

where L0 is the absolute detected light yield of typically 1 % - 2 %. For a
recoil energy of ∼ 10 keV and L0 = 2 % only ∼ 3 photons are absorbed in
the light detector for a tungsten recoil.

The absolute light yield L0 differs between the CaWO4 crystals used in
CRESST[38, 95, 96]. To compare the results of different crystals a normalized
light yield L(Erec) is introduced:

L(Erec) =
1

L0

Eph
Erec

(8.14)

〈L(Erec)〉 =
1

L0

〈Eph〉
Erec

= Qi. (8.15)

L(Erec) is normalized to 1 for gamma events with an energy of ∼ 122 keV[38,
96]. The mean value of L is given by the quenching factors Qi. For large recoil
energies and for electron recoils the number of photons absorbed by the light
detector is high enough so that the distribution of the photon number can
be approximated by a normal distribution. For nuclear recoils, especially
for tungsten recoils, the number of absorbed photons is too small for this
approximation. However, due to the small energy deposition in the light
detector the distribution of Eph is dominated by the electronic noise of the
light detector which is also normal distributed. The width σi of the light
yield of a nucleus i is given by:

σi =
1

L0

1

Erec

√
σ2
BL + E0Eph =

1

L0

1

Erec

√
σ2
BL + E0L0QiErec, (8.16)

where σBL is the width of the electronic noise (i.e., the width of the base line)
and E0 = 2.88 eV is the energy of one photon (λCaWO4 = 430 nm) emitted
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Figure 8.8: Light-yield plots for solar neutrinos and for WIMPs (MW = 60 GeV,
σWN = 1.0 · 10−46 cm2). The colors represent the count rates for different recoil
energies Erec and different light yields L. For the shown energy region (12 - 40 keV)
solar neutrinos are mainly scattering off oxygen while WIMPs are mainly producing
tungsten recoils. The black line shows the 98 % exclusion limit for oxygen recoils,
i.e., 98 % of all oxygen recoil events are above this line. This line can be used to
reject the majority of the solar neutrino background events.

by a calcium tungstate crystal. The equations (8.14) and (8.16) were used
to produce the light-yield plots depicted in figure 8.8. The colors represent
the count rates for the different recoil energies Erec and the light yields L.
The projections of those distributions on the recoil energy axis are the recoil
energy spectra shown in figures 8.2, 8.4, and 8.1.

Since solar neutrino events are mainly oxygen recoils and WIMP events
mainly tungsten recoils it is possible to reject the majority of solar neutrino
events and to keep a large part of WIMP events. The light yield of oxygen
recoils is normal distributed with the quenching factor QO as mean and the
width σO given by equation (8.16). This normal distribution is given by

f(L) =
1√

2πσO
e
− (L−QO)2

2σO =
1

σO
φ

(
L−QO

σO

)
, (8.17)

where φ is a normal distribution with mean 0 and width 1. The cumulative
distribution of the light-yield is given by

F (L) =
1√

2πσO

∫ L

−∞
e
− (t−QO)2

2σO dt = Φ

(
L−QO

σO

)
, (8.18)

where Φ is the cumulative distribution of φ. A fraction p of all events is



8.3. Limitations for future experiments 125

above the limit Lmax, if Lmax fulfills the equation:

1√
2πσO

∫ ∞
Lmax

e
− (t−QO)2

2σO dt = 1−F (Lmax) = 1−Φ

(
Lmax −QO

σO

)
= p. (8.19)

The limit Lmax can now be calculated:

Lmax = QO + σOΦ−1 (1− p) (8.20)

= QO +
Φ−1 (1− p)
L0Erec

√
σ2
BL + E0L0QOErec, (8.21)

where Φ−1 is the inverse of Φ. The black line in figure 8.8 represents the
limit Lmax for p = 98 %, i.e., 98 % of all oxygen recoils are above this line.
For the calculation of this black line an absolute light yield L0 = 2 %[95] and
an electronic noise σBL = 10 eV[96] were assumed.

Apart from the area determined by equation (8.21) it is possible to define
a lot of other areas also containing the same fraction p of all solar neutrino
events. However, with the upper limit Lmax given by equation (8.21) the
fraction p of all oxygen-recoil events is rejected. Thus, independent of the
recoil-energy distribution, the fraction p of all background sources generating
oxygen-recoil events is rejected, e.g., also the majority of neutron background
events can be rejected.

The limit Lmax was used to calculate the number of atmospheric and
solar neutrinos as well as the maximum exposure for the direct dark-matter
search listed in table 8.3. Figure 8.9 shows the 90 % exclusion limits of
different target materials using the energy thresholds and maximal exposures
listed in table 8.3. For the dashed green line all events of all constituents
were taken into account representing a scenario without separation of the
constituents. Due to the large number of solar-neutrino induced oxygen
recoils the sensitivity of this scenario is worse by a factor of ∼ 50 compared
to germanium or xenon.

The dotted green line represents a scenario where 98 % of the oxygen re-
coils are rejected (black line in figure 8.8). For this scenario the sensitivity
is much better than for the scenario without separation. However, the sens-
itivity is still worse by a factor of ∼ 5 than the sensitivity of germanium and
xenon.

For the solid green line only tungsten recoils were taken into account
leading to a sensitivity comparable to the sensitivity of xenon for WIMP
masses MW & 50 GeV. This scenario represents a complete separation of
the contributions of the constituents of CaWO4. Therefore, the separation
thresholds of CRESST detectors have to be decreased by a factor of ∼ 10,
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Figure 8.9: Exclusion plots (90 % exclusion limits) for the current search regions
and maximal exposures listed in table 8.3. The dashed green line represents the
scenario were the events of all constituents of CaWO4 were taken into account
without separation of O, Ca and W events. The dotted line represents a scen-
ario where 98 % of all oxygen recoil events are rejected. For the solid green line
only tungsten recoils were taken into account representing a scenario with a com-
plete separation of the events of the constituents. For this scenario the separation
thresholds of CRESST detectors have to be improved by a factor of ∼ 10.

which is only possible, if both the electronic noise σBL and the absolute light
yield L0 are improved.

If atmospheric and solar neutrinos were the only background sources for
direct dark-matter searches, germanium and xenon presently would be the
best target materials. However, the current dark-matter searches observed
2 - 3 background events for exposures of O(100) kg-days[29, 36, 97]. So it
is likely that for exposures of O(1) ton-years other background sources like
fast neutrons are even more important than atmospheric and solar neutrinos.
Since neutrons are interacting mainly with oxygen, the black line in figure 8.8
would also reject a large part of the possible neutron background in a CaWO4

target. Such a background suppression is not possible for germanium or
xenon. Thus, all different background sources have to be taken into account
to choose the best target material for direct dark-matter searches.



Chapter 9

Conclusions and outlook

Coherent Neutrino Nucleus Scattering (CNNS) is a neutral current process
and hence independent of the neutrino flavor. A neutrino scatters off a target
nucleus via the exchange of a virtual Z0 boson. For low transferred momenta
the wavelength of the Z0 is comparable to the diameter of the target nucleus.
Thus, the neutrino scatters coherently off all nucleons leading to an enhanced
(∝ N2) cross section. However, up to now CNNS has not been observed
experimentally due to the small recoil energies of the target nuclei (O(keV)).

For the first observation of CNNS a strong neutrino source is needed.
Thus, the expected count rates for several neutrino sources have been cal-
culated and discussed. The strongest natural neutrino sources are the sun
and core-collapse supernovae in our galaxy. However, due to the low ener-
gies of the majority of solar neutrinos detectors with an energy threshold
. 0.1 keV are needed to observe ∼ 0.5 neutrino events per ton-day. Because
of the small count rates a ton-scale experiment is needed to observe CNNS.
Therefore, the observation of CNNS with solar neutrinos bears a lot of tech-
nical difficulties due to the required large target mass and the low energy
threshold of the detection system. Supernova neutrinos, on the other hand,
have larger energies than solar neutrinos leading to larger recoil energies.
Thus, also detectors with large energy thresholds can be used to detect su-
pernova neutrinos. For ton-scale direct dark-matter searches a supernova at
a distance of ∼ 10 kpc leads to ∼ 2 neutrino events in the energy region used
for dark matter search. Due to the good background suppression of direct
dark-matter searches a few supernova-neutrino events in ∼ 10 s could not be
explained by background. Thus, the next generation of direct dark-matter
searches with ton-scale target masses and energy thresholds of . 10 keV will
be able to observe CNNS with the neutrinos generated by a core-collapse
supernova at a distance of ∼ 10 kpc.

Since ton-scale target masses are needed for an observation of CNNS using
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natural neutrino sources, also artificial neutrino sources have been studied.
If a beam of protons with energies of 650 to 1500 MeV is guided to a beam
dumb, amongst others π+ particles are generated, which are stopped before
their decay. During the decay of these π+ typically three neutrinos with
energies of up to ∼ 50 MeV are produced. Due to the large neutrino energies
such a stopped pion source could be used to observe CNNS, if it is possible
to build a proton accelerator with a power of ∼ 1 MW in an underground
facility. Also power reactors as neutrino sources have been studied. Due to
the high neutrino fluxes generated by reactors with thermal powers of 2 to
4 GW an experiment with a target mass of O(1 kg) located at a distance of
20 to 40 m (neutrino flux of 1012 to 1013 cm−2 s−1) from the reactor core could
observe CNNS with expected count rates of O(10 kg−1 day−1). Since a lot
of reactors with such powers are already available, reactor neutrinos are at
present the most promising source for an observation of CNNS.

For reactor neutrinos and an assumed energy threshold of 0.5 keV, sap-
phire as target material would generate the largest count rate. Indeed, low-
temperature detectors can reach an energy threshold of 0.5 keV with sapphire
as target material. Thus, a low-temperature detector based on a 32 g sap-
phire crystal (40x20x10 mm3) was designed and studied in the present thesis.
A Transition Edge Sensor (TES) based on an Ir-Au bilayer was directly
evaporated onto the sapphire crystal. Both a calibration and a background
measurement were performed with this low-temperature detector. The en-
ergy threshold for this detector is ∼ 1 keV which, however, is too large for an
observation of CNNS. This rather high energy threshold can be explained by
poor properties of the TES. Since the critical temperature (Tc . 7 mK) of the
superconducting Ir-Au bilayer is below the base temperature (Tbase ≈ 10 mK)
of the dilution refrigerator used for the measurements, only the flat part of
the transition curve between the superconducting and the normal conduct-
ing phase could be used for the operation of the detector. Thus, to improve
the energy threshold of the detector a TES with a critical temperature of
∼ 20 mK and a steeper phase transition is needed.

Although the energy threshold of the low-temperature detector used for
the present work is too large for an observation of CNNS, the detector could
still be applied to measure the background spectrum for energies below ∼
10 keV. In the energy region up to ∼ 200 keV the measured background
spectrum is featureless and follows an exponential decay. For low energies
(. 10 keV) the spectrum is almost flat. To study the background composition
several simulations using different background sources were performed. The
resulting spectra are compared to the measured background spectrum to
identify the main contribution to the background. The simulation of ambient
neutrons produced by cosmic muons in the walls surrounding the detector
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results in a spectrum which is much steeper than the measured one. Thus,
ambient neutrons are only a small contribution to the measured spectrum.
External gamma rays are identified to be also a minor contribution to the
background spectrum, since a large fraction of the gamma rays are absorbed
in the walls of the refrigerator, and the resulting spectra should have features
like Compton edges or photo-peaks. Also a simulation with cosmic muons was
performed. For this simulation the energy and angular distribution of cosmic
muons at sea level were used. The resulting spectrum is in good agreement
with the measured background spectrum for energies below ∼ 10 keV. Also
for energies above ∼ 10 keV the simulated and the measured spectra are in
reasonable agreement. Thus, cosmic muons are the main contribution to the
measured background spectrum.

For a future experiment aiming at the observation of CNNS the use of 125
low-temperature detectors based on 32 g sapphire crystals (20x20x20 mm3)
is assumed. The detectors are arranged in an array of 5x5x5 detectors. This
array is surrounded by a passive shielding of 20 cm of polyethylene, 10 cm of
copper and 10 cm of lead. In addition, the complete shielding is surrounded
by a muon veto system. Since the probability that a neutrino scatters off
in more than one detector is vanishingly small, coincident events in more
than one detector can be used to reject background events. Again several
simulations using the setup of the detector array and different background
sources were performed to estimate the efficiency of this background rejection
technique. The simulation of ambient neutrons shows that ∼ 98 % of the
neutrons are absorbed in the shielding and the efficiency of the background
rejection due to coincident events is ∼ 30 % for the energy region below
∼ 4 keV used for the observation of CNNS. For larger energies the efficiency
for the background rejection increases up to ∼ 60 %. Using the results of the
simulation of gamma rays generated by intrinsic radioactivity, upper limits
for the allowed radioactivity of the sapphire crystals and the copper holder of
the detector array can be obtained. For the sapphire crystals ∼ 100 mBq kg−1

and for the copper holder ∼ 10 mBq kg−1 are allowed which can easily be
achieved. The simulation of cosmic muons shows that the efficiency for the
muon background rejection due to coincident events is very small (. 1 %)
for energies below ∼ 10 keV. For higher energies the efficiency increases to
∼ 20 %. Thus, a good muon veto system is crucial for the rejection of muon-
induced background events. For an efficient background rejection (& 99.9 %)
a good time resolution of the detector is needed to avoid large dead times.
For a dead time of ∼ 10 % a time resolution of ∼ 10 µs is required. Such
a good time resolution sets strong constraints on the properties of a low-
temperature detector. To achieve such a good time resolution the effective
area of the TES has to be increased, e.g., by the use of superconducting



130 9. Conclusions and outlook

structures attached to the TES, so-called phonon collectors.
To study the observation potential of the experiment discussed in the

present work four ensembles of spectra containing background and signal
events were simulated. For one ensemble the spectra were simulated taking
only background events but no neutrino events into account. For the other
three ensembles different background rates (1000, 1500, and 2000 kg−1 day−1)
in the energy region below 4 keV were used. For these three ensembles a
neutrino rate of 3.3 kg−1 day−1 corresponding to a distance of ∼ 40 m from a
reactor with a thermal power of ∼ 4 GW (neutrino flux of 3.6 ·1012 cm−2 s−1)
was assumed. Furthermore, it was assumed that ∼ 20 % of all neutrino events
are rejected due to coincidences with the muon veto or other detectors. Each
simulated spectrum was fitted by a background-only model and a model con-
taining signal and background using a Bayesian approach. If the probability
that the background-only model describes the spectrum is not sufficient an
observation of CNNS can be claimed. For the 2000 spectra containing only
background events no false claim of an observation occurred. For ∼ 84 %
of the spectra with a mean background rate of 1000 kg−1 day−1, for ∼ 52 %
of the spectra with a background rate of 1500 kg−1 day−1, and for ∼ 28 %
of the spectra with a background rate of 2000 kg−1 day−1 an observation of
CNNS could be claimed at a confidence level of 99.99 % for an exposure of
4 kg-years.

For locations closer to the reactor the investigation of new physics beyond
the standard model appears to be possible. Thus, two further ensembles
were simulated to study the influence of a hypothetical magnetic moment of
the neutrino and oscillations of flavor neutrinos into sterile neutrinos. For
both ensembles a distance of ∼ 20 m from the reactor core leading to a
neutrino rate of ∼ 13 kg−1 day−1 and a background rate of 500 kg−1 day−1

was assumed. To estimate the sensitivity to a magnetic moment a model
containing background, neutrino signal and a magnetic moment was fitted
to the simulated spectra containing no magnetic moment. The resulting
upper limits for the magnetic moment of the neutrino are larger by a factor
of ∼ 3 than the current best limit of 3.2 ·10−11µB. To study the potential for
the observation of sterile neutrinos an oscillation with an amplitude of 2 %
between flavor (νe, νµ, ντ , ν̄e, ν̄µ, and ν̄τ ) and sterile neutrinos was assumed.
As a result of the estimation of the neutrino rate, for ∼ 1 % of the spectra
sterile neurtrinos are leading to a 3-σ effect compared to the no-oscillation
hypothesis. Thus, the investigation of new physics beyond the standard
model is challenging for the setup described in the present thesis.

Atmospheric and solar neutrinos constitute an ultimate background for
direct dark-matter searches, since CNNS can generate the same signature
as WIMP scatterings. For most target materials the events caused by solar
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neutrinos are well below the energy threshold used for direct dark-matter
search. The atmospheric neutrino background limits the achievable sensitiv-
ity for the WIMP-nucleon cross section to a value between 3 and 9 ·10−48cm2.
However, for calcium tungstate also solar neutrinos have to be taken into ac-
count, since the recoil energies generated by solar neutrinos scattering off
oxygen are above the energy threshold. Solar neutrinos limit the achievable
sensitivity for the WIMP-nucleon cross section to 2 ·10−46 cm2 if a discrimin-
ation between the constituents of calcium tungstate is not possible. However,
with a rejection of ∼ 98 % of all oxgen recoils, the sensitivity for the WIMP-
nucleon cross section can be improved by a factor of ∼ 10. Furthermore,
such an improvement is also possible if the sensitivity is limited by neutron
background. The current best limit for the WIMP-nucleon cross section is
∼ 2 · 10−45 cm2 achieved with xenon as target material. Thus, atmospheric
and solar neutrinos have to be taken into account for the next-generation
experiments with ton-scale target masses.
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Bei allen Mitgliedern des Lehrstuhls E15, auch bei denen die bisher noch
nicht genannt wurden (Matteo Agostini, Tobias Bode, Dr. Dusan Budjas,
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