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Abstract

Specification languages and automated design methods are increasingly be-
ing used to master the growing complexity in the development of embedded
electronic systems. The work presented here uses the “Specification and De-
scription Language” SDL as basis of an automated design process targeting
application specific hardware particularly for hard real-time systems.

The SDL specification is annotated with deadlines, event streams and
event dependencies which capture the timing requirements and properties of
the embedding system. The next step towards an electronic circuit is a VHDL
description of the required behaviour. Different principles for the transfor-
mation of SDL into VHDL, the implementation models, are presented. The
server model maps each SDL process to its own VHDL entity with its own
message queue. The activity thread implementation in contrast executes all
transitions, which are triggered in the SDL processes by one external signal
or timer output, directly one after the other, abolishing the internal com-
munication between the processes. In the presented design process, a SDL-
Compiler generates VHDL from textual SDL. The statemachine part is linked
with so called run-time components, which implement reusable functions like
message queues, timers, and communication channels. Commercial synthe-
sis tools create the electronic circuit from the VHDL design. The complete
design flow was integrated with a HW /SW rapid prototyping environment.

Hard real-time systems require the beforehand proof that all deadlines
will be met. A real-time analysis is presented which calculates the worst case
response times to external events, considering the timing constraints, differ-
ent implementation models and run-time components. An upper bound on
the necessary length of the message queues is derived as well. The consider-
ation of event dependencies during real-time analysis brings a relaxation of
a possibly too pessimistic worst case scenario. The presented methods have
been tested in the rapid prototyping environment on a FPGA-based target
architecture with the help of several application examples. The results from
these experiences allow an evaluation of both the resource requirements and
real-time properties of the hardware automatically generated from SDL.
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Chapter 1

Introduction

1.1 Background

The development of embedded electronic systems presents an increasing chal-
lenge for industry and academia: Most new features in many domains, e.g.
in automotive and telecommunications, depend on electronics. The increas-
ing density and speed of electronic circuits correspond with an increasing
complexity to be mastered during the design process. Sharp competition
leads to shortening design cycles and pressure on the development costs,
while engineering manpower is turning into a scarce resource. At the same
time, embedded systems have to meet stringent requirements, among others
functionality, reliability, size and power consumption. Very central among
these rank soft and hard real-time requirements. These express the embedded
system’s ability to respond not only correctly but also within a given time.

Modern design methodologies, realized in HW/SW-codesign environ-
ments like [EHBT96], [COHT99], [BCGT97] (see also [GVNG94], [Wol94]),
aim to meet these challenges by introducing systematic, formal design meth-
ods and increasing the degree of automation in the design process. They start
with a model of the system under development in one or several specification
languages. The use of a system model in a formal specification language has
several advantages. Firstly, its defined semantics allow a concise description
and avoid the ambiguities of a natural language. Secondly, validation with
the help of simulation, formal verification or real-time analysis is possible.
Thirdly, a formally defined language makes it possible to write compilers
which translate it into a different language. This opens the path to an au-
tomated design process, which ensures that an implementation is reached in
shorter time, is hopefully error free and consistent with the specification.

Embedded systems typically consist of microprocessors respectively pro-
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cessor cores executing software, and application specific hardware. During
the automated design process, a suitable architecture of processors, buses
and custom hardware is determined and the specification is partitioned and
mapped to the available execution units. The next steps towards imple-
mentation are communication refinement, automated code generation and
synthesis of hardware and software.

Rapid prototyping has been proposed as a method to find errors and flaws
in the embedded system’s requirements at a very early stage of development.
To make this possible, the specification is executed in the real environment
in form of a working prototype. In order to rapidly obtain such a prototype,
an automated design process like outlined above is used, targeting a rapid
prototyping platform. In a rapid prototyping application, the execution of
the specification in software means high flexibility, short design cycles and
good debug facilities. Application specific hardware on the other hand is
very often necessary as a link to the embedding process, i.e. for glue logic
or a custom bus protocol, and as execution unit for processes with short
deadlines. Here, too, it is possible to reach a high degree of flexibility by
using reprogrammable FPGAs.

In many application areas, the focus of rapid prototyping lies only on the
functional correctness of the embedded system. For hard real-time systems
however, it is also necessary to include the real-time aspects already at the
prototyping stage: In the design of a system that has to meet hard dead-
lines, the timing requirements of the embedding system have to be modeled
correctly. This is a non-trivial, error-prone task. A real-time analysis in the
prototyping stage and the real-time execution of the prototype show if the
timing situation has been understood correctly. In contrast to simulation,
the idea of a prototype is to be executed in the real world with real data. If
the application to be designed has to meet hard timing requirements, they
generally will have to be met by a prototype executing in the same environ-
ment, too. A schedulability analysis must give the proof that it is safe to
execute the prototype.

A multitude of specification languages and methods are used in embed-
ded systems design, i.e. C, C++, VHDL, Esterel, Statecharts, Matlab and
SDL. Several properties of the “Specification and Description Language” SDL
make it well suited for a design methodology like outlined above. SDL allows
implementation independent system modeling at a high level of abstraction,
in graphical and textual form. Its formal semantics form a solid basis for
validation and simulation. Due to SDL’s asynchronous execution and com-
munication scheme, dividing and joining models is easy, which allows for
more flexibility in architectural synthesis, and efficient implementations on
distributed systems. Other, non—technical criteria, are maturity and popu-
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larity of the language, and the well developed tool support. SDL’s standard-
ization ([ITU94]) makes it suitable for official authorization procedures, in
some of which it is already mandatory. SDL is a supported input format of
a considerable number of commercial and academic codesign environments,
as outlined in chapter 2.

The automated design flow from SDL to software is state of the art and
widely used. The ability to automatically generate application specific hard-
ware from SDL enables the use of SDL in a HW/SW-codesign environment.
This makes it possible to use SDL specifications for hardware and software.

1.2 Scope

The work presented here deals with the automated design of application spe-
cific hardware from SDL in a rapid prototyping HW/SW-codesign environ-
ment. It is targeted towards reactive hard real-time embedded controllers.
Timing constraints are assumed to have the form of end-to-end deadlines,
i.e. a given response time that may elapse until the reaction to an external
event is finished. In hard real-time systems, in contrast to soft real-time, the
violation of a deadline can lead to catastrophic consequences, up the loss of
lives. In this class of systems the correct real-time behavior has to be proven
during design. Analyzability and guaranteeable worst case response times
therefore take precedence over average or best case throughput and latency.

In the rapid prototyping scenario, for cost and flexibility reasons, as much
functionality as possible will be implemented in software. Application specific
hardware is necessary for processes with deadlines that are too short to be
met in software and as a connection to the embedding environment. The
envisioned type of application therefore are fast 1/O-tasks with relatively
low computational complexity. In this sense, application specific hardware is
regarded like a pre-processor for external events rather than a co-processor.

The automated design process is part of the rapid prototyping environ-
ment REAR presented in [PMK™'00]. Its rapid prototyping target architec-
ture is a configurable and scalable heterogenous multiprocessor system. A
board with a field programmable gate array (FPGA), the so called config-
urable 1/0 processor CIOP, is tightly coupled with the microprocessor based
units. Functionality targeted to hardware can be specified in SDL. Addi-
tionally, standard or custom hardware modules, e.g. written in the hardware
description language VHDL, can be included in the HW /SW-codesign envi-
ronment. To automatically generate hardware from SDL, a compiler trans-
lates textual SDL to VHDL. This work investigates the efficiency of the gen-
erated hardware in terms of resource usage and timing properties. Different
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implementation models are developed together with the real-time analysis
algorithms needed to determine the guaranteeable worst case behaviour.

1.3 Overview

There is a number of research groups and commercial efforts in the context of
embedded systems design with SDL, some of which also include application
specific hardware. An overview of them is given in chapter 2.

Chapter 3 introduces the specification language SDL. Next to the func-
tional specification, real-time analysis requires a description of the timely
properties of the embedding system, which are expressed with the help of
event streams. These, together with the given deadlines, define the timing
contstraints of the system to be designed. Finally, a method for including
predefined, non-SDL components in the specification is suggested.

The transformation principle behind the automated generation of hard-
ware from SDL is called the implementation model. Chapter 4 presents three
implementation models for SDL, the server model, the serialized and the par-
allel activity thread model, as well as the combination possibilities of them.
As will be seen, next to the hardware generated for each new specification,
there is a number of reusable components like e.g. message queues imple-
menting SDL’s asynchronous communication, and timers to be considered.
In analogy to software they are named “run-time components”.

With functional specification, timing constraints and implementation
model known, the real-time analysis from chapter 5 is possible. The pri-
mary task here is the calculation of the worst case response times to external
events, considering the different implementation models and run-time com-
ponents. As by-product, an upper bound on the necessary length of the
message queues can be given. The consideration of event dependencies dur-
ing real-time analysis can bring a relaxation of a possibly too pessimistic
worst case scenario.

Chapter 6 details the automated design process from SDL to hardware. It
describes the rapid prototyping environment in which the presented methods
were integrated. The abstract SDL specification is not directly translated to
a netlist of logic gates. Instead it is compiled into a high level model in the
hardware description language VHDL, using the so called SDL-Compiler.
After this step, reusable and additional external hardware components are
integrated with the generated VDHL blocks. This includes the interface to
the likewise automatically generated software. The complete VHDL model
is processed further using commercial synthesis and place-and-route tools.

The rapid prototyping environment also formed the testbed for several
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application examples. They were used to gather on-hand experience in a real
environment. The gained hardware synthesis and real-time analysis results
are presented together with an evaluation in chapter 7. The work finishes
with conlusions and indications of future work in chapter 8.
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Chapter 2

Related Work

In the last 30 years, an extremely large number of specification languages has
been developed. For a classification, [GVNG94] identifies four basic concepts:
concurrency (control or data oriented concurrency), hierarchy (structural or
behavioral hierarchy), communication (message passing or shared memory)
and synchronization (synchronous or asynchronous). In different fields of
application, languages with different characteristics have been found to be
useful. A good overview is e.g. given in [JRM199].

The degree of abstraction required depends on the phase of the design
process. During the requirements phase, a modeling at system level is appro-
priate. Here, the required functionality is defined. Architecture and imple-
mentation details are not fixed yet. There are few indications about timing,
except for some global constraints. At the algorithmical level and register
transfer (RT) level, the level of detail increases, until the implementation is
completely defined.

Table 2.1 which was adapted from [MdCPO01] lists typical time granular-
ities and models of computations at the different levels of abstraction. It
shows representative specification languages used in the hardware and soft-
ware domain and their association to these design levels.

For the description of hardware at the algorithmical and RT-level, the
languages VHDL and Verilog ([IEE00],[IEE95]) are de-facto standard with
an excellent tool support. In a VHDL model at RT-level, be it a structural
or a behavioural description, each operation is assigned to one clock cycle.
RT-level synthesis tools, like e.g. Synopsys Design Compiler translate it to
a equivalent network of registers and combinational logic. After logic op-
timization, resource allocation and mapping a netlist of components from a

7
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Time Computational | HW SW
Granularity | Model Languages Languages
System Transactions | Task graphs, StateCharts, SDL, Matlab,
Level communicating SDL, Java Java, Esterel
processes
Algorithm | Computational | Control Flow | VHDL, Verilog, | C/C++
and Steps Graph, Data Flow | C/C++ with
Functional Graph extensions,
Level e.g. SystemC
Register Clock Cycles | Finite State VHDL, Verilog, | Assembler
Transfer Machines, RT-C
Level Boolean equations

Table 2.1: Specification Language Overview

target library is generated. From this netlist, vendor-specific place-and-route
tools generate a layout of the digital circuit.

In contrast to this, at the algorithmical level, the timing is not or only
very roughly fixed. Here as well, a description in VHDL or Verilog is usual.
This kind of model can be handled by a high-level synthesis tool like e.g.
[BROS]. It generates a processor, consisting of controller and data path, which
implements the specified behaviour. To achieve this, the steps scheduling,
resource allocation and binding have to be performed. The loosely defined
timing means, that a given operation, e.g. an addition, can be scheduled
in different clock cycles. This makes it possible to find a schedule, where
components, e.g. the adder, can be reused and therefore resources saved.

In the last years, many institutions have attempted to introduce C-based
languages for hardware design at algorithmical and RT-level (e.g. Stanford’s
HardwareC, Irvine’s SpecC, SystemC by Synopsys, C-Level by EASICS, Cyn-
libs by CynApps). The idea is to use the wide-spread language C and C-based
development environments by extending C with libraries and classes to ex-
press hardware specific concepts, in particular concurrency and timing. In
most of these frameworks, the level of detail is exactly the same as in dedi-
cated hardware languages. Therefore, even though the same language as for
software is used, due to the implementation specific degree of detail, no uni-
fied view on the entire system can be taken. The acceptance in the hardware
design community on the other hand is difficult. The willingness to adapt
a new language is especially low if the advantages are not clearly seen. A
further problem lies in the lacking standardization of the various proposals.

A number of HW/SW-Codesign approaches are based on the specifica-



tion language SDL. A SDL specification consists of parallel processes, whose
behaviour is specified with extended finite state machines. SDL processes
communicate via asynchronous messages.

Pulkkinen ([PK92]) and Turner ([CT97]) use SDL to model electronic
circuits at RT-level. SDL’s event triggered semantics, the lacking features
for an exact modeling of time and the missing broadcast mechanism make
it poorly suited for a detailed description of electronic devices and circuits.
This results in long winded, clumsy specifications. The advantage over the
already presented HW modeling methods, e.g. VHDL, remains unclear, as
well as how these approaches could be integrated in an automated hardware
design flow.

All other approaches use SDL for a functional specification at system
level. Two implementation models, which preserve the semantics of SDL
are the server model and the activity thread model. In the server model,
each SDL process is implemented as a single RTOS task in SW, respectively
as a separate VHDL entity in the HW implementation, each with its own
message queue. In contrast to this, the activity thread model maps each
activity thread, i.e. each chain of activations in the SDL model caused by
one stimulating event (an event from the environment or a timer output), to
one RTOS task respectively HW entity.

The terms server model and activity thread model stem from the telecom-
munications area, where they are used to describe different stategies to im-
plement multilayer communication systems ([Svo89]). In the server model,
each protocol unit from one OSI layer is implemented as a single software
task, communicating with other layers via messages. In the activity thread
model, one software task processes an incoming or outgoing request through
several layers, avoiding queueing and process management overhead.

Henke and Mitschele-Thiel ([HKMT97]) proposes the employment of
efficient methods known from the manual implementation of communication
systems in an automated software design process based on SDL. In their re-
alization of the activity thread model, each SDL process is implemented as
a reentrant procedure. Each activity thread is a sequence of calls to these
procedures, whereby each SDL-signal-output statement is replaced by the
procedure call corresponding to the signal’s destination process. Here, spe-
cial attention has to be paid towards a sementically correct implementation,
especially in the cases “multiple output statements” and “action after out-
put” (for more details see section 4.4). Two execution models, the basic and
extended activity thread model, are presented. In the basic activity thread
model, all activity threads are implemented in one operating system (OS)
task; the processing of a new external signal is postponed until the process-
ing of the previous signal has been finished. In the extended activity thread
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model, each activity thread is implemented in its own OS-thread. Here,
timely interleaving of several activity threads is possible and depends on the
applied scheduling strategy. Obviously, the procedures implementing SDL
processes have to be protected with a semaphore.

Commercial code generators for SDL targeting software, like SDT’s
CAdvanced, CBasic and CMicro C-code generators ([Tel]), only support the
server implementation model. In an implementation of a SDL specification
on a single processor, the theoretically parallel SDL processes are sequen-
tialized. The timely ordering depends on the scheduling algorithm. In the
so called light integration (all SDL processes in one OS task), scheduling is
implemented in the task body which is generated by the code generator. In
a tight integration scheme, one SDL process equals one OS task; here, the
scheduling is determined by the operating system. Naturally, these imple-
mentation decisions have a strong impact on the real-time behaviour. This
problem area is investigated in [Kol01].

Several approaches generate VHDL using the server model. The main
focus here is mapping the abstract communication between SDL processes
to existing interfaces and protocols.

A framework for the automated design of high-performance communica-
tion subsystems is presented by Schiller in [CS98|. The parallel, hardware-
based target architecture consists of RISC-processors, specialized protocol
function units, programmable and synthesizable protocol automata, and
memory, connected via a crossbar switch. C-code for the processors, mi-
crocode for the programmable protocol automata and especially RT-level
VHDL for the synthesizable protocol automata are generated from SDL.
One synthesizable protocol automaton, which implements one SDL process,
consists of an I/O-interface connecting it to the input queue and the crossbar
switch, an ALU-interface to a local ALU, and an execution and control unit;
i.e. control and data path are seperated. I/O-interface and ALU-interface
are predefined components adapted to the target architecture. The execu-
tion and control unit is generated by a SDL-to-VHDL compiler. It imple-
ments only the bare finite state machine of the SDL process. The storage
of state and variables and all data operations are located in the ALU. The
direct generation of register-transfer level, i.e. cycle-fixed VHDL is possible,
because the data width is fixed to 32 bit and the execution duration of oper-
ations of the ALU is known, once the compiler has mapped all parts of the
transition to ALU-commands. This work is very specialized and efficient for
communication protocols, but not easily transferable to other applications.

The SDL-to-VHDL translator described by Glunz in [Glu94] and
[GKRMO93| presents an architecture for implementing general SDL specifi-
cation in hardware. The target architecture for each SDL process consists of
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3 parallel VHDL entities: a receiver unit, a message queue and a processing
unit. The receiver unit is responsible for the input of SDL messages. It must
run independently from the other units to ensure SDL’s non-blocking send-
operation. The message queue stores the incoming SDL messages. The pro-
cessing unit directly implements the extended finite state machine (EFSM) of
the SDL process. This architecture is the basis for several other approaches
([DMVJ97],[BRMT99]), and is also presented in greater detail in section 4.3.
An important focus of the work is SDLs abstract communication. It presents
a formalism to describe the actual hardware channels and their protocols
which realize the communication. For modularity and reuse, the protocols
can be layered, distinguishing between application independent and appli-
cation specific. At the lowest level, the protocols are defined in RT-level
VHDL. An implementation description finally maps the logical SDL signal
channels to these physical channels, which are taken from a library. It fur-
ther defines the necessary length and the coding and decoding procedures for
the message queue. Even though the main target of this SDL-to-VHDL sys-
tem seems to have been on simulation, Glunz emphasizes that the generated
VHDL is synthesizable, which has been confirmed in [Rin98]. The direct
generation of RT-level VHDL from SDL is possible, because the integrated
protocol implementations are at RT-level and all data operations at SDL level
are written in “native” VHDL and directly inserted in the generated finite
state machine. The scheduling of these operation is hence the responsibil-
ity of the designer at SDL level, which represents somewhat a contradiction
to the desired implementation independent SDL system specification. The
modular and layered specification of receiver unit and also message queue is
very flexible. Compared with “monolithic” components, however, it leads to
a resource and execution time overhead, which adds to the communication
overhead inherent to all server model implementations.

In [DMVJ97], the VHDL generation is embedded in the codesign en-
vironment COSMOS. An SDL description is translated to an intermediate
format, which consists of processes communicating via remote procedure calls
over abstract channels. Each SDL process is allocated one abstract channel,
which represents the input message queue and its interface. The SDL pro-
cesses’ behaviour is translated to the corresponding finite state machine.
During a partitioning step, state machines may be splitted and merged.
During an interactive, human guided compilation, the abstract channels are
mapped to communication units. For these, finally an implementation from
a library is selected and the required interfaces and interconnections are gen-
erated. The generated VHDL model is targeted at simulation and high level
synthesis, i.e. timing and the final RT-level hardware architecture are not
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fixed in the SDL-to-VHDL step. Arexsys!, the commercial spin—off of the
TIMA laboratory, markets a codesign environment based on COSMOS. The
CASE-tool environment, which includes cosimulation, architectural explo-
ration and design implementation is described in [MdCPO01]). A case study,
where these tools were used for the HW/SW codesign of an image process-
ing unit at Aerospatiale Missile Division (specification in SDL, generation
of C and VHDL) is presented in [ABGT99]. Interestingly, in the COSMOS
environment high level synthesis is no longer used for further processing of
the generated VHDL. As also noted in [BRM™99], high level synthesis of-
ten yields poor results when generating the controller and datapath for the
VHDL model of the SDL processes’ behaviour, which already is in form of a
finite state machine. On the other hand, it is not possible to predict in the
general case what kind of operations will be specified in the SDL transitions,
and therefore how many cycles they will need in hardware. The solution,
like described in [CSMJ00], is to use only the scheduling step of high level
synthesis, that is to assign all operations in the generated VHDL to clock
cycles. The structure of the FSM is left intact and resource allocation and
binding are performed by RT-level synthesis tools.

The Cadence Cierto VCC environment ([Cad99a]) 2 is based on Berke-
ley’s Polis approach ([BCGT97]). Similarily to the Arexsys evironment pre-
sented above, it aims at a continuous design flow from a system level speci-
fication towards implementation. It supports a number of input languages,
e.g. Esterel, C, VHDL and a subset of SDL. Next to architectural exploration,
cosimulation and performance estimation, also a link to an implementation
in C and VHDL is described in [Cad99b]. However, no details on the imple-
mentation of SDL processes in hardware have been found.

Slomka et al. present in [SDMHO00] a rapid prototyping system for
high performance communication systems based on SDL. The core of their
co-design system is a Java based SDL-Compiler, which was utilized and devel-
oped further in cooperation with the rapid prototyping project presented in
this work. For the data-intensive applications from the communication sys-
tems domain, a mixed hardware synthesis approach is applied ([BRM99)]).
Run-time components are defined and synthezised at RT-level while the be-
haviour of the SDL process, possibly with many data operations, is synthe-
sized using a high-level synthesis system. To address the already mentioned
limitations of high-level synthesis, a novel implementation scheme is pro-
posed in [SDMO1]. Similar to Schillers work ([CS98]), each SDL process is
separated into control and data path. The finite state machine of the SDL

Lwww.arexsys.com
Zwww.cadence.com/technology /hwsw /ciertovce
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process is implemented at RT-level in one hardware or software entity, while
the body of the transitions form a separate entity, which can be synthesized
using high-level synthesis. In contrast to Schiller, no predefined ALU is used,
but an own processing unit is synthesized for each transition. First results
indicate a considerable communication overhead, which leads to a only min-
imally reduced resource usage.

The work of Hemani et al. ([SKH98], [HSK199]) is based on a concept
aiming to support SDL’s dynamic process creation feature also in hardware.
Here, one entity is created for each SDL process class, storing and loading
the context of each process instance after a simple schedule. Due to the
dynamic instantiation, a signal’s receiver cannot be determined statically.
This necessitates a central supervisor unit in the communication subsystem.
What remains unclear is at which point the overhead caused by this infra-
structure is smaller than the resources multiple instances provided from the
start would cause. For a large number of active instances, on the other hand,
the serialization due to the shared processing unit would cause a very slow
response time. This in turn challenges the decision for implementation in
hardware compared with software.

Concluding, it can be remarked that the large body of work concerning
automated implementation of SDL in hardware utilizes the server implemen-
tation model. Much attention is paid to the realization of SDLs abstract
communication on concrete components and protocols. A further issue is
the refinement of timing down to the cycle-true specification required for
the synthesis of a digital circuit. None of the approaches known address the
problem of real-time behaviour and analysis.
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Chapter 3

Specification with SDL

This work uses the Specification and Description Language SDL for the func-
tional specification of the system under development. Section 3.1 presents
the language SDL, concentrating on the language features relevant for im-
plementation in general and on the subset which is supported in hardware.

SDL is however not intended for the specification of non-functional as-
pects. In the context of hard real-time systems, particularly the real-time
constraints are of importance. This is dealt with in section 3.2, which intro-
duces the language annotations chosen for expressing timing constraints, and
the underlying event stream model for describing the temporal behaviour of
the embedding system.

Next to the parts of the design functionally described in SDL, it is also
possible to include predefined hardware components and IP in the design
process, which is described in section 3.3.

3.1 Functional Specification with SDL

3.1.1 Background

SDL is a Specification and Description Language standardized as ITU (In-
ternational Telecommunication Union) Recommendation Z.100 for the speci-
fication of telecommunication systems ([ITU94]). The first description of the
language stems from 1980. Since then, a new language version is presented
every four years, with a varying size of differences between subsequent ver-
sions. In SDL-88, the basic concepts and model of computation as well as
syntax and semantic are fully defined. SDL-92 introduced object oriented
design and is the language version currently supported by all commercial
SDL-tools and is also the basis of this work. The latest major SDL version is

15
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SDL-2000, which aims at a seamless link with object modelling, in particular
UML, and an improved use of SDL for implementation.

SDL can be regarded as a profile of the well known UML (Unified Model-
ing Language) model from the Object Management Group. In some respects
it exceeds the UML requirements and has well defined semantics where UML
has vaguer “semantic variation points”. The class models of SDL follow the
usual UML object model notation. The language SDL has a graphical rep-
resentation (SDL-GR) and an equivalent textual representation (SDL-PR).

Initially, SDL has been developed for the telecommunications domain.
It is however well suited to describe event-driven, reactive systems in gen-
eral, and has increasingly been used in the design of all kinds of embedded
systems. Today, there exists an excellent tool support for SDL. It includes
support for system modeling, syntax and semantic check, formal verification,
simulation, links to testing and implementation in software. Largest vendor
is Telelogic AB, Sweden, with its tool SDT. This work used SDT Version 3.1.

3.1.2 Language Elements of SDL-92

Like mentioned above, SDL-92 introduces object orientated features. Object
orientation is useful for the specification and design process, since objects
with similar characteristics can be combined in classes. In SDL-92, object
classes are called “types”. An actual implementation, however, always con-
sists of instantiated objects, but not of classes. Instances in SDL can be
either instantiated types or can be directly described. How these instances
were derived is not important from the implementation point of view; par-
ticularly if dynamic object creation is not supported, which is assumed in
this work. Therefore, without restriction of generality, SDL’s object oriented
features are not considered for the rest of this work. All language objects,
e.g. processes, blocks, signals, are regarded as instances.

System Z Block B Process 2

Block A Process 1 \ m
Process 2 u

Block B Process 3

Channel b ‘ Signalroute 1

Figure 3.1: Example SDL System Structure
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Structure in SDL is expressed with a hierarchy of blocks and processes
(see Figure 3.1). A SDL system consists of one or several blocks, which
can in turn be build of blocks. Communicating blocks and the environment
are connected via channels. The lowest level of refinement are the parallel
SDL processes, which can communicate via signals' over signal routes. Each
process keeps incoming signals in its own private message queue.

The Behaviour of a SDL process is described in form of an extended
finite state machine (EFSM), consisting of states and transitions. Figure 3.2
summarizes the most important elements of the EFSM with their graphical
and textual representation.

General Triggers Transition Elements
Q Start Symbol I::j Task E Process
Creation
Priority Output
Input J<

Input

Process
Termination

State

d) Nextstate
Comment > Continous Procedure
| Signal / Call
Enabling

Condition

Tl

Save Decision

PN

Figure 3.2: SDL-92 EFSM Elements

The start symbol denotes the initial transition, which is executed once at
the start of the SDL system. It brings the SDL process into a defined state,
but can also contain arbitrary transition elements.

SDL knows a number of different triggers which can be defined for a
transition from a state: The signal input triggers the transition upon the
arrival of the denoted signal, removing the signal from the message queue. A
continuous signal triggers when the given boolean expression evaluates true.
Enabling conditions combine the first two, triggering only when the signal is
availiable and the condition is fulfilled; the signal remains in the queue until
this is the case. Priority inputs are a special case of the input symbol. They
define that the given signal is to be consumed first, even if it is not the first
in the message queue. The save-statement indicates that the given signal has
to be kept in the queue, even if it has no transition to trigger in the current
state.

'In cases where a confusion with VHDL signals is possible, SDL signals will exchange-
ably be termed SDL messages.
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The transition body can contain an arbitrary number of tasks, outputs,
decisions, procedure calls, and the nextstate-symbol, to name the most im-
portant. A task is a container for data operations, which can be expressed
formally using arithmetic expressions, but also informal text. The output-
statement sends the given signal to a given process or signal route. Recurring
parts of the state machine can be put into a procedure, which can be called
from anywhere in the process. Neztstate defines the state that has to be
assumed at the end of the transition. The process creation and termination-
symbol specify the dynamic creation and termination of the given process at
run time, which is however excluded from the implementation in hardware.

SDL’s chief communication mechanism is asynchronous sending and re-
ceiving of SDL signals, which can optionally carry data. Generally, data is
declared local to each process and cannot be accessed from outside. There
are however three exceptions to this rule. Remote procedures belong to the
context of the exporting process, but can be called from a different process,
and therefore can allow access to the remote process’s data. The import-
construct allows reading local variables of a remote process, but only values,
which have been released with the explicit export-statement. These two
mechanisms form no principal exception from SDL’s basic communication
scheme. They can in fact be implemented using signal interchange and ad-
ditional states. In contrast to this stands the view/reveal-mechanism, which
allows a process to always read the actual value of the revealed variable of
the remote process. The use of view /reveal is not recommended by Z.100.

Data types in SDL are abstract data types, i.e. the definition of liter-
als, operators and their semantics is possible in the system specification.
There are, however, a few predefined data types for frequently used types
like boolean, integer, real, character, charstring, time and duration, as well as
composite types like array and struct. With the help of a syntype-definition,
a new name for an existing data type can be given and, useful with regard
towards an implementation in hardware, its range of values can be limited.

SDL assumes a global Time, whose actual value is accessible with the
now-statement. It makes, however, no assumptions on a timely synchroniza-
tion of actions, nor on communication and execution times. Similarily, the
scaling of the predefined time and duration data types is left as an imple-
mentation issue. A timer can be started from inside a process transition.
After the given duration, it sends a signal to the requesting process, using
the process’ message queue.
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3.1.3 Model of Computation

Blocks in SDL are useful as hierarchical structuring element, and e.g. de-
fine the visibility of viewed variables, but they have no influence on the
behaviour of the SDL system, which is entirely defined by the processes.
SDL processes are defined to be concurrent, i.e. no specific execution order is
prescribed. Synchronization and communication take place asynchronously
over the SDL signals, with a non-blocking send and blocking receive. Pro-
cesses are therefore modelled as independent from each other as possible,
meaning communication and synchronization must only be realized where it
is explicitly demanded by the specification with the statements send, import,
view and remote procedure call.

Processes are activated when a transition is triggered. Like outlined in
section 3.1.2, the two basic trigger mechanisms are signal input and con-
tinuous signals, where a boolean condition is evaluated. The variables con-
tained in such a boolean equation, however, can only be local variables or
imported /viewed variables from other processes. To trigger a transition, the
values of these variables would have to change, which in turn can only hap-
pen inside a triggered transition. This means, that an activation of any part
of the SDL system can only be initiated by either a signal from the system’s
environment or an output from a timer. Signals from the environment, i.e.
external events, and timer outputs are subsumed with the expression trig-
gering events of the SDL system. 2

The detailed model of computation of a single SDL process is as follows:
First, the message queue is checked if it contains a signal which has a pri-
ority input in the current state, and if true the corresponding transition is
executed. Secondly, the first signal in the queue is evaluated. If an input for
this signal is specified in the current state, and if applicable the enabling con-
dition evaluates true, the transition is triggered, and the signal is removed
from the queue. The signal remains in the queue as long as the enabling
condition is false. If there is no input statement for the signal, it is removed
from the queue and discarded. In the case of a save-statement, it is kept in
the queue. At this point, the next signal in the message queue is regarded.
Only if there is no more signals in the queue to be processed, the continuous
signals are evaluated.

This execution policy means that the processes’ message queue cannot be
a simple First-In-First-Out-Buffer (FIFO). In order to realize priority input,
save and enabling conditions, it has to be possible to view all buffer ele-
ments, and to remove signals from random positions. If these three language

2 An exception are the so called spontanous transitions, which are used to model random
behaviour, like e.g. system failures.
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elements are excluded, the message queue is reduced to a FIFO. Obviously,
this has consequences on the modeling style. Without a save-statement, for
instance, it is no longer possible to use the message queue as a buffer for data
to be processed later, since the signals are removed from the queue as fast
as possible, either to be consumed or discarded.

Returning once again to the classification criteria proposed by Gajski
mentioned at the beginning of chapter 2, the specification language SDL is
characterized by control oriented concurrency. In contrast to data-oriented
languages, which describe data streams and their interaction, SDL processes
specify concurrency and synchronization of the control structures. SDLs
blocks imply a structural hierarchy. Since process behaviour cannot be fur-
ther refined in SDL-92, no behavioural hierarchy is given. Communication is
mainly realized via message passing with the exception of the view /reveal-
mechanism which implements a shared memory concept. Synchronization is
asynchronous, in an event-driven fashion using messages (SDL signals).

3.1.4 Discussion

Summarizing the previous sections, SDL is excellently suited for the specifi-
cation of control-dominated, event-driven systems, whose behaviour can be
described in the fashion of a finite state machine. Descriptions in SDL are
advantageous for implementation on distributed systems, since a minimum
on assumptions is made concerning synchronization and communication be-
tween processes. SDL favours an implementation independent specification
at an abstract level. It dissociates the functionality from the communication
and the interface to the outside, with advantages in reusability and main-
tainability. Further, already mentioned advantages are its standardizition,
maturity, popularity and well developed tool support.

On the other hand, SDL is not intended for an explicit description of
data flows, nor for continuous systems. It is possible to create a periodic
behaviour with the help of one or several timers, which trigger arithmetic
operations inside the finite state machines. Tools like Matlab or MatrixX,
however, are certainly better equipped for the design of e.g. a closed loop
control. Neither has SDL been envisioned for a detailed description of an
implementation or for instance defining an architecture of processing units,
busses and software components.

A major weak point in SDL is the concept of time. The language has
no provision for a precise specification of timing constraints. Expressing
time with the help of SDL timers is, according to [Ols94], only possible in
systems where “tolerances on the time intervals are > 100 times the average
instruction time of the CPU”. The problems arising with the SDL timer
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concept particularly in software implementations on a single processor are
adressed in [Kol01]. Further disadvantages include the lack of a broadcast
mechanism and the lack of a behavioural hierarchy inside SDL processes,
which can lead to cluttered processes.

3.2 Timing Constraints

Reactive systems can be modelled adequately in SDL, where a SDL system is
activated by triggering events, i.e. a timer output or an external event from
the environment. In reactive real-time systems, this response to an event has
to occur within a given time, the deadline. In the context of reactive systems,
relative, end-to-end deadlines can be assumed. A real-time analysis has to
prove that the system under development will meet the given deadlines. To
be able to perform such a real-time analysis, the timely behaviour of the
environment has to be modelled. It is necessary to have information, e.g.
bounds on, the timely distribution of the triggering events, since the reaction
time to one event can be influcenced by other events, depending on the time
of their occurence.

In hard real-time systems, where a deadline miss has to be avoided under
all circumstances, the worst case has to be covered. In this case, the well
known methods which have been developed to describe queueing systems
([K1e75]) cannot be applied, since they are based on statistics and therefore
only allow statements on e.g. mean values and distribution, but not on the
worst case. On the other hand, it is not useful to enumerate all possible
points in time of the occurence of the different events, and it is a severe
restriction to stipulate that events may only occur at a few, discrete points
in time (e.g. only periodically). The method employed instead is to give
bounds on the timely distribution of the events. For real-time analysis, as
will be seen in chapter 5, the minimum timely distance of events is relevant.
A very powerful model to express this is the event stream model proposed by
Gresser ([Gre93b]), which will be outlined below.

Event stream model The basic information expressed by the event
stream model is how many events of a type can occur within a given time
interval I, under the assumption that I can be located anywhere in time.

Definition: q; is the smallest time interval in which j events can occur

(3.1)
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Figure 3.3: Finite event sequence

Obviously, a; = 0 is always given, since one event can occur in one in-
stant. The small example in Figure 3.3 depicts the worst case event sequence
consisting of three events that would satisty a; = 0,as = 4, a3 = 8. The time
in this and in the following examples is given in absolute numbers without
measurement unit; it can be multiplied with any time unit. Time values from
the set of real numbers are assumed. To find out if any given event sequence
complies with a;, a window of size a; has to be moved along the time axis.
At no time, more than j events may show in the window.

In order to be able to also completely characterize a infinite sequence of
events, a second parameter, the cycle z; is introduced:

Definition: a; + k - z; is the smallest time interval in which
(k+1) - j events can occur,
k € Ny (32)

Now, like depicted in Figure 3.4, an event sequence with period 4 can be
described with a; = 0, z; = 4.

a; and z; together are termed an event tuple:

Cycle z;
Interval a;
If no cycle can be given, z; = 0o is assumed. An event stream is a set
of event tuples, whereby the restrictions given by all event tuples have to

be equally fulfilled. Now it is possible to concisely describe complex event
combinations, e.g. sporadic events, jitter and event groups.

S 0B (9 9 o)

The event function F(I) expresses the constraints given by the event
stream in a different fashion: For any given time interval [ it gives the max-
imum number of events which can occur in it, taking into account all event
tuples. The contribution E;(I) of one event tuple j to the event function is
given as:
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Figure 3.4: Periodic event sequence
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The operator |z]| denotes the integer-function, which rounds off its ar-
gument to the nearest integer smaller or equal than x. Figure 3.5 shows
graphically the contribution E;(I) of one event tuple i to the event function.

The event function E(I) of the event stream is the sum of the contribu-
tions of all n event tuples:

0 ;[<aj
B(I) =Y B(l) =Y {/“J Iza;hz <00 (35)
=1 =1 !
1 i >a; N\ zj =00

Figure 3.6 depicts an example event stream with one possible event se-
quence compliant with these restrictions on the left-hand side of the figure.
Expressed in words, the event stream poses the following bounds: In a time
interval of length 3 never more than 3 events may occur, whereby any time
interval of length 1 may contain 2 events at maximum, and only one event
may occur at the same time (interval length 0); this can repeat itself after
7 time units. The event function corresponding to the given event stream is
drawn on the bottom of the figure.

However, not every combination of event tuples constitutes a valid event
stream, in the sense that in contains no internal inconsistencies. Such a
inconsitency is given when the minimum interval for a number of events can
only be reached by violating the restrictions given by a different event tuple.
This is expressed by the following equation, which has to be met for all I to
obtain a valid event stream:

VI, > I : E(L) — E(I) < E(I, — 1) (3.6)
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Figure 3.5: Contribution to the event function by one event tuple

Event dependencies While event streams describe the temporal charac-
teristic of one event type, event dependencies deal with relations between
events of different types. Like before, minimal time distance between events
are of interest for a worst case analysis. Therefore, in addition to the event
streams, for each group of dependent events a event dependency matrix
EDM is given:

_ ediy  edya
EDM = ( edyy  eday )

Each element ey of the EAM denotes the minimal temporal distance
between an occurrence of k and a subsequent occurrence of [. Obviously,
edyy is equal to the distance between two events of a type ay given by the
event stream.

Summary The temporal characteristics of the embedding system are spec-
ified with deadlines, event streams and event dependencies, which give a
lower bound on the timely distance of events. Event streams and deadlines
are annotated to the triggering events (external signals and timer outputs),
event dependency to the system properties in the SDL system. Keywords
and syntax of these annotations are subsumed in Table 3.1. Deadlines, event
streams, respectively the derived event functions, and event dependencies are
input to the real-time analysis presented in chapter 5.
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Figure 3.6: Event stream example

Real-Time Extensions
#RZA ES{ (21 a1)[,(z; a;)]*} event stream ES
#RZA Deadline d deadline d
#RZA ED k [ ed event dependency edy,;

Table 3.1: SDL Annotations
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3.3 Predefined Components

From the point of view of the SDL system, predefined components are func-
tional blocks which are specified in a different language than SDL. The scope
of this work does not include general multi-language design like outlined in
[JRMT99], e.g. a specification given in equal parts in SDL and Matlab. The
focus here, with a specific view towards implementation in hardware, is on
standard components for which highly optimized designs already exist. An
example are peripheral components at the interface to the embedding system
like e.g. a PWM module, for which commercial IP versions are available.

It is possible to explicitly include such a predefined component in the SDL
system specification. A SDL block is assigned to represent the predefined
component as a black box. In an annotation to SDL, the assignment to
the component is fixed. The SDL block can either be left empty; this is
allowed in SDL to account for early specification phases. Or it can contain a
description of the component’s behaviour in SDL, if the component should be
included in the simulation at SDL level. The predefined component is linked
to the rest of the SDL system using the well known communication methods:
When SDL signals are used, the included components actively communicate
with the SDL processes via the message queues. With shared variables and
remote procedure calls, on the other hand, the component can be accessed
from within a SDL process, i.e. in the task bodies of the finite state machine
transitions.

The inclusion of the components in the final SDL implementation, as well
as the realization of the specified communication with the rest of the SDL
system, have to be performed as part of the automated design process, which
is described in chapter 6.



Chapter 4

Implementation of SDL in
Hardware

This chapter describes how an implementation of a SDL specification can be
realized in an application specific electronic circuit. For this, an important
influence is the state-of-the-art hardware design method, which is shortly
introduced in section 4.1. It is based on an abstract specification of the
hardware in the description language VHDL, which is synthesized into a
synchronous circuit design using commercial tools.

Section 4.2 shows the hardware implementation of a single SDL process,
which is specified in VHDL. The basic architecture consists of a hardware
implementation of the processes’ finite state machine and additional so called
run-time-components, which implement SDL’s abstract communication, the
message queue, and e.g. timers. This VHDL model is independent of the
intended target architecture, be it a single FPGA tightly coupled with soft-
ware execution units like in the already mentioned rapid prototyping system,
a multi-FPGA system or an ASIC. How such a VHDL specification can be au-
tomatically generated from SDL, and the integration in a hardware/software-
environment, is detailed in chapter 6.

The architecture presented in section 4.2 is basis of the different imple-
mentation models for an entire SDL system. The most straightforward of
these, the server implementation model, is presented in section 4.3. It di-
rectly reflects the process structure of the SDL system, and is the model used
in all other hardware implementation approaches for SDL.

In contrast to this stands the activity thread model known from the soft-
ware domain, which functionally combines the activities in the SDL system
which are triggered by one event. It is introduced, with two implementa-
tion alternatives, in section 4.4. Section 4.5 finally presents techniques for
combining the two implementation models.

27



28 CHAPTER 4. IMPLEMENTATION OF SDL IN HARDWARE

4.1 Hardware Design with VHDL

The language VHDL (VHSIC hardware description language) originated in
the 1980ies from the VHSIC (Very high speed integrated circuit) programme
of the U.S. department of defense. It has been standardized by the IEEE
([IEE00],[LWS94]), and is by now, next to Verilog, quasi-standard in the
hardware design domain.

A VHDL model consists of two major parts: The entity defines a compo-
nent’s interface, i.e. its inputs and outputs. One or several architectures de-
scribe the component’s functionality. VHDL allows different views on the de-
scribed hardware. In a behavioral description a component is defined through
the reactions of its output signals to changes in the input signals. Sequential
statements, which may occur inside a so called VHDL process, include con-
structs like if-else-branches, loops, data operations or procedure calls, similar
to software programming languages. Every statement, e.g. a signal assign-
ment, outside of a process is a concurrent statement, i.e. it expresses the
hardware’s parallelity. A structural description defines a component by its
composition of sub-components, which in turn are defined in VHDL. Struc-
tural and behavioral descriptions can be used side by side in one model.

The different levels of abstraction known in hardware design have al-
ready been briefly introduced in chapter 2. A VHDL description at al-
gorithmic level typically uses functions, procedures, processes and control
structure to express functionality, but has no relation to a concrete real-
ization in hardware, and no timing is fixed. At register-transfer level the
circuit’s properties are defined by operations and the transfer of the pro-
cesses’ data between registers. The temporal sequence of operations is given,
i.e. all operations are assigned to fixed clock cycles and reset-signals are
integrated. The description can be structural, where registers, adders, mul-
tiplexers, etc. are connected, or behavioural. Behavioural descriptions at RT
level typically are of finite state machine style, where statements of the type
wait until clock’event and clock = ’1’ indicate the different clock cy-
cles. A VHDL description at RT level already determines implicitly the
structure of the electronic circuit. At the logic level the circuit is described
by logic operations on digital signals and their temporal properties (delays).
A behavioural view at this level consists of boolean equations, while a struc-
tural description is a netlist connecting basic elements, i.e. AND/OR-gates
and Flip-Flops, from a target technology dependent library.

While it is possible to write a VHDL specification at all levels of abstrac-
tion, the state-of-the-art design flow starts at algorithmic or RT-level and
uses commercial tools to create a circuit design. Figure 4.1 depicts a possi-
ble design flow targeting a FPGA architecture. High level synthesis takes a
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specification at algorithmic level and generates a RT-level architecture of a
data-path and a controller. The main steps in this process are the assign-
ment of components (resource allocation) and of clock cycles (scheduling)
to the operations. Logic synthesis transforms a VHDL specification at RT
level into a netlist at logic level. Depending on the tool, only a subset of the
VHDL language can be synthesized. Usually vendor specific tools perform
placing and routing of the netlist, generating the programmable bitfile, which
contains the circuit design for the FPGA.

[VHDL (algorithmic Ievel)j [ VHDL (RT level) j

High Level Synthesis Logic Synthesis

@ .

[ VHDL (RT level) j [Netlist (logic Ievel)]

Place&Route
FPGA Bitfile

Figure 4.1: Hardware design flow targeting FPGA

4.2 Implementation of a Single SDL Process

4.2.1 Component view

A SDL specification consists of processes, which communicate over abstract
communication primitives. For the implementation of a SDL process in hard-
ware, the processes’ behaviour must be realized, and a concrete implementa-
tion of the communication must be found. The latter, in contrast to the pro-
cess behaviour, is not explicitly contained in the specification, but is defined
implicitly by SDL’s model of computation. The functionality, i.e. message
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queue, send- and receive-primitives, is required by all processes, but at the
same time highly dependent on the actual conditions of the implementation,
e.g. the available communication hardware. The concept therefore is to em-
ploy reusable components from a library, termed run-time components. In
analogy to the software world, they provide an infrastructure for the SDL
process and serve to isolate the application from the underlying target archi-
tecture. Next to the SDL communication, this concept is also applied to the
implementation of SDL timers. The run-time components are not generated
automatically, but hand-written and optimized. They are most efficiently
specified in VHDL at RT-level. Like indicated in [BRM199], further run-
time components are conceivable, e.g. for the storage of process variables in
a separate memory. They are however not considered in this work. Further
it should be noted that dynamic process creation is not supported in this
work. The result of the above considerations is the basic architecture for
implementing SDL in hardware, which is shown in Figure 4.2. Expressed in
VHDL, it corresponds to a structural view of the implementation.

Timer

O -

- +~Iv EFSM

Signal Message Finite State Signal
Channels Queue Machine Channels

Figure 4.2: Basic hardware architecture implementing one SDL process

Section 4.2.2 describes the implementation of the process behaviour in
the block EFSM (extended finite state machine) in detail. The refinement
of SDL.’s communication, the selection of the run-time components and their
inclusion in the hardware design, which is a focus of most projects targeting
SDL to hardware (e.g. [Glu94], [DMVJ97]), is addressed in chapter 6. In the
following, the functionality required of the run-time components is defined,
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and a brief characterization of the component library which has been used in
the exemplary implementations on the rapid prototyping target architecture
is given.

The signal channel is the actual medium over which SDL signals are
sent, which consist of a signal ID and optionally additional data. Obviously,
a great variety is possible, depending on the source and destination of the
channel — hardware, software, the system environment —, the realization of
the channel — point-to-point, bus — and the channel’s protocol. For a signal
output, a write on the channel occurs from inside the EFSM. Therefore, a
send macro or procedure implementing the channels protocol is needed for
the EFSM implementation. Analogously, the message queue requires a macro
for receiving signals from the channel. At both sides, coding and decoding
functions for signal ID and data have to be defined.

The processes’ message queue realizes SDL’s asynchronous communi-
cation insofar as a signal can be received even if the process is currently
not ready to process it. This makes a non-blocking send possible, within
the limits given by the signal channel’s protocol. The message queue has
input interfaces to one or several signal channels, implementing the chan-
nels’ protocol, and an interface to the finite state machine, where the EFSM
requests a signal when it is ready to process it. If the process contains no
save-statement, priority input or enabling condition, the message queue can
store the signals after a simple first-in-first-out principle. In this case, the
requested SDL signal is always removed from the queue. If one of the three
mentioned trigger conditions occurs in the process, the EFSM determines if
the current SDL signal is consumed in the current state, or if it has to be
kept in the message queue. In the latter case, the next signal in the queue is
regarded.

In SDL specifications, a message queue of infinite length is assumed. For
the implementation, however, the queue has to be dimensioned carefully.
Since the signal storage causes a very high hardware effort, it should be as
short as possible. A message queue which is too short, on the other hand,
violates SDL’s semantics since it causes an unexpected delay, in an extreme
example it can cause a deadlock. A real-time analysis, like presented in
chapter 5, can give bounds on the required size. In practice, a message queue
length of 1 or 0 is often sufficient. If it can e.g. be shown, that the minimal
distance of triggering events is always longer than the execution time of the
SDL process, the special case of message queue length 0, i.e. the completely
synchronous coupling between sender and receiver, can be applied.

The SDL timer is well suited to be implemented in an independent run-
time component. It can be reset and started from inside the process, and
the duration can be set. If started, it runs independently of the EFSM and



32 CHAPTER 4. IMPLEMENTATION OF SDL IN HARDWARE

notifies its termination by sending a SDL signal to the message queue. For
the message queue, the interface to the timer is not different from any other
signal channel.

The run-time components used in the examples (see also Appendix C)
are implemented fairly straightforward. Connections are made point-to-point
over simple wires, with a simple hand-shake protocol. The message queue’s
input interface guards all input channels, performing the hand-shake if it
detects a send request. If several channels attempt to send simultanously,
a fixed order is given. EFSM and message queue equally perform a simple
hand-shake. The queue queue_1ln stores the SDL signals in a FIFO from a
commercial [P-library for queue sizes larger than 1. A message queue of size
1 (queue_11) contains one register. In the queue of length 0 (queue_10),
signal channel is directly connected with the EFSM, and no signal storing is
performed.

Further components form the necessary interfaces between SDL pro-
cess and message queue and the embedded system’s environment and the
HW /SW-interface. One set of components (rwdecode and doutmux) pro-
vide the interface to the local bus connecting the FPGA with the software-
based units, decoding the bus signals and accessing the bus over three-
state buffers. In the case of a write access from software, the component
write_to_sdl_signal intermediately stores the SDL signal and sends it to
the destination process using the hand-shake protocol. For the direction
hardware to software, the component hw_sw_queue receives the signals to
send from all processes and stores them in a queue. If the queue is not
empty, the software-based unit is notified over an interrupt and can read the
signal from the queue. At the border to the embedding system, the com-
ponent edge_to_sdl_signal observes the signal level of a defined FPGA
output pin, and upon observing a previously defined rising or falling edge
sends a predefined SDL signal to a process. In addition to that, direct read
and write access to external pins is possible from within the SDL processes.

4.2.2 Finite State Machine Implementation in VHDL

One hardware entity implements the behaviour of the SDL process strictly
after SDL’s model of computation presented in section 3.1.3. The specifi-
cation of this hardware entity is given in VHDL. Before the details of the
implementation are presented, however, a discussion is necessary which level
of abstraction is suitable.

The SDL processes’ behaviour is given in form of a extended finite state
machine. Like mentioned in section 4.1, this kind of description is customary
in a RT-level specification. It has to be observed, though, that the states of
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the SDL EFSM do not directly correspond to states of the hardware circuit.
The state of a synchronous electronic circuit denotes everything that has to
be stored in a register between two clock cycles. A complete SDL transition,
however, will usually require more than one clock cycle, since a hand-shake
with the message queue has to be performed and possibly a signal has to be
sent requiring the execution of the signal channel’s protocol. Additionally,
the transition can contain arbitrarily complex computation inside the SDL
tasks. A direct transcription of the EFSM in VHDL will therefore yield a
so called implicit state machine description, containing additional states in
the transitions. Commercial synthesis tools are able to translate this type of
specification into an explicit state machine for further processing.

SDL however does not define the exact timing information required at
RT-level. In the case of the interfaces to message queue and signal channels,
the exact timing is given by the RT-level specification of the components, like
outlined in the previous section. This is not the case for the computation
inside the transitions. If the process behaviour is specified at algorithmic
level of abstraction, the high-level synthesis tool performs the scheduling of
operations to clock cycles. In addition, the separation of controller and data
path makes component reuse possible, which is particularly interesting if
many complex data operations are contained in the SDL tasks. [BRM™99]
indicates how an algorithmic specification and the cycle-fixed communication
interfaces can be integrated during high-level synthesis. The drawback of
high-level synthesis, on the other hand, is a considerable overhead incurred by
separate controller and data path. It can particularly be found in applications
with low computational complexity, where little can be gained by resource
sharing.

Taking into account the assumption of section 1.2 that mainly simple
control-dominated processes are targeted to hardware, the following pro-
ceeding is therefore proposed: SDL processes are implemented in RT-level
VHDL, applying a very rough scheduling whereby each SDL task is assigned
to a clock cycle. The underlying assumption that this is a valid schedule
has proven to be true in the majority of the conducted application exam-
ples. For cases where one SDL task’s operation does not fit in one clock
cycle, the scheduling step of high level synthesis is used. The EFSM struc-
ture is conserved, and after scheduling RT synthesis is performed. A similar
combination of RT and high level synthesis is presented in [CSMJO0O].

Figure 4.3 depicts the basic VHDL frame implementing one SDL process,
considering only the case of a simple FIFO message queue. The EFSM
is specified in one VHDL process, i.e. in a behavioural description, which
can be easily derived from the SDL model. During reset, signals and local
variables are initialized. The second branch is evaluated only once after reset
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main: PROCESS
BEGIN
IF reset = ’1’ THEN
—-— initialize data —-
ELSIF init = ’1’ THEN
—-— execute start transition -—-
ELSE
IF (signal in queue) THEN
-- get signal from queue —-
CASE signal IS
WHEN a =>
CASE state IS
WHEN Z =>
-- execute transition 1 --
WHEN Y =>
-— execute transition 2 --
END CASE;
WHEN b =>
-— execute transition 3 --
END CASE;
ELSE
—-— evaluate continuous signals
END IF;
END IF;
WAIT UNTIL clock = ’1’ AND clock’event;
END PROCESS main;

Figure 4.3: VHDL frame for one SDL process

and contains the start transition. During normal operation, the message
queue is regarded first. If it contains a signal, it is removed and evaluated.
Depending on the current state, which is kept in a local variable, a transition
is executed. The EFSM can contain conditional branches, data operations
and the assignment of a new state, which are all directly translated to VHDL.
For the sending of a SDL signal, the appropriate channel protocol is inserted.
Only if the message queue is empty, continuous signals are evaluated and the
respective transitions executed.

Local variables of the SDL process are translated to VHDL variables be-
longing to the process scope, using the VHDL data types analogous to the
predefined SDL data types “boolean” and “integer”. View/reveal and im-
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port/export are implemented by direct wires to and from the process, the
latter with explicit assignment of the new visible value. Remote procedure
calls can be resolved at SDL level by additional wait states and signal ex-

change. In that fashion, they can be likewise integrated in the presented
VHDL frame.

Commercial CASE-tools often extend SDL by proprietary commands
which are inserted inside SDL comments, e.g. for assigning a priority to SDL
processes or the inclusion of code in the target implementation language.
In the latter case, the specified native C-code is inserted in the implemen-
tation by the code generator. The same is possible for a hardware target
as well, by inserting VHDL-code contained in the specification inside a task
statement. This proceeding leads to implementation dependent descriptions
and breaches the benefits of standardizing SDL, but is often useful for a last
fine-tuning for efficiency.

4.3 Server Implementation Model

A SDL specification typically consists not of one, but of several processes
interconnected by signals. In the server implementation model, each SDL
process is implemented on its own after the basic architecture presented in
section 4.2. The processes, each with its own EFSM and private message
queue, are connected via signal channels. The term server model is cho-
sen for this straightforward implementation scenario because here each SDL
process acts like a server, which exclusively waits for requests in the form
of triggering SDL signals. In SDL, processes are concurrent. In a software
implementation, several processes usually have to share one processor. In
a hardware implementation, in contrast to this, SDL processes are imple-
mented in truly parallel fashion. Several processes may be active at the
same time. In fact, each SDL process in hardware can be regarded like one
small processor implementing the specified behaviour.

Figure 4.4 shows an exemplary SDL specification and figure 4.5 the cor-
responding server model implementation. The specification consists of a
network of five SDL processes, communicating via messages m;;. A transi-
tion triggered by message m;; consists of a task c¢;; and the sending of a new
message My(j41)-
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Figure 4.4: SDL specification example

4.4 Activity Thread Implementation Model

The activity thread implementation model takes an alternative view of the
SDL specification. Seen from a black-box view, the implementation displays
the behaviour defined in SDL, but is internally built after a different fashion.
The activity thread model takes advantage of SDL’s property outlined in sec-
tion 3.1.3, that a SDL system is only active if triggered by an external event
from the environment or a timer output. It analyzes the chain of activations
in a SDL system caused by such a triggering event. The event is received by
an SDL process, triggers a transition, where in turn an SDL signal may be
sent to a second process, and so forth. This chain of activations in such a
task precedence system is called “activity thread”. Activity threads contain
state choices, branch at multiple SDL output statements in a transition, and
terminate with the sending of a message to the environment or with the con-
summation of an SDL message in a process without triggering a new SDL
output. Figure 4.6 shows the task precedence graph of the SDL example
introduced in figure 4.4, consisting of two activity threads.

All actions and state changes contained in the transitions along an ac-
tivity thread are implemented sequentially. Signal outputs are replaced by
the activities triggered in the receiving SDL process , thereby avoiding the
message send and receive overhead between the processes.

An activity thread is implemented in one VHDL process. It requires
the basic architecture and run-time support presented in section 4.2. A
message queue, whose length is determined by real-time analysis, ensures
that no signals are lost. SDL signal output to the environment is realized over
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Figure 4.5: Server model implementation

send-macros to signal channels. The activity thread’s behaviour is likewise
implemented in a finite state machine, which is depicted in Figure 4.7. The
VHDL realization of the content of the transitions is identical to the already
presented EFSM implementation of a single SDL process. The only difference
lies in the control flow. Several levels of conditional branches are introduced
for the state choice of all SDL processes involved in the activity thread.
Depending on the SDL model, a high degree of nesting may be reached.
Conditional branches for the various input signals on the other hand are
superfluous.

Since all internal communication is abolished, signal channels and mes-
sage queues are saved. This has the additional benefit that, given a low
complexity of transition, several transitions belonging to different SDL pro-
cesses can be scheduled in one clock cycle. This reduction of execution time
is not possible in the server model, because transitions are separated by the
signal channels.

Special attention has to be paid to a semantically correct implementation
concerning process data consistency. The state transitions of one process
must exclude each other mutually, i.e. they may not be executed at the same
time and one transition must be finished, before the next transition of the
same SDL process is executed. To ensure this, it is necessary to reorder the
execution of each transition in such a fashion that the signal output, which
in the activity thread model is replaced by the transition of the destination
process, comes after all other operations. This constitutes no change in the
specified behaviour, but only delays the start of the next transition until the
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Figure 4.6: Task precedence graph of the SDL system from figure 4.4

current transition is finished. In the other case, a loop in the SDL system
could make it possible that a second transition of one process is started before
the first has been finished.

The activity thread branches when several SDL outputs are contained
in one SDL transition. This can be resolved inside the VHDL process by
executing the branches one after the other. To achieve a parallel execution,
the branches have to be implemented in concurrent VHDL processes, which
can be connected with the help of the methods presented in section 4.5.

In general, a SDL system has more than one triggering event and there-
fore consists of several activity threads. In hardware, each activity thread
could be executed in parallel. This would correspond to a dedicated proces-
sor exclusively waiting for each external event. Depending on the type of
application, and on the temporal specification of embedding and embedded
system a second alternative can be more efficient in area and response time.
Figure 4.8 shows the two architecture alternatives, using the example from
figure 4.4.

In the serialized activity thread architecture, all activity threads are
implemented in one VHDL process. One event at a time is taken from the
input message queue, and the corresponding activity thread is executed. The
VHDL finite state machine frame in Figure 4.7 therefore is complemented by
conditional branches depending on the triggering signal. The activity threads
are serialized inside one VHDL process. This has the effect that no problems
due to mutual access on the data shared by the activity threads, i.e. state
and local variables of the SDL processes, can occur.

The parallel activity thread architecture implements each activity
thread in its own parallel VHDL process with its own input message queue.
It is obviously possible that transitions belonging to one SDL process are
part of different activity threads. In this case, different concurrent activity
threads must be able to access this processes’ state and local variables. At
the same time, it must be provided that only one transition belonging to one
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main: PROCESS
BEGIN
IF reset = ’1’ THEN
-- initialize data --
ELSIF init = ’1’ THEN
—-— execute start transitions --
ELSE
IF (signal in queue) THEN
-- get signal from queue --
CASE state_process_1 IS
WHEN X =>
-- execute task 1 —-
-- execute state change —-
-- signal output to process_2 is replaced:

CASE state_process_2 IS
WHEN A =>
-— execute transition 2 --
WHEN B =>
-— execute transition 3 --
END CASE;
WHEN Y =>
-— execute transition 4 —-
END CASE;
END IF;
END IF;
WAIT UNTIL clock = ’1° AND clock’event;
END PROCESS main;

Figure 4.7: VHDL frame for one activity thread

SDL process is executed at the same time. Otherwise, the consistency of the
shared data is not guaranteed and faulty execution is possible. Therefore,
an additional run-time component is required, which implements the storage
of shared process state and local variables, protected by a lock mechanism.
Like shown in chapter 5, short blocking times are crucial for real-time execu-
tion and analysis. The implementation of signal outputs after the rest of the
transition, which is required for semantical correctness, has the additional
advantage of minimal blocking times of the shared process data.

A shared data component stores the local state and variable data of one
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Figure 4.8: Activity thread model alternatives

SDL process. It has to provide read and write access to several activity
threads as well as a mutual exclusion mechanism. For the case of several
activity threads attempting to execute a transition of the process, different
strategies are possible. A first-come-first-serve policy resembles most closely
the original execution order of the SDL specification. A second option is a
locking order after priorities, which are firmly assigned to the different activ-
ity threads. In the case of the shared data component, the implementation
after FCFS creates higher cost than the priority scheme, because the locking
request (in contrast to a SDL signal) needs not to be further transmitted.
A FIFO storing the requests therefore creates a hardware overhead. In both
cases, the preemption of transitions is not possible. For the experiments on
the rapid prototyping system, a priority based component was used.

4.5 Combination of Implementation Models

Each SDL signal connects two SDL processes in an asynchronous manner.
Because of this quality it can serve as a connection point between parts
of the SDL system implemented after different implementation models. In
particular this means:

e Each SDL signal can start an activity thread, coming from the en-
vironment, a timer, or an SDL process implemented after the server
model.
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e Each activity thread (or a branch of an activity thread) can be termi-
nated by the sending of an SDL signal to the environment, to a different
activity thread, or to a server process.

The already mentioned scenario with several consecutive output state-
ments in one transition can be implemented concurrently by a SDL signal
connection to a second VHDL process implementing the part of the activity
thread belonging to this signal.

A second interface between different implementation models can be given
by the shared data component. It ensures the SDL processes’ integrity, while
its transitions can arbitrarily be implemented in different VHDL processes.
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Chapter 5

Real-Time Analysis

Once the implementation model for the SDL system has been determined and
the run-time components have been chosen from the library like described
in chapter 4, the temporal behaviour of the implementation is fixed. The
worst-case and best-case execution times of the EFSM and the run-time
components can directly be read from their respective VHDL descriptions.
As part of the specification outlined in chapter 3, the temporal properties
of the environment have been defined with the help of event streams and
event dependency matrices. With all this information assembled, a real-time
analysis is possible, which gives guarantees on the worst-case reaction time
to external events. As a by-product, the necessary length of message queues
can be determined.

After the definition of the analysis model and the terms used throughout
this chapter in section 5.1, section 5.2 presents the real-time analysis for the
server implementation model. In a first step, the reaction time to a triggering
signal is determined from the execution time and the worst case waiting time
of the signal in the message queue. Since the latter is influenced by the
occurence of other signals, taking event dependencies into account can greatly
reduce too pessimistic assumptions. The inclusion of event dependencies in
the real-time analysis is described in section 5.2.2. The event streams of
triggering events from the environment or timers are assumed to be given as
part of the specification. In a network of SDL processes, a SDL process can
be triggered by a signal originating from a different SDL process. The event
stream of such an “internal” SDL signal can be derived from the triggering
event streams and the worst and best case execution times of the sending
process, like presented in section 5.2.3.

As outlined in section 4.4, the structure of a serialized activity thread
implementation is identical to a server process. In section 5.3, therefore, the
real-time analysis methods of the server model are applied to serialized activ-
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ity threads. In the parallel activity thread model, the server model’s waiting
times in the message queue correspond to blocking times at the shared pro-
cess data components. Section 5.4 presents the real-time analysis for this
implementation model, taking into consideration the execution scheme in-
side the separate activity threads. Section 5.5 deals with the analysis of
an entire SDL system consisting of several processes, implemented after the
server model or a combination of the different implementation models. Sec-
tion 5.6 finally investigates the required depth of the message queue and the
effects of a queue dimensioned too small on the real-time behaviour.

5.1 Real-Time Analysis Model

5.1.1 Definitions

As mentioned before, this work concentrates on event-driven reactive hard
real-time systems, where the worst-case, i.e. maximum response time to a
triggering event has to be determined.
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Figure 5.1: Top-level view of an implementation process P

An implementation entity P to be investigated, which can either be a
SDL server process or an activity thread, has a set Ip of SDL input signals.
Each SDL signal ¢ € Ip can originate from one of several signal sources
v € S;. S; is the set of all signal sources which can output signal ¢. Each

signal source ¢ is characterized by an event stream ES, : {(Z ) - T} For
each signal 7, the queueing time q; is required to receive and ]enqueue it,
and the computation c; is triggered by it in the receiving implementation
process. Hereby, c¢; denotes the worst case execution time and ¢, ; the best
case execution time necessary to process the event in the EFSM.

For event tuples describing periodic events, i.e. z; < oo, the worst case

steady utilization of the implementation process is given by:
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n
U= G (5.1)
A correlation between two signal sources can be expressed with an event
dependency matrix F DM, whose elements ed,, denote the minimum tem-
poral distance between an occurrence of a signal originating from s and a
subsequent occurrence of a signal originating from ¢.
The worst case waiting time w of a signal in the message queue and the
overall worst case reaction time r have to be determined by the real-time
analysis.
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Figure 5.2: Timing relationship in a precedence system

The temporal relationship between these values is detailed in figure 5.2.
A signal e is received using the channel’s protocol and put into the message
queue. The EFSM, running independently of the queue, removes the signal
from the queue and executes the appropriate transition, during which one or
several new SDL signals can be output. The queueing time q encompasses
Qreceive A Qenquene; Where depending on the message queue’s implementation
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Qenqueue Can already be contained in Qreceive. Computation c. caused by signal
e in the EFSM consists of the time d to remove the signal from the message
queue plus the time to execute the transition, which is detailed below. Ad-
ditionally, the time c._, is defined, which denotes the time until a signal f,
which is triggered by e, is output during the transition.

Accordingly, r. 4 denotes the time that elapses until the reaction of im-
plementation process A to e is finished. r. 4 consists of queuing time q,
execution time c, and additional waiting time w, in the message queue. The
reaction time r._,; in contrast denotes the time until the signal f has been
output in reaction to e. Like detailed in figure 5.2, r._; comprises we, qe,
the execution time c._,; plus the time sy necessary to output f on the signal
channel.

Figure 5.2 reveals that due to the hardware’s parallelism, the activities in
the EFSMs and message queues of a precedence system overlap in time. A
task precedence graph is an alternative view of the SDL system, which clearly
displays the precedence relations in the SDL system and helps determining
which signals, processes and transitions are involved in the reaction to an
external signal. An example of a task precedence graph was already shown
in chapter 4 in figure 4.6.

Transition 1| B
/’4 (Task 1+3) @
X
b a /| Transition 2 <6® -
L7 |[(Task2 +3)
e B el E
)= e oo
" "\[Transition 3|~ @ -
| Tmaski 4| .
Signal N
g \ Y .
\‘ Transition 4 Z@ .
(Task 2 + 4) |
SR
conditional ;
execution multiple output
("OR"-branch) ("AND"-branch)
a) Process A b) EFSM of A c) Resulting Task Precedence Graph

Figure 5.3: Derivation of the task precedence graph

As can be seen in figure 5.3b, a transition triggered by a signal in the
EFSM can contain different computations and signal outputs due to con-
ditional execution. The transitions contained in the task precedence graph
(5.3c) therefore do not correspond directly to the original transitions of the
EFSM. Instead, they enumerate the different behaviour alternatives which
can be triggered by an input signal. In the following, ¢ stands for a transi-
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tion in the task precedence graph. T, denotes the set of transitions ¢ which
can be triggered by signal e. t; represents the time required to execute the
transition ¢, not including the time to output any signals. Oy is the set of
signals which are output in transition ¢.

A signal e can appear several times in the task precedence graph. This
is the case when, like e.g. in figure 5.3, the signal output is inside condi-
tional branches, occurs in several transitions, or when the signal is output
of different SDL processes. In the following, it is however required that the
destination process P of each signal e has to be unique. If this is not the case
in the SDL specification, differentiating signal names have to be introduced.
Each occurence of the signal in the task precedence graph is a unique source
e of this signal e. S, denotes the set of all sources of signal e in the SDL
system. The derivation of the event streams and event dependencies of the
internal signal sources is adressed in section 5.2.3 and 5.2.4.

The part of the task precedence graph triggered by one external signal
is termed task precedence system (TPS). A branch R, describes one specific
path through the task precedence system triggered by the external signal e.
It is a sequence of transitions ¢, beginning with the first transition triggered
by e. It constitutes one possible reaction to the external signal e. B, is the
set of all branches in the task precedence system triggered by signal e, and
therefore fully defines this task precedence system. Z denotes the set of all
task precedence systems of the entire SDL system, characterized by their
triggering signals e. Two further sets of signals are needed for the activity
thread implementation model: F. is the set of all signals of the TPS e which
are sent to the environment. Ap, is the set of all signals of TPS e which are
received by process P.

Figure 5.4 summarizes the variables relevant for real-time analysis.

5.1.2 Level of Abstraction

The view on the system to be analyzed outlined in the previous section
shows a high level of abstraction. The SDL system is simplified to external
signals triggering a computation, described only by an upper and lower bound
on its duration, during which new signals can be sent. As will be seen in
the following, at this level of detail it is possible to perform a real-time
analysis which is guaranteed to cover the worst case. The analysis algorithms
require a limited effort and can be automated. This method however has
two major drawbacks. Firstly, the general use of the maximum computation
time without regard of the function described in the EFSM can lead to overly
pessimistic worst case assumptions. An example is a frequent external signal
that only every n occurences triggers the output of an internal signal with
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Ip set of input signals of process P

Se set of signal sources of signal e

T, set of transitions triggered by signal e
Oy

7

R

set of output signals of transition ¢

set of task precedence systems (TPS) forming the SDL system
sequence of transitions characterizing one path of a TPS

B, set of branches R constituting the TPS triggered by signal e
E. set of all signals sent to the environment in TPS e

Ap. | set of all signals received by process P in TPS e

ES,. | event stream of signal source ¢
minimum distance between signals from sources € and ¢

W waiting time in message queue
b blocking time of shared data
r.p | reaction time of process P to signal e
re_s | time required for output of f in reaction to e

C,Chaz | WOTSt case execution time
Cmin | best case execution time
Ce execution time required to process signal e
C._.s | execution time for the output of f

ty time required to execute transition ¢ (without signal sending)
Se time required to send signal e

q queueing time

d dequeueing time

1 time required to lock shared data

u time required to unlock shared data

Figure 5.4: Variables used during real-time analysis

a very long computation. Secondly, the behaviour of a SDL process using
priority input, save and enabling conditions statements can not be described
using this abstract model. This is due to the fact that in this case signals are
not always consumed instantaneously, but may be kept in the message queue.
It then depends on the functionality of the EFSM and not the given event
stream of the external signal, when the respective computation is triggered.

The two adressed problems would require including the functionality de-
scribed in the SDL system in the real-time analysis in order to obtain more
detailed information which transition is executed in which situation. At this
level of detail, however, it is no longer possible to find a general solution
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yielding the worst case reaction time. By executing the SDL specification,
different scenarios would have to be created, with an enormous effort and no
guarantee that the worst case has been met.

Taking into account this tradeoff, the following procedure is proposed.
The use of SDL is restricted to a subset excluding the priority input, save
and enabling conditions statements, and real-time analysis is performed at
the described high level of abstraction. If the result is too pessimistic, such
that no feasible implementation can be found, in a second step further infor-
mation can be added to the real-time model by the designer. With additional
event streams and event dependencies, knowledge about the functionality can
be expressed. In the example mentioned above, an event stream annotated
to the internal signal could express that it occurs only infrequently. A second
helpful notion is the concept of modes, which can express the mutual exclu-
sion of entire groups of signals or computations depending on the operation
mode of the system. These ideas are seized in the treatment of SDL systems
in section 5.5.

5.2 Server Implementation Model

5.2.1 Reaction Time

A SDL process’ reaction time to a signal, like outlined in section 5.1, consists
of the queueing time q, the computation time ¢ and a variable waiting time
w. In a server model implementation, the computation time c. consists of
the dequeuing time, the time to execute the transition triggered by e plus
the time required to output the signals:

Comar =maz (de +t,+ Y s VteT) (5.2)

i€0y

Waiting time w arises when the processing of the signal is delayed because
of other signals. Such a delay can occur at both entities which comprise the
SDL process, the message queue and the EFSM. Figure 5.5 shows such a
situation, where three signals are sent simultaneously to a SDL process.

Depending on the channel protocol and the implementation of the queue,
a first delay will arise if the message queue can not be written simultaneously.
The EFSM processes the signals sequentially in first-come-first-serve order,
resulting in a possible second delay. It becomes clear from figure 5.5 that
those two delays overlap due to the parallel execution of message queue and
EFSM. For the real-time analysis it is therefore sufficient to calculate the
waiting time only from the execution order in the EFSM. An upper bound of



20 CHAPTER 5. REAL-TIME ANALYSIS
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Figure 5.5: Detailed view of the waiting time

the response time of one SDL process to a signal e is given by equation (5.3),
utilizing the maximum possible queueing times if the queueing times of the
signals differ.

r. = max(Qier,) + We + Ce (5.3)

The problem to be solved now is identical to the determination of the
reaction time of software tasks on a single processor with a first-come-first-
serve-scheduler and no preemption, where the computation triggered by one
signal corresponds to one task. In a first step, no event dependencies are
considered.

Figure 5.6 serves to illustrate one basic effect of a pure first-come-first-
serve strategy when the waiting time of one event e, in the example signal b,
has to be found: Events arriving after e have no effect on the waiting time,
since they are strictly proceeded later. Instead, the history of events arriving
before e determines the waiting time of e. To qualify the worst case waiting
time, a bound has to be given on the number of signals with their respective
required amount of computing which can already wait in the message queue
at the time of arrival of signal e.

to denotes the time of arrival of signal e. Now, for each time interval I
before ty, the maximum number of all signals ¢ € Ip that can arrive from
signal source ¢ € S; within I is specified as E,(I), each arrival requesting
¢; computation time. Therefore, the entire amount of computation time
requested within interval I can be written as
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Figure 5.6: First-come-first-serve computation with different event sequences

C(Il) = Z Z E,(I)-c; for independent signals

i€lp LeS;

Since C'(I) is calculated for all signals ¢ € Ip, it also includes all previous
occurences and the current arrival of the observed signal e. Under the as-
sumption that [ is a busy period, i.e. that the EFSM is never idle respectively
the message queue never empty within I, the amount of computation already
performed within [ is I. Taking also into account, that the computation for
the current signal e is by definition not part of the waiting time, the waiting
time for e considering interval [ is:

We(I) :C(I) _]_Ce

An interval [ is a busy period if its requested computation is larger than
or equal to the interval, i.e. C(I) — I > 0. The term C(I) — I is equivalent
to the unfinished work U(¢) which is used in queueing theory (e.g. [Kle75]).
The worst case waiting time now is given as the maximum w, of all I which
meet the busy period criterion:
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We maz = MAT (C’(I) -1 - ce> (5.4)

Starting with I = 0, only intervals until the first break of the busy period,
i.e. the first time C'(I) — I drops below zero, have to be investigated. Taking
into account the required property of a valid event stream formulated in
equation 3.6, it can be shown that the first maximum of w,. can never be
exceeded later.

It should be noted that equation 5.4 makes no assumption on the temporal
distribution of the signals, the required computation and the signal’s dead-
lines, i.e. it is valid for all event streams. Obviously, if the steady maximum
utilization is larger than 100%, which means that the requested computa-
tion C(I) exceeds I for all possible I, the worst case waiting time increases
without bound.

Figure 5.7 shows the derivation of we . for the example already used
in figure 5.6. Note that the worst case reached for signal B corresponds to
scenario 2 in figure 5.6.

An important special case, which simplifies the derivation of w,,.., is
given when the entire computation requested by all signals which can occur
simultaneously is smaller than the given minimum distance of any two sig-
nals ¢ from source ¢, i.e. C(0) < ag . For this situation it can be shown
that the worst case reaction time is already found at I = 0, and is given as:

Wemar = C(0) —c. for C(0) <ag, VeeS;ielp (5.5)

The guarantee that the worst case response time is lower than the mini-
mum distance of any two signals in turn is equivalent to the statement that
the message queue will never contain the same two signals.

In purely periodic systems, the mean steady utilization must be below
100%:

U:Zi%gl (5.6)

ielp j=1 7

If this is the case, it can be shown that the worst case waiting time is also
already reached at I = 0. The necessary and sufficient condition ensuring
that a deadline equal to the period can always be met is again C'(0) < a2 min.

5.2.2 Event Dependencies

Taking event dependencies into account, in the present case the specified
pairwise minimum event distances ed,s between two event sources o and /3,
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Winazp = Wp(I =2) =7,5—-2—3=2,5 (see Scenario 2)

Figure 5.7: Determination of w for the example from figure 5.6

can greatly relax real-time analysis. It has no longer to be assumed that
all events can occur at the same time. Since the FCFS processing order
is not affected, like before, the maximum computation which can wait in
the message queue at the time of arrival of an observed event e has to be
determined. In contrast to the previous section, however, it can not be
directly derived from the event functions. The sum of F,(I) assumes the
worst case of all events occuring as soon as the event distances a; allow.
Depending on the given event dependencies, this might no longer be possible.
It is then no longer evident in the general case, which event sequence leads
to the worst case.

The task to determine the worst case waiting time of a signal e now
can be formulated as follows: For each interval I preceding a point in time
to, find the maximum possible required computation C(I) which satisfies
the specified event functions and event dependencies, given the occurence of
signal e at .



o4 CHAPTER 5. REAL-TIME ANALYSIS

One possible solution to the described problem is the enumeration of
all possible events sequences like described in [Gre93al, using a branch-and-
bound search algorithm. Each node of the search tree built by the algorithm
corresponds to an event sequence which precedes the occurrence of signal e
at the time interval I = 0 as root node, as illustrated in figure 5.8.

||2||
/ \
||1g|| ||22||

SN /N

II112II II212II II122II II222II

Figure 5.8: Possible event sequences preceding an occurence of signal 2 at ¢

Each node is characterized by the minimum time interval I in which this
particular sequence can occur, and the overall computation C' requested by
this sequence in the interval. Starting from one node, a branch to a new
node is introduced for each different signal ¢ from source ¢ that can occur
before. The time distance to this new signal, which determines the I of the
new node, is given by the event streams and event dependencies. A node
which will clearly not lead to the worst case, since there exists at least one
other node with both a larger C' and a smaller I, needs not to be explored
further and can be deleted. The search tree has to be built breadth first to
avoid the exploration of branches which could be deleted early.

Each node contributes a candidate for the worst case requested compu-
tation C'(I) for its interval I. C'(I) is the sum of the computation requested
by the node’s event sequence plus the maximum computation which can be
caused by additional independent signals in this interval. From figure 5.9 it
becomes clear that the time intervals I do not increase uniformly from node
to node. It is therefore useful to record each new node in a list sorted after
the time intervals I. All possible candidates for one particular I, have been
found if the nodes of all branches still active have reached intervals larger
than 1.

Analogously to section 5.2, it can be shown that only intervals I have to
be investigated until the first [, where all nodes show C'(I) —I < 0. Once the
maximum requested computation C'(I) for each interval I has been found,
the worst case waiting time can be determined using equation 5.4. It is clear
that the search tree grows exponentially with n™, where n is the number of
dependent events and m the number of signals in the event sequence. This
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Figure 5.9: Search tree example

becomes particularly dramatic if groups of n > 2 dependent events are given.
In practice, however, only a very limited number of sequential events has to
be considered: In the special case where each signal has to be processed before
the next of its kind arrives, only nodes in the depth m < n can contribute
to the current signals waiting time. In general, all nodes with m > n and
C(I) — I > 0 signify that signals accumulate in the message queue. If the
steady utilization is not larger than 100%, obviously this can occur only for

limited time intervals I.

Figure 5.9 depicts an exemplary search tree for an occurence of signal 2
at time ty. It can be seen that at each level only one node needs to be
followed further, since all other nodes can be deleted after the condition
C(I) — I < 0. The worst case waiting time for signal 2 in this example

results in wWo e = C(1) =1 — o = 1.
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5.2.3 Output Event Stream

The analysis of entire SDL systems also requires the event streams of internal
SDL signals, which do not originate from the environment, but are output
of SDL processes. Figure 5.10 depicts such a scenario where several signals
are input to a SDL process P. The transition triggered by signal a outputs
the internal signal d.

a 5
= a@*l ProcessP | —= [Transition1] —~C_ d >

b — | processP | — d

o _b_>—=[ProcessP | — [Transition2

¢ _>-—»[ ProcessP | —» [Transition3 |

Signal a ?
—

7
Signalb TT} =
$

Signal ¢ ?
—

EFSMPT\‘b‘l‘¢‘|‘a‘]?l:l?1511:,?,::~t

vvvvvvvvvvvvv

Signa“’T;;;;;;;;;;T;T:::T;:::::T:‘t

Figure 5.10: Example for internal signal d

Figure 5.10 illustrates the effect of a possible delay of the processing of a
from signal source o due to other signals. The timing diagram shows that d
can occur in shorter time distances than specified in the event stream E.S,,
albeit obviously never shorter than the minimum execution time g .

The problem to be solved in order to determine a new valid event stream
ESs describing the new source ¢ of signal d is to find the shortest possible
time intervals a, as, as, etc., in which one, two, three, etc., signals d can
occur. It becomes evident from figure 5.10 that the minimum event distance
between two signals d results when one occurence of a, which is maximally
delayed, is followed by a signal a which is immediately processed. When the
minimum interval for two signals is known, the time interval for three signals
obviously is minimum when a third signal also occurs as early as possible.

The worst case scenario is therefore characterized as follows: One signal a
has to wait the maximum time in the queue and requires the maximum
execution time €, q,. All following events a are processed as early as possible



5.2. SERVER IMPLEMENTATION MODEL o7

in the shortest execution time ¢, ;. Regarding the other signals, this means
that as many as possible occur before the observed signal a, and none after!.
All parameters of this worst case are known already. €gmin and Cqimes are
given, the maximum waiting time W y,q, of signal a can be determined using
the algorithms from section 5.2.1 and 5.2.2, and the minimum distances of
following signals a is given by ES,.

The basic rule for deriving the event stream ESs from ES, can be di-
rectly read from the description of the worst case scenario. The minimum
time interval for j signals d is equal to the minimum interval specified for j
signals a, diminished by the worst case delay for a, consisting of the maxi-
mum waiting time and the difference between cg 1,4, and cq min. Expressed in
other words, the event stream E.Sj results from event stream E.S, subjected
to a jitter J with

J = Wa,maz + Ca,maz — Ca,min (57)

Each interval of ES, has to be shortened by .J, while at the same time
observing the two given conditions:

a; >0 (negative time intervals are not possible) (5.8)
aj — j—1 > Comin (minimum event distance is ¢4 min) (5.9)

This is identical to a left shift of event function E,(I) by J, which when
necessary has to be modified such that the two conditions are met.

Figure 5.11 gives an algorithm which generates the worst case ESs from
ES, for any given J, generating an event stream that complies with the
conditions given in equation 5.8 and 5.9. Since condition 5.9 is independent
of J, the algorithm has to be applied also in cases where no waiting time due
to other signals can occur. The example from figure 5.10 is seized again in
figure 5.12, where both the graphical modification of the event function and
the application of the algorithm are demonstrated.

The special case C'(0) < ag, V¢ € S;,i € Ip, which has been already
mentioned, greatly simplifies the derivation of ESs. It guarantees that J <
@y — Cqmin- In this case, for each event tuple of ES, the rules given in
table 5.1 can be directly applied.

Remark on the utilization of W mas: It is possible that the worst case
Wa,maz Tesults from previous occurences of the observed signal a. If a dis-
plays a bursty behaviour, which means that only a limited number of signals

!Since their event streams give only a minimum and no maximum event distance, this
is compatible with their time specification.
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Table 5.1: Derivation of ESs from ES, for J < as — Camin

a can occur one after the other, the proposed algorithm is slightly too pes-
simistic. It assumes the maximum number of consecutive signals a after ¢,
which is inconsistent with the occurences of a before ¢, necessary to reach
the maximum W ,q,. If @ very exact analysis is required, a modified ES,
which takes the previous occurences of a into account can be used in the
presented algorithm. In general, however, the described slightly too negative
assumption can be accepted.
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**x*x*x Generation of event stream ESs ***x*

(1) generate intermediate event stream FES’
with 2= 2,4, @) =aj,—J
(2) investigate smallest a; of ES’

IF (a; <0)

k=1

Ak.d = 0

Rk,d = OO

IF (2] # 00)
ay:=a;+ 2
2] =2

ELSE

remove z;,a; from ES’

END IF

LOOP until ES’ is empty
(3) investigate smallest a; of ES’
IF (CLE — Qg q < Ca,min)

ki=k+1
k.d ‘= Ak-1,d T Camin
Zk,d = OO
IF (2] # oc0)
ay = a;+ 2,
2] = 2]
ELSE
remove z;, a; from ES’
END IF
ELSE
k:=k+1
Ak.d = a;
Zkd = Zl/
remove z;, a; from ES’
END IF
END LOOP
ELSE
ES(; = ES/
END IF

Figure 5.11: Derivation of ESs from ES, for general J
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Ca,min

ESO‘ : {(g)} i Camin = 2; Ca,maz = 3; Wmaz,a = 7; = J =28

(1) intermediate event stream ES’: {(js)}
(2) smallest a;=—-8<0:
k:=1; agqg:=0; 2pq:=00
= new FESs: {(%O)}
2] =1T# 00:
aj:=a,+z =—1=mnew ES": {(")}
LOOP until ES’ is empty
(3) smallest a; = —1
ap—agqg=—1—0 < Cqmin:
k:=2; arg = ap—1,4+ Comin = 0+2=2; 254 :=00
~new ES: {(3) (7))
2 =T o0:
aj:=a,+z=6=new ES : {(])}
(3) smallest a; =6
CLE—CLkd—6 2>Camm
k’ —3 akd —al, de =
= new ESy: {(%), (). ()} new ES': {}
END LOOP

= B3:{(%).(3): ©)}

Figure 5.12: Graphical and algorithmical derivation of Es(I) for the example
from figure 5.10
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5.2.4 Derived Event Dependencies

Event dependencies are given as part of the specification for external SDL
signals. For specific scenarios they can additionally be derived by an analysis
of the implementation.

Event dependencies between signals from one SDL process Be-
tween two internal SDL signals originating from the same SDL process, a
minimum event distance is automatically given by the fact the EFSM can
only execute one transition at a time. Figure 5.13 details this causal relation.
In the depicted example, signal a triggers the output of signal ¢ and signal b
triggers d. The minimum distance of an event d to a predecessor ¢ from a
different transition is at least equal to the minimum execution time of the
rest of the transition where ¢ is sent plus the execution time of the transition
triggered by b up to the sending of d:

ed’y& = Ca,min - Ca%c,maz — Se¢ + Cbﬂd,min + Sd (510)

o _r® Ca > [ProsessP| — [Transitiont] =~ ¢ >
Process P
b T~y b >—=[ProcessP | —= [Transition2 ]i®
Signal a ? ? ? .
[
Signal b ? f ? .
[

Ca,min Cb,min Cbh,min Ca,min

EFSM P “M [send [ Jssnd || [“Jsend[ ] [ sena] |

Signal ¢ T f ? -t
Signal d T f ? .

edys edsy

Figure 5.13: Event dependencies between signals from one SDL process (dif-
ferent transitions)
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Figure 5.14 shows the situation of two events sent during the same transi-
tion. The minimum distance between the new signal sources 3 and 7, under
the assumption that b is sent before ¢, is given as:

edﬁ'y = Cq—c,min + 8. — Ca—bmaz — Sb (5 11)

6d'yﬁ = Cq,min — Ca—c,maz — Sc + Ca—b,min + sy

b
_ b, o>
a —= | ProcessP _a_>—»[ProcessP | —= [Transition 1 \\
. N

Signal a ‘T ? ? .

Ca,min

EFSMP ‘T [ [send b] [send cl ] [send bl [send c]
Signal b ‘T ? $ i
Signal ¢ ‘T f ? t

edgy | edyp

\

Figure 5.14: Event dependency between signals from one SDL process (one
transition)

Propagation of event dependencies between SDL processes Fig-
ure 5.15 shows two SDL processes P and (). The signal e triggers process P
to output signal g after at least time r ;,;,, and at most re ,q,. Analogously
signal f triggers () to output signal k in time ry, with rf 0, <Tf < Tfpmee.

Given event dependencies ed., and ed,., under certain circumstances min-
imum distances between g and k can be guaranteed as well:

(5.12)

ed.. — edegp + rtmin — Yemaz if edetp + Tt min 2 Temax
i 0 else
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Figure 5.15: Propagation of event dependencies between SDL processes

and

€d € + Temin — Yfmax lf €d € + e min >r max

ed,{'y: P ) 1 ® ) Zf (513)
0 else

5.3 Serialized Activity Thread

A serialized activity thread implementation is structurally identical to the
implementation of a single process after the server model. All signals are
received by a message queue. An independently running finite state machine
removes the signals from the queue in first-come-first-serve order, and ex-
ecutes the according activity thread. Therefore, the algorithms presented
for the server model in section 5.2 can be directly applied to the serialized
activity thread model.

The execution time c, triggered by a signal e, which is a central param-
eter of real-time analysis, consists of the dequeueing time d, and the time
required to execute the entire activity thread, including any s; required to
output an external signal ¢ to a channel. The execution time of the activ-
ity thread is determined by its VHDL implementation. The execution times
of the tasks along the activity thread can be added. Where the activity
thread branches due to multiple output statements, the execution times of
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all branches have to be added. The conditional execution of parts of the ac-
tivity thread, in contrast, represents a true alternative. The execution times
of these parts therefore contribute candidates for the maximum respectively
minimum computation time of the activity thread. Therefore, the worst case
execution time triggered by e is given as follows:

Cemaz = de + mazx <Ztt + Z S; VR € Be> (5.14)

teER i€Ee

For the exemplary SDL system used in chapter 4 (see figure 4.6 and 4.8),
this results in execution times cutm = dpp, +maz({ty +tu+tir}, {t+tis+
tt7}) and Catn = dn + tt3 + ttﬁ + tt7 + ttg + S;.

The execution time of an activity thread generally bears no similarity to
the execution times of processes involved in the processing of the same signal
in a server model implementation. In the activity thread, the sending and
receiving of internal signals is missing. It only contains transitions actually
involved in processing the signal, which is not reflected in the ¢, and ¢,y
of the SDL processes. On the other hand, a possible parallel processing
in different SDL processes is executed sequentially in the serialized activity
thread model.

5.4 Parallel Activity Thread

The basic architecture of a parallel activity thread implementation process
consists of one message queue and one activity thread which processes the
incoming signals in first-come-first-serve order. The algorithms presented in
section 5.2 are therefore valid as well for this implementation model. The
analysis is simplified by the fact that here one implementation process always
deals with only one signal type.

The challenge of the parallel activity thread model lies in the determina-
tion of the worst case execution time c. triggered by signal e. Figure 5.16
shows possible ¢, and c,, of the activity threads triggered by signals m and
n of the example presented in chapter 4.

The execution time of transition ¢ of SDL process P is denoted t;. Like
already outlined in section 4.4, in the activity thread implementation it is
necessary to change the execution order of the transition in such a way that
the output of a new signal occurs after everything else in the transition. t; by
definition does not contain any signal outputs. Outputs of internal signals are
replaced by the transitions triggered in the receiving processes. The time s;
to send signals 7 to the environment has to be considered separately. Before a
transition of a SDL process which appears in several activity threads can be
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Figure 5.16: Parallel execution of activity threads from figure 4.8

executed, the shared data component has to be locked, which takes locking
time 1. After the transition t,, the component is released again in time u.
The entire time the shared data component is blocked is denoted b;. When
the shared data component is blocked by a different activity thread, waiting
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time w; elapses before any transition of process P can be executed. Hereby,
i(t) denotes the SDL signal ¢ which is the specified trigger for the transition
t to be executed?. The main task of the real-time analysis for the parallel
activity thread model is to determine the worst case waiting times W ;4 for
all transitions involved in the activity thread.

The overall maximum execution time of activity thread at which is trig-
gered by signal e is the maximum execution time of the transitions plus the
time required to send signals to the environment, plus the overall maximum
waiting time, which has to be determined using the methods from the fol-
lowing section.

Cemaz = de + max (Z(l +t,+u)+ Z Wat imaz + Z S; VR € Be>

teR i(t),teR i€Ee.

(5.15)

5.4.1 Waiting Time

The waiting time w; before the computation triggered by signal ¢ at process
P can be performed is caused by other accesses to the shared data compo-
nent. An activity thread can contain several transitions belonging to the
same process P, e.g. resulting from a branch or loop in the activity thread.
One activity thread has however only one active execution at one time, and
the execution ordering in the implementation ensures that each transition is
finished before the next is started. Therefore, one activity thread can access
a shared data component only once at a time.

Each activity thread at from the set Z of all task precedence systems, i.e.
activity threads, has a set Ap, of mutual exclusive accesses to the shared
data component of process P at the internal signals ¢. Each signal i can
trigger in process P one of the transitions t of the set T;, causing the execution
time t;. For this transition, the shared data component is blocked during the
blocking time b; = 1+ t; + u. Therefore, signal ¢+ can block the component
for the maximum time

b, = max(by) vVt € T;.

First-Come-First-Serve The fact that one access to the shared data has
to be finished before the next from the same activity thread is initiated,
means that only one request from an activity thread can wait for the shared

2Throughout this section, the term “signal i” does not stand for the literal sending of
a signal, but serves to identify a specific point in the activity thread.
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data access at the same time. This special case has already occured several
times in section 5.2. Using the results from this section, and assuming event
independence, the worst case waiting time is the sum of the maximum block-
ing time that can be caused by all other activity threads a at process P at
the same time. The waiting time is therefore equal for all accesses to process
P from within activity thread at and can be written as:

Wat.e,maz = Z max (bf) Vf € AP,a (516)

{a|a€EZA aat}

Priority-Based Access If several activity threads attempt to lock a
shared data component, after this policy the thread with the highest pri-
ority is granted the lock to the component. Threads with lower priority are
not preempted, however. Here, too, a shared data component can only be
accessed from one activity thread once at a time. It is however possible that
several subsequent accesses from high priority activity threads contribute to
the waiting time of a thread with lower priority. The event streams of inter-
nal signals are therefore necessary to calculate the worst case waiting time
at a shared data component.

The event streams of the internal signal sources can be derived with the
algorithm described in section 5.2.3, using the execution time of the entire
activity thread Cemin and Cegmqez. In order to resolve the cycle that c. e
depends on the waiting time still to be determined, it is necessary to assume
that each activity thread has the same priority at all shared data components.
The waiting time of each thread with lower priority then only depends on
the event streams of higher priority threads.

The waiting time of the activity thread with the highest priority at shared
data component of process P is then equal to the maximum blocking time
of all other possible (non preemptable!) accesses to P:

Wat,e,maz = AT (bf){a |a€EZA aat} vf S AP,a (‘5 17)

With this, Cemqee and the internal event streams of the high priority ac-
tivity thread can be calculated, and with that the waiting time of the thread
with the next lower priority. For each activity thread at, K, denotes the
set of threads with higher priority, and L, the set of lower priority threads.
The waiting time of activity thread at now is the longest busy period of all
threads with higher priority plus the blocking time of a non preemptable
lower priority thread:
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Wat.emaz = AT ( Z E@(I)bf)—kmax (by)ieL., VI < E,(I)by
k€Kat, fEAP K, PES}
(5.18)
The above equation considers only one access to P from each activity
thread. If at contains several signals of P, they inevitably have a minimum
time distance and are therefore treated in the following section.

5.4.2 Event Dependencies

The event dependencies of internal signals in the activity thread implementa-
tion can be derived using the equations from section 5.2.4, using the execution
times of the activity threads and with s = 0 of all internal signals.

The waiting time of a signal e from source ¢ which can be caused by the
occurence of a signal f from source ¢ in a different activity thread is reduced
if the minimum event distance ed,. between the two signals is taken into
account. Figure 5.17 illustrates the influence of a minimum event distance
between f and e on the maximum blocking time of 7.

\j

Signal f T f?
Signal e T e(f

\j

A . .
ATm transition x | lock P| transition t | release| R
A . .
ATn transition y wait | lock P | transition t | release| t
edye W
' -,

Figure 5.17: Blocking time influenced by event dependency ed,,.
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First-Come-First-Serve Since only one access of each activity thread
has to be considered, the maximum waiting time of signal e at process P in
activity thread at for the FCFS-scheme is given as follows:

Wat,e,max = Z (ma'l' (bf) - ed(pe) Vf € AP@ (519)

{a|a€ZA as#at}

For signals without event dependency, ed, = 0 can be used.

Priority-Based Access As outlined before, in the priority based access
scheme it is possible that high priority activity threads influence the waiting
time of a signal e more than once. For the determination of w. therefore
the maximum busy period of the activity threads with higher priority needs
to be found. The event streams of the internal signals can be derived with
the method described in the previous section. In order to find the worst case
event sequence which satisfies both the conditions set by the event streans and
the minimum event distance, a variant of the branch-and-bound algorithm
presented in section 5.2.2 can be used. To be investigated are all event
sequences containing the observed signal e and all signals of activity threads
with higher priority which form a busy period. Ck(I) denotes the entire
blocking time caused by high priority signals, where here E,, ;() denotes the
number of signal occurences given by the found event sequence s:

Ci.(I) = > E,.(I) by (5.20)

keKqt, fGApyk, (pESf

I is a busy period, if Ck (1) — I > 0 is given. If signal e would occur at
I = 0, the waiting time would be maximum, but depending on the minimum
event distances this might not be possible. Instead, the found event sequence
gives the interval I, after which e can occur. This is illustrated in figure 5.18.
The waiting time is thus reduced, and can be calculated as:

we’s = CK,3<I) — Ie + max (bl>l€Lat (521)

The worst case waiting time for e now is the maximum waiting time of all
event sequences s which constitute a busy period of the high priority threads.
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Figure 5.18: Partial view of Search Tree

5.5 SDL System Analysis

5.5.1 Overall Reaction Time

The entire range of possible reactions of the SDL system to an external
trigger e is described by the set B., which contains all branches R of the
according task precedence system. The sequence of transitions given by one
R constitutes one possible reaction to the signal e. The worst case time
required to execute this reaction rg is to be determined by the analysis of
the entire SDL system.

In a pure server model implementation, each transition ¢ of R is con-
tained in the implementation process of the SDL process it belongs to. In
a pure activity thread implementation, all transitions which are triggered
by one external signal are contained in one implementation process. If a
combination of the implementation models has been chosen, the transitions
belonging to R can be part of different implementation processes. In order to
identify the internal signals which mark the border between the implementa-
tion processes, a subset of R named R/ is defined. RI denotes the sequence
of transitions ¢ which are each the start of a new implementation process.
In other words, each signal i(¢) which triggers a transition ¢ € RI is output
signal of one implementation process and trigger to the next implementation
process. Obviously, in a server model implementation, R = RI.

t;, denotes the kth transition of a total of n transitions in RI, and i =
i(ty) denotes its triggering signal. The overall time rg to finish reaction R is
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then given as

n—1
rR= Y Tii,,  Withiy=i(ty), t € RI (5.22)
k=1
with
Tip—irgr — Qi + Wi, + Cip—ipgr (523)

The event streams and event dependencies of the internal signals can
be derived with the algorithms described in sections 5.2.3 and 5.2.4. The
execution times t, s, q, d, | and u are given by the VHDL implementation.
With this input, the worst case reaction times r;, _;, ,, of the implementation
processes, i.e. the time required to output signal i, after trigger 7, can be
bound with the methods of section 5.2, 5.3 and 5.4.

5.5.2 Derivation of Internal Event Streams

It becomes clear from the above that the event streams of all internal signals
are necessary for the real-time analysis. They can be derived stepwise after
the method described in the following:

For each implementation process, which is entirely triggered by external
signals, the real-time analysis can be performed and the output event streams
and event dependencies determined. In the next step, all implementation
processes are analyzed whose input event streams are now completely defined,
in turn deriving the output event streams.

It is nevertheless possible that a cycle exists in the form that the anal-
ysis of implementation process P1 depends on the output event stream of
process P2. P2 in turn can only be analyzed if the output event stream of
P1 is known. An example of such a situation is depicted in figure 5.19. In
such a case the following procedure is proposed: Starting with process P1,
the unknown event stream of signal b is approximated with the event tuple
2z = 00,a = 0, and the real-time analysis is performed. With the thus gener-
ated output event stream for signal ¢, process P2 is analyzed, deriving a new
estimate for event stream FSg. If with the new event stream the condition
C(0) <ay, YieS;,ie Ip is fulfilled, the special case is given that only
one occurence of each signal can influence the reaction time. The real-time
analysis performed with ESjz = {(OOO)} then has yielded a correct result and
the derived E'S and r are correct. If the condition is not fulfilled, the analysis
cycles is calculated again with the new E'Sj3, until no more changes occur.
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Figure 5.19: Cyclic dependency between ES., and ESg

5.5.3 Inclusion of Additional Information

As outlined in section 5.1.2, it is not possible that the real-time analysis
evaluates functional dependencies contained in the SDL processes, which
may in some cases lead to overly pessimistic results. Omne possibility for
the designer to smoothly include background information in the real-time
analysis without increasing the complexity is with additional event streams
and event dependencies. Next to the given event streams of external signals,
each internal signal source av can be annotated with a given event stream
E'S, and event dependencies, which are used instead of the generated values
in the real-time analysis. In such a fashion it is e.g. possible to express that
an internal signal is only sent every n occurences of the triggering external
signal.

The concept of operation modes goes one step further. With their
help, the designer can express the knowlege that there exists a number of
different operation conditions of the SDL system, with different external
conditions and also with distinctive internal functionality. For the real-time
analysis, each mode has its own set of analysis variables which characterize
the SDL system. In particular, by selecting the signals contained in Ip and
Ap, it can be taken into account that certain external or internal signals
never occur in one particular mode. Specific temporal correlation of a mode
is introduced with event streams and event dependencies. Knowledge on
different behaviour in a mode can be put down by selecting the transitions
contained in 7.

5.6 Message Queue Depth

Message queues are expensive to implement in hardware, and the area re-
quired significantly increases with the depth of the queue. It is therefore
desirable to dimension them as small as possible. A message queue which is
undersized, on the other hand, causes unexpected behaviour at run-time. De-
pending on the implementation, SDL signals might be delayed or lost which
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leads to higher reaction times than anticipated by the real-time analysis or
behaviour which diverges from the SDL specification. For these reasons it is
imperative to know the required queue depth as exactly as possible.

5.6.1 Required Message Queue Depth

The required message queue depth of process P can be found by assuming
a queue which is deep enough and determining the maximum number m of
signals which can wait in the queue at any given time. At first, no event
dependencies are considered.

In the already well known special case C(0) < ag, V¢ € S;,i € Ip, it
is guaranteed that a signal is processed before the next of its type arrives.
This leads to the trivial solution that the queue maximally needs to hold one
signal of each type from each signal source, i.e.

m =Y dim(S) (5.24)

In the general case, the number of signals in the queue at a given time
can be determined after the following consideration: During a time interval
I, the maximum number of signals which can arrive is given by E(I). Now
a departure function D(I) is defined, which denotes the number of signals
whose processing is finished during I. During I, (D(I) 4+ 1) signals are
removed from the queue. Assuming that the queue is empty at the begin of
I, the number of signals in the queue after I is

M(I) =Y > E(I)-(D(I)+1) (5.25)

i€lp LES;

The sought maximum message queue length then is the maximum of all
possible M (I).

For the departure function D(I) it is useful to take one more look at the
function C'(I) — I which has been calculated for the derivation of the reaction
time. Like mentioned before, it is identical to the unfinished work in the
system U(t) defined in queueing theory. After [Kle75], in a FCFS scheme
the departure instants from the system can be derived “by extrapolating
the linearly decreasing portion of U(t) down to the horizontal axis; at these
intercepts a customer departure occurs and a new customer service begins”.
Thus, at each of these departure instants D(I) increases by one, starting
with D(0) = 0. This is illustrated in figure 5.20 (a) and (b).

If several signals can arrive simultanously, the execution order is not de-
fined. All possible execution orders have to be investigated, as they lead to
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Figure 5.20: Derivation of queue depth for example from figure 5.7

different departure functions D(I). This is depicted in figure 5.20 (a) and
(d). For the different departure functions, the number of messages in the
queue M (1) is calculated using equation 5.25 (figure 5.20 (c) and (f)). Here,
M(I) = —1 means that currently no signal is in the system, i.e. that the
queue is empty and the EFSM is idle. The next arriving signal will be pro-
cessed immediately. When M (I) = 0, the queue is empty, but the EFSM is
busy, i.e. the next signal will be put in the message queue.

The worst case is given at the earliest possible arrival of signals, which is
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ensured by the properties of the event streams defined in equation 3.6. As is
the case with the worst case reaction time, with equation 3.6 it can be shown
that only I < Iy with C'(Iy) — Iy < 0 have to be investigated. At the same
time, this condition ensures that the message queue is empty at ¢ = 0. With
that, the maximum required message queue depth m is:

m = max(M(I)) VI < Iy with C(ly) — Ip <0 (5.26)

5.6.2 Event Dependencies

The consideration of minimum distances between signals can lead to reduced
required message queue depths. Like before, the task is to find the worst
case sequence of events which satisfies the constraints given by the event
streams and the event dependencies, and which generates the worst case,
here regarding the message queue depth. In order to find this worst case
event sequence, the branch and bound algorithm described in section 5.2.2
can be used, with one modification. In contrast to the reaction time, for
the queue depth it is not ensured that a node with a larger C' and at the
same time smaller [ than a second node will always lead to the worse case.
Therefore, only nodes with C(/) < I can be deleted.

After the search tree has been built after this fashion, all leaf nodes are
investigated, i.e. the event sequence given by each distinctive branch is con-
sidered. For each event sequence, F(I) and C(I) are calculated, starting
with the earliest signal as I = 0. The fact that for each additional signal
C(I) < I is given, means also that the message queue is empty before I = 0.
Using C'(I) and E(I), D(I) and M(I) can be derived like described in the
previous section. Figure 5.21 illustrates this for the example already used in
figure 5.7 and 5.20, with an additional event distance ed,3 = edg, = 1. This
procedure has to be repeated for all possible root nodes starting with signal

e € Ip. Like before, the required message queue depth is the maximum of
all derived M (I).
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5.6.3 Undersized Queues

That a queue has been dimensioned too small means that it is possible for a
signal to arrive when the queue is full. The consequences of this depend on
the strategy implemented in the signal channel and the queue. If the channel
protocol does not provide a handshake or similar, the signal is lost. This
leads to a behaviour at run-time which unpredictably deviates from the SDL
specification, possibly leading to a completely changed functionality. The
second possibility is that the sending of the SDL signal is blocked until the
queue is again ready to receive a signal. This, too, is a discrepancy to the
non-blocking send assumed in SDL, but it leads only to a temporally and
not functionally changed behaviour, which is detailed below.

If a message queue is one place too small, the sending of a signal e to
that process can maximally be delayed for the longest execution time of all
signals which can occur simultaneously. This delay is termed z. It does not
increase the worst case reaction time to this particular signal e, since the
waiting time already includes all other simultaneous signals. The execution
time of the transition sending the signal, however, is prolongeated by z. This
affects the worst case reaction times of all other reactions R which involve
the process P sending signal e. Furthermore, it is possible that due to the
increased execution time the queue depth calculated for process P is also no
longer valid. In that fashion the delay might be propagated throughout the
SDL system. These effects, however, can be calculated beforehand during the
real-time analysis by calculating new reaction times which take the shortened
queue depths into consideration. If the laxity given by the deadlines is large
enough, the message queues can deliberately be dimensioned too small such
as to save hardware area.
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Chapter 6

Automated Design Process

While the implementation models and the real-time analysis presented in the
previous chapters are in fact independent of the employed design method, the
basic idea has been to automate the process of generating an implementation
from the SDL specification. Section 6.1 details the problems which have to be
solved during an automated design process. The rapid prototyping frame-
work REAR, which realizes such an automated design from SDL and was
used to test the concepts presented in this work, is described in section 6.2.

6.1 Design Tasks

An SDL specification describes the desired functionality of the system under
development at a high level of abstraction, with SDL processes communicat-
ing over messages. It intentionally contains no implementation details, which
have now to be decided during the design process.

The first step is the partitioning and mapping of the SDL specification
on the available execution units, which also fixes the mapping to hardware
and software. At the same time, a decision on the implementation model has
to be made, which in turn influences the granularity of the partitioning.

A central task is the communication refinement, where SDL’s abstract
communication is mapped to actual channels and protocols. This involves
the communication within and between hardware and software based ex-
ecution units. Additionally, the connection to the environment has to be
implemented. From the view of the specification, everything not contained
in the SDL system is the environment. Therefore, communication might
have to be established to a software task or hardware circuit on the same
execution unit, to a different processing node or via sensors and actors to the
physical environment of the electronic system itself. For a hardware imple-

79
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mentation, the run-time components for the mentioned signal transfers and
the message queues have to be chosen and parametrized. The queues have
to be dimensioned in their depth and their signal coding needs to be fixed.

Time in SDL is dimensionless; it is left to the implementation to define
which amount of actual time corresponds to one time unit in the specification.
During the design process, a timer component has to be chosen from the
library. The parametrization of its input clock frequency and its data width,
together with a possible scaling of the time values in the specification, define
the resolution of time in the implementation.

For the implementation of the process behaviour, a description in a hard-
ware language has to be generated from the SDL specification. This can be
a VHDL model like described in section 4.2, but naturally the use of other
hardware description languages and other finite-state machine specification
techniques is equally possible. In the hardware model of the EFSM, the
access to the chosen run-time components, message queues, communication
channels and timers, has to be inserted.

The SDL processes and run-time components have to connected with each
other and with additional predefined components which have been included
at SDL level like described in section 3.3. This results in a structural model
of the hardware implementing the entire SDL system. Finally, the high level
hardware design has to be synthesized into a netlist of components in the
target technology, placed and routed.

6.2 Rapid Prototyping Environment REAR

The aim of the rapid prototyping environment REAR! ([PMK™00]) is to sub-
stantially reduce development times of real-time applications by confirming
the functional and temporal requirements at a very early stage of develop-
ment with the help of an executable prototype. It integrates two complemen-
tary tasks: On the one hand it provides an automated design environment
for a rapid and facile generation of a working prototype. On the other hand,
the design process is extended with real-time requirement specification and
analysis in order to prove that the embedded system will meet all timing
requirements, and to verify that the timing requirements have been mod-
eled correctly. The concepts and methods presented in this work have been
implemented and tested in the REAR environment.

'Rapid Prototyping Environment for Advanced Real-Time Systems
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6.2.1 Target Architecture

The rapid prototyping target architecture was designed to support real-
time analysis in guaranteeing realistic, not—too—pessimistic worst—case ex-
ecution times. The basis for this is the task classification model presented in
[FFKM97], where each type of real-time task corresponds to a best suited
type of processing unit, in terms of performance and deterministic execution
times. It is a configurable and scalable heterogeneous multiprocessor system
consisting of standard off-the—shelf components, which are tightly coupled
by a global PCI-bus (figure 6.1).

HPU 1/0 i i i other PCI device

g Console
scsi

Ethernet
[oman]

global bus (PCI)
CIOP RTU RTU
i) T x
ro
/0
Embedding System

Figure 6.1: Rapid prototyping target architecture — block diagram

The High Performance Unit (HPU), which is used for soft real-time tasks
and as the development host, is based on standard computer architectures
to benefit from technological advances. The Real-Time Unit (RTU) is opti-
mized for hard real-time tasks with short response times, which do not allow
predictions of the cache behaviour. Instead, the slower RAM-access times
have to be used for the determination of worst case execution times.

The Configurable I/O-Processors (CIOP) consist of one Xilinx FPGA
for application specific hardware and optionally an additional dual ported
RAM, which can be used for e.g. message buffers and as temporary memory
for the FPGA. The CIOP acts as separate application specific processing
unit for tasks with deadlines too short to be met in software and provides a
flexible way of linking the prototyping architecture to the embedding process.
It is the target of the automated hardware design process described in this
chapter. The FPGA is connected to the other processing units over a PCI bus
interface, and additionally to the RT'U with a direct connection to a CPLD
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Figure 6.2: Photo of the rapid prototyping target architecture

implementing glue logic which links it to microprocessor’s local bus. Signals
to and from the embedding process can be directly interconnected with 1/O-
pins of the FPGA. A more detailed description of the target architecture with
a first CIOP from own development is given in [FKMF97]. The experiments
referred to in chapter 7 have been conducted on the Spyder-Virtex-X2 rapid-
prototyping board developed by FZI, Karlsruhe ([For00]). The FPGA board
has been operated with a clock period of 30 ns.

6.2.2 Rapid Prototyping Design Process

Figure 6.3 shows an overview of the rapid prototyping design process. It
starts with a specification in SDL, using the Telelogic’s CASE tool SDT for
editing, syntax and semantic check and for the simulation at functional level
([Tel]). A typical screenshot of SDT with a SDL system diagram, system
organizer and simulator is shown in figure 6.4. The timing constraints, i.e.
deadlines, event streams and event dependencies, are annotated to the SDL
specification.

The prose representation of the SDL specification is output from SDT and
is parsed by the SDL-Compiler presented in [BRM*99]. It has been extended
in [Lar98] to extract the information relevant for the real-time analysis. This
includes the SDL system’s task precedence graph and the annotated timing
constraints. This real-time analysis model, together with the worst case
execution times obtained from the target architecture, is the input of the
real-time analysis ([Pet00], [Kol01]).

The SDL model is partitioned by manually mapping entire SDL processes
on the processing units of the target architecture REAR, depending on their
timing requirements and computational complexity. This mapping is also
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Figure 6.3: Rapid prototyping design process — overview

annotated to the SDL system. For the SW part SDT’s CAdvanced code gen-
erator is used to generate C-code. Each implementation process is mapped
to one task of the freely available real-time operating system RTEMS as
target, into which message—based earliest deadline first scheduling has been
integrated, as detailed in [Kol01]. A retargetable IPC layer hides the sys-
tem’s heterogeneity and provides high level primitives for local and remote
(inter—unit) communication and synchronization ([FMF98]).

VHDL Code Generation Figure 6.5 shows a closer view of the design
process targeting application specific hardware. The textual SDL descrip-
tion is parsed by the SDL-Compiler, which is based on JavaCC. The parser
builds in several passes of the semantical analysis an internal model of the
SDL system, which is then used to output the VHDL implementation for
all SDL processes annotated with “map-on-asic”. For an implementation
after the server model, the internal system model is traversed following the
hierarchical structure of the SDL system, i.e. its composition of processes.
For each process, the EFSM is output in VHDL. The code generation after
the activity thread model, in contrast, has a recursive structure. Starting
with the external signals, for each signal the receiving process is determined,
and the appropriate transitions in the destination are output in VHDL. Each
transition has to be processed twice: In the first pass, the VHDL implemen-
tation for the entire transition except the signal outputs is generated. The
second pass deals with the transition’s signal outputs where in turn the signal
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Figure 6.4: CASE-tool SDT — screenshot

destination is determined, starting the next recursion level. This two-step
procedure ensures that the transition is finished before the next transition is
started, which has already been postulated in section 4.4. [Rei97] gives de-
tails on the SDL parser and on the VHDL generation after the server model.
The generation of VHDL code for the activity thread model is dealt with in
[MKO00].

The support of SDL language features in the design process respectively
by the SDL-Compiler is summarized in table 6.1. The currently supported
SDL subset is sufficient for the specification of a wide range of designs. In
future versions, the features listed in the second row could be added. In con-
trast to this, there is a number of SDL constructs which are not supported
because they are either not suitable for implementation in general or specifi-
cally for an implementation in hardware, or because they are not covered by
the real-time analysis.

Component Integration The inclusion and adaption of the run-time
components, which is dependent on the target architecture, the used library
and the actual application, is not task of the SDL-Compiler. Instead, the
compiler can insert generic procedure calls for “send”, “remove-from-queue”,
etc. in the generated VHDL code, which can later be replaced by interfaces
to the run-time components by the high-level synthesis system CADDY-II,
like described in [BRM199]. Figure 6.5 depicts a second option, which is
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Figure 6.5: Rapid prototyping hardware design process

intended for the RT-level synthesis flow, and was used in the presented ex-
periments. Here, the interfaces to the run-time components are inserted via
macro replacement in a link-step after the SDL-Compiler. The generated
VHDL-code contains macro calls in all places relevant for the run-time in-
terface, i.e. in the FSM at “send”, “remove”, “set-timer”, but also in the
entity and variable declarations. The link step is realized with the power-
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‘ Supported ‘ Support possible ‘ Not supported ‘
FSM  control flow: | Procedures, Macros, | Non-Deteterminisms;

State, Nextstate, | Export/Import; Ob- | Informal Text; Dy-
Task, Decision, Label, | ject oriented specifica- | namic Process Cre-
Join, Input, Output, | tion ation; Abstract Data
Continous Signals; Types; Save, Prior-
SDL  Data Types; ity Input, Enabling
Timer; View/Reveal, Conditions

Native VHDL code

Table 6.1: Supported SDL Language Features

ful freeware macro processor m4 ([Ren94]). The macro replacement process
is controlled by a set of configuration files, which include the necessary im-
plementation details. They define the run-time components to be used and
their parametrization, as well as the communication channels and additional
components of the system design. Figure 6.6 depicts the block structure of
such a system on the target architecture’s CIOP.

The VHDL models of all components are synthesized by the Synopsys
design compiler, which generates a gate-level net list specific for the target
technology FPGA. The net list is placed and routed on the target FPGA by
the Xilinx software, which generates a bit-file which can be downloaded on
the FPGA via the board’s PCI interface.

As figure 6.5 indicates, the hardware design process is semi-automated:
Next to the SDL specification and the run-time components, the m4 configu-
ration files are to be written by hand. The rest of the design process is tool
supported. Design iterations with modified SDL specifications or changed
parameters require no manual interference, as long as the implementation
details in the configuration are not affected.
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Chapter 7

Experimental Results and
Evaluation

The rapid prototyping design environment presented in the previous chapter
has been used as a test bed for different application examples. The aim here
was firstly to demonstrate the feasibility of an automated generation of appli-
cation specific hardware from SDL. Secondly, the most important properties
of the generated hardware, resource usage and timing, and the trade-offs
between the different implementation models were to be investigated. This
chapter first gives a rough characterization of three used application exam-
ples; they are given in detail in the appendix. The resources needed by the
generated hardware are fixed during hardware synthesis. Section 7.2 reports
the results from the implementation and compares the synthesis results for
the application examples and implementation models. The CAN bus physi-
cal layer has stringent real-time requirements, and was therefore selected for
a comparison of its timing properties in section 7.3. Section 7.4 summarizes
and evaluates the results from the application examples.

7.1 Application Examples

7.1.1 CAN-bus physical layer

CAN [E194] is a serial field bus which was originally developed for com-
munication in vehicles, but has reached by now widespread use in the field
of production automation. The CAN bus runs a masterless, message ori-
ented bus protocol with CSMA /CA (Carrier-Sense Multiple Access/Collision
Avoidance) access mode. Bus access is granted to each participant by bitwise
arbitration using individual message IDs. Several cooperating error detection

89
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mechanisms guarantee fast system wide error detection and error recovery.
CSMA /CA bus access, in combination with message priorities, the short data
block length (max. 8 Byte) and data rates up to 1 Mbit/s lead to very short
message latencies.

According to the OSI layer model for communication systems, the phys-
ical layer provides the transmission of unstructured bits across the physical
medium. For this, it defines the signal coding and timing of the bits, as well
as the physical connection to the bus. The CAN bus has a Non-Return-to-
Zero (NRZ) signal coding, i.e. the bus level is high or low during the entire
bit time. To ensure that the bit stream on the bus contains enough signal
edges for a time synchronization of all participants, bit stuffing of width five
is employed. This means, that the sender of a message inserts a stuffing bit
of the opposite polarity after each sequence of five equal bits. These stuffing
bits are removed by the receiver, restoring the original message.

! Bit Time |
\< }1
| Sample Time |
1 |
! ! Propagation ! ! Phase !
| | Time | | Buffer |
w w Segment w 1 Segment2
' ' |

Synchronization Phase
Segment Buffer

Segment 1

Figure 7.1: Internal bit timing in CAN

The internal bit timing provided in CAN divides each bit time into four
non overlapping segments, as depicted in figure 7.1. The synchronization
segment denotes the beginning of a new bit in the stream. The propagation
time segment can be dimensioned to accomodate the maximum propagation
delay between sender to receiver. The sample time is fixed by the width of the
two phase buffer segments. While the synchronization segment is one time
unit long, the width of the other segments is configurable between one and
eight time units, with a total bit length between 8 and 25 time units. CAN
avoids the overhead created by explicit start bits like used in asynchronous
transmission. Instead, the signal edges contained in the bit stream are used
to synchronize the bus participants in the following manner: each receiver
expects the next signal edge during the synchronization segment. If it apears
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earlier or later, the receiver adapts the sample time and at the same time the
beginning of the next bit time by adjusting the two phase buffer segments.

seg*, rx_edge awoken

Controller
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start_stuff,  local
reset_stuff can_clock,
Y

sample_now
stuff, Bit-
stuff_off Stuﬁing

\

Timing

sample_nqw
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controller_period

fstuff now Ysample_now

Receiver

tx_level

Figure 7.2: SDL specification of the CAN physical layer (SDL processes)

Figure 7.2 shows the process structure of the physical layer’s SDL speci-
fication. The SDL block physical layer has interfaces to the physical bus and
to the CAN data link layer (DLL), which is not further considered here. It

implements the following functionality:

e Configurable timing parameters

Simultaneous sending and receiving

e Communication of bits to send and bits received via SDL messages
from/to data link layer

Start from reset state upon bit to send from DLL or observed edge on
bus

Reset upon signal from DLL

The process Clock outputs the internal time units using a SDL timer.
The process Timer counts the time units and delivers internal events at the
begin of a new bit interval (signal can_clock) and at the sample time (signal
sample_now). The process Synchronization observes the edges on the bus
(rx_edge) and adapts if necessary the phase buffer segments, which are made
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available to the process Timing with the SDL construct view/reveal. The
process BitStuffing watches the bit stream on the bus and gives a notification
(stuff_now) when a stuffing bit is to be inserted respectively to be removed.
The process Receiver samples the bus and sends the received bit (signal rx)
to the data link layer. The process Transmitter gets the bits to send from
the DLL (signal tx) and outputs them on the bus at the appropriate time
(signal can_clock). The process Controller keeps track of the overall reset
state of the block and starts and resets the other processes. The complete
SDL specification of the physical layer can be found in appendix A.

7.1.2 Servo Motor Controller

In a rapid prototyping application, six simple servo motors of the kind used
in modelling were to be controlled. The servos require a pulse code modu-
lated control signal, with a TTL-compatible high-signal of 1 to 2 ms duration,
repeated every 10 to 30 ms, as depicted in figure 7.3. The length of the im-
pulse determines the angle of the motor between 0° and 90°. The application
required a defined position of the motors beginning at power on.

A
High

Low -

Figure 7.3: Timing of the servo motor control signal

Figure 7.4 depicts the block diagram of the servo motor controller’s SDL
specification. Each servo is controlled by one SDL process with one SDL
timer for the length of the high pulse (position) and one SDL timer measuring
the base period. During the start transition, both timers are initialized and
started. Upon the output of the position timer, the control signal pin is
pulled low. When the base timer is run down, both timers are restarted and
the output pin is set high. At any time, a new duration for the position timer
can be set via the external signal pos_x. The entire SDL specification of the
servo motor controller is given in appendix A.

7.1.3 Assembly Line

The example termed assembly line does not have a corresponding physical
experimental setup comparable to the CAN-bus or the servo motors. It is a
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Figure 7.4: SDL specification of the servo motor controller

SDL specification of a manufacturing situation which was intended for test
of the code generation after the different implementation models. It was
implemented on the rapid prototyping environment REAR and triggered
with events from software instead of real sensors.

In the assembly line scenario, two band conveyers bring two different
kinds of half-products. Each product passes a photo sensor, which triggers
the signal in1 respectively in2 in the SDL specification (see figure 7.5 and ap-
pendix A). In the process Controller, each half-product is counted, and if the
required amount is reached, the motor of the corresponding band conveyor
is stopped. The two motors are controlled each by one SDL process (Mo-
torl and Motor2), and are equipped with a common emergency stop button,
which triggers the external signal emergency_stop, upon which both motors
are stopped. A fourth process ProductCounter keeps count of the succesfully
assembled batches of half-products.
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Figure 7.5: SDL specification of the assembly line example

7.2 Resource Usage of the Implementation

A first evaluation of the resource usage of the implementations can be derived
from the number of the inferred memory devices. The reports given by
Synopsys during synthesis allow a detailed analysis of the use of flip-flops.
It will be discussed later to what extent this can be used as an indication of
the entire resource requirements.

7.2.1 Resource Estimations

Like described in section 4.2.1, the implementation of a SDL specification
on a FPGA consists of the implementation processes (server processes or ac-
tivity threads), and the necessary run-time components. An analysis of the
inferred memory devices which are reported by synopsys showed that it is
possible to estimate the resource usage of both the run-time components and
the generated processes based on a few implementation decisions and char-
acteristic numbers of the SDL system. These are summarized in table 7.6.
In the following, the memory device estimations (N = number of flip-flops)
for the different components of the implementation are given.

queue_10 The message queue of length 0 stores no signals. It only performs

a multiplexing between the input channels and interfaces between the channel
protocol and the EFSM:

Ngueueto = ¢+ 2+ [ld(c)] +1 (7.1)
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Figure 7.6: Variables determining resource usage

queue_l1 The message queue of length 1 can store one signal. It executes
the channel protocol at the input, and asynchronously the handshake with
the EFSM:

Nqueue_ll = dq +c+ ”d(Cﬂ +4 (72)

queue_In The message queue of length n = [, has the functionality of the
queue_11, but additionally contains a FIFO of size d, x [, from a commercial
component library (the intermediate input register inferred in the current
implementation could be optimized):

Nywevetn = (lg +1) - dy +c+ [ld(c)] +4 (7.3)

timer The SDL timer contains one register of the timer width containing
the timer value, plus additional registers for reset and the channel protocol
for sending the timer signal. Additionally, a adder/subtractor is required.

Ntimer - dt + 4 (74)

write_to_sdl signal This component reads a SDL signal from the asyn-
chronous bus, stores it intermediately, and sends it to its destination process
using the channel protocol.

Nwrite_to_sdl_signal = mal’(dq) +3 (75)

hw_sw_queue The hardware-software-queue receives all signals with desti-
nation SW from c source processes, and stores them in a FIFO of size d, x [,,.
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It asserts an interrupt when the queue is not empty, and removes the signal
from the FIFO after it has detected a read access from the software side:

Niwswquene = (lg + 1) - dy + ¢+ [ld(c)] + 4 (7.6)

edge_to_sdl signal This component sends a predefined SDL signal to a
SDL process when it detects a defined edge on an input pin. Since the signal
ID is constant, it is hard wired to 0" and "1’:

Nedge,to,sdl,signal =3 (77)

shared_var The shared variable component for the parallel activity thread
model stores the local variables and state information of one SDL process P.
It can be accessed from c activity threads:

Noaredvar = Y (dy) + [ld(sp+ 1) +c+[ld(c)] +1  (7.8)

vars of process P

mcsrr and count32 FEach FPGA design contains a “master control, status
and revision register” which identifies what is loaded in the FPGA, as well
as a 32 bit counter helping as a kind of “heartbeat” during debugging.

chsrr+count32 =34 (79)

EFSM server process The EFSM implementing a server process per-
forms a handshake to the queue. It stores the queue input, all local variables
and the process state, plus if applicable a timer value and revealed variables.
One register is inferred for each destination process of the SDL signals to
send. Additional memory elements are necessary for the implicit states con-
tained in the VHDL specification. These are determined during synthesis,
and depend mainly on the complexity of the transitions.

Nserver_process = I_ld(S + 1)] + dq + 14+ 4+

+ Y )+ DY () DY 2+ ) (do+1)

local vars revealed vars timers destinations

(7.10)
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EFSM serial activity thread The EFSM of a serial activity thread im-
plementation, similar to the server process, stores the local variables and
states of all involved SDL processes. It contains memory for the queue in-
put, timer variables and for the signals to be sent to the environment.

Nserial_atm = ”d<5 + 1)—‘ —+ dq + 1 + 4—|—

+ Y W+ Y d++ Y @+ (T

local vars timers destinations

EFSM parallel activity thread The EFSM implementing one activity
thread in the parallel activity thread model has the well known interface to
the message queue, and the registers for timers and signals to send to the
environment. It needs memory for the variables and states of all involved
SDL processes. In the case of a modified write of variables to the shared
variable component, additional registers are inferred.

Nparallel_atm = dq +1+ 4 + Z (”d(S + 1)—‘ -+ Z (dv))
SDL processes local vars (7 12)
+ 0 () D> (de+2)+ Y (de+1)
modified vars timers destinations

7.2.2 CAN-bus physical layer

During synthesis, synopsys logs the memory elements it has inserted in each
VHDL entity, shown by name for all VHDL variables, signals and implicit
states. It is therefore possible to determine exactly for which parts of the
implementation and for which tasks in the EFSM the Flip-Flops (FFs) were
used. Figure 7.7 and 7.8 summarize these synthesis results, which allow a
comparison between the implementation models. The synthesis has been
performed for the clock period of the FPGA board of 30 ns. The synthesis
of the serial activity thread implementation however required a higher clock
period.

Figure 7.7 shows the FF usage of the entire FPGA design, consisting
of run-time components, message queues and the implementation processes
(EFSMs). The group run-time components includes the timers, bus interface,
SDL signal input and output, revision register and counter, like outlined in
the previous section. Here, the serial ATM implementation has slightly lower
requirements than server and parallel ATM, since only one EFSM has to be
supplied with signals, leading to a lower communication effort. The serial
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Figure 7.7: CAN bus: memory elements of the entire FPGA design

ATM’s message queue portion is smaller for the same reason. The SDL
specification contains more external input signals than processes, leading
to a larger number of activity threads in the parallel ATM implementation
than server processes in the server implementation. The number of queues
in the parallel ATM therefore is higher, they do however not require a great
depth as one AT only receives one signal type. In the preset case this leads
to in a higher resource usage for the message queues of the server model.
The shared data components only appear in the parallel ATM, and will be
referred to later in this subsection. The implementation of the EFSM is
the largest factor distinguishing the implementation models, and is therefore
further broken down in figure 7.8.

The number of FFs required for the group “variables and SDL states” in
the server model and serial ATM directly corresponds to the number of bits
needed to store the variables and states defined in SDL (it is slightly higher in
the server model because revealed variables are stored doubly). It is identical
to the number of FFs in the shared data component of the parallel activity
thread model. As equation 7.12 already shows, the EFSM of the parallel
ATM also needs storage place for local copies of the process data. Since in a
pure parallel ATM implementation, an activity thread is created for each of
the numerous external input signals, the group variables and states is greatly
multiplied in the parallel ATM.

According to the specification, the SDL timer is accessed only from one
SDL process. Therefore, server model and serial ATM require one register
storing the timer value. This is doubled in the parallel ATM, because the
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Figure 7.8: CAN bus: memory elements of the EFSM implementation

timer is started from within two ATs.

The number of FFs contained in “queue input” directly corresponds to
the number of implementation processes (EFSMs) in the design. Therefore,
it is smallest in the serial ATM and largest in the parallel ATM.

Like outlined in the previous subsection, for each destination process a
register is necessary to store the signal to send. Since in the activity thread
model only signals to the environment are sent, the group “signal send” is
small. The server model, in contrast, requires many FFs because there is
much communication taking place between the processes.

The FFs summarized in “control and implicit states” are used for the
handshake with the queue, the timer, the shared data component and for
the channel protocol. Their number therefore firstly depends on the number
of processes, being low in the serial ATM and higher in the server model.
The parallel ATM here has additional high requirements due to the many
EFSMs and additionally numerous accesses to the shared data components.

7.2.3 Servo motor controller

Due to the simple structure of the SDL system, where one external signal
corresponds to one SDL process, the parallel ATM implementation of the
servo motor controller is identical to the server implementation. Therefore,
only server model and serial ATM are compared. Like in the previous sub-
section, figure 7.9 and 7.10 show the required memory elements of the entire
design and the EFSMs.
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Figure 7.9: Servo controller: memory elements of the entire FPGA design

The large number of required run-time components results from the 12
timers, which are necessary in both implemention models. The signal 1/O in
the serial ATM is simplified due to the lower number of EFSMs, leading to
a slightly smaller “run-time components” group.

The serial ATM requires one queue for the one EFSM, which however
needs to be deeper than the 6 queues of the server model. The number of
FF's required by “message queues” in the server model is therefore larger by
about a factor 4.

Figure 7.10 details the memory elements required by the EFSMs. Like
before in the CAN example, there is no difference between server model and
serial ATM in the resources needed for variables, states and timer access. The
“queue input” group, like to be expected, is larger by a factor 6 in the server
model than in the serial ATM. No signals are sent in both implementation
models. The server model requires more control registers, but the group
“control and implicit states” is increased by less than factor 6 since the serial
ATM contains more implicit states.

7.2.4 Assembly line

Figure 7.11 summarizes the resource requirements of the assembly line ap-
plication example. The group “run-time components” contains no timers.
The differences in the signal I/O are due to the structure of the SDL system:
Two server processes receive external signals, and one outputs a signal to the
environment. Therefore, the parallel ATM and the server model require the
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Figure 7.10: Servo controller: memory elements of the EFSM implementation

same signal 1/O resources, which are reduced in the serial ATM.

The number of SDL processes in this example is equal to the number of
external input signals. Therefore, the FFs needed for the message queues
are the same in server model and parallel ATM, while they are lower in the
serial ATM.

Here, too, the largest contribution comes from the EFSM implementation,
which is shown in figure 7.12. Again, the group “variables and states” is the
same in server model and serial ATM, and equals the size of the “shared
data” group of the parallel ATM. The local variables of the parallel ATM’s
EFSMs lead to a very large “variables and state” group. There are no timer
accesses. The “queue input” section is like before proportional to the number
of implementation processes.
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Figure 7.11: Assembly line: memory elements of the entire FPGA design
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Figure 7.12: Assembly line: memory elements of the EFSM implementation
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7.2.5 FPGA Resource Usage

The results shown up to now originated from synthesis and depended solely
from the VHDL hardware description. The reports in this subsection come
from the implementation on the target Xilinx Virtex FPGA. This means that
they give an indication how many resources are actually needed, but they
are at the same time technology dependent and not generally transferrable
to different target architectures.

The Xilinx Virtex FPGA has a regular architecture that comprises an
array of configurable logic blocks (CLBs) surrounded by programmable in-
put/output blocks, interconnected by a hierarchy of routing resources. The
CLBs like depicted in figure 7.13 are built of two identical slices, which con-
sist of two 4-input look-up tables (LUTs) and two memory elements. The
LUTs can serve as versatile function generators or as RAM. The two mem-
ory elements can be configured as either edge-triggerd D-type flip-flops or
level-sensitive latches. Each slice contains additional logic for the optimized
implementation of arithmetic functions, and multiplexers between the LUT's
and the memory elements.

couT cout
Y8 Y8
ca > =Y s> =Y
G3 > SP 63 > SP
T || Cary& | LUT Carry &
G2 > Control EC Q > YQ o> Control EC Q YQ
G1 > G1 >
BY > LRC | By>—Q LRC |
XB XB
Fa >—— =X Fa > = x
F3 > [sP | F3 > SP
LUT Carry & LuT cary & D Q i
F2 > Control EC Q [ XQ F2 > Control EC Q
F1 > F1 >
Q Q R
BX > LRC | BX > LRC |
Slice 1 Slice 0

slice_b.eps
CIN CIN

Figure 7.13: Xilinx Virtex configurable logic block consisting of two slices

The tables 7.1, 7.2 and 7.3 summarize the results from the three applica-
tion examples. The columns “% of FFs/LUTs in slices” indicate how many
of the theoretical two FFs/LUTs per slice were actually used, according to
the number of FFs and LUTs reported by Xilinx. At first sight it is clear
that not nearly 100% of the resources in the allocated slices can be used. The
reason for this does not lie, as this was the case in older FPGA generations,
in a high usage of CLBs for routing, which was never higher than 2%. Re-
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‘ ‘ slices ‘ FFs ‘ % of FFs in slices ] LUTs ‘ % of LUTs in slices ‘

| Server model | 917 | 653 | 36% | 1413 | 7% |
Serial ATM 592 314 27% 983 83%
% of server model | 64% | 48% 69%
Parallel ATM 1734 | 1365 39% 2161 62%
% of server model | 189% | 209% 153%

Table 7.1: Xilinx resource usage CAN-bus physical layer

sponsible instead is presumably the fact that the resources of a slice can not
be allocated completely independently, leading to many slices where only a
part of the elements are used.

It can be seen that the number of used resources is proportional to the
number of memory elements, which have been analyzed in the previous sub-
sections. Comparisons based on the memory elements are therefore valid.
The number of required slices however is determined by both memory ele-
ments and look-up tables.

The rows “% of server model” indicate which role the combinational logic,
multiplexers and arithmetic functions play, which are covered in the LUTs
and not the memory elements. The decrease respectively increase in resource
usage between the implementation models is different if one regards the over-
all slices, the flip-flops, or the look-up tables. The serial ATM always requires
more slices than indicated by the FFs. The reason for this is the overpro-
portional need for logic and multiplexers caused by the very complex state
machine of the one EFSM, which shows an extreme deep nesting of if-else-
statements. The resource usage of the parallel ATM, in contrast to this, is
rather determined by the multiple storage of the process data. The state
machines are generally simpler than those of the server model. Therefore,
the increase of required slices is lower than indicated by the FF's.

A final comparison between the implementation models is drawn with the
inclusion of the results from the real-time analysis in subsection 7.4.
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‘ ‘ slices ‘ FFs ‘ % of FFs in slices ‘ LUTs ’ % of LUTSs in slices ‘

| Server model | 1178 | 1108 | 47% | 1559 | 66% |
Serial ATM 835 | 701 42% 1083 65%
% of server model | 71% | 63% 69%

Table 7.2: Xilinx resource usage servo motor controller

‘ ‘ slices ‘ FFs ‘ % of FFs in slices | LUTs | % of LUTs in slices ‘

‘ Server model ‘ 345 ‘ 217 ‘ 31% ‘ 538 ‘ 78% ‘
Serial ATM 217 101 23% 343 79%
% of server model | 63% | 47% 64%
Parallel ATM 485 321 33% 703 2%
% of server model | 141% | 148% 131%

Table 7.3: Xilinx resource usage assembly line
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7.3 Real-Time Analysis Results

7.3.1 Timing Requirements and Operation Modes

The CAN bus protocol gives a very exact definition of the timing, from which
event streams and event dependencies of external and some internal signals,
as well as the deadlines can be derived. Figure 7.1 depicts the internal
timing of one message bit, while figure 7.14 shows the composition of one
CAN message frame.

1 /
- End of
Identifier (11) 0..8 Bytes \ Data CRC (15) Frame (7)
| |
v Nt
| . |
Start of Frame (1) TControI Field (6) Acknowledge+  Injterframe-
! Remote Transmission Delimiter Bits (3) ~ $pace (3)

Request-Bit (1) !

Data Frame

Figure 7.14: CAN message frame

In the following, the 13 external signals of the physical layer specification
are listed, together with a short description and their event streams and,
if applicable, deadlines. Here, P,; denotes the duration of one message bit
of the local physical layer, with Py;; = fcﬁ Pit sender 1s the duration of
one bit on the physical bus, which is determined by the actual sender of the
message. When a message is received, Py and Pt sender can diverge slightly
due to oscillator tolerances. P, is the period of the sub-bit cycle, with
Py = 10 - P, in the experiments.

tx is sent from the DLL and contains the next bit to be transmitted on
the bus. If the process has been idle, the process Controller is notified via
signal tx_local, which starts the processes Clock, Timing and Bitstuffing.
The signal arrives every bit time, with a jitter ji,.

oo Pyt )}
ES, , .
' {(O) (Pbit_jtx

tx_off signals from the DLL that the transmittion of the current SDL mes-
sage is finished. The minimum distance is therefore the minimum length of a
CAN message, i.e. 47 bits. To prevent the sending of a next bit, the triggered
state change must be concluded before the next signal controller_clock.
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AT - Py
o (7))

stuff, stuff off mark the portion of the message where bitstuffing is
performed, starting with the beginning of the message and ending after
the CRC field. The event distance is the minimum length of a CAN
message, with a dependency between the two signals: edguftstuffoff =
34 - Pyit;  edstuffoffsturf = 13 - Prir; Both signals must be processed before
the next sample_now.

47 - Py
ESsusr = ESstuftofs {( 0 )}

sleep is sent from the DLL at the end of a CAN message, and puts the
physical layer in the reset state.

47 - Py,
o (7))

rx_edge is a signal which is sent to the process Synchronization at every
rising or falling edge on the CAN bus. It is used to update the timing
parameters of the current bit, and therefore must be processed before the

next sub-bit cycle.
Pi sender
BSra-cdge {( bt70 ' >}

rx_sync_edge is sent to the process Controller at every falling edge on the
CAN bus. If the process is idle, this edge signifies that a new message is being
sent on the bus, and the physical layer is activated in order to receive the
message, and the DLL is notified. The start of Clock, Timing and BitStuffing
must be fast enough, so that the first bit is sampled correctly.

P'L’ sender
Eer_sync_edge : {2 : ( bt’() ¢ )}

CC is the output of the timer which is started periodically by process
Clock with the period P,,,. It comprises the internal sub-bit clock of the
physical layer, which triggers the processes Timing, BitStuffing, Transmitter
and Receiver.
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s { (7))

can_clock, sample_ now are internal signals output by process Timing.
They are output with a period of P,;, and have an event distance of
P, = synchronization_segment + propagation_segment + buffer_segment_1 re-
spectively P, = buffer_segment_2 between them (see also figure 7.1). This
information is additionally given for the real-time analysis.

By
Escan_clock = ESsample_now : { ( Obt> }

controller_period, buffer seg 1, buffer seg 2, signal seg are signals
for the configuration of the physical layer, which have to be sent by the DLL
before the physical layer can operate.

o0
ESconfiguration : { < 0 ) }

reset_pl is the central reset signal of the physical layer. It does not occur
periodically. Since no actions have to be performed after reset, there is no

tight deadline.
o
ESreset_pl : { ( 0 ) }

It greatly simplifies real-time analysis to introduce operation modes,
which define mutually exlusive groups of signals which can be analyzed seper-
ately. Table 7.4 shows three possible operation modes of the physical layer:
The group Configuration contains signals which do not occur at all during
normal operation. The group Start/Reset summarizes the signals which
are sent at the startup of the physical layer at the beginning of the CAN
message, or the reset when the message is finished. The signals in the third
group Run are used during the transmission or reception of a message. It
is useful to separate the two last groups for real-time analysis, because the
entire group Run is switched on and off by the group Start/Reset. This
means that no Run-signals can occur simultaneously to Start-signals, and
when the Reset-signals appear, the Run-signals are stopped and their dead-
lines are no longer interesting.
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| Mode | Configuration | Start/Reset | Run
Signals | reset_pl, sleep, tx_local, | CC, ctrl_clock,
controller_period,| start_clock, sample_now,
buffer_seg_1, start_stuff, can_clock,
buffer_seg_2, start_timing, stuff_now, stuff,
signal_seg reset_stuff, stuff_off, tx,
reset_clock, tx_off, rx_edge,
reset_sync rx_sync_edge

Table 7.4: Assignment of SDL signals to operation modes

The real-time analysis is demonstrated on a reaction to the internal timer
signal CC. The task precedence system (TPS) triggered by signal CC is shown
in figure 7.15, slightly simplified in order to keep the figure understandable.
The reaction to be observed is the output of signal rx, which is marked
in figure 7.15 by the heavy boxes. Also marked are the parts of the TPS
which influence the real-time behaviour of the reaction. The deadline for the
reaction CC—rx is given by the internal timing of the CAN message bit: If
too much time elapses between the timer output and rx, the bus is sampled
too late. A reasonable value for the deadline is two sub-bit cycles, i.e. 2+ Py,.

As a simplification of the real-time analysis to be performed, no message,
transmission or synchronization errors are considered.

7.3.2 Server Model

The real-time analysis of the server model implementation is performed in
two steps. First, the SDL processes are analyzed. For each, the processing
times c, the reaction times r and the output event streams are determined.
The processing times ¢ are obtained by summarizing the clock cycles in the
VHDL implementation. After the simple scheduling applied during code
generation, clock cycles are inserted at each SDL task, and at the end of
the EFSM transition. To this add the clock cycles contained in the run-time
components, which are given in table 7.5. Additionally, the maximum and
minimum times s for sending the SDL signals have to be determined. In
the second step, the task precedence system of the reaction to be analyzed
is followed, summarizing the reaction times on the way in order to obtain
the overall reaction time. In the following, only the SDL processes involved
in the observed task precedence systems are regarded, concentrating on the
operation mode Run.
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nization
.
sampe o nization
Signal Process . m@

; e Transmmer
conditional multiple output -
execution
Recelver

Figure 7.15: Task precedence system triggered by signal CC

Run-time system

The message queue of the utilized run-time components can not receive two
SDL signals simultaneously. If it is possible that up to k messages are sent
to one SDL process at the same time, the minimum sending time s has for
the worst case to be multiplied by k, i.e. S;,q: = k -s. Table 7.5 summarizes
the execution times required by the used implementations of the run-time
components.

Process Clock
1. Input signals in mode Run: CC

2. Execution times:

Ccc,send,max = d+2+ Sctri_clock,max — 7
CcC,send,min = €CC,send,max

CoC—ctri_clock = d=3

3. Reaction time:
o ESce: {(")}
e In a periodic system, the utilization must be below or equal 100%:

CeCmax S Psub (713)

e If equation (7.13) holds, the maximum reaction time can be found
at I = 0, like described in equation (5.5):
rcemaz = 94 +w+c
=q-+ C(O) — Ccc + Ccce (7.14)

=q-+ CcCmar = 9
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clock cycles | simultaneous signals
Sctrl_clock S -
Scan_clock,tsm 3-8 tx, tx_off
Sstuf f _now,tsm 3-8 tx, tx_off
Ssample_now_sync,mazx 2-s rx_edge
ssample_now_rcv,maa: 2. S stuff_now
Sstuf frowrcv 2.8 sample_now
Ssample_now_stuf fmax 2-s stuff
Sra,max S —
S 2
q 2
d 3

Table 7.5: Execution times required by run-time components

and

roC—ctriclock = A T COC—ctri_clock = 5) (715)

4. Output event stream: Since w = 0 and Coc sendmin = CCC.send,mazs
equation (5.7) yields J = 0. Therefore,

Psu
Esctrl_clock = ESCC : { < 0 b) } (716)

Process Timing

1. Input signals in mode Run: ctrl_clock
2. Execution times:

Cetrl_clock,send,maz = d + 2 + Ssample_now_sync,max + Ssample_now_rcv,mazx
+ Ssample_now_stuf fmaz — 3+2+44+44+4=17
Cctri_clock—sample_now_rcv — d+1=141

Cctrl_clockﬂsample_now_sync =d + 1 + Ssample_now_rcv,maz — 8

Cetri_clock—sample_now_stuff — d +1+ Ssample_now_sync,mazx + Ssample_now_rcv,maz = 12
3. Reaction time:

[ ] ESct'rl_clock . {(Ps()ub)}
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e In a periodic system, the utilization must be below or equal 100%:
Cctrl,clock,max S Psub (717)

e Again, the maximum reaction time can be found at I = 0, like

described in equation (5.5):
=0
v (7.18)

Yeirl_clock,maz = 4 + Cetri_clock = 19

and

Tetri_clock—sample_nowrev — 4 + Cetri_clock—sample_now_rcv = 2 + 4= 67

(7.19)

4. Output event stream: The additional information from section 7.3.1 is

used here.
Py;
Essample_now - EScan_clock : { < 0bt> }

edcan_clock,sample_now = Pl

(7.20)

edsample,now,can,clock = P2

Process BitStuffing

1. Input signals in mode Run: sample_now, stuff, stuff_off

2. Execution times:
Cstuff = Cstuffoff = d + 2
Csample_now,send;maz = A+ 2 + Sstuf f now rev + Sstuf f now tsm =
3+2+44+6=15
Csample_now,sendmin =d +2+2-8=9
Csample_now—stuf f nowrev = d +1 =14

Csample_now—stuf f_now_tsm — d+1+ Sstuf f-now_rcv — 8
3. Reaction time:

e Event streams and dependencies:

47 - Py
ESgurr = ESstufforsf : {( 0 )}

edstuff,s1fuff_off =34 Pbit; edstuff_off,stuff =13 Pbit; (721)

By
ESsample_now : { ( Obt) }
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e In a periodic system, the utilization must be below or equal 100%:

Csample_now,mazx Cstuff + Cstuffof f <1

Py . 4jz 'Cpbit (7.22)
:>Csample_now,maax + stul] 47Sthfioff S Pbit

Event dependency:

Cstuff = Cstuffoff << 13+ Py

= only one signal of both has to be considered
I =0:

C(O) = Csample_now + Cstuff

e [ > 0: Since with equation (7.22) Csampienow < Prit and Csppp <
AT - By, no larger C'(I) — I can be reached than at I =0

e Maximum reaction time therefore:

Tsample_now,maz = Ystuff = Ystuffoff = 4ad + Csample_now + Cstuff

(7.23)
and

T'sample_now—stuf f nowrcv — 4 + Cstuff + Csample_now—stuf f_now_rcv

T'sample_now—stuff now_tsm — 4 + Cstuff + Csample_now—stuf f _now_tsm

(7.24)

4. Output event stream: With equation (5.7) yields J = cgurs +
CcC,send,maz — CCC,send,min- Therefore7

00 Py
ESstutfnow : 7.25
- {(0>(Pbit—cstuff—6)} (7.25)



114 CHAPTER 7. EXPERIMENTAL RESULTS AND EVALUATION

Process Receiver
1. Input signals in mode Run: sample_now, stuff_now
2. Execution times:

Cstuffnow = d+1=4
Csample_now,send,maz — d+2+ Srz,maz = 7

Csample_now,send,min — Csample_now,send,max

Csample_now—rz = d +1=14
3. Reaction time:

e Input event streams:

B
ESsample_now = EScan_clock : { ( 8t> }

7.26
ES . o0 Pbit ( )
stuf fnow - 0 Pbit . Cstuff 6
e Utilization condition:
Csample_now + Cstuff_now S Pbit (727)

e Event dependencies: Signal stuff_now is triggered by signal
sample_now_stuff, which is output in the same transition as sig-
nal sample_now_rcv. With equation (5.13) and (5.11) (propa-
gation of event dependencies between SDL processes, event de-
pendencies between signals from one SDL process), therefore, an
event dependency can be derived:

6dscm’bple_now,stuff_now = Tsample_now—stuf f_-now_rcv,min — 6
edsample_now_stuff,sample_now = Cq,min — Ca—c,maz — Se + Ca—b,min + sy
=15
edstuff,now,sample,now = edsample,now,stuff,sample,now
— sample_now,min + rstuff_now,maac =6
(7.28)

e Investigating signal sample_now at [ = 0: C(0) = Csamplenow;
stuff_now has no influence because ed > Cgyff now; 10 I > 0 to
be considered because Cgampienow < Prit postulated.
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e Reaction time of signal sample_now:

Tsample-now,maz = 4 +w+c

(7.29)
=q+ Csample_now,maz = 9
and
Tsample_now—rz = 4 + Csample_now—rz = 6) (730)
4. Output event stream: Since w = 0 and Csumpicnow sendmin =

Csample_now,send.maz» €quation (5.7) yields J = 0. Therefore,
Byi
ESTCC = ESsample_now : { ( Obt> } (731)

Overall Reaction Time

As can be seen in figure 7.15, the reaction CC—rx to be investigated in-
volves the processes Clock, Timing and Receiver, with the intermediate sig-
nals ctrl_clock, sample_now. In order to obtain the overall reaction time
rco_rz, the reaction times of the involved signals have to be added:

roc—re = YeC—ctriclock + Y ctri_clock— sample_now
+ I'sample_now—rx + Sz (732)
=5+6+6+2=19 cycles

With the clock period of 30 ns used in the experimental setup, the reac-
tion time which should be shorter than the given deadline therefore is:

Yoc—ry — 0.57 MUS S 2- Psub (733)
With
Py — — . (7.34)
M0 foan ‘
this results in a upper bound on the possible CAN bus frequency:
2 kbit
foay < —— =351 (7.35)

— 10 rco—ra S
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7.3.3 Serial Activity Thread Model

Execution Times

Like before, the execution times c are obtained by summarizing the clock
cycles in the VHDL implementation. A more realistic analysis is obtained,
when the operation modes are considered also at this step. In that case,
branches in the EFSM that are triggered by internal signals not contained in
the observed mode are not summarized in the execution time. The execution
times of the serial ATM implementation for operation mode Run are shown
in the following:

stuff: ceppr =d+2
stuff_off: Cspuffoff =d+ 2
tx: Cp =d+1
tx_off: Cyopp =d+1
rx_edge: Cry eqge =d + 3
rx_sync_edge: Cra_sync_edge = d+1

CC: Coc = d + 7 + Sra,max

Cocc—rz = d+3

Overall Reaction Time

Between the signals stuff and stuff_off, as well as between tx and tx_off,
there are the given event dependencies with ed > c. Therefore, only one
signal of each pair has to be considered at a time.

The requested computation at I = 0 then results in:

C(O) = Cstuff + Cip + Crz_edge + Crz_sync_edge + Cco = 31 (736)
The worst case waiting time of signal CC based on C'(0) then is

Weoo = C(O) — Ccc = 19; (737)

with the maximum reaction time

roc—re = 4+ Weo + Coc—rz + Sra

(7.38)
=2+4+19+3+3+2=29;

Now, it has to be shown that this is in fact the worst case. Like before,
the deadline for the reaction CC—rx is given as 2- Py,;. The minimum sub-bit
period Pi,;, then is:
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T'maz S 2 Psub = Psub Z rﬁéax =145 (739)

Figure 7.16 shows the plot of C'(I) — I of the serial ATM implementation
for Py, = 14.5cycles. It can be clearly seen that the maximum value of
C(I) — I appears at [ = 0, like is to be expected in a periodical system.
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Figure 7.16: C(I) — I for Py = 14.5 cycles

The obtained minimum value for P,,; translates to a maximum CAN bus
frequency of:

1 1 kbit
— = 230
10- P,,,  10-14.5-30 ns s

foan = (7.40)

7.3.4 Parallel Activity Thread Model

The reaction time of the parallel activity thread model consists of the exe-
cution time in the activity thread plus additional waiting time at the shared
data components. In a first step, therefore, the blocking times caused by the
transitions of the activity threads are determined. The access to the shared
data in the run-time components used in the experiments is granted based
on priorities. For the computation of the waiting time at the shared data
component, the event streams and dependencies of the thread with higher
priority, and the highest possible blocking time through a lower priority ac-
tivity thread, need to be known.
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clock cycles
lock 1 2
unlock u 1
queue length 0: | qq 2
do 0

Table 7.6: Execution times required by run-time components

In addition to table 7.5, the execution times of the run-time components
of the parallel activity thread model given in table 7.6 are required. Again,
only signals and activity threads of the observed operation mode Run need
to be regarded.

Blocking Times
Activity Thread CC

beccioer =1+u+1=4
becriming =1+u+1=4
bee pitstuffing =1+u+1 =14
bec,receiver =1 +u+1 =14
bco rransmitter =1+u+1=4

bee,synchronization =1+1u =4
Activity Thread stuff

botufs Bitstuffing =1+u+1=4
Activity Thread stuff_off

baiuffoff Bitstuffing =1+u+1=4
Activity Thread tx
bie Transmitter =1+ =3

Activity Thread tx_off

btx_off,Transmitter =1 +u= 3



7.3. REAL-TIME ANALYSIS RESULTS 119

Activity Thread rx_edge

br:p_edge,Synchronization =l+u+2=5

Activity Thread rx_sync_edge

bm:_sync_edge,Synchronization =1l4+u=3

Waiting time in activity thread CC

The reaction CC—rx to be investigated is part of the activity thread CC, which
has been given the highest priority in the implementation. The reaction
involves the processes Clock, Timing and Receiver, with the intermediate
signals ctrl_clock, sample_now. First, the maximum waiting times at these
processes has to be determined.

Process Clock Input signals in mode Run: CC = no blocking by other
ATs

Process Timing Input signals in mode Run: ctrl_clock = no blocking
by other ATs

Process Receiver Input signals in mode Run: sample_now, stuff_now
are part of the same AT = no blocking by other ATs

Processes Synchronization, Bitstuffing are involved after the sending
of signal rx and therefore do not contribute to roc_ .

Overall Reaction Time

rcc—rz = q + d + bCC,Clock + bC’C,Timing + bCC,Receiver + Sz
—2+4+4+4+2=16

Cmaz < 2. Psub = Psub > rﬂ;aiv =38 (741)

This corresponds to a maximum CAN bus frequency of:

1 1 i
_ 416 kbit
10 - Poyp 10-8-30 ns S

fean = (7.42)
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7.4 FEvaluation

The application examples presented in this chapter have been specified in
SDL and implemented on the rapid prototyping target architecture using the
automated design process presented in chapter 6. The implementations have
been tested and found to work properly in their respective environments, i.e.
CAN-bus network, servo motors and software interface. This shows that the
automated generation of application specific hardware from SDL is feasible.

Resource Usage (FPGA Design)
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Figure 7.17: Resource usage overview of the application examples

The results from the application examples can be used for a comparison of
the three implementation models in terms of required hardware resources and
guaranteeable reaction time. Figure 7.17 summarizes the synthesis results
already discussed in detail in section 7.2. In all three examples the serial
activity thread model has the lowest resource usage, followed by the server
model. The parallel activity thread model requires more FPGA resources
than the server model, except for the servo motor controller example, where
parallel ATM and server model are identical due to the structure of the
SDL specification. Figure 7.18 shows the results of the real-time analysis
carried out in section 7.3. Here, the order is reversed with the parallel ATM
guaranteeing the shortest time for the investigated reaction CC — rx, and
the serial ATM the longest.

Obviously, the results gained with the examples, absolute numbers as well
as the comparative values, highly depend on many individual features, which
can lead to different results. Among those influencing factors are the type of
application, the manner of SDL specification, the used VHDL code generator
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T
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Figure 7.18: Maximum response time for the CAN bus example

and the used run-time components. What the detailed analysis of resource
usage and the run-time analysis in this chapter allow, however, are a number
of observations on the trade-offs between the implementation models which
are based on their fundamental qualities:

1. The server model has the advantage of a parallel execution at SDL
process level. Particularly if a task precedence system branches, i.e.
when during one transition several signals are sent to different SDL
processes, the server model allows a parallel execution. Both variants
of the activity thread model execute different branches of one activity
thread sequentially. This obviously has an effect on the reaction time.
A second effect particular to the activity thread model is the multiple
implementation of functionality of one transition, which is triggered in
different activity threads. This can lead to an increased resource usage.

2. Parallel execution units which have to interact with each other always
increase the hardware resource requirements, because data has to be
stored several times. In the server model, in the form of SDL signals,
which are stored multiply along the signal flow in the task precedence
system: In the message queue, in the EFSM input register, possibly
in a SDL variable and finally in the send register for the next internal
signal. In a dual manner, the parallel activity thread model centralizes
the signal flow, but distributes the local data, i.e. states and variables
of the SDL processes. These are stored in the shared data component,
and as a local copy in all involved activity threads.

3. The distribution of data storage described in (2.) not only requires
hardware resources, but also leads to an overhead in time, since data
has to be transferred during execution. In both the server and the
parallel activity thread model this happens at identical points of the
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SDL specification, always when a SDL signal is sent. In the server im-
plementation, this takes time due to the message transferral between
signal channel, queue, and EFSM. In the parallel ATM, the activity
thread must obtain the shared data, and write it back after the transi-
tion. Since generally the sending of a signal requires more time than to
obtain and release the process data, the parallel activity thread model
has a temporal advantage, depending on the implementation of the
run-time components. Further improvements in the real-time analysis
result from the facile implementation of a priority based access in the
shared data component.

The serial activity thread model stores both the process data and sig-
nals only once locally, and internal signals are abolished. Due to the
serialization there are no access conflicts. The resource and time effort
described in (2.) and (3.) are therefore not relevant here, which leads
to minimum resource usage and execution time. However, the serial
execution also means that all external signals share one execution unit
and the possible parallelity in hardware is unused. This can lead to
waiting times, depending on the event streams and dependencies, and
therefore to longer worst case reaction times.



Chapter 8

Conclusions and Future Work

The aim of this work is to provide a framework for and to evaluate the auto-
mated generation of application specific hardware from SDL specifications,
particularly for hard real-time systems, which require the possibility of a
before-hand worst case real-time analysis. A useful application of such an
environment is rapid prototyping, in which it was integrated and tested with
real-world examples.

The presented design method starts with a specification in SDL, extended
by annotations, which capture the real-time requirements of the system under
development. Event streams and event dependencies are used to describe
the temporal behaviour of the system’s environment in form of minimum
distances between external events. End-to-end deadlines give the maximum
time a reaction to an event is allowed to take. In the described automated
rapid-prototyping design process, the CASE tool SDT is used for specification
and simulation of the SDL model.

The next step towards an electronic circuit realizing the behaviour spec-
ified in SDL is a VHDL description of this behaviour. Here, different basic
principles for the transformation of SDL into VHDL, the implementation
models, are presented. The server model maps each SDL process to its
own VHDL entity (implementation process) with its own message queue and
asynchronous communication. The activity thread implementation in con-
trast executes all transitions, which are triggered in the SDL processes by
one external signal or timer output, directly one after the other, abolishing
the internal communication between the processes. The serial activity thread
model joins all of these activity threads in one implementation process with
one message queue. After the parallel activity thread model, each activity
thread has its own entity. In this case, the local variables and states of the
SDL processes must be made accessible to the involved activity threads in a
synchronized manner.
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In all implementation models it is possible to differentiate between parts
of the implementation, which are new every time depending on the speci-
fication, and parts which occur in similar fashion every time, like message
queues, timers and signal channels. For these reusable system parts, the run-
time components are provided. In the rapid-prototyping environment, the
VHDL model is generated automatically from SDL using the SDL-Compiler.
In the generated code, the interfaces to the run-time components have the
form of macro-statements. In a later “link”-step, these are replaced by the
necessary access protocols, and the components of the design are integrated.
Next, commercial synthesis, place and route tools create the FPGA design
for the target architecture.

To be able to cover the worst case in finite analysis time, the real-time
analysis takes an abstract view of the implemented system: It observes imple-
mentation processes (server processes and activity threads), and their min-
imum and maximum execution times, which are derived from the VHDL
description. Additionally, it uses the SDL systems’ task precedence graph,
which contains the information which signal is triggered in which transition.
The functionality of the specification, i.e. which transition is executed when,
can not be included. This proceeding can in some cases lead to overly pes-
simistic results, which can be improved by the inclusion of event dependen-
cies, of additional system information and of operation modes in the analysis.

The main aim of the real-time analysis is the determination of the worst
case reaction time to an event. For this, the maximum waiting time in
the message queue of each implementation process must be known. In the
used first-come-first-serve execution scheme, the waiting time results from
the unfinished work which is still in the queue at the time of arrival of the
observed event and which can be computed for the worst case from the event
streams and execution times of the signals. If the given event dependencies
are to be considered, it is necessary to find at first the sequence of events,
which leads to the maximum waiting time in the queue. This is done with
a branch-and-bound search algorithm, which due to the break-off rule needs
not to be followed too deeply, and gives an on-line search result. For the
analysis of an entire SDL system, the event streams of internal signals are also
required. For FCFS, a graphical and an algorithmical procedure is presented,
which uses the maximum and minimum execution time and the waiting time
of the implementation process to determine the output event stream. Next to
the event stream, it is also possible to derive event dependencies of internal
signals, which result on one hand from a signal origin from the same SDL
process, or on the other hand from the propagation of event dependencies
between input signals.

The methods described so far are applicable to all implementation models;
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for the parallel activity thread model, however, it is additionally necessary
to determine the waiting times at the shared data components, which have
to be added to the execution time of the implementation process. For this,
the access policy to the shared data (FCFS or priority based) and the event
dependencies are considered, as well as the fact that one activity thread can
access only one shared data component at the same time.

In some cases cyclic dependencies must be resolved before the maximum
reaction times of all implementation processes are known. Then, the maxi-
mum overall time for a reaction to an external signal which can span across
several implementation processes can be calculated. Here, in contrast to the
computation of the maximum waiting time, not the complete reaction of each
process to the triggering signal must be considered, but instead only up to
the output of the next signal in the observed task precedence system.

A second aim of the real-time analysis is to find the maximum necessary
message queue length. For this, a departure function is defined which de-
pends on the already known unfinished work in the message queue. Together
with the event streams, it is used to determine the maximum filling level of
the queue, for independent and for dependent input signals.

The presented methods have been tested with the help of application ex-
amples in the rapid prototyping environment. The three examples, the CAN
bus physical layer, the servo motor controller and the assembly line example,
were specified in SDL. With the automated design process, VHDL code was
generated and the components were integrated into a complete VHDL design.
The examples were executed on the target architecture, and tested in the real
environment. An analysis of the synthesis result reveales that it is possible
to make a reasonable estimate of the memory element resources required by
the run-time components and the generated implementation processes based
on a few parameters of the implementation, like signal and variable width,
number of input and output channels and number of states. For the three
application examples, the examination of the usage of the memory elements
illustrates the differences between the implementation models and the dif-
ferent reasons for high resource requirements in different application types.
The technology dependent resource usage finally reported by the place and
route tool confirms the first estimates based on the memory elements.

The CAN bus example, which has stringent real-time requirements, is
used to demonstrate the real-time analysis, using one of the task precedence
systems of the physical layer. First, the event streams, event dependencies
and deadlines are determined. In a second step, operation modes are defined,
which prove to be very useful during the analysis. The worst case reaction
time of the observed signal is calculated for all three implementation models.

The analysis of the resource usage shows that in all implementation mod-
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els a certain overhead is caused by SDL’s model of computation and com-
munication, and also by the automated code generation. One main reason is
the effect, that automatically a large number of intermediate storage places
is generated, among others queue, queue input of the EFSM, variables, timer
values and signals to send. In those registers, often the same value is stored
severalfold, which is an effect that would not occur in a hand implementa-
tion without the use of SDL. An optimized code generator could improve this
drawback only partly. In a comparison of the different implementation mod-
els, the serial activity thread model shows the lowest resource requirements,
since all variables and signals are stored only once locally. The parallel activ-
ity thread shows a high resource usage, particularly if there are many activity
threads and process variables.

Considering the achievable response time of the generated hardware, the
above said applies analogously: The transferral of data between the multiple
storage places requires time, which causes the response times to be relatively
high compared to a possible hand implementation. A number of clock cycles
could be saved with improved run-time components and code generation,
but a certain overhead is bound to remain. Comparing the implementation
models, the parallel activity thread model shows a temporal advantage over
the server model. Although the serial activity thread model has shorter
execution times, the serialization can lead to higher worst-case waiting times,
which result in longer reaction times.

Concluding, the results from the implementation show that the auto-
mated generation of hardware from SDL is feasible and well integratable in
a HW/SW rapid prototyping environment. The presented method shows
a number of advantages: high-level specification and simulation, automated
code generation, integration with software, good suitability for free partition-
ing and implementation on distributed systems. If these advantages balance
the described overhead in resource usage and response time, depends on the
application. In a rapid prototyping environment, this will often be the case.

One possibility for improvement of the current design environment has
already been mentioned, and lies in an optimization of the code generator
and the run-time components in terms of resource usage and execution times,
in order to investigate what the actual minimum requirements for SDL im-
plementations are.

The so far realized design process has put the focus on the functional code
generation. The next development could be a user-supported, automated
communication refinement and component integration step. This would also
facilitate the combination of different implementation models in one system,
which like the results indicate could be advantageous.

Further development is possible in the field of the real-time analysis.
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The algorithms developed in this work can and should be automated and
integrated with the design environment. The first-come-first-serve execution
scheme is disadvantageous from a worst-case point of view. A priority-based
scheme, like already partly implemented in the parallel activity thread model,
does not collide with SDL’s semantics. It could be implemented in the server
model with the help of several parallel message queues, which are accessed by
the EFSM in a fixed priority order. This changed execution mode of course
would have to be integrated in the real-time analysis.

Finally, the communication protocol of the signal channels, which depends
on the used run-time components, could also be investigated during real-time
analysis. It could utilize the results from the already presented analysis of
the implementation processes, e.g. internal event streams and dependencies.
It could in turn deliver more exact bounds on the sending time of signals
than the ones used in this work. The aim would be an integrated real-time
analysis of signal channels and implementation processes.
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Appendix A

Application Examples

Appendix A contains the complete SDL specifications of the used application
examples, directly printed from the CASE tool SDT.

A.1 CAN Bus Physical Layer

Source directory rw  /home/muth/rtsg/diss/SDL /can/

SDL System Structure --- CAN

System CanController_small rw  CanController_small.ssy
I;ID Block PhysicallL ayer rw  PhysicalLayer.sbk

—( ) ProcessController rw  Controller.spr

—( ) ProcessBitStuffing rw  BitStuffing.spr

—( ) Process Transmitter rw  Transmitter.spr

—( ) ProcessReceiver rw  Receiver.spr

—( ) Process Clock rw  Clock.spr

—( ) ProcessTiming rw  Timing.spr

) Process Synchronization rw  Synchronization.spr

Other Documents

Figure A.1: SDL specification of the CAN physical layer
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)

System CanController_small 1(1)
r=—======= Y
: N AN
i i syntype cc_duration = Integer
bommmmm - ! constants 0:1023
endsyntype;

syntype int_bit_time = Integer
constants 0:31
endsyntype;

SIGNAL

tx(Boolean),rx(Boolean),

rx_edge,rx_sync_edge,

tx_level(Boolean),

sleep,awoken,

tx_off, stuff,stuff_off,

reset_pl,

controller_period(cc_duration), signal_seg(int_bit_time),

stuff_error,sync_error;

[ ] BusSignals ErrorSignals
[awoken] . stuff_error,
ControllerSignals sync_error

[o]

sleep, tx_off, stuff] stuff_off,ﬂ
reset_pl,controlleq_period,
signal_seg, buffer seg_1,

buffer_seg_2 PhysicalLayer

CanBusSignals

x_edge, [tx_l eve I]
5 e

rx_sync_edge
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reset_pl,
sleep

Controller$ignals

[awoken]

[txflocal]

stuff,
stuff_o

n

Block PhysicalLayer

1)

SIGNAL

start_stuff, reset_stuff,
start_timing, reset_sync,
start_clock, reset_clock,

controller_clock, can_clock, sample_now,

Controller

sample_now_1,sample_now_2,
£ " Tt

R25

rx_sync_edge]

CanBusSignals

ControllerSigna
R5

. stuff_err
ErrorSignalg

R10

Controller$ignals
R18
foce]

R21
g

BusSignals

23 R8 [start_clock,- 12 R2 7
reset_clock
[start_timing]
Clock R28
ControllerSignals
/ [controller_perio 1]
start_stuff, [reset_sync]
reset_stuff [controllerﬁclock]
. RlS_ CanBussSignals
rx_edge
BitStuffi imi . R26 .
ftsturing Timing ion ControllerSignals
ipnal_seg,
[sam Ie_now] ffer_seg_1,
ffer_seg_2
6
sync_erro] X
T ErrorSignals
R2& R17 R22
[can_clock]
[stuff_now]
[stuff_now] [sample_now]
R19
Transmitter Receiver R3

BusSignals

[~]

6

[tx_level]

CanBusSignals
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Process Controller

____________

/*${map on asic}*/

1)
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Process BitStuffing 1(2)
F======== 'E\-\

( ; ) ( ; )

/*#VHDLU{ -- read CAN [rx level
m4_read_yariable(BitStuffing,rx,rx)}*/ stuff_off stuff
stuff := True,
stuff:=False | stuff_bit := false,
identical_bits :=[0

L L

)

5

entical_bits :=
stuff_bit :=
not(rx)

True

identical_bits :F
identicall bits +[1 stuff_error>

id@_b}4
True

via R17

/*${map on asic}*/

syntype int_stuff_length = Integ
constants 0:5

endsyntype;

dcl stuff_bit Boolean;

dcl stuff Boolean;

stuff_now(s
via R24

dcl identical_bits int_stuff_length;
dcl rx Boolean;
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Process Transmitter 1(1)
T ™ *${map on asic}*/

3 dcl Tx Boolean;

i

dcl stuff_bit Boolean;

C ) ( Idle ) ( * ) < Send > <SendStuffBit>
| | | |
/*#VHDL{
tx <="1%}/ tx(TX) < tx_off < tX(TX) < tx(TX) <
Tx :=True
N

I N ) |}

(e ) o > (e ) (sena ) (serosuren

can_clock '(Séijffr_nﬁ‘{)v < canfclock<

SendStuffBit

[*#VHDL{ [*#VHDL{
m4_write_gignal(Transmitter,tx,tx)}*/” m4_write_sign@al(Transmitter|stuff_bit,tx)}*/”

= ) =)
o

O3
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Process Receiver 1(1)
T -E\_\ *${map on asic}"/]

|
H H dcl rx Boolean,;
i

F*#VHDL{
m4_read_Yariable(Receiler,rx,rx)}*/ StuffNow

Receive

s a stuff-bit

1
it
[ —

Receive

Receive
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Process Clock 1(1)
r 'I\ /*${map on asic}*/
! 3 Timer CC;
% H syntype cc_duration = Integer
""""" constants 0:1023
endsyntype;
dcl controller_period cc_duration;

controller_cloy Reset(CC)

Reset (CC) Set(Nowf+controller_pdriod,CC) ResetState

Set(INow+controller_pgriod,CC) Busy

controller_Qeriod(controller_period)
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Process Timing

start_timing

hit_position :=
irst_bit := trug

/*${map on asic}*/

syntype int_bit_time = Integer
constants 0:31
endsyntype;

viewed sample_time, bit_time int_bit_time;
dcl revealed bit_position int_bit_time;
dcl first_bit Boolean;

True

True

False

irst_bit := fals¢

sample_now>1 via R16

sample_now yia R22

sample_now)yia R14

sample_nowyia R16

True

pit_position :=
it_position +

[

it_position := p

1(1)
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Process Synchronization

can_clock< rx_edge <

N N

oy ()

reset_syng

signal_seg := signal_seg_fonf,
buffer_peg_1 := buffer_seg_[L_conf,
buffer_|seg_2 := buffer_seg_[2_conf

sample_time_conf :=
1 + signal_seg_conf
+ buffer_seg_1_conf

bit_time_conf :=
1+ signal_seg_conf
i+ buffer_seg_1_conf
+ buffer_seg_2_conf

sampl¢_time := sample_time_conf,
bft_time := bit_time_copf

syntype int_bit_time = Integer
constants 0:31
endsyntype;

dcl buffer_seg_1_conf int_bit_time;

dcl buffer_seg_2_conf int_bit_time;

dcl signal_seg_conf int_bit_time;

dcl buffer_seg_1 int_bit_time;

dcl buffer_seg_2 int_bit_time;

dcl signal_seg int_bit_time;

viewed bit_position int_bit_time;

dcl diff_int int_bit_time;

dcl revealed sample_time, bit_time int_bit_time;
dcl sample_time_conf, bit_time_conf int_bit_time;

/*${map on asic}*/ N\

buffer_seg{ 1(buffer_seg_1_conf)

signal_seg(signal_seg_conf)

1(2)
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Process Synchronization

Béefore_sampliag {ampling_don}

sample_nc<

can_clock<

{ampling_don} E{afore_sampliag

rx_edge

diff_int :=
bit_time

iew(bit_positig

sync_error

False

e := bit_time -

bit_tim|

diff_int

wéit_next_inter>al

efore_sampli

rx_edge

sync_error

sample_time := sample_|
bit_ti

False
sample_time :+ sample_time
bit_time :F bit_time + bi

2(2)
can_clock< sample_n@< wéit_next_inter?al
time_conf,
e = bit_time 7CO€T - ) Cf’m—do‘:k<
g bit_time := bit_time| conf

9

+ bit_position,
_position

Before_sampling

as_too_slo

can_clock<

sample_nc<

uffer_seg_2 :
buffer_seg_2
- diff_int

bi

ffer_seg_2 :=[1

bit_time :=
sample_time

+ buffer_seg_12

whit_next_interjal
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A.2 Servo Motor Controller

Source directory rw  /a/nobody/raid_home/muth/rtsg/diss/SDL/servo/

Analysis Model

Used Files
System servo_control rw  servo_control.ssy

I;ID Block control_block rw  control block.sbk

—( ) Processservo_1 rw  servo_l.spr
—( ) Processservo_2 rw  servo_2.spr
—Cj Process servo_3 rw servo_3.spr
—( ) Processservo_4 rw  servo_4.spr
—( ) Processservo_5 rw  servo_5.spr
—Cj Process servo_6 rw  servo_6.spr

TTCN Test Specification
Other Documents

Figure A.2: SDL specification of the servo motor controller
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System servo_control

cl
control_block

[pos_l,pos_Z,pos_3,pos_4,pos_5,pos_6]

syntype timer_type_1 = Integer
constants 0:120000

endsyntype;

signal pos_1(timer_type_1),
pos_2(timer_type_1),
pos_3(timer_type_1),
pos_4(timer_type_1),
pos_5(timer_type_1),
pos_6(timer_type_1);

1(2)




cl

cl

cl

cl

cl

cl

Block control_block

T

servo_1

servo_2

servo_3

servo_4

servo_5

rl

[pos_l
r2

[pos_2
r3

[pos_3
r4

[pos_4
r5

[pos_5
ré

servo_6

[pos_

6

HEHBUEL

1(1)
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Timer BASE_1;
Timer POSITION_1;
syntype timer_type_1 = Integer

constants 0:120000

endsyntype;
run run run syntype timer_type_2 = Integer
constants 0:520000
| | | | endsyntype;
Basep dcl pos timer_type_1;
:=500000 | [POSITION1  |BASE_1 pos_1(po dcl base_p timer_type_2;
/*15,0ms */
- ’ t output’
pos := 80000 r(/a*siq?VHDL( Set(Now+base_|p, i
F2,4ms* | o out 1 <= 'y BASE_1)
Reset(BASE_1);
faaeh (- ) Pellongey
BASE_1 —
Reget(POSITION| 1); 'set output’
ISet(Now+pos) [*#VHDL{
POSITION_1) seryo_out_1 <="1'}/
'set output’
I#VHDL{
seryo_out_1 <="1";}*/

149
Process servo_1 1(1)
E- -------- A *${map on asicy*/ I\
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Process servo_2

1)

/*${map on asic}*/ N\
Timer BASE_2;

Timer POSITION_2;

syntype timer_type_1 = Integer

constants 0:120000
endsyntype;
syntype timer_type_2 = Integer
constants 0:520000

O G D

endsyntype;

base_p
:= 500000
/* 15,0ms */

Posmoré

dcl pos timer_type_1;
dcl base_p timer_type_2;

BASE_2 < pos_2(pos<

I I )

pos := 80000
/*2,Ams */

‘reset output’ .
/#VHDL{ | S “(Ng‘ﬁgtéaszg—p' ;
0_out_2 <="0";}* —

e

Reset(BASE_2); Set(Now+pos
Set(Now+base_pp, - POSTTION )
BASE_2) -
Re$et(POSITION] 2); 'set output’
[Set(Now+pos I*#VHDL{
POSITION_32) seryo_out 2 <="1’;}*/
’set output’
[*4VHDL{

seryo_out_2 <="1';}*/
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Timer BASE_6;
Timer POSITION_6;
syntype timer_type_1 = Integer

constants 0:120000
endsyntype;
syntype timer_type_2 = Integer
constants 0:520000

O

endsyntype;

Basep dcl pos timer_type_1;
:=500000 | |[POSITION6  |BASE_6 pos_6(po dcl base_p timer_type_2;
/*15,0ms */
- ‘reset output’ N
pﬁsz. . 2108080 J#VHDL{ Set(Now+base_|p, }
! seryo_out_6 <="(’;}*
Reset(BASE_6);
faaeh (- ) Pellongey
BASE_6 —
Reget(POSITION] 6); 'set output’
ISet(Now+pos) I*#VHDL{
POSITION_§) seryo_out_6 <="1";}*/
'set output’
I#VHDL{
seryo_out_6 <="1";}*/

151
Process servo_6 1(1)
E- -------- A *${map on asicy*/ I\
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A.3 Assembly Line

Source directory rw /a/nobody/raid_home/muth/rtsg/diss/SDL/assembly/

System assembly_line rw assembly_line.ssy
Block block1 rw  blockl.sbk
Process motor 1 rw  motorl.spr
Process motor 2 rw  motor2.spr
Process product_counter rw  product_counter.spr
Pr ocess processl rw  processl.spr
Anaysis Model
Used Files

SDL System Structure
TTCN Test Specification
Other Documents

Figure A.3: SDL specification of the assembly line example
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system assembly_line

constants 0 : 63
endsyntype;
signal

inl,

in2,

reset_sig,

outl(data_type),

out2(data_type),
stopped,
emergency_stop;

syntype data_type = Integer\

chan block1

[outl, out2, stopped] I:inl, in2, respt_sig, emergency_st

1(1)




chal

chan

block blockl

[ ittt A

I I\

i Ly

! 1 signal

Lo ! motor_stop,motor_start,emergency_stop_inT,

[ emergency_sto

[ motor_start,motor_sto

srb

s reset_sig]

sr2

[ emergency_stop_int]

sr3

1(1)

Sré

[stopped]

sr8

[ motor_start,motor_stop, reset_sig]

srl [inl, in2, reset_sig]

[ outl, outz]

processl

[ stopped, reset_sig]

product_counter

chan
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process motorl

____________
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process motor2 1(1)

Y O G0 ) G
I | |

g
""""""" | |
< go ) motor_sti motor_sta< emergenu<stop_i33et_sig <

| A} A} |

stopped via 3r6 < go > w{mergency_h%lt reset_sig ésrs
stopped via 3r8

stopped

AL

N

dcl
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process product_counter

| |
count:=0 stopped < reset_sig <
|} | |

< run > cgunt ;= count {1 | count:=0

) |}

) )

syntype data_type = Integer
constants 0 : 63
endsyntype;
dcl
count data_type;

1(1)
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process processl

in2

datal :=0,
data2 := 0, inl
(< true = Tru s
:=datal 41 data2 :=data2 4 1 reset_sig vig>sr2
motor_start v} sr @ reset_sig vighsr3
rue (Ealse) TUe (Ealse)
( empty ) motor_sto»a sdutl(datal) motor sto>1 stdut2(data2) empty )
syntype data_type = Integer|
)(/:or%/sptants 0: )ég 9 datal :=0 < empty > data2 :=0 < empty )
endsyntype;
dcl
datal,
data2 dat: ;
dc|a a2 data_type outl(datal) out2(data2)
c_true,
c_false Boolean;
a1_full_2_emply 41_empty_2_fyll
41_empty_2_full a1_full_2_emply @
datal :=0 in2 < data2 :=0
datal :=datal 41 outl(data> d3ta2 :=data2 4 1 out2(data2)
<>
rue (False) rue (False)
motor stob Z)utl(datal) motor. stob 3)ut2(data2)

©

© )

1)




Appendix B
Generated VHDL Code

To print the generated VDHL code of all application examples, or even the
complete code of one example, would require an unreasonable amount of
space. To give an impression of the generated hardware, a few of the gen-
erated VHDL files of the application example “assembly line” are printed
here:

e Top-level VHDL file of the server model implementation (figure B.1)

e SDL process motorl, server implementation, before m4 macro replace-
ment (figure B.2)

e SDL process motor2, server implementation, after m4 macro replace-
ment (figure B.3)

e SDL process processl, server implementation (figure B.4)

e EFSM Parallel activity thread implementation of AT emergency_stop
(figure B.5)

e EFSM Serial activity thread implementation (figure B.6)

159
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‘(0 0 Jumop T-TJOJOW™ S|auueyd N0 WNU)I0399A 2160 PIS N | N0 e
‘(0 0 Jumop T-TJOJOW™ S[dUURYD N0 WNU)I0aA d1Bo| pIs  1NO N0~ puas

:zlojow N0 eubis
‘sjauueyd-INQ ——

((oomwoa T-1)1008A " 2160] pis 10

sfeubis 1081Q ——

NI ;19sal
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)
1Jod
TJ010W~ $S920.4d™ WS} INTNOJAOD

“ININOJNOO n_Z.mA_
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‘(oo1Mwvoa T—1)10309A 2160| pIS 10 :ziojow”Ino_[eubis
‘(oo1mwvoa T-1)10199A 2160| pI1S 1o :TJojow N0 [eubis
‘sjguueyd-InQ —-
sleufis 1a1Qq —-
‘01Bo|_pis NI 19sal
‘ool pis NI A0

)
1Jod
Tss8001d”ss820.4d ™ WS} ININOJAOD

- ININOJNOO (N3

(

(oomnwoa T-Uipimerep)iojosn olbo pIs 10 _:_OJE%H
‘oo

jumop T-S[auueyd” WNU,YIPIM_e1ep)I01oaA o160 pIs N | erep

‘(0 0 3umop T-S|auueyd” wnu)IoaA aIbol pIs N | :2M

‘(0 0 yumop T-S[auueyd” wnu)ioan o1bol pIs 10 uelb

‘(0 0 yumop T-S[duueys wnu)ioyan o1bo| p)Is N | 3sanbai
Buebuisjeuey ——

1Bo pIs NI 1josal
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d
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NI ‘19sal
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0 =: Jabajul :abpa~jo puny
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‘2 <= ydap_ananb

‘0T <= Ypim_snanb

o _ )dvA D MEND
ud~up_uj ananb-ms” My I ananbmsmy

‘(IN0IUNOD “4j23UN02 “¥DO1D) dWAl 1H0d
ZEUN0d  :junod
‘]9sal => J|oJunod
:(39s@1 (1J0S) U0 paIea|d) 18N 1] ZE BY) drenuelISul ——

113S3413SO 0 19s9.40s => 1958l

‘{(Inousowl

‘Wousow ‘uip! ((0)ammBal ' 13SIHLISO HO0T) dWAl LHOd
Jsow [ISow

{(0)101SOW => 19S3IY0S
{(T)ousow => uajw

uid 1dnusiul ay) yasse —— ‘(puadiutagNy  uaiw) JON =>GINIg
¥O sydnua| aje —— aui Aidwa jou => puadiul

((oo1wvoa 6z)Inousowt => (0O INVOA 62)IN01ISOW
‘i Aidwa jou => (0€)INousoW
‘puadiul => (T€)INoLSOW

:sreubis (YS) 19sa1 Yos pue ——
(31IN) 81qeua ydnuayul Jeisew ‘(d]) Buipuad idnusiur yum ——
191s1631 UOISIABI/SNIEIS/|01UOD IS)SBW B} denuelsul ——

SY3ALSIOTY —

ul ejep [eusaiul —— up! <= Jnop
'2IN0pI <= JuIp ‘9INOpI <= guIp
GINOPI <= GUIP ‘FINOPI <= PUIP
‘€IN0P| <= EUIP ‘ZINOpI <= ZUIp
‘IN0JUN02 <= TUIP INOLSOW <= QUIP
'V.1va <=Inoulp ‘yaayv <= Ippe
‘pealbal <= peal
pasnun —— 13S3413S9O <=18s8l ‘HDI01D <= %I0|d
) dvA 140d
8XNWINOPA I8Xnwinop

i
slumbal <= a)um ‘pesibal <= peal
'ady <= gpl 'gMY <= M1 'gSD <= |9sD ‘Yaav <=
13S3413S9O <=18s8l ‘HD01D <= 0|9
) dvA LdOd
9pP0JSPMUI (19POISPMII

J1axa|dnnw INo/ul BlEP PUE JOPOIAP BLIM/PEaI B} deNUBISUl ——

‘SS30JV H3LSI93Y ——

0 jumop

0 0 1umop

(0.<=S4mHIO ) =>(50wmop  2)a

‘{(0)enanbmsmy oe => ()a
{(0)ananbmsmy puss => (£)a
‘(0)Tssa001d e => (Z)a
‘(0)Tss@001d puas => (T)a
{(2)ammbal => (0)a

sleubis Bngaq ——

0.=>4_dIa

0.=>3_dIa

pajgesip —— T.=> 43 30

indino —— .=>qa_dld

pajqeus —— 10.=> @ 30

=>0dIa

pajqesip —— => 0 30

induy —— =>g I

pajqeus —— => g 30

L0.=>V dId

pajqesip —— T.=> Vv 30
SIoAlLQ ——

(.0, <= SY=H1O0 ) => zgolaz

‘((Tz)inoyunoo ANV (zz)nounod
anv (eZhinounos any (Fghnowunod) ION  =>@a31

_ _ ‘a31=>0 431 vodd
{0 13S349 ZLAND ION  => 13S3H¥1ISO
M1 SAS =>M2010

‘NOILdVAV 43AAdS —

N ©3g

- ININOJANOD DZ,mA_

(]

H(
T-J8)unoo1onpoid sjsuueyd Ul WNu)Io8A olbo| pIs N1 _ u_puss_
‘(0 0 3Umop T—133un0d Jonpoid YyIpIm-an

T-Jajunoo 1onpoid~sjuuRYd Ul WNU)I03A 2160 PIS  1NO uroe
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‘ZJojow 0. <= Ul yoe
‘ZJojow puas <= ul” puas
sreubis indur ——
)
_ _ dViA _1d0d
zlojow ™~ ssao0.d” W} I~ ziojow

MO01D <=1
19sal <= 1858l
19531 ‘209 ——

‘(¥ 0 3umop /)|duueyd” zlojow <= zlojow no” [eubis

‘(T)zJ010W yoe <= (0)IN0 IE

‘(T)zJ010W puas <= (0)IN0O~ puas

sfeuBis ndino ——

Jawiny ——
sleubis 10011p ——

‘[Buueys” TI0I0W <=U| elep pue [eubis

‘TJI0J0W o <= Ul o

‘TJOJOW PUdS <= Ul” puas

sfeubis induy ——
)
_ _ dvN _1M0d
TJojow ssa9004d” WS, TJolow
‘(0 0 3umop T-¥) €IN0p! => (7 0 Jumop T-8)lauueyd” Tiol0W
(0 0 3umop T-1) €INOP! <= IO ejep

‘(T)TI010W HOR<=)IR
(T)TIOI0W pUBS<=PUS
‘(0 0 1umop T-)ulpi<=ui_ejep
‘(€)ombal<=ajum
19sal<=18s3al
Y0070<=3400]0
_ )W 140d
(¥ <= yipm_e1ep) dvAl O NI
[eubis™|ps~ 0y oM :Tiol0w Indul [eh

«(
MO01D <=1
‘1osal <= 10sal
19581 0|9 ——

‘(9 0 3umop 6)lduueys ananbmsmy <= ananbmsmy Ino” [eu

‘(0 0 3umop G)[uueys ananbmsmy <= ananbmsmy Ino elep
‘(0 0 1umop €)|suueyd ziojow <= ziojow N0~ [eubis
‘(0 0 Jumop €)|auueys Tlojow <= TJolow N0 [eubis

‘(0)ananbmsmy yoe <= (2)ino oe
‘(0)z1010W R <= (T)IN0 e
‘(0)T4030W R <= (0)IN0 XoE

‘(0)ananbmsmypuss <= (Z)in0 puas
‘(0)z1010W ™ puds <= (T)IN0_ puas

‘(0)T4010W ™ pUds <= (0)IN0~ puss

sreuBis indino ——

Jawn ——
sfeubis 10a11p ——
‘lauueyd” Tssa90 ud <=ul"eyep pue [eubis
‘Tssao04d OB <= Ul yoe
‘7ss9204d ™ puUss <= ul” puas

sjeubis indur ——
)
_ _ _dvAl 1¥0d
Tss9001d ssa201d ™ wisy ;I TSS90 ud
:(0 0 1umop T-¥) Zinopl => (0 0 Jumop T-¥)|ouueyd” 1ssao0 id
‘(0 0 3umop T~) 2INop! <= N0 erep

‘(0)TSS@204d HoR<=x0€
‘(0)TSS®201d " puss<=puss
‘(0 0 Jumop T-p)ulpl<=ui” elep
‘(2)ambai<=aym
‘1osal<=19sal
M0010<=4200

_ )dvA 180d

(7 <= ppim—erep) dvl O HINTD.
[feubis™|ps 0} am :Tssasold ndui [eb

(

(0 0 Umop T-0T)¥INOPI <= INO_erep

‘()a1imbal <= dod

qui”Aildwa 1ou <= Adwa jou
80BLBIUI-MS/MH WNZ 3||81ISHIUYDS ——

‘louueyd ananbmsmy <= Ui erep

‘ananbmsmy oe <= yoe

‘ananbmsmy~puas <= puas
Buebuiseuey ——

‘]9sal <= 18sal

M2010 <=IP

)dvAl 10d

(z <= s|puueys wnu
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‘yote au I | A |jquasse dN3I

MO0 <= A2
‘19s91 <= 19sal
19531 ‘209 ——

sfeuBis ndino ——

Jawiny ——

sjeubis 10011p ——

‘ ]auueyds” 4o unod 1onpoid <=u |"ejep pue” |eub Is
£193un0d” 19npoJdTyoe <= Ul e

‘191unod” 19npod pusas <= u | puss

sfeubis nduy ——

)
dvA 1H0d

49 3uno9” 1onpo ud-ssavoid Wws § J23unod jonpoud

MOOTO <= A9
‘19591 <= 1991l
1958 209 ——

‘(9T olumop 6T) |[suueyd ananbmsmy <= ananbmswy o~ jeub Is

‘(0 ojumop ¢€) |auueyd” 49 1uNo0d  1onpoud <= J193unod  1onpoud  no jeub Is

‘(T )ananbmsmy~yoe <= (T)1n0 yoe
‘(0) 42 3uno2™ 1onpoid oe <= (0) 1IN0 Xoe
‘(T )ananbmsmy puas <= (T)3IN0 puas

*(0) 492 uno2™ 1onpoud puas <= (0)IN0 puss

sreubis indino ——

Jawn ——
_ _ sfeubis 1081p ——
‘ |auueyd zl1olau <=u | elep pue” jeub Is
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‘Yo e T Jolau” ssadoidwsy pus
!$$920 IJauos ssadsold pus

41 pus
{auop => 1no auop
‘)1 pus
‘ased pus
fpnu
<= SlJ8ylo usym
‘ases pua
f1nu
<= S13Yylo uaym
<= T uaym
T=:T29jls

<= ¢_| z uaym
S| T @lels ased
Bis 19sa1 [eubis anl@day ——
<= ,TT00. usywn
‘ases pua
flnu
<= SlJaylo uayw
<=¢ | z uaym
_ _ ‘e =: T alels
$(0TOT ‘ziolau ‘ju 1 doils Aouab iaus )pusas
zlojow 01 OT pI ynm jur~ doys™ Aouabiawsa [eubis pusas —-
<= T uaywm
S| T @1els ased
dois™Aouabiawsa [eubis an@day ——
<= ,ITT0. usyw
‘9sed pua
f1nu
S 19y 10 uaywm
€ | 1 uaym
D Telels

<= Z uaywm
S| T 9)e)s ased
1e)s Jojow [eubis anl@o9y ——
<= ,T00T. usym
‘ased pua
nu
<= S1aylo uaym
<= ¢ | z uaym
iz =1 T elels
<= T uaywm
S| T 9)e)s ased
dois™iojow [eubis an@I8y ——
<= ,000T. uaym
S| (ebBues Jsspesay u) u|elep ased
usyl T, = ulhpeal_j!
‘(ureyep ‘ulApeal)an 19991 U
_ 8s|e
‘T = T olels
‘es ey =: aseydiiu |
usyl (ani} = aseydiul) jiIs|e
suo ez |e I eub Is™ U
{0 =: plileduoilisuel]
‘T = P92 IAISS JDSSDD0 Id U 11ND
‘anli] =: aseydliul
uayl (.T. = 19sal) 41

T, = %9 pue juaAa 3|9 [llun 1lem
au 1) A1ana U
u 16aq
916077 pIS : g 1 ob a|ge|leA
‘0 ojumop € abuels Jebaju| @ T 91lels d|ge lJeA
‘0 olumop O abues Jabaiu| : p|lledquoilisuel] 3 |gelleA
© 0 olumop z obues Jsbaiu| : P82 INISS LOSSSI0Jd IUBIIND B [ge |JeA
‘uea |0oog : @seydliul o |ge lleA
(01607 piIS : auop 3 |ge |leA
(016077 pIS : u|hpeal B |ge lieA
‘(0 OUMOp YIp M ananb 1#u ) 101987 91607 PIS : ulelep 3 |qge |JeA
uo | Je e |29p 8 |qe | JeA
‘(0 ojumop 6) paubis jo (<> abues sebaiu|)Aesre s| 1031297 paub IS adAy
$s990.d_ :SS990 IJalos
uo | e |jueisu |- Juauoduod” U
u 1baq
uo 1Je e |99p juauoduod” fu
suo |je e |9ap” |eub |sT
S| TJojau ssado.d WSy jo yoJe TJolau ssad0.id WSy 9inidalyd e

Jo jau”ssad%0idWws ) pua
(

(aueu~ ssa20 .d fu )suo | Je Je [99p” 1i0d
016077 pIS Ul : 18S9l

21607 piS 1IN0 Solmcov.
21607 pPIS UL D
)
1Jod
S| TJlolau ssedoudwsy A)iua

(S1¥) sisayiuAs—Iajsuel | —ialsibay 10) paresauab si apod S|yl ——

salleliq |

‘lreryriie o160 |“pis- @98 | 39N
Y1e y9TT 9160 |Tpis 899 | 39N
19991 AdVHE 11

Nd 9¥:6¥:2T TO0Z ‘€ JdV 1 [ps aul Alquasse/1as/ "/ /" 89In0s wol ——
1dg°0 UOISIBA TAHAZTAS AQ patessusn ——

Server implementation SDL process motorl (before m4 macro

Figure B.2
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‘(0 0oumop ) paubls jo (<> abuel

-,0000 . => ananbmsmyIno” [eubis
0. => (T)ino" puas
‘doo | pua
quana Mo pue TN [N ) rewm
doo | T =/ (THno e 8 | iy

'.T. => (T)In0” puss
LOTT0 . => (0 01umop T-¥)ananbmsmy N0 feubis
ueyd 01 9 p| yum paddois [eubis puasg ——
<= T uaywm
s 1 oJels ased
dois™ 1010w [eubis anRdaY ——
<=,000T ., Uaym
s1 (0 0umop T-¥) Uulelep ased
usyl .T. = ulApeals 41|
141 pus
=: ulhpeal
as |8
‘doo | pua
“JUBAS YD pue M0 [13Un ) rem
doo | .T. = Apeas Bis o | Iywm
.0, => Bis"186
.T. = ulfpeal
‘eyep =:(0 0 Jumop T-y)urelep
uay} .T.=Apear Bis 1
' T, => Bis 196

as @
‘T =T alels
‘as[ey =: aseydnul
uay} (anu) = aseyduu) 4 1s |2

0 =: ppeduonisuel
T = PISJIAIBSIOSSBI0.4IUaIIND
‘anu) =: aseydnul

uay (T.=19s81) } 1

=0 pue JUBABIO | 13Un 1 1em
u 16aq

21607 PIS:q T 0b 8 |qe 1iea

1abayu| : T arels 3 |ge | Jea

1abalu| : pjueduUOnISUes 8 [ge | JeA

19B3)U| 1 P|adINIBSIOSSI01HIUBLIND B |ge | JeA

‘ueajoog : aseyduul @ |ge [ JeA

101607 PIS : BUOp B |ge | JeA

216077 PIS : ulApeal 8 [ge | JeA

¥)10J09A 21607 PIS : Ulelep B |ge | JeA

‘0 0umop ¢ abuel
‘0 0umop 0 abuel
toomop ¢gabuel

‘(0 0 1umop
Jeba)Ae e s | 10109\ paubis adA )
$5990 1d 1$S9901d43WO0S
‘(erep<=erep‘Apeas Bis<=Apeai bis
‘Bis 19b6<=Bis 106Ul erep pue jeubis<=ui_erep
‘Ul 9e<=)IR ‘Ul PUSS<=PUSS 19S8l<=19S81 NI<=N|9) dWA 1MOd
(zJ010W ™ S|]BUURYD UI~ WINU<=S[auUURYD WNU
_ 'T<=yidsp enanb
‘p<=yipim_ananb) dvN O MENTD _
uo up” T ananb :ananb”siy}

oBol pis 10

:Apeas” Bis
oo piIs N | )

1S 196

(0 0 3umop T-YIpIm~ananb,sjauueyd_wnu)io3aA_160|_pis NI ureyep
(0 0 1umop T-S[duueys_wnu)o}an_216o|_pis 1o oe
(0 0 Jumop T-S|ouueyd wnu)iodaA 21bo| pis NI puss
Buebulejeuey ——
olfo_piIs N | nasal
ibo"ps NI By
_ _ ) 140d
‘(10bayu] :sjpuueys wnu‘yidap ananb ‘yipm ananb
_ _ _ )OMIN®
us™up T@nanb ININOJADD
((oo1woa T-1)10308A 2160| pis ‘elep TvND IS
‘oifo| pis  :Apeal Bis TvND IS
‘o1bo| pis 6157186 TWND IS
S| zJojow ™ ssad0id”wsy jo yoJe ™ zJojow ssad0id WSy 81N 1991 1Yo Je
‘zJojow” ssao01d” WSy u:ﬁw
(0 0 1umop T-zJ0l0W ™ SjuURYd Ul WiNU)I010aA 2160 pIs  1NO |
(0 0 1umop T-2JOJoW™ S[duueyd Ui~ Wnu)J0}oaA 2160| pIs N | Ul puas
(0 0uMOp _T-zlojow
“yipm~ananbyzlolow sjuueyd Ulm WNU)I0}0aA o16o[ pis ul elep pue” jeubis
sjpuueyD-u| ——
(0 0 3umop T—l0j10W™ S[guueyd N0 Wnu)IoaA 2160 pIs N | N0 yoe
‘(0 0 1umop T-ZJojoW™ S[uueyd N0 WNU)I008A a1bo| pIs 10 N0 puas
‘(oo1nvoa T-1)10199A 2160| IS 10 :ananbmsmy Ino”[eubis
‘(ooiMmwoa T-1)10109A" 2160[ pIs 10 118)un0d 3onpoid N0 [eubis

sjpuUBRYD-INO —

sreubis 1990Q ——

1601 pIS U | 11esal
21607 pIS 10 “Sowm:ou
16T pIS U ! sl
)
110d
s ziojow” ssaooud wsy A1 11us

(S1Y) sisayiuAs-Iajsuel ] —1a)siBay 1oj paresauab s 9pod siyl ——

e ‘paubisun— o160 pis‘eaal 39N
‘1 e 1as3sn
t11e 'Byuod YoM 3sn

as Aleuq

“ynre_oiBo|_pis a1 35N

u 1Baq ‘91T o1Bo| pis'aaal 35N
19991 Advdg 11
*ININOJAOO aN3 _
_ o K INd 9¥:6%:2T T00Z ‘€ 1dv Je |psaulAlquasse/1as///" 92IN0S Woly ——
(ooinvoa T-UIpim~ananb)ioloan 2160| pIs 1NO ‘ejep aidg’0 uoIsIaA TAHAZ1AS Aq parelaua ——

Server implementation SDL process motor2

Figure B.3



GENERATED VHDL CODE

APPENDIX B.

168

‘yore”zlojow ssao0id” WS} pua
!$59901d8WOS $$990 4d pua

‘41 pue
‘auop => 1IN0 auop
41 pus
‘ased pua
f1nu
<= S1aYy 10 usayw
‘ased pus
Inu
<= S8y lo uayw
<=Tusym
T =T alels
LT pue JUBABMIO | 13uUn 3 rem
£,0000 . => J3)unod 31onpoid Jno [eubis
',0. => (0)ino puss
‘doo | pus
UBAB IO pue TIAAD | 1un ) rew
doo | .T. =/ (0o 32e o | Iyn _
.T. => (0)N0 puss
LIT00 . => (0 01Umop T-¥)421unod 1onpoid 1no™ [eubis
181un0d 3anpoud 03 € p| yum Bis 1asal [eubis puss ——
<=g |z usym
S1 T oels ased

Bis 19531 [RUBIS 8AI909Y ——

<= S 18y 1o usaywm
<=glzuaym
‘e =T arels
<=T Uaywm
S| T 9lels ased
ui doys™ Aouabiawa [eubis anl9o9y ——

<=g|Tusym _
T =T alels
<=Z uaywm
S| T alels ased
1elsojow [eubls anIeday ——
TOOT ., Udym
ased pua
Inu
<=S18y 10 uaywn
<=glzueym _
'z =11 ales
LT pue JUBABMIO | 13uUn ] rem
£,0000 . => 13)unod j1onpoid no” [eubis
1,0, => (0)in0 puss
‘doo | pus
UBNS O pue TS0 [ 1N ) rem
doo | .T.=/ (0o e 8 | Iyw
.T. => (0)In0 puss
LO0IT0 . => (0 0 lumop T—t)191unod 1onpoid N0 [eubis
J131unod onpoud 03 9 p| yum paddois feubis puas ——
LT pue JUSABID | 13un 3 rem
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10, => (T)1n0" puss

‘doo | pua
JUBAS|D pue I un 3 rem
doo | Tos/(Tno e s iy
T, => (T)ino_puss
.I00T . =>(0 01umop T-v)zi010w N0 [eubis

ZJojow 01 6 Pl Yum Heys Jojow [eubis puas ——

LTA0 pue JUSASID | 13UNn ] lew
£,0000 . => TJojow no” [eubis
1,0, => (00 puss

‘doo | pus

qUan8 D pue I [ 1un 1 rem

doo | .T. =/ (0IN03j0€ @ | Iym

.T.=> (0)ino_puas
LI00T . =>(0 0 3umop T-v)TI010W N0 [eubis

TI0I0W 0} 6 P| Yl Hels Jojow [eubls puss ——

LT, =0 pue JUBASD | 13UN_ 1 Iew
f0.=:q T ase o

LT, =9 pue WUBABI0 | 13UN 1 1ew
=q T ann o

LT, =9 pue JUBASMID_ | 11un 1 e
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L0, => (2)ino puss

‘doo | pua
UBAR|D pue TR 11N ) rew
doo | T.=/ (2o doe a | 1ym

—— _ ' T. => (2)ino puas
(9 ‘I T zerep)io10eA 2160| PIS AUOD =>

(0 0 3umop T-9)ananbmsmy Ino eyep
T0T0 . => (0 0 Jumop T-v)ananbmsmy 1no” [eubis
ueyd 01 G p yum zino feubls puss ——
LT =)0 pue WSSO | 1IuUn ) rem

‘(9 ‘0)paubisunTAu0D =: | T Zelep
L T0 pue JUBASID | 11un ] lem
. => zlojow o eubis
L0, => (T)in0 puss

‘doo | pua
UBNB D pue AP | 1un 1 rewm
doo | T =/ (1IN0 2. 3 | IYw
T. => (T)IN0 puss
L000T . =>(001umop _ T-¥)zloow N0 [eubis
zlojow 0} g p| yum dojs1ojow feubis puas ——
usy} (9 ‘g)paubisun—Auod = "1 zejep J |
“T.=)P pue JUBASID | 13un 1 lem
‘(9 ‘T)paubisunTAu0d + I T zerep =!I T zerep
<= T Uaywm
S| T oels ased

2ul euBis an@day ——
<=,0T00 . Uaym
‘ases pua
f1nu
<=S19y 10 uaywm
<=v|zuaym
‘)1 pus
LT.0 pue UBABMO | 13UN 1 e
£,000000 . => ananbmsmy Ino_erep
0. => (20 puas
‘doo | pua
“uaA_0 pue TP | 1un 1 ew
doo | T, =/ (2o e 8 | 1ym
_ “T.=> (2)no puss
(9 ‘I T Teyep)io}oan 2160 pIs AUOD =>

(0 0 yumop T-9)ananbmsmy no erep
00T0 . =>(0 01umop T-¥)ananbmsmy no [eubis
ueyd o1 ¥ pl yum TIno feubls puss ——
as |8
. =T arels
T.=)I9 pue JUBABMD | 1UN ] rew

000000 . => ananbmsmy N0 erep

.0, => (2)ino puss
‘doo | pus
UBAB MO pue TP | 1un ) rew
doo | T.=/ (2o oe 8 | 1yn

o .T. => (2)no puas
(9 ‘I" T TeYep)io}oan 2160 pIS AUOD =>
(0 0 yumop T-9)ananbmsmy no erep
L00T0 . => (0 0 3umop T-t)enanbmsmyIno [eubis
UBYD 0 ¥ P| YuM TINO [eubis puss —-
LT, =)0 pue JUSASMID | 13un 3 rem
‘(9 ‘0)paubisunTAu0D =: | T Telep

LT pue WBABD | 13Un 3 rem
0000 . => TJojow Jno” [eubis
.0, => (0)n0 puss
‘doo | pus
UBAB D pue TS0 [ 1un ) em
doo | .T. =/ (0)IN0 >joe 8 | Iym
.T. => (0)In0 puas
L000T . => (0 0Iumop T-p)TJ010W N0 [eUBIS

TJojow 0} 8 p| yum dois™iojow [eubis puss ——
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LT, =9 pue WBABI0 | 1IUN 1 1ewm
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<= g uaywm
41 pus
T =T alels
2o pue WUBABO | 13Un ] [em
000000 . => ananbmsmyIno_erep
£0. => (2)no puss
‘doo | pus
JUBAB IO pue TP | un ] rem
doo | .=/ (@m0 e 8 | iyw

L _ .T. => (2o puas
(9 ‘I T TEYep)I010aA 2160[ pIS AUOD =>

(0 0 JuUmop T-9)ananbmsmy Ino erep
L,00T0  .=> (0 0Iumop T-)ananbmsmyIno [eubis
ueyd o} ¥ p| yum TINo [eubis puss ——
as |9
iz =11 elels
.20 pue JUSASID | 13UN ) Iewm
£,000000 . => ananbmsmy Ino”eyep
10, => (2)ino puss
‘doo | pua
‘JUBAS YD pue T [13Un 3 rem
doo | T =/ (2no e 8 | 1ym
o _ T. => (2)no puss
{(9 ‘I T Terep)ioloan 2160| pIS AUOD =>
(0 0 3UMmop T-9)ananbmsmy Ino erep
L0010 . => (0 0 }umop T-v)enanbmsmy N0 [eubis
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‘(9 ‘0)paubisun—Au0D =: | T Terep
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10000 . => TJolow o™ [eubis
.0. => (0)1n0" puas
‘doo | pua
‘uans 0 pue JIAA0 | 1un 1 rem
doo | .T. =/ (00 o€ 8 | Iym
. T. => (0)In0 puss
L000T . =>(001lumop T-v)TJ00W N0 [eubis
TJ0l0W 01 8 p| yum doys sojow [eubis puss ——
uay 1 (9 ‘v)paubisun Auoo = I T Terep } 1
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(9 ‘T)paubisunTAuOd + I T Telep =: | T Terep
<= T usaywn
S| 1 oJe)s ased
Tul [euBis anl@29Y ——
<=.T000 .usywm
s1 (0 01umop T-¥) ujerep aseo
usyl .T.=UlApeas 41
‘doo | pus
UBn8 MO pue IO [N 1 em
doo | .T. = Apeas bis & | iym
0. => bis 196
! T. = ulhpeal
‘elep =:(0 0 Jumop T-¥)urerep
VEITR .T. = Apeas Bis J
LT, => BisT196
as |9
. ‘T =T aels
LT pue WBABD | 1UNn 1 rem
{0000 . => ziojow o~ [eubis
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‘yase” Tssad0id” ssao01d”ws) pua
!$59201d9WOS $$8204d pua
‘41 pua

‘auop => 1IN0~ suop
41 pus
‘ased pua
f1nu
<=S19Y 10 uayw
‘ased pus
flnu
<=§I3Y10 usym _
T=T aels
LTAN0 pue JUBASID | 11un ] lem
£,0000 . => zlojow no” [eubis
10, => (T)ino” puss
‘doo | pua
UBAB D pue TS0 11N ) ew
doo | T, =/ (TIN0 2. 3 | IYyw
T. => (T)IN0 puss
. => (0 0 1Umop T-t)zio0w N0 [eubis
zlojow 03 € p| yum BisT19sal [eubls puas ——
LTI pue JUSABMIO | 13un 3 rem

. => TIojow o [eubis
=> (0)In0” puas

‘doo | pua
UBAB IO pue TS0 [ 1Iun 1 ewm
doo | .T. =/ (0)IN0 Yoe | Iym

. T.=> (0)n0 puss

LI700 . => (0 0 3umop T-¥)TI010W N0 [eubis
TJojow 03 € p| yum Bis 1esal [eubis pusas ——
<=vlele]Tuaym
s1 T oS ased
Bis 19581 [eubis anl@d9y ——
<=,TIT00 , UBYm
9sed pus
t1nu
<=S19Y 10 uayw
<=1 | g uayn
‘11 pua
T.=)10 pue JUBASMID | 11un ] lem
1,000000 . => @nanbmsmy Ino_eyep
0. => (2)ino puas
‘doo | pus
‘uans )0 pue I | 1un 1 em
doo | T.=/(@wnosped iy
4T, => (2)no puss
{(9 'I" T zerep)ioldan 2160| pIS AUOD =>

(0 0 1Umop T-9)enanbmsmy Ino erep
LI0T0 . => (0 01umop T-t)ananbmsmy Ino [eubis
ueyo o} § p| yum zino feubis puss --
as |2
= T alels
LT pue JUSASID | 13UN 1 rem
$,000000 . => ananbmsmy 1IN0~ erep
£0. => (2)ino puss
‘doo | pus
UBA8|D pue TP | 1un ) rew
doo | T.=/ (@wmo o a | iIywm

1. => (2)no puas
(9 ‘I T zerep)iojoan 2160[ pIS AUOD =>
(0 0 Jumop T-9)ananbmsmyIno erep
T0T0 . => (0 0umop T-t)enanbmsmy N0 [eubis
ueyd 01 G p| yum Zino feubis pues ——
LT. =2 pue JUBASMD | 13UN ) rem
(9 ‘o)paubisun—Au0d =: I T gerep

LTA0 pue JUSASID | 13UNn ] rew
0000 . => zloljow no” [eubis
',0. => (T)in0 puss
‘doo | pus
qUan8 D pue I | 1un 1 rem
doo | .T.=/ (T)INo 0. 8 | 1ym
T, => (T)ino” puss
L000T . => (0 0 1umop T-p)zIo10Ww N0 [eubis
zJojow 0} g p| yum dojs ™ 1ojow [eubis puss —-
uay} (9 ‘g)paubisun Au0D = | T gerep } |
T, =0 pue JUSASID | 13un ) lew

'(9 ‘T)pauUBISUN AUOD + I T

LTAI0 pue UBABO | 13Un ] [em
000000 . => ananbmsmy ino”_eyep
1,0, => (2)ino puss
‘doo | pus
JUBAB IO pue JIAA0 1N 1 em
doo | .=/ (@mo e 8 | Iyw

T.=> (2)no puss
(9 ‘I T zerep)iojoan 2160[ pIs AUOD =>

(0 0 3UMmop T-9)ananbmsmy Ino erep
LT0T0 . => (0 0 Jumop T-v)ananbmsmyIno™ [eubis
ueyd o} G p| Yum zino [eubis puss —-
as@
‘e =T alels

T=0 pue JUBARMID | 1Un Jrem
-,000000 . => ananbmsmyIno eyep
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‘ueajoog iz UONIPUOd 3 |ge | JeA
‘ueajoog ;T UORIPUOD 3 |ge | JeA
suonIpuod Jo} sajqerien dwa) ——
siea1lunod 1onpoud 8 |qe | JeA
SIeATssao%0.1d 9 |qe | 1ea
SleAziojow 8 |ge | leA
SIeATIOloW 9 |ge | JeA
SO|qeleA |ps ——
91e1SIa1unN0d 1onpold 3 [ge | Jea
o1eISTSsa%0.ud 8 |qe | Jea
alelsziolow o |ge | JeA
alelSTIol0W B [ge | JeA

S9Jels |ps ——

‘adA L sreAd81unod Jonpoud :
‘adAsrepTssa00ud
‘adA]srepzioow :
‘adA]srepTlo0W :

‘00umop T abuel JELENIIN
olumop  abuel
ojumop ¢ abuel
‘0 0umop ¢ abuel

Jebay] :
JELE]
J8bayu| :

‘ueajoog : aseyduul @ |ge [ JeA
016077 PIS : UlApeal 8 |ge | JeA

‘(0 0 1lumop ¥)10J09A 21607 PIS : U[elep B [ge | JeA

‘(0 0 yumop T-¢€) 1010an 2160 pis dwn 378V VA

ssa%0.d urew

‘(erep<=elep‘Apeas Bis<=Apeal Bis
‘Bis 19b<=Bi1s 106 Ul erep pue [eubis<=ul erep
‘U q9e<=)IR ‘UI” pUSS<=PUSS 19SaI<=19S81 N|I<=Y|9) d¥A 1HOd
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‘(0 0 Jumop T-S[auueys wnu)ioidan 2160| pi1s N1 puas
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Figure B.5: Parallel activity thread implementation of AT emergency_stop
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‘(0 0 Jumop

‘((0 0 umop

(0 0 3umop

‘(0 0 Jumop

‘((0 0 Jumop

T-g)dwn => (0 0 Jumop T)zlojow Ino” elep paseys
‘(z€'ere1521010W)10109A 2160] PIS”AUOD =: duny
‘g ob'sieAziolow => (g)zI0l0W N0 Elep paleys

ejep ssaooid aseajas ——
T =: ajelSziolow

_uay) ((z = ererszIo0W)) |1
paddojs ayess ul pejs Jojow [euhis sydadde ziojow SSa20id ——

T)zJojow Ul erep” paleys)iabajul AUOD =: 81eISzIoI0W

{(2)z1010W Ul eyep pareys =: q ob'siepziolow

‘doo | pua
UBABHIO pue JIAA9 | 1un ] rem
doo | T, =/ Ziojow ueib 8 | Iym

.,T. => ziojow Isenbai

elep ssadoid urelqo ——
;,2lojow,, Ssa%01d Jo adel| ——
ZJojow ssado.d 0} 1els iojow [eufis spuas Tssadoid ——
Tlojow ssadoud jo 82e) Jo pus ——
‘}1 pus
{0, => TJojow ﬁm:cw‘_
10, => TIoj0W ™ BlIM
‘uaAd |0 pue T0 | 1un ) rem _
4T, => TIojoWw™ a)m

T-g)dwy => (0 0 3umop T)TJ0I0W INO™ elep” paseys
‘(z€'a1RISTI010W)10199A 2160] PIS” AUOI =: duny
‘q ob'sieaTIOI0W => (Z)TJ0l0W N0 ElRp paleys

eyep ssaooid aseajal ——
as |8
sjuawarels Indino ssasoid mou —
{0, => TJ0j0W Isanbai
1,0, => TJOl0W BM
JUBAB IO pue A0 [ 1un ) em
LT, => TIojoW ™ alm

T-2)dw => (0 0 Jumop T)TI0joW N0 erep”pareys
‘(z€'2re1STI010W)10309A 0160[ pIS” AU =: duiy
‘q-ob'sieaTIOI0W => (Z)TJ010W N0 ElRp paleys

elep ssao0id ases|al ——
T =: aleISTIolI0W

_uayy ((z = sreisTI00W)) 41
paddojs ayess ul pels Jojow [eubis sydadde TI0JoW SS820id ——

T)TJ0l0W Ul elep paleys)iabialul AuU0d =: a1eISTIo0W

‘(2)TI010W Ul eYep paleys =: q ob'sieATIOOW

‘doo | pua
JUIABD pUB L TANIO | 11Un ] 1em
doo | .T. =/ T010W juelb a | Iyw

LT, => TJo10W 1senbal

erep ssasoud urejqo ——
TJoloW, SS8201d JO 8%el| ——
TJojow ssad0.d 0} Yeys Jojow [eubis spuas Tssadoid ——
sluawaels ndino ssadoid MoN ——

{0, => TSSsa@d01d 1sanbai

10, => Tss8201d 8lUM

UBAB O pue TEMO [ 1un 3 few
{1, => Tsse001d” alMm

‘(0 0 1umop T-g)dwn => (0 0 Jumop
‘(ze'orerSTSS990 IAd
‘g 9s[e)_9'SIeAT SS90 id
‘g ann 9°'SIeAT SS90 ud
‘(0 0 1umop T-9)dw} => (g 0 Jumop
(21 zerep sieAT ssa00 Jd
‘(0 0 1umop 1-9)dun => (TT 0 Jumop
(21 TRYRp SIeAT SS900 Id

2)TSs9%04d 1IN0 elEp paleys
)10309A 2160[ pIS” AUO0D =: duny

=> (g)Tssad04d N0 _elep paleys
=> ()Tssed04d_IN0_elep paseys
0T)TSS9204d N0 eYep paJseys
)10108A21B0| IS AU0D =: dwy
9T)TSs800.4d N0 elep | pareys
)10199A2160[ PIST AUOD =: dw}
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Appendix C

SDL Run-Time Components

Here, the VHDL source code of the run-time components used in the appli-
cation examples is shown:

Message queue length 0 (figure C.1)
Message queue length 1 (figure C.2)
Message queue length n (figure C.3)
FPGA bus interface (figure C.4)

SDL signal input components (figure C.5)
SDL signal output component (figure C.6)
SDL timer (figure C.7)

Shared data component for parallel ATM (figure C.8)
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