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Abstract

Experimental observations from cosmology as well as various aspects in theoretical par-
ticle physics point to the existence of unknown types of particles not included in the
standard model of particle physics. Actually, this so-called dark matter is demonstrated
to account for the by far dominating mass component - compared to baryonic matter - of
our universe. One type of particle candidates - proposed by theoretical particle physics
- fulfilling all of the requirements for dark matter are the so-called WIMPs, weakly in-
teracting massive particles. For most kinds of WIMPs predicted by theory, a mass range
of roughly O(10GeV) to more than O(1TeV) as well as a weak interaction with baryonic
matter via low-energetic nuclear-recoil production of only O(10keV) to O(100keV) with
rates of less than 0.1 events per kg and day are expected. Directly detecting and char-
acterizing dark matter particles is one of the key problems of present-day astroparticle
physics. The CRESST experiment (Cryogenic Rare Event Search with Superconducting
Thermometers) aims at the direct detection of WIMP-nucleus scattering events in the
target crystals (scintillating CaWOy single crystals) of a modularized cryogenic detector.
In order to achieve an efficient particle identification, i.e., a discrimination of background
events induced by, e.g., electron, v or neutron interactions in the detector, the so-called
phonon-light technique is employed. The phonon-light technique is based on the detection
of the different amounts of scintillation light produced for different interacting particles
by a separate cryogenic light detector. The particle-dependent production of scintillation
light is referred to as the light-quenching effect and is quantified by the so-called Quench-
ing Factors. For example, the Quenching Factor of ~ 10% for Oxygen recoils corresponds
to the reduction of the amount of scintillation light produced for Oxygen recoils compared
to the amount of scintillation light produced for electron/y-events in CaWQy. As the
energy detected in the light channel of the CRESST experiment for particles in the energy
region expected for WIMP-nucleus interactions maximally amounts to a few 100eV (for
electron/vy-events), very efficient light detectors with excellent resolution in the low-energy
region are required for an efficient discrimination of background events. In addition, in
order to correctly identify the type of interacting particle, the knowledge of the particle-
dependent Quenching Factors in CaWOQy is a prerequisite. Within the present work, both
of these issues were addressed.

First, the investigation of the potential of Neganov-Luke amplified light detectors for
an optimization of the light detection in the CRESST experiment is presented. By intro-
ducing a well-motivated new fabrication technique, one major drawback of Neganov-Luke
light detectors, the decreasing amplification over time, causing a detector response varying
over time, can be resolved. This is confirmed by experiments performed within the present
work. Additionally, the up to now unknown improvement of the energy-dependent detec-
tor resolution in the low-energy region, which is important for the dark matter search, is
studied and can be explained consistently. For the example of a realized Neganov-Luke
detector, the drastic improvement of the background suppression that could be achieved
in a CRESST-like detector module is calculated on the basis of the experimentally deter-
mined improvement of the energy-dependent detector resolution. This result underlines
the great potential of the application of Neganov-Luke amplified light detectors for the
dark matter search with CRESST.



In the second part, a comprehensive, microscopic model for the light generation and
quenching in CaWOQ, as developed within the present work is presented. This model
describes the light generation and quenching observed for different interacting particles on
the basis of the temporal and spatial evolution of fundamental excitations (self-trapped ex-
citons, STEs) generated in a CaWQ, crystal for different modes of excitation. Within this
model, the light-quenching effect as well as the shape of the non-exponential scintillation-
light decay-time spectrum that can be observed for particle-induced energy depositions in
CaWQy, are consistently explained on the basis of STE-STE quenching via the Forster
interaction. This model is experimentally validated by correctly predicting the decay-time
spectra observed under ion-beam excitation leading to quenched light generation as well
as under two-photon excitation with a No laser leading to unquenched light generation.
The results of the experiments which were performed at the tandem accelerator of the
MLL (Maier-Leibnitz-Laboratorium) in Garching can be employed to determine free pa-
rameters of the model. A first, preliminary calculation of Quenching Factors for different
interacting particles in CaWQy already reveals that, with the developed model, experi-
mentally observed features such as the energy-, temperature-, and crystal-dependency of
the Quenching Factors are all explained as well as correctly predicted. Thus, this model
if not only able to describe the observed light-yield quenching on a microscopic basis,
but, furthermore, after all model parameters are determined, it provides the possibility
to theoretically calculate and predict energy-dependent Quenching Factors for different
interacting particles. Such Quenching Factors, in turn, deliver the basis of the parti-
cle identification and, thus, the basis of the background suppression for the dark matter
search with the CRESST experiment. Hence, the developed model essentially contributes
to a better understanding and further improvement of the background-suppression capa-
bility not only of the CRESST experiment, but also of future dark matter experiments
where new detector materials (e.g., CaMoQOy, Ti:Al;03 or YOg3) have to be selected and
characterized, e.g., with special emphasis on search for light WIMPs.
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Zusammenfassung

Durch experimentelle Beobachtungen aus der Kosmologie sowie diverse Hinweise aus der
theoretischen Teilchenphysik kann auf die Existenz unbekannter Teilchen, die nicht im
Standardmodell der Teilchenphysik enthalten sind, geschlossen werden. Diese sogenan-
nte Dunkle Materie stellt - im Gegensatz zur baryonischen Materie - den {iberwiegenden
Teil der Masse unseres Universums dar. Potenzielle Kandidaten fiir die Dunkle Ma-
terie, die von der theoretischen Teilchenphysik vorausgesagt werden, sind die sogenannten
WIMPs (Weakly Interacting Massive Particles). Fir nahezu alle Arten dieser theoretisch
vorhergesagten WIMPs wird eine Masse im Bereich von O(10GeV) bis hin zu mehr als
O(1TeV), sowie eine schwache Wechselwirkung mit baryonischer Materie durch die Erzeu-
gung niederenergetischer KernriickstoBe von lediglich O(10keV) bis O(100keV) bei einer
Wechselwirkungsrate von weniger als 0.1 Ereignissen pro kg und Tag erwartet. Der direkte
Nachweis und die Charakterisierung der Teilchen der Dunklen Materie gehéren zu den
Kernproblemen der heutigen Astroteilchenphysik. Das CRESST-Experiment (Cryogenic
Rare Event Search with Superconducting Thermometers) hat den direkten Nachweis von
durch WIMPs verursachten Kernriickstoereignissen in den Target-Kristallen (szintillie-
rende CaWOQ,-Einkristalle) eines modular aufgebauten Tieftemperaturdetektors zum Ziel.
Um eine effektive Teilchenidentifikation zu ermoglichen, d.h. um eine Unterdriickung von
Untergrundereignissen durch Wechselwirkungen von beispielsweise Elektronen, v-Teilchen
oder Neutronen in dem Detektor zu erreichen, wird die sogenannte Phonon-Licht-Technik
angewendet. Die Phonon-Licht-Technik basiert auf dem Nachweis der unterschiedlichen
Mengen an Szintillationslicht, die fiir verschiedene wechselwirkende Teilchen erzeugt wer-
den, mithilfe eines separaten kryogenen Lichtdetektors. Die teilchenartabhéngige Erzeu-
gung von Szintillationslicht wird als Licht-Quenching-Effekt bezeichnet und wird durch die
sogenannten Quenching-Faktoren quantifiziert. Beispielsweise entspricht der Quenching-
Faktor von Sauerstoffkernriickstofen von ca. 10% der Reduktion des nachgewiesenen
Szintillationslichts fur Sauerstoffkernriickst68e im Vergleich zu einem Elektron-/y-Ereignis
gleicher Energie. Da im CRESST-Experiment die im Lichtkanal nachgewiesene Energie
fiir Wechselwirkungen in der Energieregion, in der von WIMPs verursachte Kernriickstofe
erwartet werden, maximal wenige 100eV betragt (Elektron-/~-Ereignisse), werden sehr
effektive Lichtdetektoren mit ausgezeichneter Energieauflosung bei niedrigen Energien
benotigt, um bestmoglich Untergrundereignisse zu unterdriicken. Zudem ist die Kenntnis
der teilchenartabhéngigen Quenching-Faktoren in CaWQy4 eine Grundvoraussetzung, um
die Art eines wechselwirkenden Teilchens korrekt festlegen zu kénnen. In der vorliegenden
Arbeit werden beide vorgenannten Aspekte eingehend behandelt.

Zuerst wird das Potenzial von Neganov-Luke-verstérkten Lichtdetektoren vorgestellt, mit
denen der Lichtnachweis im Rahmen des CRESST-Experiments optimiert werden kann.
Einer der groflen Nachteile von Neganov-Luke-Lichtdetektoren, die mit der Zeit abnehmen-
de Signalverstarkung, welche eine sich mit der Zeit &ndernde Detektorantwort verursacht,
kann behoben werden, indem eine wohlmotivierte, neue Fertigungstechnik fiir derartige
Lichtdetektoren eingefiihrt wird. Dieser Umstand wird durch Experimente belegt, die im
Rahmen der vorliegenden Arbeit durchgefiihrt wurden. Zusétzlich wird die Verbesserung
der energieabhéngigen Detektorauflosung im Bereich kleiner nachgewiesener Energien,
die gerade fiir die Suche nach Dunkler Materie wichtig sind, durch die Anwendung des
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Neganov-Luke-Effekts untersucht und konsistent erklért. Unter Verwendung der experi-
mentell bestimmten, energieabhéngigen Verbesserung der Energieauflésung eines Neganov-
Luke-Detektors, der im Zuge der vorliegenden Arbeit hergestellt wurde, wird beispielhaft
die deutliche Verbesserung der Untergrundunterdriickung, die in einem CRESST-Detek-
tormodul erzielt werden konnte, berechnet. Dieses Ergebnis untermauert das grofie Poten-
zial, das die Anwendung von Neganov-Luke-verstarkten Lichtdetektoren fiir die Suche nach
Dunkler Materie mit dem CRESST-Experiment hat.

Als zweiter Aspekt wird ein umfassendes, mikroskopisches Modell fiir die Lichtentste-
hung und das Licht-Quenching in CaWQ, vorgestellt, wie es in der vorliegenden Ar-
beit entwickelt wurde. Dieses Modell beschreibt die Lichtentstehung und das Quenching,
welche bei unterschiedlichen wechselwirkenden Teilchen beobachtet werden, auf Basis der
zeitlichen und réaumlichen Entwicklung der fundamentalen Anregungen (self-trapped ex-
citons, STEs), die in einem CaWO,-Kristall fiir verschiedene Arten der Anregung entste-
hen. Im Rahmen des Modells wird der Licht-Quenching-Effekt und die nicht-exponentielle
Pulsform des Szintillationslicht-Zerfallsspektrums, die bei von Teilchen verursachten En-
ergieeintragen in CaWQO, beobachtet werden, konsistent durch ein STE-STE-Quenching
vermoége der Forster-Wechselwirkung erklart. Das Modell wird experimentell validiert,
indem die gequenchten Lichtzerfallsspektren, die bei der Anregung mit einem Ionenstrahl
beobachtet werden kénnen, und die ungequenchten Lichtzerfallsspektren, die bei der Zwei-
Photonen-Anregung mit einem Ns-Laser beobachtet werden kénnen, korrekt vorhergesagt
werden. Die Ergebnisse dieser Experimente, die am MLL-Tandem-Beschleuniger (Maier-
Leibnitz-Laboratorium) in Garching durchgefiithrt wurden, konnen verwendet werden, um
freie Parameter des Modells festzulegen. Eine erste, vorlaufige Berechnung der Quenching-
Faktoren fiir verschiedene in CaWQ, wechselwirkende Teilchen zeigt bereits, dass mit dem
entwickelten Modell experimentell beobachtete Charakteristika der Quenching-Faktoren,
wie die Energie- und Temperaturabhéngigkeiten sowie die Abhéngigkeit vom verwendeten
Kristall, umfassend erklért und vorhergesagt werden. Das Modell ist also nicht nur in
der Lage, den beobachteten Licht-Quenching-Effekt auf Basis mikroskopischer Effekte zu
erkldaren, sondern erlaubt dariiber hinaus, nach der Festlegung aller Modellparameter, die
energieabhéngigen Quenching-Faktoren fiir verschiedene wechselwirkende Teilchen theo-
retisch zu berechnen und vorherzusagen. Die derart bestimmbaren Quenching-Faktoren
wiederum sind unabdingbar fiir die Teilchenidentifikation und damit fiir die Untergrundun-
terdriickung bei der Suche nach Dunkler Materie mit dem CRESST-Experiment. Damit
tragt das entwickelte Modell wesentlich zu einem besseren Verstdndnis und einer weit-
eren Verbesserung der Untergrundunterdriickung im CRESST-Experiment bei. Dieser
Beitrag lasst sich zudem auch auf zukiinftige Experimente zur Suche nach Dunkler Ma-
terie iibertragen, wozu neue Detektormaterialien (z.B. CaMoQOy, Ti:AlpO3 oder YO3) aus-
gewdhlt und charakterisiert werden miissen, beispielsweise im Hinblick auf eine Suche nach
leichten WIMPs.
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Chapter 1

Motivation: Direct Detection of
Dark Matter Particles

Strong evidence from cosmology (see, e.g., [1]) as well as from indirect observations (see,
e.g., [2]) points to the existence of large amounts of non-luminous, dark matter in our
universe. The currently most stringent limits can be retrieved from new results from
the Planck collaboration, indicating that ~ 26.8% of the mass and energy content of our
universe is made of dark matter [1]. Besides these experimental indications for the exis-
tence of non-baryonic dark matter, theoretical particle physics predicts several particles
beyond the Standard Model of Elementary Particle Physics that could constitute this
dark matter in our universe [3]. Among them is the so-called WIMP (weakly interact-
ing massive particle) for which several candidates as, e.g., the so-called LSP, the lightest
supersymmetric particle (that is stable), are suggested from supersymmetry. For most
kinds of WIMPs, a mass in the range from roughly O(10GeV) to more than O(1TeV)
as well as a weak interaction with baryonic matter via the production of nuclear recoils
is predicted. Under the assumption of a spin-independent WIMP-nucleon interaction, a
proportionality of the scattering cross section on A? is expected (with A being the mass
number of the target nucleus) [4]. Direct dark-matter search-experiments, as the CRESST
experiment (Cryogenic Rare Event Search with Superconducting Thermometers) [5], are
exactly aimed at detecting such rare WIMP-nucleon scattering events. Due to the weak
interaction and low expected event rate (WIMP event rates of less than 0.1 events per kg
and day are expected), low energy thresholds (of O(1keV) to O(10keV)), low-background
environments, large target masses as well as an excellent background-suppression tech-
nique to discriminate, e.g., events caused by natural radioactivity, are required to allow
for a direct detection and identification of dark matter particles. Various direct detection
experiments exist fulfilling these requirements by being located in underground laborato-
ries, employing, e.g., cryogenic detectors offering low energy thresholds (compare section
1/2.2), and detecting two signals (phonon/charge, see, e.g., [6] or phonon/light, see, e.g.,
[5]) for each energy deposition in their respective target material to achieve an event-by-
event background discrimination.

Results from such experiments are generally indicated in the WIMP-nucleon cross-section
vs. WIMP-mass plane where the accumulated exposure of an experiment (in kg days)
and the number of potential events observed translate either into a limit that can be set,
excluding the parameter space above with a certain confidence level, or into regions of
the parameter space favored by the experimental observations. The current best limit is
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Chapter 1. Motivation: Direct Detection of Dark Matter Particles

provided by the Xenon100 experiment [7], with a minimal cross section of ~ 2 -10"%%cm

at a WIMP mass of ~ 55GC%V. However, recent results from various experiments, as,
e.g., results from the analysis of the data recorded with the Si detectors in the CDMS-II
experiments (Cryogenic Dark Matter Search), favor a low-mass WIMP with, e.g., for the
CDMS-II Si-data, a best fit value at a cross section of ~ 1.9-10"*cm?, at a WIMP mass
of ~ 8.6GcegV [6]. This result as well as various limits and best fit values from several di-
rect dark matter search experiments are presented in the WIMP-nucleon cross-section vs.
WIMP-mass plane in figure 1.1, as a zoom into the low-mass WIMP region. Within the
context of the present work, especially the latest results from the CRESST-II experiment
(pink regions) should be noticed: Within the last period of data-taking of the CRESST
experiment, more events in the potential signal region for the dark matter search were
observed than can be explained with known sources of backgrounds. Thus, also for the
CRESST experiment, the parameter region favored due to attributing the observed excess
signal to WIMP-nucleus scattering events is shown. The indicated areas correspond to
best fit values of ~ 6.6 - 10~*'cm? for a WIMP mass of ~ 9.3 G;eQV and of ~ 2.2-10"*2cm?

for a WIMP mass of ~ 21.158Y  respectively [5].
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Figure 1.1: Spin-independent WIMP-nucleon cross section versus WIMP mass: Experimental
limits and possible signal regions for various dark matter experiments. A zoom into the low-mass
WIMP region is shown. Figure adopted from [6].

From figure 1.1, it can be seen that the current status of the dark matter search raises
several questions as, on the one hand, the results of several experiments point to the
existence of low-mass WIMPs, whereas other experiments, especially the limit set by the
Xenonl00 experiment, rule out most of the parameter space favored by these results (the
Xenonl00 limit is shown as dashed-dotted, dark-green line in figure 1.1). It should be
noted, as reported in [8], that, e.g., by assuming isospin-dependent coupling of the dark
matter particles with nucleons, the tension between the CDMS-II results obtained with Si
[6] and the Xenonl00 limit [7] can be reduced, but not completely resolved. Thus, it can
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be concluded that, clearly, the need for further investigations arises to clarify the low-mass
WIMP scenario in particular as well as the complete WIMP enigma in general.
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Chapter 2

Dark Matter Search with the
CRESST-II Experiment

The dark matter search experiment CRESST-II is aimed at the direct detection of elastic
WIMP-nucleon scattering events in scintillating CaWOQOy single crystals. In order to enable
the rare event search, the CRESST experiment is located in the underground laboratory
of the Laboratori Nazionali del Gran Sasso in Italy. In the following, a short introduction
to the detector design and working principle of CRESST detectors is given. Thereafter,
the background suppression employing the so-called phonon-light technique - which will
be addressed within the present work - is presented.

For details on the latest results obtained with CRESST-II, see [5] and, for further de-
tails of the CRESST experiment, as , e.g., the complete setup, see [9].

2.1 CRESST Detectors

The CRESST experiment employs cryogenic detector modules operated at mK tempera-
tures for the dark matter search. One CRESST detector module consists of a scintillating
CaWQy crystal of ~ 300g which is used as target for the WIMP search and a separate
cryogenic light detector (with a SOS - Silicon-On-Sapphire - light-absorber substrate),
both enclosed in a scintillating and reflective housing. In a particle interaction in the
CaWOy crystal, most of the energy deposited is converted into phonons. To detect these
phonons, the CaWQ4 target crystal, in the following referred to as the phonon detector,
is equipped with a Tungsten transition edge sensor (W-TES) for read out of the phonon
signal. The scintillation light which is also produced in the particle interaction is detected
by the light detector which is likewise equipped with a W-TES for read out of the phonon
signal caused in the SOS substrate by absorbed scintillation-light photons. In figure 2.1
a), a photograph of an opened CRESST-II detector module is shown. In figure 2.1 b),
the basic working principle of a TES is indicated: The super-to-normal conducting tran-
sition of a W-TES can be seen (resistance of the TES versus temperature). The TES is
temperature-stabilized within its transition region. An energy deposition in the absorber
of the cryogenic detector (CaWQOy crystal or SOS substrate) leads to the production of
thermal and non-thermal phonons. These phonons induce an increase of the temperature
of the TES. Thus, the energy deposition in the absorber of the cryogenic detector leads
to an increase of the temperature of the TES which, as indicated in figure 2.1 b), in turn,
leads to an increase of the resistance of the TES. The resistance change of the TES is
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Chapter 2. Dark Matter Search with the CRESST-II Experiment

read out with a so-called SQUID (Superconducting Quantum Interference Device) which,
basically, is a highly sensitive magnetometer and can be used to detect extremely small
current changes. For details on the working principle of cryogenic detectors, see, e.g., [10],
and on the TES design and read out, see, e.g., [9].
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Figure 2.1: Panel a): Photograph of an opened CRESST-II detector module consisting of the
CaWQy crystal utilized as target for the dark matter search and the separate cryogenic light
detector (SOS substrate). Both detectors are equipped with TESs for signal read out. Panel
b): Working principle of a TES-based signal read out. Shown is the super-to-normal conducting
transition of a W-TES. The green arrows indicate the working point of the TES at which it is
temperature-stabilized. Due to an energy deposition in the absorber of the cryogenic detector, the

TES temperature is increased, leading to an increased resistance which can be read out with a
SQUID.

2.2 The Phonon-Light-Technique

As can be deduced from the description of CRESST detector modules in section /2.1,
for each interaction of a particle of type part in the CaWOQy4 crystal depositing the energy
Epqrt there, two coincident signals are recorded: The energy detected as phonons in the
CaWQy crystal, i.e., in the phonon detector, Fg., as well as the energy detected in the
light detector in the form of produced scintillation-light photons, L5 (Eger). As indicated
by the superscript part in ng t(Edet), it is observed that different amounts of scintillation
light are generated and, hence, detected for different interacting particles such as, e.g.,
e~ /~-particles, a-particles or the different nuclear recoils, Oxygen, Calcium and Tung-
sten ions, when depositing the same energy in the phonon detector. This circumstance is
generally referred to as light-quenching effect and is the basis of the identification of the
type of the interacting particle with the phonon-light technique (see, e.g., [5, 11]). From
experiments, the basic trend is observed that, the heavier the interacting particle, the
more quenched, i.e., reduced, the amount of scintillation light produced.

The differences in the detected amount of scintillation light L% Y(Eger) for different inter-
acting particles (e.g., part € {e™, 7, a, O, Ca, W}) for which the energy FEy.; is detected
in the phonon detector are used as discrimination criterion for background suppression.
It should be noted that Ey,; does not correspond to the total energy deposited by the
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2.2 The Phonon-Light-Technique

particle in the crystal, F,q-¢, as a fraction of this energy is converted into scintillation
light and is, thus, not detected in the phonon detector. In addition, it is important to take
into account that, even for electron and ~-particle interactions for which the relatively
largest amount of scintillation light is produced, only a small fraction of the total energy
deposited in the CaWOQ, crystal is detected as scintillation light in the light detector.
The typical fraction of the energy deposited that is detected in the light detector for a
~-particle (mean value of all investigated modules [12]), can be determined to amount to
1.86% at mK temperatures [12].

However, for particle identification, not the absolute amount of scintillation light detected
is of interest, but its relative amount for different interacting particles. For this reason, in
the context of the CRESST experiment, the convention of defining the light yield detected
for 122keV v-particles (from a calibration with a ®’Co source), LY, (122keV), as unity
is used [5]. This definition is equivalent to gauging the energy scale of the light detector
with the convention that the amount of energy detected in the light detector for 122keV -
interactions, Lget(122keV), corresponds to 122keV,,. (ee for electron equivalent, compare,

e.g., [13]):
L),(122keV) =: 122keV,. (2.1)
& LY],(122keV) = 1 (2.2)

Using these definitions, the light yield for an interacting particle of type part for which
the energy Fy.; is detected in the phonon channel is given by:
part
LY (Byy) = Lo (Baet) (2.3)
Edet

With this definition, electron recoils have a light yield of roughly unity whereas other
interacting particles, such as nuclear recoils, are assigned a light yield smaller than unity.
This reduction in light yield is quantified by the introduction of the so-called Quenching
Factors [5]. The Quenching Factor QFP%(Ey,) describes the relative amount of scintil-
lation light created for a particle of type part for which the energy Eg4.; is detected in the
phonon detector compared to the amount of scintillation light created for an electron/~-
event of the same detected energy. It should be noted that the Quenching Factor is not a
quantity that can be assigned to a single event recorded for one interacting particle of type
part, but corresponds to the mean of the light yield of particles of type part compared
to the mean of the light yield for electron recoils depositing the same energy. Thus, the
Quenching Factors for different interacting particles (e.g., part € {e”, 7, a, O, Ca, W})
of type part can be defined by:

QFP(M”t(Ed t) . LY dpg” (Edet) LZZ:t (Edet)
et) ‘— =
(Eget) L;l/et(Edet)

LYy
where Eg.; is the energy detected in the phonon channel and the values for the light yield

(2.4)
det

LYP?" or amount of scintillation light L7%" have to be understood as mean values at the
respective detected energy Eg.;. Although, in equation 2.4 an explicit energy dependency
is allowed for the Quenching Factor, it is assumed, in general, to be independent of energy
[14]. This assumption leads to the following definition:

LYparticle (Edet) _ Lparticle (Edet)

QFparticle — detvi defyi (25)
LYdet (Edet) Ldet (Edet)
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Hence, the Quenching Factor of a particle of type part defined in this way specifies the
mean light yield expected for interactions of particles of type part. This circumstance is
illustrated in more detail in figure 2.2 where data recorded with one CRESST detector
module is depicted in the light-yield vs. Ege; (energy detected in the phonon channel) plane
(black dots). The differently colored bands indicated in the figure (yellow/turquois, pink
and grey bands) correspond to the light-yield bands where events caused by a-particles,
O and W ions, respectively, are expected. The mean of these bands is defined by the
Quenching Factors (relative to the mean of the electron/v band) and the widths of these
bands are defined by the light-detector resolution for the respectively detected amount of
scintillation light! (in terms of energy) [14].

Light Yield
o
[

e

| L 1 I | I I I
40 60 80 100 120 140
Energy [keV]

Figure 2.2: Data from one CRESST detector module in the light-yield energy plane: The large
amount of events for light yields of roughly unity corresponds to electron recoils (y and e~ inter-
actions). Events with smaller light yields can be assigned to the interaction of other particles in
the CaWOy crystal as follows: The yellow/turquois band indicates the region where events due to
a-particles are expected, the pink and grey bands relate to the regions of expected Oxygen and
Tungsten recoils, respectively. The widths of the bands are chosen such that 80% of the respective
events are expected inside the shaded regions whereas 10 % of the events are expected above and
below, respectively. The orange region corresponds to the acceptance region for the WIMP search
as used in [5]. Figure adopted from [5]. Copyright (2013) by Springer Science+Media.

Additionally indicated in figure 2.2 is the region of interest for the dark matter search
(orange region). This region indicates the light-yield energy range where events from
WIMP-nucleon scattering are expected to show up, i.e., the acceptance region for the
dark matter search. As WIMPs are expected to produce nuclear recoils in their inter-
action with baryonic matter (compare chapter I), the acceptance region comprises the
nuclear recoil bands: O- and W-recoil event-bands (as indicated in figure 2.2) and the
Ca-recoil event-band (which is between the O- and W-event bands, not indicated in figure
2.2). The lower limit of this region on the x-axis (i.e., with respect to energy detected in
the phonon detector), ~ 13keV, is defined by the overlap of the nuclear recoil bands with
the electron/~ event-band, such that, for the complete data set, one electron-recoil event

'For details on the determination of the energy-dependent light detector resolution in CRESST, see
[14].
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2.2 The Phonon-Light-Technique

in the acceptance region has to be expected [5]. The upper limit of this region on the
x-axis (i.e., with respect to energy detected in the phonon detector), ~ 40keV, is defined
by the limited event rate (see [5] for details). The upper and lower limits of this region on
the y-axis (i.e., with respect to energy detected in the light detector) are defined by the
resolution of the light detector for energies corresponding to the mean light yields of the
O- and W-event bands, respectively.

From figure 2.2 and the presented explanations, it becomes clear that in order to de-
fine the acceptance region for the WIMP search as well as to correctly identify the type
of the interacting particle (or the recoil it produced), two requirements arise:

e On the one hand, the values of the Quenching Factors have to be known, as other-
wise, the regions in the light-yield energy plane where events induced by different
interacting particles are expected, cannot be identified. For the CRESST experi-
ment, the following Quenching Factors? (see table 2.1) were determined and used
for the analysis of the data from the last run [5]:

QFe /7 = 100%
QF“ ~ 22%
QF° || (10.4709)%
QFY || (6.387062)%
QFY || 3.915035)%
QFT? ~ 1.4%

Table 2.1: Quenching Factors as used and determined in the dark matter analysis of the
latest CRESST-II run [5].

It should be noted that these values were determined by experiments only and that,
up to this point, no comprehensive understanding of the underlying physics exists.
In addition, it should be taken into account, that the Quenching Factors stated
in table 2.1, are assumed to exhibit no dependency on the energy of the primary
interacting particle.

¢ On the other hand, in order to achieve an efficient background suppression, i.e., to
clearly identify the type of interacting particle, light detectors with excellent energy
resolution within the energy region of the acceptance region are required. This
implies that the resolution of the light detector defines (besides other influences as,
e.g., the counting statistics of photons being produced for particles of the same type
and energy) the widths of the bands. It should be noted that, as discussed above, for
electron/v events only about 1.86% of the energy is detected in the light detector.
Hence, for electron/~-events with energies between ~ 13keV and ~ 40keV (region of
interest), an energy of only about 240eV to 740eV is detected in the light detector.
Thus, taking additionally the Quenching Factors (table 2.1) into account, which
define the reduction of the light yield of different interacting particles compared to
the light yield of electron/~-events, it becomes clear, that the "light-energy” region
of interest for the dark matter search comprises the region from ~ 740eV down to

2The errors quoted for Quenching Factors that were determined previously in independent measure-
ments are integrated in the dark matter analysis as Gaussian errors [5].
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Chapter 2. Dark Matter Search with the CRESST-II Experiment

0eV. Hence, for an efficient background suppression with the CRESST-II experiment,
light detectors with excellent energy resolution at very low energies are required.

From this discussion it becomes clear that, in order to achieve an efficient background
suppression and particle identification with the CRESST-II experiment, on the one hand,
the knowledge of the Quenching Factors for different interacting particles is mandatory,
and that, on the other hand, light detectors with optimized energy resolution in the low-
energy region are required.

Both of these requirements are addressed within the present work. In the first part of
this thesis, the investigation of the application of the so-called Neganov-Luke effect for
the improvement of the light-detector performance is presented. In the second part, the
developed comprehensive, microscopic model which offers a detailed understanding of the
Quenching Factors as well as allows to theoretically predict Quenching Factors for different
interacting particles is described.
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Chapter 1

Motivation and Overview

As discussed in section 1/2.2, the background suppression with the phonon-light technique,
as employed in the CRESST experiment, is based on the identification of the interacting
particle via the relative amount of scintillation light created in its energy-deposition pro-
cess. A graphical illustration of the application of the phonon-light technique can be
found in figure 2.2 (in section 1/2.2) where the events recorded with one CRESST detec-
tor module are depicted in the light-yield energy plane: Each event is represented by its
corresponding light yield, i.e., the relative amount of energy detected in the light detec-
tor in the form of scintillation-light photons (relative to the mean amount of scintillation
light detected for 122keV ~-particles), and the energy detected in the phonon detector in
the form of phonons. Thus, as can be seen from figure 2.2 (in section 1/2.2), in order to
identify the type of the interacting particle (or the type of nuclear recoil produced in the
interaction process), two requirements can be formulated:

¢ On the one hand, the knowledge of the relative amount of scintillation light created
for different interacting particles is essential for the identification of the type of the
interacting particle. The observation that different amounts of scintillation light
are created for the interaction of different particles in CaWOQy is referred to as the
light-quenching effect and is quantified by the so-called Quenching Factors (the light-
quenching effect is discussed in detail in part IIT of this thesis). Thus, the Quenching
Factor which is attributed to a type of particle defines the position of the mean of
the light-yield band in the light-yield energy plane for interacting particles of this
type, i.e., the mean vertical position where events caused by interacting particles of
the regarded type are expected in the light-yield energy plane.

¢ On the other hand, in order to clearly identify the type of an interacting particle, i.e.,
to assign the light yield of a recorded event to one of the light-yield bands defined by
the Quenching Factors, an efficient detection of the created scintillation light with
high resolution is required. The widths of the light-yield bands indicated in figure
2.2 (section 1/2.2) represent the uncertainty of the assignment of a recorded event to
one type of interacting particle, i.e., to one Quenching Factor. The more scintillation
light is detected and the higher the resolution of the light detector, the more accu-
rate the assignment of the recorded event to one Quenching Factor. In other words,
the more scintillation light is detected and the higher the resolution of the light
detector, the smaller the widths of the light-yield bands, i.e., the more accurate the
identification of the type of interacting particle. It should be noted that, of course,
the minimum widths of these bands are limited by the Poisson statistics of the cre-
ation and detection process of the scintillation light. This implies that, even for a
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light detector with ”perfect” single photon detection, an uncertainty of the created
and detected amount of scintillation light remains, due to the statistical variation
in the creation and absorption process of scintillation-light photons. In addition, it
should be noted that, for particle interactions in the CaWOQO, crystal with energies
in the range interesting for the dark matter search (~ 13keV to ~ 40keV, see region
indicated in orange in figure 2.2 in section 12.2 and [5]), the absolute amounts of
energy recorded in the light detector, i.e., the absolute amounts of scintillation light
detected (in eV), are very small: Taking into account that, in a typical CRESST de-
tector module, only about 1.86% of the energy of an electron recoil event is detected
as scintillation light in the light detector [12], it can be deduced that for an electron
event of 13keV (40keV), an energy of only about 242eV (744eV) is detected in the
light detector. However, for nuclear recoil events (as expected for interactions of dark
matter particles in the CaWOQy crystal, see section 1/1), the light-quenching effect
additionally reduces the amount of light produced and, thus, detected. Thus, em-
ploying the Quenching Factor of, e.g., Tungsten recoils, as used in the last CRESST
analysis (see table 2.1 in section I/2.2), it can be calculated that, for W recoils of
13keV (40keV), an energy of only about 9.5eV (29¢V) is detected in the light detec-
tor. Thus, in the context of the CRESST experiment, the light-detector resolution
at very low energies is important.

From this discussion, it can be deduced that one possibility to improve the particle identi-
fication with the phonon-light technique in the CRESST experiment, i.e., the background
suppression for the dark matter search, is the improvement of the energy resolution of the
light detector in the low-energy range. Within the present work, this issue is addressed by
investigating the potential of the application of the so-called Neganov-Luke effect [15, 16]
to cryogenic light detectors and by investigating the achieved improvement of the detector
resolution.

The basic applicability of the Neganov-Luke effect for the improvement of the signal-
to-noise ratio of a light detector was already extensively studied and proved in [17, 18].
In [17, 18], an improvement of the signal-to-noise ratio by a factor of ~ 9 as well as an
improvement of the energy resolution of the light detector at an energy of ~ 615eV by
~ 10% was achieved. However, on the one hand, no statement on the improvement of the
detector resolution at even smaller energies - as interesting for the dark matter search - was
made. On the other hand, a decrease of the amplification with time was observed, consti-
tuting a potential obstacle for the application of Neganov-Luke detectors in a dark matter
search-experiment as CRESST which requires a long-term, stable detector response. Al-
though in [17, 18], a method was developed to regenerate the detector and, thus, restore
the originally achieved amplification, the drift of the light-detector signal-height between
such regeneration events, nonetheless, would have to be corrected. Such a correction intro-
duces additional uncertainties into the determination of the amount of scintillation light
detected and is, thus, not advantageous.

Therefore, within the present work, on the one hand, a new fabrication method for
Neganov-Luke amplified light detectors is suggested and tested experimentally. This
method is designed to overcome the decrease of the signal amplification with time. On
the other hand, the energy-dependent resolution of a light detector built according to the
suggested method is investigated to clarify the achievable improvement of the particle
identification and, thus, of the background-suppression capability of CRESST detector
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modules by the application of the Neganov-Luke effect.

Hence, in the following, at first, a short introduction to the design of cryogenic com-
posite light detectors as well as of a calibration method for light detectors using light
pulses from a LED (from [17, 18]) is given (see chapter II/2). The introduction of this cal-
ibration method is important as it allows for an absolute calibration of the light-detector
response also in the low-energy range interesting for the dark matter search as well as
the determination and investigation of the energy-dependent absolute resolution of light
detectors.

Thereafter, in chapter II/3, the signal amplification via the application of the Neganov-
Luke effect is explained. The setup of a realized cryogenic composite light detector with
Neganov-Luke amplification, built according to the suggested fabrication method (with
the goal to overcome the discussed decrease of the amplification with time), is presented.
Using this detector, experiments were performed with which the new design of the detector
was tested with regard to achieved improvements of the signal stability with time. Addi-
tionally, the energy-dependent resolution of the light detector with and without Neganov-
Luke amplification was investigated. The results from these experiments are presented
and discussed. A physical interpretation of the observed variation of the dependency of
the detector resolution on the energy and the applied voltage is presented. In the end,
the potential improvement of the energy-dependent particle identification in a CRESST
detector module is quantified that could be achieved using this light detector with ap-
plied Neganov-Luke voltage compared to the employment of this light detector without
Neganov-Luke voltage. The great potential of the application of Neganov-Luke detec-
tor for the improvement of the background suppression in the CRESST experiments is
discussed.
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Chapter 2

Cryogenic Composite Light
Detectors and Calibration Method
for Light Detectors

In this chapter, the composite detector design for cryogenic light detectors is presented
(see section I1/2.1) as well as a calibration method for light detectors using light pulses
from a LED is introduced (see section 1I/2.2). In section II/2.3, the application of this
calibration method to a cryogenic composite detector is presented and the obtained results
are discussed. The accuracy of the calibration method is demonstrated.

2.1 Cryogenic Composite Light Detectors

The cryogenic light detectors investigated in the present work are built according to the
composite design which is introduced in the following. Thereafter, a realized composite
light detector is presented.

2.1.1 Composite Detector Design

For a short description of the basic design and working principle of cryogenic detectors,
see section 1/2.1. For the composite detector design, the TES is produced on a separate
small crystal substrate which is then attached to the absorber of the detector, i.e., in the
case of the light detectors built within the present work, a thin, high-purity Si substrate,
by glueing. In figure 2.1, a sketch of the principle design can be seen:

TES / TES carrier substrate

glue layer/spot = , light absorber

Si substrate

Figure 2.1: Sketch of the composite detector design applied for light detectors.

For details on the composite detector design, a discussion of its advantages compared to
the production of the TES directly on the absorber of a cryogenic detector as well as for
a thermal detector model for cryogenic composite detectors, see [19, 20]. In the context
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of the application of the Neganov-Luke effect to cryogenic detectors, the employment
of the composite detector design especially offers the advantage that the TES and the
absorber substrate are electrically decoupled from each other. This is desirable as, for
the employment of the Neganov-Luke effect, a voltage is applied across the absorber (for
details, see section II/3.1) which, if the TES would not be electrically decoupled, could
disturb the signal generation in the TES.

2.1.2 Realized Composite Detector

In figure 2.2, a photograph of a realized composite light detector (detector 571-7) can be
seen. In addition, a sketch of the employed TES design which basically corresponds to the
design of the light-detector TESs as applied in the CRESST experiment! (compare, e.g.,
[21]) is shown:

light absorber
Si substrate i | gold
(n-type>10kQcm) i heater
j ¥~ contact
pad

copper holder
TES substrate

bond pads

Figure 2.2: Photograph of a realized composite light detector with a CRESST-like TES design:
Additionally shown is the sketch of the TES design utilized.

The TES (0.3x1.0)mm? consists of an Ir-Au bilayer evaporated onto a small (3x5x0.3)mm3

Si substrate (for details on Ir-Au TESs, see, e.g., [22]). The absorber substrate is a Si
n-type substrate with a specific resistance > 10kQcm of (20x20x0.38)mm?. Measurements
with this detector will be presented in section 11/2.3.

2.2 Calibration Method

The LED calibration method was introduced in [17, 18] where it is described in detail.
In the following, only a short summary of the method and its employment within the
present work is given. Light pulses from a pulsed blue InGaN-LED? (peak wavelength at
~ 430nm, chosen to approximately match the spectral range of the CaWQ, light emission,
~ 440nm, see section II11/5.1.2) at room temperature are guided onto the detector at mK
temperatures (in a Heg/Hey dilution refrigerator) with the help of a glass fiber. By varying
the pulse height of the LED pulses®, a spectrum with various peaks, P, (n = 1, 2, ...),

The TESs of CRESST light-detectors are additionally equipped with Al phonon collectors to enlarge
the phonon collection area.

2LED430-06, Roithner Lasertechnik GmbH, Wien, Austria. Peak wavelength: 430nm, half width:
20nm.

3The LED was operated with rectangular voltage pulses from a function generator: Dual-Channel
Arbitrary /Function Generator AM300, Rhode und Schwarz, Miinchen, Germany.
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corresponding to different pulse heights of the LED light-pulses can be recorded. Read-
out of the light-detector signal is realized with a SQUID (Superconducting Quantum
Interference Device). In the analysis of the recorded data (pulses from the light detector,
the analysis is performed analogously to the one described in [22]), each peak (containing,
e.g., 2000 pulses of the nominal same respective pulse height each) is fitted with a Gaussian.
In this way, each peak P, is assigned a peak position z(FP,), corresponding to a specific
amount of energy deposited in the light-detector substrate, and a peak width, o (Fp),
corresponding to the 1-o resolution of the light detector at the respective energy (both
quantities in analog-to-digital converter-channels, i.e., ADC channels). As described in
[17, 18], it can be assumed that the total resolution of the light detector, oy, can be
described by two independent contributions: A constant contribution oy, comprising, e.g.,
the electronic noise component of the signal, and the energy-dependent contribution, oy,
corresponding to the Poisson counting statistics of the creation and detection process of
the detected photons from the LED (or from the CaWQy, crystal). Using this assumption,
the pulse height = registered in the light detector for a number of N detected photons as
well as the corresponding resolution, oy (), of the light detector can be expressed as (see
[17, 18)):
rx=a-N
Oph = @ \/N
2

_ 2 2
Otot = 00 + Uph

:otot:\/ag%—a?-N:\/ag#—a‘x

(2.
(2.
(2.
(2.

where a denotes the scaling factor between the pulse height x of the light-detector signal
and the number N of detected photons. Equation 2.2 describes the Poisson counting
statistics for the number of IV detected photons. As indicated by equation 2.4, in this way,
a relationship between the resolution oy,; and the pulse height = of the light detector is
achieved. By fitting equation 2.4 to the experimentally determined pulse-height resolution
set (from the LED calibration measurement), (x(P,),0wt(FPy)) with n = 1,2, ..., the
values for the scaling factor a as well as the constant noise term oy can be determined. If
these parameters are known, equation 2.1 can be used to calculate the number of photons
detected for each peak, P,. Thus, as the energy per photon, E,, = 2.9¢V, is known, the
response of the light detector can be calibrated and the energy-dependent resolution of
the light detector can be expressed in terms of energy. The relationship of the energy
detected in the light detector, F, to the pulse height, x, can be expressed by:

E = Eoh x (2.5)
a

Hence, it can be seen that, the larger the scaling factor a, the smaller the energy detected

corresponding to the same pulse height x or, in other words, the larger the scaling factor

a, the larger the pulse height = that is recorded for the same amount of energy (compare

also equation 2.1).

Thus, performing a measurement campaign with different LED pulse-heights, an energy
calibration and the energy-dependent resolution of the investigated light detector can be
determined. It should be noted that, employing such a calibration scheme, small energy
depositions, as they are interesting in the context of the CRESST experiment (compare
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section II/1) can be realized, as well as the complete area of the light detector can be
tested (by illuminating the complete absorber area?).

2.3 Application of the Calibration Method

A LED calibration as described in section 1I/2.2 with the light detector 571-7 (see section
112.1.2) was performed. In addition to the LED calibration, a spectrum with events
recorded for a %°Fe source was recorded. It should be noted that an aperture was used in
between the °Fe source and the light detector so that only a small area of the light absorber
was exposed to the ®Fe source, whereas the photons from the LED were illuminating the
complete area of the Si absorber.

2.3.1 Results and Discussion

From the data recorded with the LED calibration, the (z(F,),01t(Pyn)) (n = 1,2, ...)
parameter set is determined and fitted using equation 2.4. The following values for the
parameters g and a were determined from the fit (in ADC channels of the SQUID re-
sponse):

a = (2.31 £0.07)ADC channels
oo = (8.78 £ 0.23)ADC channels

It should be noted that the errors stated correspond to the statistical uncertainties from
fit results. This is also the case for all other uncertainties stated within the following
discussion.

Using the values determined for a and og as well as the energy calibration that can be
performed with the help of the scaling factor a, the energy calibration can be performed
and the energy-dependent resolution of the light detector can be determined. Defining
the energy threshold, EtLhED of the detector as the 50 width of the constant noise term o
(compare, e.g., [17, 18]), Ey, can be determined from the LED calibration to amount to:

ELEP — (55.1 +2.2)eV (2.8)

In figure 2.3, the LED calibration performed, i.e., the (z(F,), owt(Pn)) (n =1, 2, ...) set
in ADC channels (left y-axis and lower x-axis) is shown as blue markers (error bars of the
data points correspond to the statistical uncertainties of the fits of the Gaussian to the
peaks P,). The right y-axis as well as the upper x-axis depict the result of the energy
calibration. In addition, the result of the fit of equation 2.4 (section 11/2.2) to the data is
shown as a red line.

From figure 2.3, it can be seen that the assumed dependency of the light-detector resolution
on the amount of energy detected (compare equation 2.4 in section 11/2.2) delivers a
satisfying description of the data. This observation already points to the applicability of
the LED calibration method for the determination of the energy calibration as well as of
the energy-dependent detector resolution. However, to finally validate the LED calibration
method, the energy calibration obtained can be tested using the measurement performed
with the %°Fe source, as described in the following.

4This is in contrast to the calibration with, e.g., an x-ray source with aperture.
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Figure 2.3: LED calibration performed with detector 571-7: The 1o widths of the peaks recorded
in the LED calibration are plotted versus their positions (blue markers and error bars). The left
y-axis and the lower x-axis correspond to the size of these quantities in ADC channels, i.e., as
measured. The right y-axis corresponding to oot (Fget ), the energy-dependent detector resolution
and the upper x-axis corresponding to the energy Fg4e; in the light detector, depict the result of
the energy calibration. In addition, the result of the fit of equation 2.4 (in section 11/2.2), i.e., of
the LED calibration, is shown as a red line.

2.3.2 Accuracy of the Calibration Method

In addition to the determination of the energy threshold of the detector, from the LED
calibration, the ADC channel for which the mean of the Mn-Kypp, line (5.89keV) from
the °°Fe source, zlFP (E(Mn-Kgipha)), is expected as well as the width of this line,
o PP (E(Mn-Kaipha)), can be predicted:

PP (E(Mn-Kapha)) = (4691.69 + 142.17)ADC channels (2.9)
o P (E(Mn-Kappha)) = (104.47 4 2.22)ADC channels (2.10)

These predictions can be compared to the results obtained from the analysis of the mea-
surement using the %°Fe source: From this measurement, the following peak position,
2F¢(E(Mn-Kapna)), and 1o width, of¢(E(Mn-Kapha)), of the Mn-Ka line can be deter-
mined:

2P (BE(Mn-Kgpna)) = (4643.09 + 1.52)ADC channels (2.11)
oL (E(Mn-Kaipha)) = (32.0 £ 1.53)ADC channels (2.12)

Additionally to the events caused by the x-rays from the *Fe source, random triggers were
used to acquire empty baselines. These empty baselines can be employed to determine
the 50 width of the baseline noise. As, e.g., discussed in [18], the 50 width of the baseline
noise can be regarded as the energy threshold, F;j, of the detector. Using the information
obtained from the Mn-K, line to calibrate the energy scale, the energy threshold of the
detector can be expressed in terms of energy:

Ey, = (63.6 £ 1.0)eV (2.13)
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Comparing the values predicted from the LED calibration to the values determined from
the measurement with the 5°Fe source, several observations can be made:

e The mean of the line of the Mn-Ka line, as predicted by the LED calibration and
as determined from the recorded spectrum, are in very good agreement. Thus, the
method employed to obtain an energy calibration from the measurements of various
peaks from a LED is validated. Therefore, also the energy-dependent resolution of
the light detector in the LED-calibration measurement has to be valid.

o However, comparing the widths of the Mn-Ka line, as predicted by the LED calibra-
tion and as determined from the recorded spectrum, it can be seen that they clearly
deviate from each other. Regarding this deviation, it should be recalled that the
photons from the LED were used to irradiate the complete detector surface whereas
the detector area illuminated by the x-rays from the %°Fe source was strongly di-
minished by using an aperture. Due to the thin substrate of the light detector and
the accordingly large surface-to-volume ratio, rather large deviations of the signal
heights for energy depositions at different positions of the detector can be expected
(see, e.g., discussion in [18]). Thus, as, by the *>Fe source only a very small area
of the detector was illuminated, all of the recorded Mn-Ka events were produced at
nearly the same position. Hence, for these events, the position-dependnecy of the
detector response does not contribute to the broadening of the peak in the spectrum.
For the events recorded in the LED calibration, however, the energy-dependent re-
sponse of the detector contributes to the broadening of the peaks observed in the
spectrum and, thus, to the energy-resolution of the detector, as the complete detec-
tor area was illuminated with the photons from the LED. Therefore, the observed
difference in the determined and predicted width of the Mn-Ka line can be explained
consistently and does not indicate any invalidity of the LED calibration method. In-
stead, this observation motivates the employment of light pulses (illuminating the
complete detector area) for the characterization of light detectors in the context of
the CRESST experiment as, in the CRESST experiment, also the complete area of
the light detector substrate is exposed to the scintillation light generated in particle
interactions in the CaWQy crystal.

e In addition, it should be noted that the described different impact of the position-
dependency of the detector response onto the width of the peak observed in the
% Fe calibration and onto the width determined with the LED calibration can also
produce a deviation of the mean values of the predicted and determined position
of the Mn-Ka peak. Dependent on the position of the area illuminated by the x-
rays from the 5°Fe source and the detector response for this special position (which
can be smaller or larger than the mean detector response of the complete detector),
a positive or negative deviation of the measured Mn-Ka peak position from the
position predicted by the LED calibration can be expected.

« Comparing the values determined for the energy thresholds from the *Fe calibration
and the LED calibration, on the one hand, the described effect of the position de-
pendency of the detector response has to be considered (as the energy-peak-position
relationship of the Mn-Ka line is used for the conversion of the width of the noise
peak into energy). However, on the other hand, also the different methods used to
determine the respective values have to be taken into account: The value for the
energy threshold obtained from the LED calibration is determined with the help of
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the fit of the complete data set recorded in the LED calibration (compare figure
2.3 in section 11/2.3.1). The value for the energy threshold obtained from the 5°Fe
calibration, however, is determined by using the information of the widths of the
noise peak and the Mn-Ka peak only, i.e., by extrapolating the energy-position re-
lationship obtained from the 5.89keV Mn-Ka peak down to a few tens of eV. Thus,
the value determined from the 5°Fe calibration can be expected to be afflicted with
a significantly larger systematic uncertainty than the value determined from the
LED calibration. From these considerations it can be deduced that the two values
determined, i.e., E5¥P = (55.1 £ 2.2)eV and ELFP = (63.6 £ 1.0)eV (statistical
uncertainties only), most likely agree with each other. The value obtained from the
LED calibration is regarded is more reliable, especially taking the position depen-
dency of the detector response into account.

Thus, in conclusion, it can be stated that the application of the LED calibration method
for the characterization of light detectors (especially in the context of the CRESST exper-
iment) is validated and well-motivated. This method will also be employed to characterize
the detector response and energy-dependent resolution of Neganov-Luke amplified light
detectors (see chapter 11/3).
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Chapter 3

Neganov-Luke Amplified
Cryogenic Composite Light
Detectors

In this chapter, the investigation of the potential of Neganov-Luke amplified light detectors
for the improvement of particle identification, i.e., background suppression, employing the
phonon-light technique in the CRESST experiment is presented. In section II/3.1, a short
introduction to the Neganov-Luke effect as well as an overview of the results obtained for
Neganov-Luke amplified cryogenic detectors in the context of the CRESST experiment
from the literature is given. In section 1I/3.2, a new fabrication method of Neganov-Luke
amplified light detectors, dedicated to resolve the problem of the decreasing signal height
with time (compare discussion in chapter II/1) is presented. A cryogenic light detector
built according to the new fabrication method is investigated concerning the amplification
stability with time as well as concerning its voltage- and energy-dependent energy resolu-
tion by using the LED calibration method introduced in section II/2.2. The measurements
and results obtained are discussed and interpreted in section 11/3.3. Consequences that
can be drawn from the gained understanding of the underlying physics effects are pre-
sented. In section II/3.4, the potential of the observed energy-dependent improvement of
the light-detector resolution for the particle identification and, thus, for the background
suppression in the CRESST experiment is discussed.

3.1 The Neganov-Luke Effect

3.1.1 Working Principle

The Neganov-Luke effect is based on the amplification of the phonon signal in the semi-
conducting absorber of a cryogenic detector by drifting the electron-hole pairs created in
the energy-deposition process of a particle in an electric field applied across the absorber
[15, 16]. The electric field is generated by a so-called Neganov-Luke voltage, V1, which is
applied across the absorber of the cryogenic detector via electrodes deposited on adjacent
sides of the absorber of the cryogenic detector. The charge carriers deposit the energy they
gain in their drift process in the electric field in the form of phonons in the absorber of the
detector and, thus, amplify the phonon signal in the detector. Hence, if the summed drift
length [; of the electron and hole of one electron-hole pair initially created with energy
FE.p, corresponds to the distance between the electrodes d, i.e., if both charge carriers are
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collected at the electrodes, the thermal gain G¢(Vr) per one electron-hole pair is given
by G¢(Vnr) =1+ %, where e corresponds to the electron charge. The thermal gain is
the factor, the amount of phonons generated has to be multiplied with in order to account
for the extra phonons generated by the application of the Neganov-Luke effect. As the
signal height in a cryogenic detector (based on the detection of phonons for signal read
out, compare section 1/2.2) is assumed to be proportional to the energy deposited in the
absorber in the form of phonons, also the signal height per one electron-hole pair has to
be multiplied with the thermal gain, G¢(1eh)(Vyyr). Thus, if all charge carriers created
in the primary energy deposition-process by a particle with energy F,q,; in the absorber
of the cryogenic detector are collected at the electrodes, the thermal gain achieved for the
overall signal height in the detector corresponds to

e-VNL

Gi(Vne) =1+ (3.1)
where ¢ denotes the mean energy that an electron-hole pair obtained in the energy-
deposition process of the primary interacting particle. In the case of the cryogenic light
detectors investigated in the present work, it can be assumed that for each photon of the
LED (or the CaWOy crystal) with an energy of E,, ~ 2.9eV, one electron-hole pair is
created, i.e., that the mean energy per electron-hole pair, ¢, corresponds to the energy
of one photon (compare [17, 18] and references therein). As discussed in [17, 18], the
theoretically achievable gain, defined by equation 3.1 can be reduced by two effects.

e On the one hand, charge carriers can accumulate below the electrodes, partially
compensating the applied Neganov-Luke voltage and, thus, leading to a reduced
effective voltage V]\c}fo (t) existent within the absorber of the cryogenic detector [23].
It should be noted that, following [17, 18], the effective, reduced voltage V]f,fo (t) is
assumed to be possibly dependent on time ¢ as the accumulation process of charge
carriers below the electrodes is a time-dependent process.

e On the other hand, the charge carriers can become captured by electron traps (ex-
isting in every real crystal lattice) in their drifting process, thus, reducing the mean
drift distance l; of an electron-hole pair in comparison to the distance between the
electrodes, i.e., I; < d [23]. It should be noted that the mean drift distance results
from the averaging of the lengths traveled by the fraction of electron-hole pairs col-
lected at the electrodes and by the fraction of electron-hole pairs for which at least
one charge carrier was trapped in the drift process, reducing the drift distance for
this electron-hole pair. Hence, a reduced average drift length does not correspond
to a reduced drift length for all electron-hole pairs, but to the incomplete collection
of all charge carriers.

The thermal gain under consideration of these effects is reduced to:

VR @) la

(& € €
GV (1) =14+ =22 (32)

3.1.2 Current Status of Achieved Improvements and Open Questions

As can be deduced from this discussion, for the employment of the Neganov-Luke effect,
it is required that electrodes are deposited onto the light-detector substrate to enable the
application of the Neganov-Luke voltage. For the composite Neganov-Luke light detector
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realized and investigated within the present work, the basic design was adopted from
[17, 18]. The differences between the applied basic designs are that, within the present
work, a structured CRESST-like TES was employed as well as that the fabrication of the
electrodes was altered as will be discussed in section II/3.2. A sketch of this designs as
employed within the present works is shown in figure 3.1.

Si absorber substrate
Al electrode / Al electrode

19 mm

19 mm H>
TES substrate with """ 200pm
CRESST-like TES

Figure 3.1: Sketch of the design of a Neganov-Luke amplified light detector as utilized within the
present work and as adopted from [17, 18]: The top view onto the light detector is depicted.

As can be seen from figure 3.1, two Al electrodes are deposited close to the edges of one
surface of the light-detector substrate. In this way, the Neganov-Luke voltage is applied ho-
mogeneously almost across the complete area of the light detector while maintaining a large
part of the light-detector absorber uncovered, which can then be used for light detection.
In [17, 18], with Neganov-Luke detectors built according to this design, an improvement of
the signal-to noise ratio of the light-detector signal at an applied Neganov-Luke voltage of
100V by a factor of ~ 9 was achieved and an improvement of the light-detector resolution
at ~ 615eV by ~ 10% was observed. However, as discussed in chapter II/1, a decrease
of the amplification with time is observed: For an applied Neganov-Luke voltage of 50V,
the pulse height of a LED light-pulse is observed to decrease by a factor of ~ 1.4 during
a measurement time of ~ 1.1h (see figure 6.17 in [18], energy-deposition rate during this
measurement: ~ 50@) [18]. In [17, 18], this reduction of the pulse height is attributed to
space charges building up below the contacts, reducing the effective Neganov-Luke voltage
and, thus, the observable amplification with time. To account for this decrease, a regen-
eration method (flushing with long LED pulses without applied Neganov-Luke voltage)
was developed and successfully applied. It is estimated that, in a dark matter search ex-
periment like CRESST in a low-background environment with reduced energy-deposition
rate, one regeneration process at most every 24h would have to be applied [17]. How-

29



Chapter 3. Neganov-Luke Amplified Cryogenic Composite Light Detectors

ever, as discussed in [17], the need for a correction of the pulse height to account for the
decreasing amplification between such regeneration procedures still exists. Such a correc-
tion of the pulse height introduces an additional uncertainty into the determination of the
amount of scintillation light detected in the dark matter search which is not advantageous.

From this presentation of the results and the understanding achieved for Neganov-Luke
detectors in [17, 18], it becomes clear that, in order to finally clarify the applicability and
the potential of Neganov-Luke amplified light detectors for the dark matter search with
CRESST, two open questions should be addressed:

¢ On the one hand, a prevention of the accumulation of charge carriers below the elec-
trodes is strived for as, then, no decrease of the amplification with time is expected
to occur (see sections 11/3.2 and 1I/3.3.1).

e On the other hand, the energy-dependent resolution of a Neganov-Luke amplified
light detector in the energy region which is interesting in the context of the dark
matter search has to be investigated to clarify the influence of the Neganov-Luke
amplification on the efficiency of the particle identification with the phonon-light
technique (see sections 3.3.2 and 3.4).

These open questions were investigated within the present work as presented in the fol-
lowing.

3.2 New Fabrication Method of Neganov-Luke Amplified
Light Detectors

In the following, a new fabrication method for the electrodes of Neganov-Luke amplified
light detectors is suggested which is expected to overcome the observed decrease of the
pulse height with time. As already discussed in [17, 18], most probably, electron and hole
traps within the band gap of the Si absorber of the light detector in the region below the
electrodes, can be identified as the cause of the observed decrease of the amplification in
time as this decrease is attributed to an accumulation of charge carriers below the elec-
trodes.

In more detail, it can be deduced that, in order to generate the observed decrease of
the amplification with time, i.e., a reduction of the effective voltage within the light-
absorber substrate, a spatial concentration of electron and hole traps below the electrodes
has to exist. This can be concluded as, if only traps homogeneously distributed within the
absorber substrate existed, charge carriers would be trapped homogeneously distributed
within the complete substrate so that no resulting effective counter-voltage within the
substrate could built up. On the basis of this interpretation of the observed decrease of
the amplification with time, in the present work, it is suggested that the required increased
trap density below the electrodes is caused by an increased defect (impurity) density below
the electrodes which is created in the production process of the electrodes. The process
applied for the production of the aluminum electrodes of the Neganov-Luke detectors re-
ported in [17, 18] as well as in the present work involves the following steps (for a more
detailed description of the process, see, e.g., [18]):

¢ A negative photolithographic process defining the regions on the Si substrate where
the electrodes are deposited on.
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o The introduction of the absorber substrate into a ultra-high vacuum (UHV) system.

o A short Ar ion etching step which is performed to remove the natural oxide layer
present on the Si substrate. This step is performed in order to achieve a semiconductor-
metal contact with ohmic behavior as well defined as possible. It should be noted
that, as discussed in [17, 18], concerning the type of the contact achieved with this
method (i.e., if the contact behaves ohmic or Schotty-like), uncertainties remain. In
this context, it should be noted that often different amplifications are observed for
forward or reversed bias of the Neganov-Luke voltage [17, 18]. This points to an
undefined Schottky-like behavior of the contacts as, in principle, the applied voltage
polarities should be indistinguishable as both contacts are nominally identical. Also
this observation is attempted to be addressed via the newly introduced fabrication
method within the present work (see below).

o The deposition of the Al layer of the electrodes in the same UHV system (in [17, 18]
with a thickness of ~ 2kA by electron-beam evaporation, in the present work with
a thickness of ~ 5kA by Ar-sputtering with a Kaufmann-source).

o A lift-off process of the photolithographic mask.

From this description of the production process of the electrodes, it can be deduced that
a destruction of the Si crystal structure below the electrodes is introduced by the Ar
etching step as well as by the deposition of Al by sputtering (in the sputtering process,
rather high-energetic Al atoms impinge onto the Si surface). Hence, in addition to the
destruction of the crystal structure of the Si absorber below the Al electrodes, it can also
be expected that a fraction of the Al atoms is implanted into the Si substrate. There, in
general, the Al atoms occupy predominantly interstitial lattice sites without an annealing
step (as is applied for intentional doping of Si). Furthermore, Si and Al are known to ex-
hibit a non-neglibible solubility within each other [24], even at room temperature. Thus,
it can be expected that a fraction of the Al atoms deposited onto the Si surface diffuses
into the Si substrate and vice a versa (in fact, the diffusion of Al into Si is a well known
process to occur, potentially shortening blocking contacts by so-called junction spiking).

Thus, after the production process as described above, it can be expected that, on the one
hand, Al impurities are introduced into the Si absorber below the electrodes and, on the
other hand, that the crystal structure of the Si absorber is damaged below the electrodes.
This is clearly not beneficial as Al is known to introduce acceptor levels ~ 0.069eV above
the valence-band edge in Si whereas Si vacancies in Si (defects of the crystal structure) are
known to introduce deep acceptor levels ~ 0.34eV below the conduction-band edge (com-
pare, e.g., [25]). Hence, it can be deduced that a fabrication method for the Al electrodes
has to be employed that either avoids the production of defects from the beginning or, at
least, allows to heal the defects produced in the electrode-production process afterwards.
In addition, as, in any case, it can be expected that Al diffuses into the Si substrate (if
no blocking layer is utilized), the contact area below the Al electrodes can be assumed to
be pT-doped (Al acts as pT-dopant in Si [25]). This circumstance should be capitalized
to produce contacts with mostly ohmic character by employing Si p-type substrates [26]
instead of Si n-type substrates, as were utilized, e.g, in [17, 18].

On the basis of this discussion and the consequences drawn, within the present work, an
extended production process for the Al electrodes is suggested using Si p-type substrates:
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Chapter 3. Neganov-Luke Amplified Cryogenic Composite Light Detectors

In principle, the complete production process as described above is adopted, however, af-
ter the lift-off process, an additional step, a forming-gas annealing procedure is applied.
With this annealing step, on the one hand, a metallization of the Al-Si contact (alloying
of the contact [26]) as well as a, at least, partial annealing of the defects of the Si crystal
structure below the electrodes is attempted to be achieved.

For the realization of a Neganov-Luke detector fabricated according to the suggested
method, Al electrodes were deposited onto a Si p-type substrate of (20x20x0.525)mm?
with a specific resistivity < 6kQ2em following the procedure described above. The anneal-
ing step was conducted using a forming-gas mixture of 95% No, 5% Hs, a ramping rate of
6°C/minute, a final annealing temperature and time duration of annealing of 400°C for
half an hour and a ramping rate of 6°C/minute back down to room temperature!. As the
last step of the light-detector production, a Tungsten TES sputtered onto a small Al,Og
substrate of (3x5x0.33)mm? (for a description of the W-TES production process as well
as the utilized deposition system, see [20]) and structured as depicted in figure 3.1 (in
section II/3.1) was glued onto the absorber substrate. The produced detector is labeled
as 0202-6. In figure 3.2, the super-to-normal conducting transition of the utilized W-TES
is shown (recorded for a bias current of 1pA):
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Figure 3.2: Super-to-normal conducting transition of the W-TES of detector 0202-6 recorded for
a bias current of 1uA: The transition temperature amounts to ~ 20.6mK with a width of only
~ 0.2mK. The fact that multiple shapes of the transition are visible can be attributed to the
weak thermal coupling of the detector and, thus, of the TES to the copper holder on which the
heater and thermometer utilized for the transition measurement were located. For details on the
measurement of superconducting transition curves, see, e.g., [18].

Unfortunately, it was observed that, in the annealing step, impurities (most probably
metal impurities) were deposited onto the surface of the Si absorber (visible as weak
coloring of the surface under certain angles of observation). These impurities prevented the

I This procedure was assessed in collaboration with Dr.-Ing. L. Nebrich, Fraunhofer Institut fiir Modu-
lare Festkorper-Technologien EMFT, NMD, Miinchen, Germany. The annealing procedure was performed
by Dr. habil. A. Erb, crystal laboratory, Technische Universitdt Miinchen, Germany.
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application of high voltages (larger than ~ 90eV) and resulted in a rather low amplification
observed for detector 0202-6 which is attributed to the effect of a reduced drift length due
to carrier trapping as described in section II/3.1. Nonetheless, detector 0202-6 could be
employed for measurements to investigate the open questions raised in the context of the
application of the Neganov-Luke amplification. These measurements as well as the results
are described and discussed in the following.

3.3 Performed Measurements and Results

In order to investigate the two questions raised in the context of the applicability of the
Neganov-Luke effect for the dark matter search with the CRESST experiments (compare
section 11/3.1), with detector 0202-6 (described in section 11/3.2), the following measure-
ments (combination of two campaigns, M C1 and M C2) were performed:

¢ A measurement at an applied Neganov-Luke voltage of Vi = 40V for ~ 2.7h for
which an LED pulse-height was monitored. The mean energy-deposition rate during
this measurements was ~ 40@. Hence, the conditions of this measurement can be
approximately compared to the measurement in [18] (described in section II/3.1) for
which a decreasing amplification over time was observed.

e LED calibration with electrically shortened contacts, i.e., Viy;, = 0V applied Neganov-
Luke voltage. For each of the two measurement campaigns, one "0V” LED-calibration
was performed in order to provide a reference point for the assessment of the achieved
amplification and energy-resolution of the detector response with applied Neganov-
Luke voltage. As will be discussed below, due to relating all measurements to their
respective "0V ”-measurement, the results obtained from the two campaigns can be
combined as they describe the intrinsic behavior of the detector.

e LED calibrations for applied Neganov-Luke voltages of Vi = +10V, +20V, +40V,
—60V, —80V were performed. It should be noted that the measurements performed
at Vyr = —60V, —80V were performed in M C?2 while all other measurements were
performed in MC1. For these LED calibrations, the same pulse heights of the LED
pulses as in the respective "0V” measurements were utilized. Thus, every peak P, in
the spectrum recorded for applied Neganov-Luke voltage can be assigned to a peak
in the spectrum recorded in the respective "0V” measurement.

The recorded data was analyzed in analogy to the description in [22]. In the following,
the results of these measurements are presented and discussed.

3.3.1 Amplification Stability with Time

In figure 3.3, the amplitudes of the LED pulses (blue markers, determined, applying a
standard-event fit, see [22]) recorded with detector 0202-6 at an applied Neganov-Luke
voltage of Vi = 40V, are shown versus time. In addition, a fit of a straight line to the
amplitudes of the pulses versus time is depicted as solid, red line.

From figure 3.3, it can be seen that, in contrary to the results reported in [17, 18] (de-
crease of the signal height by a factor of ~ 1.4 after ~ 1.1h), the signal height, i.e., the
amplification of the signal, is constant over the complete measurement time of ~ 2.7h (for
a comparable energy-deposition rate). The fit with the straight line reveals a gradient of
less than 0.4% of the absolute value of the pulse height, being statistically consistent with
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Figure 3.3: Fitted amplitudes (blue markers) of the light-detector signals for one LED pulse-height
recorded with detector 0202-6 at Vv, = 40V monitored for ~ 2.7h. In addition, a fit of a straight
line to the distribution of events is depicted as solid, red line.

a constant pulse height. Thus, it can be deduced that the interpretation of the decrease of
the amplification observed in [17, 18] as well as the consequences drawn for the fabrication
method of the Neganov-Luke electrodes within the present work are correct.

3.3.2 Voltage- and Energy-Dependent Light Detector Resolution

Concerning the analysis of the data recorded in the two measurements campaigns (MC'1
and M(C?2), it should be noted that both measurement campaigns were performed using
the same SQUID, the same settings for the detector read out as well as the same working
point of the detector. In the following, it will become clear that this agreement of the
measurement conditions allows to utilize the results obtained in both measurements to-
gether in a combined analysis (concerning the amplification and energy-resolution of the
detector). Actually, it should be noted that the measurement performed with detector
571-7 (see section 112.3.1) was, in turn, performed with a different SQUID, however, the
gain of the different SQUID systems utilized is almost identical. Thus, in fact, also the
values for the constant noise term, oy as well as for the scaling factor a, determined for
detector 571-7, can be used for a comparison of the "0V” measurements.

”0V?” LED-Calibration Measurements

At first the respective 0V” LED calibrations of the measurement campaigns MC1 and
MC?2 are analyzed, yielding the scaling factors ¢! and a™“? as well as the constant
noise terms o/¢? and ¢7¢! (in ADC channels), respectively, in analogy to sections I1/2.2
and I1/2.3.1. The following values (in ADC channels) were determined:

aMCl = 0.493 4+ 0.009
ol =7.1240.12
a™C2 = 0.476 4 0.007
od1C? = 11.56 + 0.09

~~ I/~ —~
S O W
~— N N
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3.3 Performed Measurements and Results

From these values, the following, respective (50) energy thresholds (compare section
I1/2.3.1) of detector 0202-6 in the respective measurement campaign can be determined:

ELEPMCL — (909 4 + 5.3)eV (3.7)
ELEPMO2 _ (351 8 + 5.6)eV (3.8)

It should be noted that all of these values, i.e., also the values determined in ADC channels
(equations 3.3 to 3.6), can directly be compared to each other, due to the fact that the
same SQUID and same read out settings have been utilized.

Comparing the values determined for the constant noise terms of detector 0202-6 (equa-
tions 3.4 and 3.6) in the two measurement campaigns, it can be seen that the determined
values differ from each other. This disagreement is related to an enhanced electronic noise
level observed in measurement campaign M C?2 compared to M C'1. However, as will be
deduced in the following, this disagreement does not prevent the utilization of measure-
ments from both campaigns in one combined analysis.

In addition, these values can be compared to the value for the constant noise term deter-
mined in section I112.3.1 for detector 571-7 (equation 2.7). It can be seen that the constant
noise term determined for detector 0202-6 in M C1 is even smaller than the corresponding
value determined for the measurement with detector 571-7. Taking into account the rather
small energy threshold achieved with detector 571-7 (exhibiting the larger constant noise
term), this indicates that the electronic noise conditions in MC'1 were actually very good.

However, from equations 3.7 and 3.8, it can be seen that the corresponding determined
energy thresholds of detector 0202-6 are rather large, especially when comparing these
values to the result obtained for detector 571-7 (see section 11/2.3.1). This observation
already points to the fact that the signal generation in detector 0202-6 was not nearly
as efficient as the signal generation in detector 571-7. In fact, the rather large energy
thresholds determined for detector 0202-6 are mainly attributed to the contamination
and related enhanced defect density and potentially enlarged heat capacity (due to the
impurities) of the absorber substrate of detector 0202-6 (compare discussion in section
I1/3.2). This interpretation of the enlarged energy threshold of detector 0202-6 compared
to detector 571-7 will be confirmed when comparing the determined scaling factors of the
two detectors.

Nonetheless, at first, the two scaling factors determined for detector 0202-6 should be
compared to each other: From equations 3.3 and 3.5, it can be be seen that the two scal-
ing factors - which relate the generated pulse height to the number of photons detected
(compare equation 2.1 in section 11/2.2) - are in agreement with each other (within the
error margins). Actually, this observation is important as it illustrates that the response of
detector 0202-6 to energy depositions was the same, in both measurement campaigns, re-
gardless of the different energy thresholds. Thus, it can be deduced that all measurements
recorded for detector 0202-6 can be used together for a combined analysis. Of course,
the different reference points from the "0V” LED calibration for the constant noise term
have to be taken into account, as will be shown in the analysis of the data with applied
Neganov-Luke voltage.

Thus, as already indicated above, the scaling factors of detector 0202-6 can be compared
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to the scaling factor obtained for detector 571-7 (equation 2.6 in section 11/2.3.1). A large
difference between the the values determined for the respective detectors can be observed:
The scaling factor of detector 571-7 is almost a factor of 5 larger than the scaling factors
determined for detector 0202-6. As can be deduced from the discussion of equation 2.5
in section I1/2.2, a larger scaling factor results in a larger pulse height recorded with the
detector for the same energy deposition. Thus, using only the information delivered by the
scaling factor, it becomes clear that detector 571-7 exhibited pulse heights roughly 5 times
larger than the corresponding pulse heights recorded with detector 0202-6. Taking into
account that the respectivelly used SQUID systems exhibit the same gain, this difference
can, in fact, be attributed to the signal generation in the detectors. From this observation
it can be deduced that, in fact, the conversion of detected energy into observable signal
height with detector 0202-6 was much less efficient. Thus, as already indicated above,
within the present work, the comparably small scaling factors a™ ¢! and a™“? are mainly
attributed to the enlarged impurity density and heat capacity of the absorber substrate
of detector 0202-6 created in the annealing step.

From this discussion, it can be concluded that, on the one hand, the energy thresholds of
detector 0202-6 in both measurement campaigns were rather large due to the impurities
deposited on the absorber substrate and differ from each other. Nonetheless, it can be
observed that the scaling factors determined in both measurement campaigns comply with
each other. Within the present work, a conclusive explanation of these observations can
be given underlining that the detector response at 0V applied Neganov-Luke voltage is
well understood and can be used as a basis for the investigations of the detector response
with applied Neganov-Luke voltage which will be presented in the following. In addition,
it was discussed that the absolute values of the determined scaling factors are small, which
is attributed to the large impurity density on the surface of the detector.

Applied Neganov-Luke Voltage: Analysis of the LED Calibrations Performed

In order to analyze the LED calibrations performed at an applied Neganov-Luke voltage
Vi, at first, an idealized, theoretical expectation of the impact of the application of a
Neganov-Luke voltage on the relationship of the widths of the recorded peaks, oo, vy,
and the peak positions, zv, , is discussed. As discussed in section II/2.2 and utilized in the
analysis of the "0V” LED measurements above, without applied Neganov-Luke voltage,
the following relationship between the widths of the peaks and their positions is assumed
(see equation 2.4 in section 11/2.2):

Otot, 0V = \/‘737 ov T @ Toy (3.9)

For applied Neganov-Luke voltage, however, an amplification of the signal height corre-
sponding to the effective thermal gain is observed (compare section I11/3.1). This amplifica-
tion factor, labeled A(Vyp) in the following, can be determined from the LED calibrations
as the mean value for all LED peaks P, recorded (n = 1,...,M). Thus, the peak position
at an applied Neganov-Luke voltage can be described by:

Ty, (Pn) = zgy (Pn) - A(Vvr) (3.10)
A(Vyp) = 1 % vy (Fn) (3.11)

M n=1 xOV(Pﬂ)
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Thus, in an idealized, theoretical approach, i.e., neglecting any other influences of the ap-
plied Neganov-Luke voltage onto the signal generation (e.g., assuming, that no additional
contant noise is generated, i.e., that og v, = oy, oV ), the relationship between the peak
width o0, v, and the peak position xy,, can be expressed by:

ideal

Thot Vi = \/0(2),0\/ +a- -y, = \/0'(2),0\/ +a-Ayy, - Toy (3.12)

where the scaling factor a is the same as in the "0V” measurement as this factor describes
the detector response to an amount of deposited energy in the absorber substrate?. As all
parameters of equation 3.12 are known (either from the corresponding "0V” measurement
or determined from the amplified pulse heights for applied Neganov-Luke voltage), this
idealized, theoretical expectation of the energy-dependent detector resolution for applied
Neganov-Luke voltage can be compared to the recorded data. Such a comparison is shown
in figure 3.4. In panel a) of figure 3.4, the LED calibration of the "0V” measurement of
the measurement campaign MC1 is shown (blue markers and error bars correspond to
the data points), additionally the fit of equation 3.10 to the data is indicated as solid,
red line. In panel b) of figure 3.4, the LED calibration at 40V is shown (black markers
and error bars correspond to the data points). The idealized description of the detector
resolution according to equation 3.9 is shown as solid, red line. Clearly, it can be seen
that the idealized model does not reproduce the data in a satisfying way. Additionally, in
green, the fit to the data using an extended model for the energy-dependent light-detector
resolution is shown. It can be seen that this function describes the data nicely. The results
from this fit were used to perform the energy calibration for the 40V measurement (see
y-axis on the right-hand side and upper x-axis). This model is presented and discussed in
the following.

For the LED calibrations performed with applied Neganov-Luke voltage, it was found that
a model for the energy-dependent light-detector resolution extended by two terms had to
be used to reliably fit the data. The following formula was used:

O—?Oetq,ﬂVNL = \/0(2)0\/ + O'i VL +a- A(VNL) “Toy + b(VNL) "oy + C(VNL) . 1‘8\/ (313)

where o1, v,, simply corresponds to an additional constant noise term due to the applica-
tion of the Neganov-Luke voltage (compare, e.g., [18]).

Applied Neganov-Luke Voltage: Interpretation of the Deduced Model

Thus, two terms were introduced, with the following motivation and interpretation (where
N corresponds to the number of photons per LED pulse, compare section 11/2.2):

o O, vy, = VO(VNL) -2 V/N: This term is introduced to account for the incom-
plete charge collection and the therewith connected incomplete drift lengths of some
of the charge carriers. This process introduces an additional uncertainty for the
total amount of energy deposited in the absorber substrate as the number of charge
carriers trapped as well as their respective drift lengths (before they get trapped)
can vary. As it is assumed that, for each photon absorbed, one electron-hole pair
is created, the process of charge collection can be described by Poisson counting-
statistics (compare, e.g., [27]). For very small energies, this term is expected to

2By applying the Neganov-Luke effect, simply the amount of energy deposited in the detector is enlarged,
however, the scaling factor is not affected.
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a) LED calibration at 0V: energy [keV] b) LED calibration at 40V energy [keV]
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Figure 3.4: LED calibration performed with detector 0202-6: In panel a), the LED calibration
without applied Neganov-Luke voltage (blue markers) is shown, in panel b), the LED calibration
for an applied Neganov-Luke voltage of 40V is shown. The lo widths of the peaks recorded in
the LED calibration are plotted versus their positions (blue markers and error bars). The left
y-axis and the lower x-axis correspond to the size of these quantities in ADC channels, i.e., as
measured. The right y-axis corresponding to oot (FEget), the energy-dependent detector resolution
and the upper x-axis corresponding to the energy Fg4.; in the light detector, depict the result of
the energy calibration. In addition, the result of the fit of equation 2.4 (section 11/2.2), i.e., of the
LED calibration, is shown as red line.

be small as, most probably, most of the charge carriers are not drifted at all, but
immediately recombine with their partner. For increasing voltages applied, at first,
this term should become larger as an increasing number of charge carriers is effec-
tively drifted. However, above a certain threshold voltage, V]f,hL’CC, this term can be
expected to decrease again. This should be the case when, effectively, more than
half of the charge carriers are drifted through the complete substrate and reach the

electrodes.

o Ore vy, = (VL) - 2% o< N: This term is introduced to account for the possibility
for an electron and a hole to encounter each other and, then, to recombine with each
other, instead of being drifted through the Silicon absorber-substrate and generating
phonons (recombining charges). Thus, also this process introduces an additional
uncertainty for the total amount of energy deposited in the absorber substrate.
However, this process can be assumed to depend on the squared Poisson statistics
as it describes the probability of an encounter of two charge carriers which were, in
principle, not produced by the same photon. This effect is expected to decrease with
increasing voltage as already, for very small voltages, an efficient separation of two
charge carriers can be achieved.

Thus, the application of equation 3.12 for the description of the energy-dependent light-
detector resolution for applied Neganov-Luke voltage is well motivated. It should be noted
that the parameters b(Vyr) and ¢(Vir) introduced to describe these effects have to be
dependent on voltage as they correspond to physics effects which depend on voltage. In
addition, it should be noted that these parameters describe intrinsic properties of the
investigated detector and can, hence, be expected to correspond to each other, also for
the two different measurement campaigns. In figure 3.4, the determined values for (Vi)

38



3.3 Performed Measurements and Results

(panel a) and ¢(Viyr) (panel b) are depicted versus the respective applied Neganov-Luke
voltage.
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Figure 3.5: Parameters b(Vy ) (panel a) and ¢(Vr) (panel b) of the model utilized to describe the
energy-dependent light-detector resolution for applied Neganov-Luke voltage: Parameter b(Vyp,)
describes the impact of the incomplete charge carrier collection on the energy resolution of the
light detector. It can be seen that, for the voltage range tested within the present work, this
parameter increases. Parameter ¢(Vy describes the impact of recombining charge carriers on the
energy resolution of the light detector. It can be seen that this parameter strongly decreases for
increasing voltage and that the overall size of this parameter is very small.

From figure 3.5, it can be seen that the experimentally determined voltage-dependency of
the parameters b(Vy ) and ¢(Vy 1) nicely complies to the the expected voltage-dependency
as described above. This agreement supports the presented interpretation of the impact
of the application of a Neganov-Luke voltage on the energy-dependent detector resolution.
As can be seen from figure 3.5 a), the parameter b(Vyp), describing the impact of the
incomplete charge collection increases monotonically within the voltage range that could
be tested within the present work. Thus, within the developed interpretation, this implies
that significantly less than half of the generated electron-hole pairs are drifted until they
reach the electrodes (compare discussion above). This prediction can be tested as, using
the determined amplification factor (equation 3.11), and the fact that this amplification

e

factor corresponds to the effective thermal gain Gtef ! (Vy Lf ) as defined by equation 3.2
(in section II/3.1), where no time dependency of V]\c}];:f has to be considered (compare
section 11/3.3.1). From these considerations, the effective, reduced drift length I; can
be determined. For the example of an applied Neganov-Luke voltage, an effective drift
length of only [;(—80V) = 2.87nm can be determined. This very small value for the effec-
tive drift length, on the one hand, points to the fact that only a few electrons and holes
reach the electrodes, i.e., that the vase majority of the charge carriers become trapped in
their drift process. This interpretation is in perfect agreement with the observation of the
enlarged impurity density on the surface of the absorber, as discussed above (compare sec-
tion II/3.2). On the other hand, the short drift length determined for Viyz, = —80V, also
indicates, that, in the voltage range investigated, Vi < V]f,hl’lcc as the threshold voltage
for complete charge carrier collection as defined above. Therefore, within the investigated
voltage range, a monotonically rising parameter b(Vyr ) is expected, as is observed.
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In analogy to the "0V” measurement, the results of fits to the LED calibration data
using equation 3.13 can be employed to allow for an energy calibration of the detector
response. An example for the obtained energy calibration can already be seen in figure
3.4, panel b), when inspecting the upper x-axis and right y-axis.

Actually, the energy calibration performed in this way can be used to test the validity
of the suggested interpretation and modeling of the energy-dependent detector resolution
with applied Neganov-Luke voltage: As indicated at the beginning of section II3.3, in
each measurement of one measurement campaign, the same pulse heights of the LED were
utilized to perform the LED calibration. Thus, if the deduced modeling of the energy-
dependent detector resolution is correct, the different energy calibrations obtained for the
different Neganov-Luke voltages have to deliver the same energy for the corresponding
peaks of the LED calibrations. Hence, the determined energies for each peak P, by the
different energy calibrations can be compared to each other, as is depicted for peak Ps of
each LED calibration in figure 3.6:

1.1
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Figure 3.6: Peak position (in terms of energy) of peak Ps of all measurements performed in
measurement campaign M C1: On the x-axis, the applied Neganov-Luke voltage is shown, on the
y-axis, for pulse P5 of the LED calibrations, the respective assigned energy in keV is shown. The
blue marker labels the "0V” measurement.

Indeed, from figure 3.6, a satisfying agreement (within the error margins,) of the deter-
mined energies can be seen, validating the performed LED calibration using equation 3.13.

Using these energy calibrations as well as the mathematical description of the energy-
dependent resolution of the light detector (equation 3.9 without applied Neganov-Luke
voltage and equation 3.13 with applied Neganov-Luke voltage) determined from the mea-
surements, the energy-dependent resolution of the detector for different applied voltages
as well as without applied voltage can be compared. Such a comparison is shown in figure
3.7 for the example of the measurements without Neganov-Luke voltage applied as well as
with +10V and 440V from M C1:

In figure 3.7, clearly, the impact of the described degradation of the resolution at large
energies (due to the additional broadening caused by the applied Neganov-Luke voltage)
can be seen. However, the most important observation that can be made is that, in the
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Figure 3.7: Energy-dependent resolution of the investigated light detector determined as described
in the main text: The energy resolution without applied Neganov-Luke voltage is depicted as solid
red line. The energy resolution with an applied Neganov-Luke voltage of +10V is depicted as
dotted blue line. The energy-dependent resolution with an applied Neganov-Luke voltage of +40V
is depicted as dashed, green line.

low-energy region up to a few 100eV which is interesting in the context of the dark matter
search (see section 1), the energy resolution is significantly improved, even at the small
Neganov-Luke voltages tested.

Hence, with these measurements, it could be demonstrated that, by employing the Neganov-
Luke amplification for cryogenic light detectors, a significant improvement of the energy
resolution in the low-energy region which is important for the dark matter search can be
achieved. In addition, an understanding of the impact of the Neganov-Luke effect on the
energy-dependent resolution was gained.

3.4 Implications for the Background Suppression with the
CRESST Experiment

In order to illustrate the great potential of Neganov-Luke amplified light detectors for
the improvement of the background-suppression technique in the CRESST experiment, a
simple calculation is performed as depicted in figure 3.8.

Shown are the calculated 80% event bands of the light-yield energy plane for electron/~-
events (dotted black area), Oxygen (upper-left to lower-right red dashed area) and Tung-
sten (upper-right to lower-left blue dashed area) recoils (compare section 11/2.2). For the
determination of the widths of the event bands, on the one hand (panel a), the energy-
dependent resolution of detector 0202-6 without applied Neganov-Luke voltage was used.
On the other hand (panel b), the energy-dependent resolution of detector 0202-6 deter-
mined for an applied Neganov-Luke voltage of +40V was assumed. For the calculations it
was assumed that, for electron/~ events, a mean amount of 2% of the deposited energy is
detected asf scintillation light in the light detector (see section 1I1/2.2.4). For the Oxygen
and Tungsten recoil bands, reduced light yields according to the Quenching Factors as uti-
lized in the CRESST experiment were employed (compare table 2.1 in section 1/2.2). In
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Figure 3.8: Calculated 80% light-yield bands for electron, Oxygen and Tungsten recoils in CaWOQy,
assuming experimentally determined energy-dependent light-detector resolutions: In panel a), the
results obtained utilizing the light-detector resolution without applied Neganov-Luke voltage are
shown. In panel b), the corresponding results obtained for the energy-dependent light-detector
resolution for +40V applied Neganov-Luke voltage are shown. Additionally indicated (black and
red arrows) are the energies for which a separation of the different light-yield bands can be observed.

addition, in figure 3.8, the energies from which on a separation of the electron/+ light-yield
band and the Oxygen light-yield band as well as of the Tungsten and Oxygen light-yield
bands can be observed. Clearly the beneficial impact of the improved light-detector reso-
lution at low energies on the signal identification is visible.

In conclusion, it can be stated that, on the one hand, the successful application of the new
fabrication method for Neganov-Luke amplified light detectors and the achieved constant
amplification over time was shown. On the other hand, with the experiments and investi-
gations performed within the present work, the potential improvement of the background
discrimination based on the phonon-light technique with the CRESST experiment by the
application of Neganov-Luke amplified light detectors could be demonstrated.
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Scintillation-Light Quenching in
CaWO4
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Chapter 1

Motivation and Overview

1.1 Motivation

Inorganic scintillators are nowadays widely used for the detection of ionizing radiation. Ap-
plications cover a large range from, e.g., high energy physics (the electromagnetic calorime-
ter of CMS [28] is made of PbWQ,) to imaging in medical diagnostics (e.g., in positron
emission tomography, BGO (bismuth germanate) is used, see [29] for other examples).
A lot of effort was already undertaken to understand and optimize the scintillation-light
output in the context of these applications (see, e.g., [30]). Especially, investigations con-
cerning the optimization of fast response (decay) times', radiation hardness or the light
yield? have been carried out. However, concerning rare event searches® [40], another prop-
erty of these materials is of essential importance: The dependency of the light output
on the type of interacting particle. This circumstance is referred to as scintillation-light
quenching and is described by a so-called Quenching Factor (as presented in 1/2.2). The
observed quenching of the light signal is used for identifying the type of interacting par-
ticle and, thus, for discriminating background events against the searched for rare events
(e.g., potential Dark Matter nuclear recoils, as depicted in figure 2.2). For this purpose,
cryogenic detectors made of inorganic scintillators as, e.g., CaWOQy, are often employed as
target with a two-channel read-out (compare the CRESST-II detector modules, presented
in section I/2.1). A phonon (heat) detection channel delivers the primary information
on the energy deposited by an interacting particle and a simultaneously operated light-
detection channel offers the possibility of particle identification on an event-by-event basis.
In addition, for many scintillators, varying light-pulse shapes for different interacting par-
ticles can be observed, see, e.g., [41].

Many investigations concerning either the wavelength-spectra or the decay-time spectra
of the light output of inorganic scintillators under different excitations exist. However, a
conclusive explanation on a microscopic basis for the light-yield quenching in combination
with the varying shapes of the scintillation-light pulses under excitation by different par-

!Fast response times are in most cases desirable as scintillation detectors are often operated in the
counting regime.

2For references, see, e.g., [31] on a systematical investigation of the scintillation efficiency of alkali and
alkali earth compounds, or [32] concerning the effect of material defects and trap levels on the scintillator
performance in complex oxides.

3Neutrino-less double-beta decay search [33, 34]: E.g., CANDLES with CaF> [35] or LUCIFER with
ZnSe [36]; and direct Dark Matter searches [37, 38]: E.g. CRESST-II with CaWOy [5] or ROSEBUD with
(amongst others) BGO [39].
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ticles is still missing. In the following, an approach to conclusively explain all observed
features within one model is presented. This model contains a full description of the
scintillation-light generation process in CaWQy, (including, e.g., defect centers) and can
also be used for the evaluation and optimization of the performance of self-grown CaWQOy4
crystals.

1.2 Overview of the Proposed Model

In the course of this work, a consistent description of the generation of scintillation light
and the reduction of the scintillation efficiency (i.e., the light quenching) for different pro-
jectiles in CaWOQy single crystals on a microscopic basis was developed. This model does
not only provide a closed explanation of the light generation and quenching in CaWOQy,
but also delivers a mathematical formulation for the calculation of decay-time spectra and
the light yield of CaWQOy4 under excitation by different particles. In addition, it is sug-
gested that the model offers the possibility to predict energy- and temperature-dependent
Quenching Factors as well as light-pulse shapes, for any type of interacting particle in var-
ious other self-activated inorganic scintillators in combination with rather easily realizable
experiments.

The presentation of the suggested model can be divided into three major aspects: The
theoretical model (see chapter I11/3), the conducted experiments to test and validate the
model (see chapter I11/4) and the analysis of the experimental data yielding the deter-
mination of remaining free model parameters as well as the validation of the model (see
chapter III/5).

Before the developed theoretical model is presented, a review of established knowledge
of the scintillation-light generation and the light-quenching in CaWQy is given in chapter
I1I/2. The new theoretical model presented in chapter 3 includes

e A description of the basic production process of scintillation-light in a CaWQy sin-
gle crystal: The intrinsic scintillation light in CaWOQ, single crystals is generated
by de-excitation of one type of luminescence centers, which leads to a purely expo-
nential decay-time spectrum. Extrinsic scintillation light is generated by defects in
the lattice, also leading to purely exponential decay-time spectra. Included in the
model are radiative, non-radiative as well as migration processes of the fundamental
excitations in CaWOQy.

e A discussion of the differences in the process of energy loss of different interacting
particles and resulting differences in the efficiency of creating excited luminescence
centers and their spatial distribution. For the description of the spatial distribu-
tion of the ionization-density generated by different primary interacting particles, a
model is developed and the parameters of this model are determined with the help
of simulations with the programs SRIM (The Stopping and Range of Tons in Matter)
[42] and CASINO (monte CArlo SImulation of electroNs in sOlids) [43]. Unfortu-
nately, it becomes evident that the available simulation programs do not provide all
the information required to completely calculate and determine the spatial distri-
bution of the particle-induced ionization-denstiy. The remaining uncertainties are
dealt with in chapter III/5.
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1.2 Overview of the Proposed Model

e The introduction of the light-quenching mechanism for interacting particles in CaWOy,
on the basis of exciton-exciton self-interactions. Introducing such an interaction pos-
sibility leads to a dependency of the light-generation efficiency not only on the total
amount of created excitations, but also on their (position-dependent) density distri-
bution.

Additionally to predicting the amount of scintillation light produced by different inter-
acting particles, this model also provides information on the decay-time spectra of the
scintillation-light output, dependent on the type of interacting particle. Hence, this model
links macroscopic quantities like the observed light quenching and the shape of the decay-
time evolution of the scintillation light to the microscopic quantity of the ionization-density
distribution created in CaWOQy by interacting particles.

To determine the free parameters of the model as well as to test and validate the model,
experiments were conducted. Wavelength spectra and decay-time spectra (for selected
wavelengths) of CaWQ, crystals under different excitations were acquired. As excitation
source, a No-gas laser, leading to two-photon excitation, and the tandem accelerator, for
the production of pulsed ion beams (oxygen and iodine), were used. In addition, the tem-
perature of the CaWOQO, crystal could be varied between room temperature and ~ 20K.
These experiments are presented in chapter I111/4.

The analysis of the data obtained in the experiments in the context of the developed
model is presented in chapter I1I/5. With this analysis, the values of the free parameters
of the model are determined and the description of the light generation and quenching by
the developed model is validated.

The model is finally used for the calculation of Quenching Factors (QFs) in CaWO, for
different particles, especially for electron and nuclear recoils. The calculated QFs can be
compared to various experimentally determined Quenching Factors (chapter 1I11/6). In
this context, also the so-called phonon-quenching and gamma-quenching are discussed.
In addition, a short comparison with two existing models for the light-yield quenching
in CaWOQy is presented as well as limitations and further improvements of the developed
model are addressed. The implications of the developed model, i.e., of the gained under-
standing and description of the light generation and quenching in CaWQy, are discussed.
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Chapter 2

Light Production and Quenching
in CaWO4

As basis the for the understanding the light-generation mechanism in CaWQ, single crys-
tals, first a compilation of important properties of CaWOQ, is presented. Then, the es-
tablished model of light-generation in CaWQy is reviewed and the observed light-yield
quenching for CaWQOy4 under different excitations is discussed. Limitations of the existing
models and features of the light output of CaWO, which are not explained by these models
are referred to.

2.1 Basic Properties of CaWOQO,

2.1.1 Crystal Structure of CaWQO,

CaWOQy single crystals exhibit the so-called sheelite crystal structure of the body-centered
tetragonal space group ([I4;/a), see figure 2.1. The primitive unit cell consists of four

Figure 2.1: Crystal structure of CaWO,: The tetrahedrons correspond to [WO4]>~ oxyanion
complexes whereas the red spheres show the positions of Ca?* cations. The solid lines show the
tetragonal, the dashed lines the primitive unit cell. Figure adopted from [44]. Copyright (2013)
by the American Physical Society.

CaWO, molecules [44]. The lattice parameters are a = 5.243(2)A and ¢ = 11.376(3)A (see
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Chapter 2. Light Production and Quenching in CaWOQy4

[44] and references therein). In this crystal structure, the distance between neighboring
Tungsten atoms, dy.w ~ 3.87A, is the same in all directions!, leading to a highly symmetric
position of W ions [46]. The crystal structure is described as highly ionic between the
metal cations Ca’t® and the (approximately) tetrahedrical WO, ® anions (almost perfect
Ty symmetry), where o ~ 2 [45]. The crystal structure can be described by an ordered
sub-lattice of [WO4]?~ complexes, ionically bound to Ca?' cations [47]. The character of
the bonding within the WO, * anions is primarily covalent, exhibiting a splitting into o
and 7 bindings [44, 45].

2.1.2 Electronic Structure of CaWQ,: Ground State

The electronic structure of an idealized, undisturbed CaWQy single crystal lattice can
be described by several approaches. The strong ionic character of CaWQy justifies the
application of molecular orbital calculations as a starting point. In such a framework, the
energy levels of the crystal solid are approximated by the corresponding energy levels of
the molecular compounds. Applying density functional theory leads to a band-structure
representation of the electronic levels in the system. The corresponding bands can be
characterized concerning their type, gradient, symmetry and band-gap energy.

Molecular Orbital Theory

A representation of calculated energy levels of the main contributions of W and O ions for
two primitive unit cells of CaWOy can be seen in figure 2.2 a) [48]. Also indicated is the
band-gap energy E,q,, as calculated in [48] for this supercell of 1x1x2 unit cells of CaWOy.
A corresponding schematic diagram of the crystal-field spitting and hybridization of the
molecular orbits of the WO, anion (a ~ 2) is shown in figure 2.2 b). The initially discrete
molecular orbitals are broadened into energy bands in the solid [45]. This representation
indicates that the upper states of the valence band are mostly constituted from O 2p
(m and o) states whereas the lowest levels of the conduction band show largely W 5d
character. The topmost band of the conduction band consists of Ca 3d states [45].

Density Functional Theory

To further characterize the electronic band structure of CaWOQy, the ground-state total
energy and the electron density can be calculated using density functional theory (see
[45])2. The total density of states N7 (E) per unit cell of CaWQy, as evaluated in [45], is
displayed in figure 2.3 a). Included are the upper-core, valence-band, and conduction-band
states. The zero level of energy is chosen as the upper edge of the last occupied state.
All core-level energy-states show relatively small chemical shifts and are, thus, very little
influenced by the crystal structure. In figures 2.3 b), ¢), d), and e), the atomic contri-
butions of O, Ca and W orbitals to the density of states of the valence and conduction
band are displayed. Again, the zero of energy is chosen as upper edge of the last occupied
state. Due to the nearby (heavy) W ions, the 2p O orbitals experience strong crystal-field
splitting into o and 7 states [45], while the W 5d states are split into e- and to-like states
[45]. Tt can be seen that the valence-band’s upper edge is dominated by Oxygen contri-
butions (in more detail, the 2p 7 orbital [45]) whereas the conduction band’s lower edge

!The Ca and the W ions exhibit Sy point symmetry [45].
2In [45], only one-electron energies are taken into account. No exciton energy-levels have been used
there.
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Figure 2.2: Schematic drawing of the electronic level system of a WO, ® anion (o ~ 2): a)
main contributions of W and O ions to the crystal orbitals for a supercell of 1x1x2 primitive
unit cells (figure reprinted from [48], Copyright (2013) with permission from Elsevier), b) crystal-
field splitting and hybridization of the molecular orbitals of a WO ® anion (a =~ 2), numbers in
parentheses indicate the degeneracy of each state. The shaded boxes indicate the broadening of
the discrete states by neighboring molecules in the solid. Figure adopted from [45]. Copyright
(2013) by the American Physical Society.

primarily consists of Tungsten contributions (in more detail, the 5d e orbital [45]). The
bandwidth of the valence band amounts to about 5eV, the width of the lower conduction
band is about 1eV. The additional upper conduction band which is dominated by Ca 3d
states starts about 2eV above the conduction-band edge.

Electronic Band Structure

From the calculations of the density of states, a band-structure diagram for CaWOQOy,
as shown in figure 2.4, can be deduced [45]. The minimum bandgap of CaWO, is at
the I" point of the Brillouin zone, indicating that CaWOy, is a direct band gap material.
The dispersion of the valence band is relatively small. The width of the O 2p 7 states
constituting the top of the valence band is only 0.5eV per band [49]. The entire valence
band (including the W 5d t5 contributions) is quite wide. In addition, the splitting of the
conduction band into two sub-bands, as already indicated in figure 2.2 b) (the W 5d states
and the Ca 3d states, respectively), can be seen. The width of the lower conduction band
(ICB) can be determined to Ey;qn—108 =~ 1eV.

Band Gap Energy

On the basis of the calculations in [45], the band-gap energy of CaWQO, can be determined
to be Eyqp ~ 4.09eV. However, this value can just be taken as an estimate as band-
gap energies calculated from density-functional theory are known to be underestimated
(see [45] and references therein). Theoretically calculated and experimentally determined
values for the band-gap energy® can also be found in other references. In the following, a

3The experimental value is usually assigned by extrapolation of a linear fit to the fundamental absorption
edge.
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Figure 2.3: Density of states in CaWQy from [45]: a) total density of states for upper-core, valence
and conduction band, core states labeled according to their dominant orbital behavior; b) partial
densities on an expanded scale, showing the individual contributions of Ca, O and W to the
valence and conduction band; partial densities are weighted by the respective ionic charges within
the applied muffin-tin spheres of the calculations [45]; c¢), d) and e) partial densities of states as
in b), showing the individual contributions of O, W and Ca in more detail. For all figures: Zero
energy level at upper edge of last occupied band. Figures adopted from [45]. Copyright (2013) by
the American Physical Society.

[

E (eV)
S N W oR NS S

Figure 2.4: Band-structure diagram for CaWQO,. The band dispersions are plotted along the three
symmetry directions of the body-centered-tetragonal Brillouin zone. Figure adopted from [45].

Copyright (2013) by the American Physical Society.
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2.1 Basic Properties of CaWQy4

few examples of band-gap energies assigned to different CaWQO4 samples are given:

¢ An experimental and theoretical study of undoped CaWQ, powders, grown with
the micro-wave assisted hydrothermal method, is described in [50]: Eyqp = 4.7¢V
+0.05eV.

e CaWOQy crystalline and distorted thin films, synthesized following a soft chemical
method are investigated (theoretically and experimentally) in [48]: E,,), = 5.27eV
(crystalline sample?).

e Two samples from CaWOy single crystals grown with the Czochralski technique are
studied in [51]. The focus of this investigation is the (temperature-dependent) spec-
tral shape of the scintillation-light output under one- and two-photon excitation®:
Egop = 5.2eV £ 0.3eV.

o A sample of a CaWQy single crystal grown in Russia was examined in [52] by studying
the photoluminescence and thermoluminescence spectra under electron excitation®:
Egup = 4.8¢eV.

From these examples, it can be seen that the determined values for the band-gap energy
of CaWOQy roughly range from 4.7¢V to 5.3eV. The mean value determined from these
data yields a band-gap energy for pure CaWOQy, single crystals of ~ 5.0eV. Thus, in the
following, the value, Eyy, = 5.0eV for the band-gap energy of CaWOy, will be adopted
and used throughout this work.

Summary of the Electronic Structure of a CaWQO, Single Crystal

In summary, it can be stated that the undisturbed, unexcited electronic configuration of
CaWOy, can be described by a filled valence band of ¢; symmetry (O 2p w-character) and
an empty ~ 1leV wide conduction band of e symmetry (mainly W 5d e-character) [45].
This configuration corresponds to filled one-electron states below the band gap, i.e., a
t9e0 electron-configuration [45]. Above this conduction band (W 5d e-character), a second
conduction band (mainly Ca 3d character), ~ 2eV higher in energy, can be found. The
minimum gap separating the valence and the e-conduction band can be found in the middle
of the Brillouin zone and can be determined to ~ 5.0eV.

2.1.3 Deformation of the Electronic Structure due to Defects

In every real crystal structure, irregularities and impurities can be found. For CaWQOy4
single crystals, the major deviations from a perfect single crystal structure are reported to
be due to deformed W-O bonds”, Mo impurities® (substituting a W ion) or O deficiencies

4For the structurally disordered sample, a value of FEgap = 4.15eV has been determined experimentally.
This value is not taken into account here as the undisturbed electronic structure of CaWOQy, is of interest.

5The lower bound of 4.9eV corresponds to the (extrapolated) onset of the two-photon-excitation thresh-
old. The upper limit of 5.5eV accounts for a possible suggested shift of the two-photon excitation spectrum
towards lower energies (relative to the band gap) due to strong electron-phonon coupling [51].

5This value is actually the energy of a sharp edge in the excitation spectrum. This could be interpreted
as the band-gap energy as the observed behavior is characteristic for the excitation within the intrinsic
Urbach absorption edge [52].

"Deformations can occur close to impurities or, in general, can be caused by defects in the crystalline
structure.

8Due to its chemical similarity to Tungsten, molybdenium is known to be one of the major contaminants
in the raw material used for CaWOQ, production [32].
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Chapter 2. Light Production and Quenching in CaWOQy4

[32, 48]. Measured impurity densities (density of chemical impurities) of different CaWO,
crystals show typical occurrences of single elements of the order of 1 to 10ppm (parts per
million) and maximum occurrences of single elements of the order of ~ 100ppm (see, e.g.,
[53] or appendix B in [54]). In total, the maximum impurity densities typically are in the
range of roughly 50 to 400ppm. Such disturbances of the regular lattice, like impurities or
deformed unit cells, can give rise to symmetry-breaking processes of the lattice, known to
promote the creation of intermediary energy levels within the forbidden band gap [55]. An
example of energy levels, as obtained from molecular orbital calculations for a distorted
primitive unit cell, of CaWQO, can be seen in figure 2.5: For the level scheme in a), a
regular unit cell was considered whereas, for the level scheme in b), one of the W ions was
shifted 0.3A away from one of its attached O ions, thus, increasing the corresponding bond
length. It can be seen that breaking the predominant Ty-symmetry leads to the creation
of electronic levels within the band gap while maintaining the character (symmetry and
type) of the energy levels constituting the band edges of the valence and conduction bands.
The same holds true for the energy-level scheme of unit cells distorted by an Oxygen
vacancy [32]. Also for Mo impurities, the structure of the energy levels constituting the
valence- and conduction-band edges can be assumed to be identical [56, 57, 45]. The
introduction of, e.g., Bi impurities changes the character of the respective energy levels (see
[58]). For deformed [WO,)?>~ complexes, different values for experimentally determined
band gaps are reported. Experimentally and theoretically determined deviations from the
undisturbed band gap range from ~ 0.3eV [50] to ~ 1.2eV [48]. For CaMoQOy, a band gap of
4.6eV is reported [45]. Thus, deviations of the band-gap energy for unit cells incorporating
Mo in CaWQy in comparison to the undisturbed band gap can be expected to be ~ 0.4eV.
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Figure 2.5: Main contributions of W and O ions to the crystal orbitals for one primitive unit cell
of CaWOy: a) undisturbed, regular primitive unit cell, b) distorted unit cell where one W-O bond
was elongated by 0.3A. Reprinted figure [48], Copyright (2013), with permission from Elsevier.

Defects, as the above mentioned Mo impurities or Oxygen vacancies, are known to intro-
duce deep electron traps? into the electronic structure of CaWO, which are stable up to
room temperature or even above [32]. As will be shown below, the existence of such traps is
clearly not beneficial for an efficient transfer of energy to the intrinsic scintillation centers
in CaWOy (see sections II1/2.2 and I11/3.1.4). Hence, the introduction of impurities or

“The nature of deep hole traps in CaWOy, as, e.g., induced by stable radiation damage (remaining
coloration of the crystal), is not yet clear [32].
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disordered unit-cells should, of course, be avoided right from the beginning, e.g., by using
the purest raw materials possible for the crystal production or by application of thermal
treatment of the crystals for annealing of structral defects. However, as mentioned above,
any real single crystal incorporates defects. One attempt to overcome this restriction is
the use of dopants. Concerning the suppression of deep electron traps due to Oxygen
vacancies in isostructural PbWQy, doping with La3" is reported to be beneficial [32]: La,
replacing the Pb cation (or, for CaWOQy, the Ca?*t cation), can act as an electron donor
and, thus, supplies the lattice with additional electrons to fill deep traps. The especially
interesting feature of La doping (in comparison to doping with other rare earth elements)
is that it is known to compensate for the electron deficiencies without introducing addi-
tional energy levels within the forbidden band gap!'® of PbWO, [49]. A similar mechanism
is suggested for La-doped!! CaWOy [32, 59].

2.1.4 Electronic Structure of CaWOQ,: Excited State

Energy deposition in a CaWQy single crystal typically leads to excited electrons in the con-
duction bands and holes in the valence band'?. These charge carriers relax via energy-loss
processes (like, e.g., creation of further ionization and phonon emission) to the respective
band edges to form the energetically lowest, excited electronic-state. In the following, the
electronic configuration -for a perfect crystal lattice- adopted after this relaxation process
will be described.

Hole Relaxation and Self-Trapping

In CaWOy, holes being created deep within the valence band are supposed to show quite
high mobility during their relaxation process to the band edge as the entire valence band
in which they reside is quite wide (~ 5eV) [49], see figure 2.4. However, when they are
relaxed to the band edge, the small dispersion of the valence band edge causes efficient
auto-localization of the hole'® preferentially in the 2p 7 orbital (see figure 2.2) of the
[WO3]?>~ complex (see, e.g., [49, 32]). The localization-process of the hole is accompanied
by a trigonal Jahn-Teller distortion of the electronic structure of the tetrahedron with a
Jahn-Teller energy'* of Ejr_j, ~ 0.63eV [60]. This distortion corresponds to a spatial
reconfiguration of the unit cell (deformation) and a redistribution of the charge [50]. This
deformation is accompanied by the creation of defined energy levels within the band gap
near the top of the valence band, shifted by the Jahn-Teller energy and, thus, leads to the
formation of self-trapped holes (STHs) in CaWO, [32]. Due to the thermal trap depth!®

10This behavior can be ascribed to the electronic structure of La: If La is stripped off its 5d* electron,
the closed shell configuration [Xe] 6s® remains. This configuration exhibits the same number of valence
electrons (also in the s-orbital) as the replaced Ca.

171t is already known that La®>" doping of CaWO, reduces radiation-induced absorption of the crystal
([32] and references therein).

2For a more detailed discussion of the energy-loss process of a particle and other possible excitations
and intermediary steps in the energy-distribution process, see section I111/3.1.1.

13The smaller the dispersion width of a band, the smaller the localization energy that has to be overcome
by the carrier in the self-trapping process ([49] and references therein).

4The Jahn-Teller energy corresponds to the energy difference of the new level within the band gap and
the undisturbed band edge.

5The thermal trap depth corresponds to the energy that has to be overcome to thermally activate de-
trapping of the hole, i.e., to enable hopping of the hole to neighboring [WO4]27 complexes. The energy
required for such a hop can be identified with the energy of the saddle point of the disturbed potential
between two neighboring [WO4]>~ complexes [60] and can, thus, be smaller than the Jahn-Teller energy.
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Chapter 2. Light Production and Quenching in CaWOQy4

of roughly 0.33eV [32] to 0.42eV [49], STHs are stable up to temperatures of roughly
150-175K. This could also be deduced from the occurrence of a thermoluminescence peak
at these temperatures. The observed thermoluminescence is attributed to the onset of
tunneling of STHs, leading to recombination with electrons localized in deep electron
traps'® [32]. Thus, at room temperature, STHs exhibit a certain mobility. The typical
detrapping time can be determined to be ~ 50ms [32]. This is more than three orders
of magnitude larger than the typical decay time of the scintillation light of CaWO, at
room temperature which is of the order of 10us (see the following section I11/2.2). Hence,
regarding the scintillation mechanism in CaWQ,, STHs can be considered to be stable
and immobile even at room temperature.

Electron Relaxation

Excitation of an electron can lead to a primary occupation of a state either in the lower
or in the upper conduction band (see figure 2.4). Only electrons excited into the up-
per conduction band can be considered as free charge carriers in the crystal [45]. This
identification can be deduced from experimental observations:

e Photoconductivity in CaWQy crystals is reported to be observable for excitation
energies larger than 6.2eV while the band-gap energy is only ~ 5.0eV [47].

e An offset of ~ 2.2eV is measured between the band-gap energy and the onset of
the excitation of thermoluminescence [49]. This indicates that only electrons being
excited into the upper conduction band are mobile and can efficiently migrate to
defects where they get localized in deep traps.

Hence, electrons excited into the upper conduction band migrate through the crystal un-
til they are relaxed (via ionization and/or phonon production) into the lower conduction
band. There, they can either directly get trapped by existing deep electron traps, directly
get localized at [WO}]?~ complexes distorted by a STH to form self-trapped excitons (for
more details, see section III/2.1.5) or undergo a migration-period until they get either
trapped or localized!” (for a discussion of this migration process, see section I1I/2.1.5).
Experimental indications pointing to a mobility of electrons in CaWOQO, will be discussed
below in section I11/2.2.3 in the context of the scintillation-light pulse-shape.

Electrons directly excited into the lower conduction band cannot move freely through
the lattice, but are localized at the respective [WOZ]Q_ complex where usually also the
created hole resides and forms a STH [61]. As will be explained below in section I11/2.1.5,
this implies that most electrons excited into the lower conduction band directly form exci-
tons without an intermediate migration stage. For this reason, the lower conduction band
is sometimes called the excitonic band [61].

Electronic Structure and Transition Selection Rules

Electrons and holes relaxed to the band edge correspond to the lowest energetic electron
configuration tfe! (see figure 2.6 b). For this configuration, group theory predicts four

These deep electron traps are supposed to be stable at least up to room temperature, see section
I11/2.1.3.
"In CaWOy, self-trapping of electrons in a non-disturbed lattice is not known to occur [49].
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2.1 Basic Properties of CaWQy4

excited states'®: Two singlet and two triplet many-electron states: Ty, 'Ty and 3T, 3To,
respectively [45, 62]. Of course, the transition of electrons from the ¢ ground state with
LA symmetry into an excited state (singlet or triplet state) underlies electric and magnetic
selection rules (see, e.g., [47]). Regarding possible transitions between these energy levels,
only the transition 'A; — 1Ty is electric dipole allowed and, thus, expected to account for
the fundamental absorption edge of CaWOQy [62, 57]. The transition 'A; — T is only
magnetic dipole allowed and is, therefore, not expected to contribute significantly to the
absorption process of photons [62]. The transitions 'A; — 3T/ 3Ty are in principle spin-
forbidden. However, de-excitation of the system could be accomplished via the reverse
transitions: 3T1/3Ty — 'A1, as these transitions become partially allowed by reduction
of the degeneracy of the 3T; and 3T, levels. The reduction of degeneracy is caused by
spin-orbit coupling and Jahn-Teller splitting induced by the STH at the [WO3]?>~ complex
[62, 63]. As indicated in [63] for the example of PbWOQy, the energy ordering of the
sub-levels created by such splitting cannot be deduced from group theory predictions.
Actually, arguments can be found' that the lowest-lying energy levels contributing to
the de-excitation of the system originate mainly from the 3Ty state (see [62]). In figure
2.6, a sketch of such an energy-level scheme including the possible transitions between the
different states can be seen: On the left hand side, the excitation of a [WOy] 2~ complex (in
Ty symmetry) is depicted. On the right hand side, the level scheme arising from the hole
self-trapping process leading to the shifted STH state and the Jahn-Teller and spin-orbit
splitting of the 3T level (JT-SO-3T3 states) can be seen.

Thus, it can be assumed (and is adopted and used in the following) that radiative de-
excitation of the system can only occur via partially allowed transitions from JT-SO-3T,
split states to the STH state?® (see, e.g., [62]). As these transitions are only partially
allowed, the corresponding lifetimes of these excited states are rather large (see section
I11/2.2.3). As will be shown later (see section I11I/2.2.3) and as indicated in figure 2.6 (for
the 3T level), the energy gap, AEgpt, between these split states is of the order of ~ 1meV
[57].

2.1.5 Self-Trapped Excitons in CaWOQ,

Creation of Self-Trapped Excitons (STEs)

Figure 2.7 depicts a schematic representation of a typical STE-formation process. It is
widely accepted that electrons in CaWQy, relaxed to the conduction-band edge (3Ty level)
of a [WO3]?>~ complex (hosting a STH within the band gap) align with the STHs to form
self-trapped (Frenkel-) excitons, STEs (see, e.g., [65, 41]).

Of course, also energetically lower-lying states in the valence band and energetically higher-lying
states in the conduction band can contribute to transitions. However, for the scintillation mechanism, the
transitions between the energetically closest-lying states of valence and conduction band are of interest as
excited charge carriers typically relax to the band edges before recombining. For transitions between other
states, see, e.g., [47].

9 As pointed out in [62], the energetically lowest-lying state that is expected to be created by the
symmetry-breaking process of the Ty level should exhibit 'E symmetry [62]. The transition 'E — 'A;
would yield polarized scintillation light in contrast to the observation of unpolarized scintillation light [62].
Due to this experimental indication, a significant contribution of this transition to the de-excitation in
CaWOy, can be ruled out [62].

20 Another level-mixing scheme is suggested in [64, 63] for PbWQ,4 where it is assumed that pseudo-Jahn-
Teller interaction leads to a mixing of 3T; and 3T states resulting in a more complicated structure of the
energetically lowest-lying excited states.
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Figure 2.6: Ordering of the energy levels in a [WO4]?~ molecule: Left hand side: During excitation
of an electron into the lower conduction band (as obtained from molecular orbital theory [57]).
Right hand side: After self-trapping of the hole which leads to the splitting of the 3Ty state by Jahn-
Teller and spin-orbit coupling (JT-SO-3Ty). Vertical arrows (see legend) symbolize absorption and
emission transitions between the energy levels. Additionally, the spin-orbit splitting of the 3T level
of the order of ~ 1meV [57] is indicated.

As indicated in figure 2.7, the process leading to the creation of a STE occurs in several
steps. The excitation of an electron (by photon absorption or ionization by a particle)
leads to an electron in the conduction band and a hole in the valence band. The hole self-
traps (creation of hole level within the band gap) and induces a distortion of the electronic
configuration of the [WO3]?>~ complex yielding a potential well (JT-SO->Ty states) for the
electron in the conduction band. The electron relaxes to the conduction-band edge (*T5
level) from which a transition to the ground state is spin-forbidden (see section I11/2.1.4).
Further relaxation of the electron into the potential well corresponds to trapping of the
electron by the STH and, thus, to formation of an STE. The STE exhibits a rather large
lifetime (~ 10us at room temperature) as the transition between the JT-SO-3Ty states
and the ground state is only partially allowed (see section II1/2.1.4).

The character of the energetically lowest state of the STE is supposed to reflect the type
of the electronic states constituting it: In particular, the state of the STE mainly corre-
sponds to the triplet state 3Ty of the tJe! configuration (see section I11/2.1.4). As the
triplet state 3T experiences spin-orbit splitting into energetically closely-lying states (see
figure 2.6), it is suggested that the corresponding STE state should also exhibit splitting
into energetically closely-lying energy levels with a comparable energy-splitting of the or-
der of AE;; =~ 1meV. Due to the strong electron-phonon coupling in CaWOy [66], at
room temperature, these levels are subject to huge broadening leading to an intense over-
lap between them (see [66] and the discussion in section I11/2.2).

Experimental evidence for the creation of STEs in CaWOy can, e.g., be found in [65]
where time- and wavelength-resolved, transient optical absorption spectra were measured

for CaWQ4 at 100K. The electron and hole component of the STE can each be detected
through their respective typical excited-state absorption (ESA) energies:

e Epga_e ~ 2.5eV for electrons, corresponding to a transition from the bottom of the
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Figure 2.7: Schematic representation of the STE-formation process in a [WO4]?~ complex: Open
circles represent holes, closed circles electrons. Black arrows represent the following processes,
respectively: 1 - excitation of the electron from the valence band (VB) into the lower conduction
band (CB): *A; — T, (into the energetically higher-lying singlet state, see figure 2.6); 2 - self-
trapping process of the hole yielding hole and electron energy-levels within the band gap; 3 -
relaxation of the electron to the band edge, i.e., the energetically lowest-lying (spin-orbit split)
triplet state: Ty — 3Ty; 4 - formation of the STE through trapping of the electron by the STH,
i.e., distortion of the energetically lowest-lying states of the conduction-band edge into a potential
well for the electron. In reality, the processes labeled as 3 and 4 occur simultaneously. Green
arrows and labels indicate energy differences and are explained in the main text.

potential well (distorted 3T state) to the ¢ states of the conduction band?! (upper
edge of the lower conduction band, see figure 2.2 b)

e Epsga_pn ~ 1.7eV for holes, corresponding to the excitation of an electron from within
the valence band?? into the Jahn-Teller shifted STH-state [66, 60]

The corresponding energies can also be found in figure 2.7 indicated by green arrows.
Proof that these components are involved in the scintillation process is provided by the
fact that their lifetimes show the same temporal behavior as the decay-time of the scintil-
lation light of CaWQy. Additionally, a weaker spectral component centered at 1.3eV with
a lifetime of ~ 20ns was detected in the transient absorption spectrum. This component
can be assigned to electrons that are participating in a delayed formation of STEs as the
time structure of this ESA coincides with the delayed rise of a fraction of the lumines-

2n principle, this transition would be parity forbidden. However, due to mixing with the d-orbital of
the metal cation, the transition gets partially allowed [66].

22No information on the energy levels in the valence band from where electrons are excited could be
found. However, from the rather large energy of Egsa_p = 1.7€V in contrast to the Jahn-Teller energy
of the STH, Ejr_n = 0.63€V, it can at least be deduced that the respective electron levels cannot be the
ones constituting the valence-band edge.
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Chapter 2. Light Production and Quenching in CaWOQy4

cence decay-time spectrum??® (for a more detailed discussion of this observation, see section
I11/2.2). In contrast to these delayed STEs, very fast trapping times, ~ 200 + 50fs, are
reported in [61] for electrons excited directly into the excitonic band (lower conduction
band), indicating direct creation of STEs without intermediate STH production.

From the ESA energy for the electron component of the STE, Epga_. =~ 2.5eV [65],
in combination with the width of the lower conduction band (see, e.g., [45] and figure 2.3),
Eyidath—icB =~ 1€V, the trap depth of electrons in the STE, Es7E_c—trqp, can be estimated
to

ESTEfeftrap = Egpsa—e — Ewidth—icB =~ 1.5eV, (21)
corresponding to the difference in energy of the undisturbed conduction-band edge and
the depth of the potential well for the electron in the STE. This trap depth of electrons in
the STE as well as the width of the lower conduction band are both indicated in figure 2.7
by green arrows. Together with the band-gap energy of Eyq, = 5.0eV of the undisturbed
lattice (see section I11/2.1.2) and the Jahn-Teller energy of the STH, Ej7_j, = 0.63eV (see
section I11/2.1.4), a rough estimate of the energy stored in the STE, Egrpg, can be given:

ESTE = Egap - ESTEfeftrap - EJT—h ~ 2.9eV. (22)

The band-gap energy as well as the Jahn-Teller energy of the STH are both depicted in
figure 2.7 by green arrows.

Mobility of Self-Trapped Excitons: Diffusion Coefficient, Diffusion Length and
Migration Time

As can be seen from equation 2.2, a huge energy difference of ~ 2.1eV exists between
the minimum energy needed to create a STE, Eyq, = 5.0eV, and the energy of the STE,
Estr =~ 2.9eV. Especially at low temperatures, this leads to a strong localization of the
exciton at the respective [WO4]?~ group and, thus, to the identification of the exciton as a
self-trapped Frenkel exciton. Due to this huge energy difference, it could be expected that
these STEs exhibit no mobility at all, even at room temperature. However, as shown in
[67], the shape of the respective energy-potential curves (see figure 2.8) of the ground state
and the excited exciton state?* allow for a thermally activated hopping-type migration of
the STE from one neighboring [WO4]?~ to another already at low temperatures (~ 10K,
see the following discussion).

Due to the flat slope of the potential curve of the STE excited states, a small thermal acti-
vation energy (excitation to an energetically higher-lying vibrational state), AE ez —mobilitys
is sufficient to create an overlap between the energy-potential curve of the STE and the
ground state of the neighboring [WO,]?>~ group, enabling its excitation indicated by the
upward arrow [67] (see figure 2.8). This "resonance” permits the transfer of the excitation
to the next [WO4]?~ group which can be interpreted as thermally activated hopping of
the STE. This corresponds to a random-walk migration of the STE through the crystal
lattice [67]. Such a thermally activated random-walk migration can be described by a
temperature-dependent diffusion coefficient D(T) [67, 68]:

AEezfmobility )

D(T)=Dy-e" "7 (2.3)

23The rest of the electrons, the major part, seems to directly form STEs (see [65] and the discussion in
section III/2.2).

#4Tn [67], the shapes of the potential curves are inferred from the shapes of the excitation and emission
energy-spectra.
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ENERGY

Figure 2.8: Schematic drawing of a configuration-coordinate diagram of a STE in CaWO,: Shown
is the steep slope of the potential curve of the ground state (lower parabola) from which excitation
of the [WO4]?~ can take place (upward arrow), and the flat slope of the excited states curve (upper
parabola). Excitation of the [WO4]?~ can occur, e.g., via photon absorption by the electron or
ionization induced by a moving particle. Additionally, different energy levels are exemplarily
indicated: The ground state and two vibrational levels (excited states) of the STE and the lowest
level of its electronic ground state. AE corresponds to the activation energy that has to be overcome
to transfer the STE from one [WO4]?~ to another (in the text the notation AEcz—mobility is used).
Reprinted with permission from [67], AIP Publishing LLC.

where AE;_mobility is the activation energy, kp the Boltzmann constant, T the tempera-
ture and Dy is the constant value reached in the high-temperature limit. As discussed in
more detail in appendix A.1, STEs residing at regular unit cells or at disturbed unit cells
are supposed to exhibit slightly different activation energies, AEc; _mopitity,reg =~ 4.5meV

and AE_, . opiity dist = 6.9meV [67], but the same constant Dy ~ 1.2-10_7% [68]. Thus,
STEs residing at regular [WO,]?>~ groups or at distorted [WO,]?>~ groups can be assigned
slightly different temperature-dependent diffusion coefficients:

Cm2 (_ 4.5me\/)

DSTE reg(T) = ].2 . 1077? .e kp-T (24)
2 6omev
Dgrp ain(T) = 1.2 10_7% . e( hp T ) (2.5)

The following discussion of the exciton mobility is presented for STEs at regular unit cells.
Of course, the same calculations can be performed for STEs at distorted unit cells.

Following [68], STEs in CaWQ, can be assigned a typical, temperature-dependent diffusion-
length luig 1ee (1) during their (also temperature-dependent) lifetime Torg g (1):

A Ee)«mobility7 reg

ldiﬁ reg (T) — \/2 * TSTE reg (T) : DSTE reg (T) — \/2 * TSTE reg(T) : DO . 6(_ kBT ) (26)

With this equation, a diffusion length of ~ 13.5nm at room temperature can be calculated.
At temperatures < 4.6K, migration of excitons during their typical lifetime is suppressed as
the diffusion length becomes smaller than the distance between two neighboring [WO,]?~
complexes (dw.w = 3.87A | see section I111/2.1.1). For a more detailed description of the
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determination of these values, see appendix A.2. Due to the highly symmetric position of
[WO4]2~ groups in the crystal structure (section I11/2.1.1), no directional dependencies of
the exciton mobility in CaWOy are expected.

As described in [68], the migration of a STE in the CaWOy lattice can be characterized as
nearest neighbor random-walk. In such a model, a typical (temperature-dependent) hop-
ping time tj, ,.,(1") needed for one energy-transfer step can be assigned to the migrating
exciton:

v

thelT) = 65— )
hreg( ) 6~DSTEreg(T)

(2.7)

where dy._w is the lattice spacing between neighboring tungstate complexes (see section
I11/2.1.1) and Dgrg o (T) is the temperature-dependent diffusion-coefficient. If the density,
Clietects, Of disturbed unit cells (defects) in a CaWOQOy is known, from this hopping time a
resulting energy-transfer rate from regular units cells to defects can be calculated [68]. The
inverse of this transfer rate corresponds to the migration time 7, res aiet. (I') for STEs
from regular units cells to disturbed unit cells:

Tig, reg.%dist.(T) = t}é,reg(T) (2.8)
defects

Of course, also STE migration back from the distorted unit cell (defect) to a regular unit
cell is possible. In this case, the ”defect density” specifying the density of available final
states for this process (regular unit cells) is (1 — Cyerects) = 1. Thus, the corresponding
migration time, Ty, aist.res. (1), for STEs from defect states (distorted unit cells) to regular
unit cells should be given directly by the corresponding hopping time tj 4. (7'). For the
calculation of this hopping time, the diffusion coefficient for STEs at distorted cells has to
be used.

2.1.6 Electronic Structure of Excited Defects

In the following, a few comments on the electronic structure of excited unit cells incor-
porating typical defects (as discussed above in section II1/2.1.3) are presented. Different
states after the relaxation of excited electrons are discussed:

e An electron from a distorted unit cell gets excited, but is trapped or localized some-
where else in the lattice:
This leads to a single hole remaining at the distorted unit cell. As discussed in sec-
tion I11/2.1.3, distorted unit cells exhibit a very similar electronic configuration as
regular unit cells. Thus, it can be expected that the hole at the distorted unit cell
also undergoes self-trapping. This leads to a STH and the corresponding potential
well in the conduction band. This potential well corresponds to an empty, very deep
electron trap within the band gap. As the mobility of STHs can be neglected on
typical timescales of the scintillation-light production, such STHs can be considered
as stable and as removed from the STE-production process.

e An electron from a regular unit cell is excited and gets trapped - during its relaxation
process - in the energetically lower-lying electron level of a distorted, not excited unit
cell:

This leads to an electron located in the potential well of the conduction band at a
distorted unit cell, without a hole (or STH) present in the valence band. As discussed
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above in section I11/2.1.3, these trapped electrons are immobile at room temperature
and at all lower temperatures. Thus, these electrons can be considered as removed
from the STE-creation process.

o An electron from a distorted unit cell gets excited, remaining at (or migrating back
to) the distorted unit cell:
As discussed in section 111/2.1.3, for deformed [WOy4]?~ complexes, Mo impurities,
and Oxygen vacancies, a similar electronic configuration as for undisturbed unit
cells can be expected. Thus, it is supposed that excitation of such unit cells also
leads to STH creation followed by STE formation. However, the electron and hole
energy-levels (from which the STE originates) are closer to each other due to the
distortion of the unit cell: Experimentally determined variations of the band gap
due to deformation of the unit cell amount to AFEy,, ~ 0.3 — 1.2eV (see section
I11/2.1.3). Thus, the electronic levels taking part in the STE-creation process are
already deformed, even before the hole gets self-trapped. The additional deformation
of the energy levels due to the Jahn-Teller distortion (see the discussion of hole
relaxation and self-trapping) can be expected to be less severe, but nonetheless
present. Hence, the decreased band gap of distorted unit cells can be expected to lead
to a reduction of the STE energy by a maximum amount of AFy,, compared to STEs
at regular unit cells. Thus, for deformed unit cells, probably STE energies ranging
from minimal ~ 1.9eV up to the energy of STEs at regular unit cells, Egrrp = 2.9¢V,
could be expected.

o A distorted unit cell gets excited in the course of energy transfer by exciton migra-
tion:
As just discussed, it is expected that a STE with reduced energy is created at such
excited, distorted unit cells.

In summary, excitation of distorted unit cells is expected to lead either to STE formation
there or to trapped charge carriers being efficiently removed from the STE-creation process.
In accordance with the discussion of STEs at regular unit cells, also the energy levels of
STEs at deformed unit cells should experience (temperature-dependent) broadening due
to strong electron-phonon coupling in the CaWOQy lattice.

2.2 Established Knowledge on the Light Generation in CaWOQ,

In this section, a generally accepted model describing the scintillation-light generation in
CaWOQy single crystals is presented. For a typical example of an emission spectrum of
CaWO, excited by 31eV photons at 8K??, see figure 2.9 a). Typical examples of light
pulse-shapes at 295K under different excitations can be seen in figure 2.9 b).

In the following, at first, the generally accepted mechanism to produce the scintillation
light at and around the peak wavelength of the spectrum (~ 420nm) is presented. There-
after, the origin of the asymmetric shape of the spectrum and, thus, of the scintillation
light at larger wavelengths, A = 500nm, is discussed. Further, a review of the temperature
dependency of the decay time of the scintillation light as well as of the light yield of CaWOQOy
is given. Finally, an overview of experimentally determined Quenching Factors, specifying
the varying amount of light output for different interacting particles is presented.

*Data extracted from figure 1 in [46] using DataThiefIII [69)].
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Figure 2.9: Panel a) Typical luminescence spectrum of a CaWOQy single crystal measured at a
temperature of 8K (data adopted from [46]). Excitation was realized with 31eV photons from
HASYLAB (DESY) [46]. Panel b) Typical scintillation-light pulse-shape of a CaWOQy, single crystal
at T = 295K. Curve 1: Excitation by a ~-particle; Curve 2: Excitation by an a-particle; Red lines:
Respective best fit obtained for a simple pulse-shape model using two exponentials [41]. Figure b)
adopted from [41]. Copyright (2013) by John Wiley & Sons Inc.

2.2.1 Scintillation Mechanism in CaWQ,

After excitation of a CaWQ, crystal, STEs at regular and distorted unit cells as well as
separated STHs and trapped electrons can be found (see discussion in section I11/2.1.4).
The major part of the emission spectrum (i.e., the high-energy part of the spectrum,
see figure 2.9 a) is well described by the radiative recombination of (Frenkel-type) STEs
at regular [WO4]?~ complexes [62, 67, 57, 32]. Thus, CaWO, can be identified as self-
activated, intrinsic scintillator?® [70] containing an intrinsic scintillation center in every
(regular, non-defective) unit cell. Luminescence photons resulting from the recombination
of STEs (Ey = Egrg =~ 2.9e¢V) are Stokes-shifted by ~ 2eV compared to the band-gap
energy, Egqp = 5.0eV. This large Stokes shift and the broad emission spectrum (see figure
2.9 a) show that the excitons are, in fact, self-trapped before emitting photons [45].

The character and type of the involved energy levels as well as their energy ordering
and distances can be inferred from the discussion in section III/2.1.5. This leads to a
schematic representation of the potential curves of the energy levels involved in the exci-
tation and relaxation processes of STEs at regular [WO4]>~ complexes as shown in figure??
2.10. The potential curves of the ground state of the system involved in the excitation
process are shown in red: The 'A; state (valence-band edge, zero of energy) and the 1Ty
state (conduction-band edge®®) with the energy gap Egqp = 5.06V between them. The
STH state and the two excited electron states resulting from Jahn-Teller and spin-orbit
splitting of the 3Ty level (indicated as JT-SO-3Ty in figure 2.10) can be seen in blue. The

26For a general classification of inorganic scintillators, see appendix A.3.

2"The only feature discussed in section III/2.1, but not indicated in figure 2.10 is the overlap of the
STH-potential curve with neighboring [WO4]?>~ complexes allowing for thermally activated hopping of the
STH.

28 Although the singlet levels are energetically lower this definition is adapted here. As discussed in section
I11/2.1.4, the fundamental absorption of CaWQy, is expected to occur due to the *A;—'Ty transition.
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Figure 2.10: Scheme of potential-energy curves of a [WO4]?~ complex during excitation and recom-
bination of a STE: The zero of energy is identified with the ground state of the system. The energy
(y-) axis scaling is only a qualitative representation. Curves shown in red correspond to levels in-
volved in the excitation process (upward red arrow): The electronic ground-state configuration
1A, and the empty singlet and triplet states 1T1’2 and 3T1’2. Curves shown in blue indicate levels
involved in the de-excitation process (radiative recombination corresponds to downward arrows):
The STH level depicts the self-trapped hole level of the STE, the levels indicated as JT-SO-3T,
corresponds to the Jahn-Teller and spin-orbit split states of the electron of the STE. Corresponding
energies and energy differences are labeled in green. For a more detailed description, see main text.

deformation of the unit cell due to the self-trapping process of the exciton is represented
by the horizontal shift (along the configuration coordinate) of these levels compared to the
ground states. This shift corresponds to the deformation energy stored in the lattice for an
excited STE. Excited electrons and holes relaxed to these states constitute the STEs with
an energy of Egrp =~ 2.9eV. The STH state is Jahn-Teller shifted by AE jr_, =~ 0.63eV
in relation to the valence-band edge. The JT-SO-3T, states experience an energy shift
of EsTE—c—trap =~ 1.5V in relation to the undisturbed conduction-band edge. The two
JT-SO-3Ty states are separated from each other by an energy AEgpi (order of magnitude
~ 1meV). Also indicated is the "resonance” of the JT-SO-3Ty states and the ground state
of the [WO4]?~ group enabling excitation (upward arrow in red) of a neighboring [WO4]?~
with the resulting energy barrier of AEc,_mopitity = 4.5meV for exciton migration (com-
pare figure 2.8). Additionally, the overlap of the JT-SO-3Ty states and the ground state
can be seen on the right hand side, illustrating radiation-less recombination of STEs under
phonon emission. The corresponding energy barrier that has to be overcome to realize this
process is AE,on—rad = 0.32eV (see [41] and section 111/2.2.3). The downward arrows in
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blue indicate recombination of STEs under photon emission. If de-excitation of the STE
occurs via this process, the energy stored in the deformation of the unit cell (horizontal
shift compared to ground state) is released as phonons.

From this representation, it becomes clear that the probabilities for the different processes
(radiative, non-radiative recombination and migration) to contribute to the lifetime of
STEs in CaWQy are highly dependent on temperature. At 0K the radiative de-excitation
from the energetically lower-lying JT-SO-3T5 state represents the only remaining possibil-
ity. For increasing temperature, successively, it becomes possible for STEs to (thermally
activated) overcome the respective energy barriers. Thus, recombination from the energet-
ically higher-lying JT-SO-3T; state and exciton migration to neighboring unit cells become
possible until non-radiative return to the ground-state is also enabled. The temperature
dependencies of these processes are reflected in the temperature-dependent changes of the
emission spectrum, of the decay time and of the light yield, as will be presented in the
following.

2.2.2 Wavelength Spectrum of the Scintillation Light

Energy deposition in a CaWOy single crystal with energies = 7eV (by photons or par-
ticles®) typically leads to a broad emission spectrum, ranging from roughly 300nm to
700nm with a maximum at about 420nm (~ 2.95¢V)3%. This broad and mostly featureless
spectrum is usually decomposed into two sub-spectra (like, e.g., two Gaussians, see chapter
5 in [54]) as shown exemplarily in figure 2.11: Scintillation-light spectra of a CRESST crys-
tal ("Conrad”) under photon excitation Fe,. ~ 30eV at 8K and 302K are shown in black
(pictures from [54]). The complete fit functions for both temperatures are depicted as
dashed, red lines whereas the respective two individual sub-spectra (Gaussians) are shown
in green. The temperature dependencies of the respective integral intensities (total, blue
and green Gaussian integrals) are depicted in figure 2.12. The high energetic band is at-
tributed to the radiative de-excitation of regular [WO4]>~ complexes and therefore called
the intrinsic emission: Blue spectrum, peak position at ~ 445nm/440nm (8K/302K),
FWHM of ~ 90nm/100nm (8K /302K). The low-energetic band is assigned to the radia-
tive de-excitation of disturbed [WO4]?~ complexes (defects as, e.g., Oxygen vacancies, see
section I11/2.1.3) and, thus, called the extrinsic emission: Green spectrum, peak position
at ~ 510nm/520nm (8K /302K), FWHM of ~ 150nm/170nm (8K/302K). The share of the
total integrated scintillation light contained in the intrinsic component (blue) is ~ 70% at
both temperatures,®' [54], however, varies for intermediate temperatures as can be seen
in figure 2.12.

From this example, three main features of the wavelength spectra of scintillation light of
CaWOQy single crystals can be identified:

e The overall shape of the spectrum is very broad:
Light production in CaWQy is the result of the recombination of an electron and a

29Here, it is referred to the common case of excitation with particles or photons with energies > 7eV.
Excitation with energies < 7eV, but 2 5eV leads to electrons excited only into the lower conduction band
which are directly localized at the corresponding [WO}]*~ complexes (see section I111/2.1.4). Excitation
with even smaller energies (< 5eV) can lead to selective excitation of defects as these exhibit smaller
band-gap energies (see section I11/2.1.3).

30The position of the maximum is crystal-dependent and will be discussed below.

31 As discussed in [54], the crystal ”Conrad” contains a relatively large amount of Oxygen vacancies. For
this reason, the green component of the spectrum is relatively strong and the maximum is green shifted.
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Figure 2.11: Luminescence spectra of a CaWOQy single crystal (CRESST crystal "Conrad”, see
[54]) measured at a temperature of 8K (left) and 302K (right) under VUV excitation with ~ 30eV
photons: Both spectra were fitted with the sum of two Gaussians (red, dashed lines). Rectangles
correspond to the intrinsic (blue) component of the spectra, triangles to the extrinsic (green)
component of the spectra. Closed symbols refer to the measurement at 8K, open ones to the
measurement at 302K. Figure reprinted with permission from [54].
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Figure 2.12: Temperature dependency of the total integral intensity and of the spectral decomposi-
tion of the scintillation-light spectra of crystal Conrad for temperatures between 8K and 302K (see
also figure 2.11): In figure a), the integrated intensities (scaled to unity for the 8K measurement) of
the total spectrum (black crosses), the intrinsic component (blue asterisks) and the extrinsic com-
ponent (green circles) are depicted. In figure b), the same data displayed as temperature-dependent
relative intensities of the intrinsic (blue asterisks) and extrinsic (green circles) component can be
seen. Data taken from figure 5.17 in [54].

hole bound in a STE (see section III/2.2.1). Radiative de-excitation of the STE is
accompanied by phonon production induced by the relaxation of the large deforma-
tion of the unit cell (caused by the strong self-trapping process). Due to the strong
electron-phonon coupling in the CaWQ, lattice, this yields, even at very low tem-
peratures, a strong broadening of the emitted spectrum??. Moreover, the STE pos-

32In principle, no phonons would be available in the lattice for broadening at very low temperatures. As,
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sesses several closely-lying excited energy states that are, at elevated temperatures,
strongly mixed and, thus, cause additional broadening. Hence, the scintillation-
light production-process is a multi-level and multi-phonon process leading to strong,
temperature-dependent broadening®? of the produced scintillation-light spectrum.

e The spectrum exhibits a clearly visible asymmetric shape:

The asymmetry is assigned to the contribution of several (usually two) types of scin-
tillation centers to the emission: Undisturbed, regular [WO4)?~ centers are assumed
to produce the blue, intrinsic scintillation light. Disturbed, defective (or deformed)
[WO4]2~ centers are expected to produce less-energetic, green, extrinsic scintillation
light [62, 57, 46]. As discussed in sections I11/2.2.1 and I1I/2.1.6, excitation of both
types of scintillation centers is assumed to lead to STE creation and, thus, to exci-
tonic scintillation-light production. Hence, both spectra should experience the large
broadening just discussed. The assumption that defective centers (with smaller band
gaps) lead to the generation of the green scintillation-light component is justified by
the observation of light spectra under selective excitation: If excitation is realized
with, e.g., photons of energies smaller than the band-gap energy of CaWOQOy,, predom-
inantly defective centers are excited. Light spectra recorded under such excitation
(at low temperatures) show a strong green shift (see, e.g., [54], measurements at
4.2K). In general, it can be deduced that the position of the maximum of the light
spectrum depends on the amount of defect centers in the crystal.

e The relative intensities of the green and blue light component as well as the total
integrated intensity are temperature dependent:
The temperature-related change in the light yield will be discussed below in the
framework of a phenomenological model (section I11/2.2.4). For the variation of the
composition of the spectrum (blue and green components) with temperature, no
explanation could be found in the literature. However, this feature will be discussed
and be explained within the model developed here (see, e.g., figure 5.6 in section
I11/5.2.2).

Due to the identification of undisturbed, regular [WO4]2~ centers as source of the blue light
and defective (or deformed) [WO,4]?~ centers as source of the green light, in the following,
these centers will be referred to as blue centers and green centers, respectively. The
scintillation light produced by blue centers is referred to as blue or intrinsic scintillation
light (wavelength region around ~ 420nm), the light produced by green centers as green
or extrinsic scintillation light (wavelength region around ~ 500nm).

2.2.3 Decay-Time Spectrum of the Scintillation Light
Dominant Features of the Decay-Time Spectrum

The decay-time spectrum of the scintillation light of CaWOQOy exhibits different shapes (and
integrated intensities, i.e., light yields, see section I11/2.2.5) for excitation with different
particles, as already indicated in figure 2.9 b). In many references (see, e.g., [41]), excita-
tion is performed with particles, e.g., - or a-particles. Decay-time spectra obtained under

however, phonons are produced in the de-excitation process itself, even at, e.g., 8K, a strong broadening
of the emitted spectrum is observed.

33For a quantitative approach to determine the temperature-dependent impact of phonon interaction
with the emitting [WO4]*~ center, see [51].
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such excitations are commonly described by a superposition of one fast component (decay
times of the order of ~ 1us at room temperature [41]) and one slow component (decay
times of the order of ~ 9us at room temperature [41]) whereas the origin of the different
components is not completely clear up to now. In most cases, decay times are determined

with a fit of the sum of two exponentials to the data: f(t) = yo + Yo7, A; - e T [46]. In
table 2.1, the results of such fits from [41] for excitation with v- and a-particles at different
temperatures are presented. It has to be noted that the fit with two exponentials delivers
only a phenomenological description of the pulse shape, as will be shown in sections I1I/3.2
and II1/4.7. Thus, the fit results of the decay times and amplitudes can only be regarded

as estimations®?.

’ H 5.5MeV a-particles (> Am source) ‘

T K] || A (%] | 7 lus] || A2 (%] | 72 lis] || o | oo
%] [%]
295 40 1.0(2) 60 8.6(3) 7 93
7 50 | 32(3) | 50 | 16.6(4) 16 84
4.2 98 1.0(2) 2 330(40) 13 87
0.02 98.4 1.2(2) 1.6 340(40) 18 82

’ H 1.2 MeV y-particles (**Co source)

295 30 1.4(2) 70 9.2(3) 6 94
7 60 2.1(3) 40 17.6(3) 15 85
4.2 <99 0.9(2) 0.5 480(60) 27 73
0.02 | <99 | 1.0(2) |[ 0.4 | 500(60) 33 67

Table 2.1: Results of the fits with the sum of two exponentials f(t) = yo + 25:1 Ai-e 7 to
scintillation-light pulses of a CaWQy crystal obtained from «- and ~y-excitation at different tem-
peratures (from [41]). The two last columns showing the relative intensities of the components
were calculated to allow for an easier comparison of the relative weights of the fast (labeled 1) and
slow (labeled 2) component of the scintillation light.

From this example, different conclusions can be drawn:

e The light-pulse shapes for different interacting particles differ from each other, with
respect to the fitted decay times and relative weights of the two components.

e The slow decay time 7o increases strongly with decreasing temperature whereas the
fast decay time 7 does not change significantly.

o For all regarded pulses, the slow decay time (72) delivers the strongly dominating
fraction of the integral of each pulse.

In general, it is accepted that the slow decay time can be assigned to the recombination of
STEs (holes in the STH and electrons in the JT-SO-3Ty levels) at intrinsic (undisturbed)
[WO4]?>~ complexes, i.e. at blue centers (see, e.g., [41]). Hence, the scintillation light

34In addition, the time resolution used for recording in [41] delivers only very few data points for the
fast decay time, especially at low temperatures, as can be seen in figures 2 and 3 in [41].
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emitted with the slow decay time corresponds to the blue component of the scintillation-
light spectrum. The relatively slow decay time of this component supports this assumption:
Radiative de-excitation from the triplet levels of the STE is supposed to exhibit relatively
long lifetimes due to the fact that this transition is only partially allowed (see section
I11/2.1.4). The strong temperature dependency of this component (compare values in
table 2.1) is discussed below. The origin of the fast component is not yet agreed upon.
Different suggestions to explain the observation of the fast component can be found in the
iterature (see discussion in chapter I11/6), however, up to now no conclusive model exists.
The occurrence of the fast decay time as well as the until now unexplained variation of
the fitted decay times for different interacting particles will be addressed within in the
developed model (see chapter III/3). This model offers a new approach to explain all
these features consistently (see section II1/5).

Temperature Dependency of the Slow Decay Time

As can already be seen from the values listed in table 2.1, the slow decay-time component
of CaWQy exhibits a strong temperature dependency. In figure 2.13, more detailed data
[41] on the slow decay-time component of CaWQO, (under a-particle excitation, determined
with a two exponential fit), can be found. For the explanation of this dependency, often
a three-level model, assuming the existence of two emitting levels (the two JT-SO-3T,
states) and one ground level (the STH state), is used [41]. The fit of this model to the
data is indicated in figure 2.13 as red line.
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Figure 2.13: Temperature dependency of the slow decay time of the scintillation light of CaWQOy4
under 5.5MeV 24'Am a-particle excitation (see values in table 2.1): Circles correspond to data
points, the red line to the fit of a three-level model to the data. Picture taken from [41]. Figure
adopted from [41]. Copyright (2013) by John Wiley & Sons Inc.

As can be seen, this model reproduces the dominant features of the temperature depen-
dency of the slow (intrinsic) decay-time component of the CaWQ, scintillation light nicely:
The plateau at low temperatures (< 10K) corresponds to the purely radiative decay of
the energetically lowest-lying emitting level. The decrease of the decay time with increas-
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ing temperature (for 10K < 7" < 200K) can be assigned to the increased probability of
radiative decay from the energetically higher-lying emitting energy level. The decrease of
the decay time observed for temperatures = 250K can be assigned to the occurrence of
non-radiative decay (thermal quenching) from both emitting levels. For a more detailed
discussion of the model and for the fit results of the parameters, see appendix A.4.

Within such a model, the temperature dependency of the slow decay-time component
is described well, however, neither the differences among the values obtained under differ-
ent particle excitations nor the origin and the variation of the fast decay-time component
are explained. In addition, the possibility and impact of exciton migration on the observed
decay time is not considered. All these features will be addressed in the model developed
in the course of this work (see chapter I11/3).

Rise Time of the Scintillation-Light Pulse

According to [65] and [71, 61], the main fraction of STEs created in CaWOQy after excitation
with photons or particles is produced very fast on a typical time scale of 200 4 50fs.
However, a fraction of the STEs (2 15%) is produced by a delayed recombination process
(typical time scales of 20ns (measurement at 100K) [65] to 40ns (measurement at 300K)
[71, 61]) of electrons in the conduction band and STHs. A more detailed discussion of
these measurements can be found in appendix A.5. Due to these two different production
processes of STEs in CaWOQy, the scintillation light produced by the respective STEs also
exhibits a partial, very fast rise (~ 200fs, partial amplitude < 85%) and a partial, delayed
rise (of the order of a few 10ns) [65, 71]. An interpretation of these observations and the
temperature-dependency of this effect is offered within the developed model in section
I11/3.1.2.

2.2.4 The Scintillation-Light Yield
Temperature-Dependency of the Light Yield

An example for the dependency of the light yield of a CaWOQy crystal on temperature
[41, 46] is shown in figure 2.14:
It can clearly be seen that the light yield increases strongly with decreasing temperature
(2 10K). From these measurements, a relative gain in light yield at low temperature
(T < 9K) compared to the light yield at room temperature by a factor of 1.8 can be deter-
mined [46]. Two different temperature regions can be identified where strong changes in
the light yield are observed: For temperatures above ~ 250K as well as for the tempera-
ture region between ~ 200K and ~ 10K, the light yield varies strongly. Below ~ 10K, the
light yield is roughly constant. In the literature, often a phenomenological model is used
to explain the observed temperature dependency of the light yield of scintillators (see,
g., [46]). Such a model for CaWOQy is presented and discussed in appendix A.6. Within
this model, the decrease of the light yield for elevated temperatures (7' 2 250K) is usually
attributed to the so-called thermal quenching, i.e., the occurrence of a non-radiative decay
channel for excitations of scintillation centers. The additional increase of the light yield
for lower temperatures (10K < 7" < 200K) is assumed to be the result of the decreas-
ing mobility of excitations initially created in the scintillator: The smaller the mobility
of produced excitations, the lower the probability that these excitations are captured by
quenching centers where they are dissipated without producing scintillation light [46]. All
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Figure 2.14: Temperature dependency of the light yield of the scintillation light of CaWQO, using
241 Am a-particle excitation: Circles correspond to data points, the dashed, red lines indicate the
light yield determined at room temperatures (295K). Picture adopted from from [46]. Copyright
(2013) by John Wiley & Sons Inc.

these processes are considered and integrated in the model developed within this work in
more detail (see chapter I11/3).

The enhancement of the light-yield curve observed at ~ 20K (see figure 2.14) is some-
times (see, e.g., [72]) attributed to a technical aspect in the light-detection process. The
following argumentation is usually used: The lower the temperature, the larger the main
(slow) decay time of the scintillation light of CaWOy4 (compare section 111/2.2.3). It is
suggested that the elongated decay time at low temperature leads to an incomplete col-
lection of all scintillation photons and, thus, to an artificially smaller detected amount of
scintillation light [72]. This possible explanation cannot be ruled out by basic arguments.
However, another explanation of the peak of the light output at ~ 20K will be given within
the developed model in section II1/3.2.1.

Absolute Light Yield and Detection Efficiency in CRESST Detector Modules

In the following, the value of the absolute light yield of CaWOQy, defined as the total
amount of scintillation light escaping the crystal compared to the total amount of energy
deposited in the crystal, is discussed. This value can vary significantly for different crystal
samples: Of course, the light yield depends on the quality of the investigated sample, in
terms of the contained defect density. In addition, the amount of scintillation light escap-
ing a CaWOQy crystal is also known to be highly dependent on the exact shape and surface
treatment (polishing or roughening) of the investigated sample3® (see, e.g., [73] and [74]).

35CaWOy exhibits a high probability of internal reflection of scintillation light due to its high refractive
index n & 1.95 [73]. Therefore, the geometrical shape as well as roughening or polishing of the surface
greatly influence the amount of light escaping the crystal.
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Direct determination of the absolute light yield of a CaWQy crystal cannot be performed
easily. However, if the detection efficiency of the setup used for the light detection can
be determined and if, for the light detector used an absolute energy calibration, can be
performed, the absolute light yield of the investigated crystal can be estimated. Such
a method was applied in [12] to the detection of CaWQy, scintillation light in several
CRESST detector modules at mK temperatures:

e The mean fraction of deposited energy (for 727keV y-rays of 212Bi) detected with
the light detector in a CRESST detector module amounts to 1.86% (mean value of
all investigated modules [12]).

e The mean detection efficiency for the CaWQy scintillation light in the light detector
of these CRESST detector modules® is determined to be 31% [12].

With these values, an absolute light yield of CaWO, at mK temperatures of 6.0% for
~y-interactions can be estimated. This value is in very good agreement with the low-
temperature value of 6.1%, estimated in appendix A.6. As discussed above, the light yield
of CaWQy for temperatures < 10K appears to be constant and the gain in light yield
for a decrease in temperature from room temperature to 9K amounts to 1.8. Hence, an
absolute light yield for CaWQO,4 under ~-irradiation at room temperature of % =3.3%
can be estimated.

The following values for the absolute light yield of CaWQO4 under ~ irradiation can be
estimated:

LY, (T < 10K) || 6.0%
LY, (T =295K) || 3.3%

Table 2.2: Absolute light yield LY, = of CaWOy crystals as employed in the CRESST experiment.

LY} is defined as fraction of deposited energy (for y-irradiation) escaping the crystal in form of
scintillation photons.

2.2.5 Light-Yield Quenching for Different Interacting Particles

As already indicated in section I/2.1, the amount of scintillation light generated in CaWQOy,
by different interacting particles varies strongly. This effect is commonly referred to as
light-yield quenching and is described with the help of the Quenching Factor as defined in
equation 1/2.5. The Quenching Factor describes the reduction in light yield for different
interacting particles compared to the light yield for e~/ events of the same energy37.
The knowledge of the Quenching Factor is particularly important in the context of the
Dark Matter search experiments CRESST and EURECA in which the different light yields

36For a short discussion on a possible dependency of the detection efficiency in CRESST detector modules
on the position of the energy deposition within the CaWQ, crystal, see appendix A.7.

37In the context of the CRESST experiment, this energy has to be identified with the energy detected
in the phonon channel Fg4¢. This energy is not identical to the energy of the interacting particle as part of
the energy leaves the crystal in form of scintillation photons. Due to the light-yield quenching effect, for
different particles, a different amount of energy is transformed into scintillation light. Thus, for different
particles of the same primary energy a different fraction of the primary energy, remains in the crystal and
is detected by the phonon channel. This fact is referred to as phonon-quenching and is discussed in more
detail in section II1/6.1.1.
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produced by different interacting particles are used for the important issue of background
discrimination on an event-by-event basis (see section 1/2.1).

Many different experiments have already been performed to determine the Quenching
Factors for different interacting particles in CaWOy (see, e.g., [75, 76, 77] and references
therein). In the following, see table 2.3, a selection of results obtained with different
methods, at different energies of the interacting particles and at different measurement
temperatures are presented.

| [ QF [ =100% |
QF® (20keV < Ege < 120keV) ~ 22%
CRESST*, T ~ 10mK || QFY (100keV < Egep < 300keV) || (10.440.5)%
QFT"  (Ege ~ 103keV) ~ 1.4%
QF° (240keV < Fge; < 300keV) || (10.3+£0.1)%
*k ~
NS, T~ 20mK A rea—(940keV < gy < 300keV) | (6.300.4)%
QFY“  (E = 18keV) (6.38708)%
MPI***, T ~ 300K
’ QFY  (E =18keV) (3.91705)%
QF° (1095keV < E < 2209keV) || (7.840.3)%
JM** T ~ 300K QFY®  (452keV < E < 943keV) (6.3+1.6)%
(&

QFW = 100keV) (<3.0)% (20)

Table 2.3: Quenching Factors determined with different methods for different energies of the
interacting particle (E = energy of the particle, F4.; = energy detected in the phonon channel
of a CRESST-II-like cryogenic detector module) and at different measurement temperatures. *:
Values directly determined in the CRESST-II experiment [5]. **: Values determined in a dedicated
experiment [77] at the neutron scattering facility of the Maier-Leibnitz-Laboratorium, Garching.
***. Values determined in a dedicated experiment [78] at the Max-Planck-Institut fiir Physik,
Miinchen. ****: Values determined in a dedicated experiment [75, 76] at the neutron scattering
facility of the Maler Leibnitz-Laboratorium, Garching.

As can be seen from the values listed in table 2.3, the Quenching Factors for different
particles vary strongly, thus, enabling the employment of the light signal as discrimina-
tion parameter in rare event searches as, e.g., the direct Dark Matter search with the
CRESST experiment. In addition, it can be seen that the values determined at different
temperatures or with different energies of the interacting particles partly differ from each
other. Up to now, no theoretical model explaining the observed light-yield quenching or
the observed differences of measured values for a Quenching Factor on a microscopic basis
exists. With currently available models, the strength of the observed light-yield quenching
for different particles can only be described on a phenomenological basis (see discussion
in section III/6.2). However, the new model developed within this thesis (presented in
chapter 111/3) will allow to completely explain and even to calculate Quenching Factors
for different kinds of interacting particles in CaWOQOy4 on a theoretical basis.
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Chapter 3

Comprehensive Model Developed
in this Thesis

In this chapter, the model developed for the scintillation-light production and quenching
in CaWOQOy4 under particle excitation is presented. This model delivers a comprehensive
explanation of the efficiency of the scintillation-light generation in CaWQ, for different
modes of excitation on a microscopic basis. In particular, the observed light-quenching
effect for different interacting particles in CaWOQy is explained by the model and can be
assessed quantitatively. The model is based on the temporal evolution of the population of
fundamental excitations (self-trapped excitons, STEs) created by an energy deposition in
a CaWOy single crystal. Within the model, the produced amount of scintillation light due
to the energy deposition, e.g., by an interacting particle, can be associated with the pulse
shape of the produced scintillation-light which reflects the lifetime and temporal evolution
of the STE population.

In section II1/3.1, the different microscopic processes involved in the generation, exci-
tation and de-excitation of STEs for an interacting particle in CaWQy4 are presented.
As starting point, the energy-deposition processes for different interacting particles that
lead to the production of ionization are presented. In the developed model included are
the microscopic description of the formation process and the determination of the spatial
distribution of STEs created in the energy-deposition process by the primary interacting
particle and by all of its recoil particles. The particle-induced initial, spatial distribution
of STEs is determined with the help of simulations with the programs SRIM [42] and
CASINO [43] on the basis of a geometrical model developed for the energy-loss process of
interacting particles. Different microscopic processes that are considered to be involved in
the excitation and de-excitation of STEs in CaWQy are presented where it will become
clear that the STE-STE interaction process which is included in the model is particularly
important in the context of the light-quenching effect. At the end of section III/3.1, a
summary of the first part of the model describing the spatial and temporal evolution of
the STE population in CaWOQy is given.

In section II1/3.2, the processes of the scintillation-light generation by the described STE
population are discussed. At first, a qualitative discussion of the temperature-dependent
impact of the different microscopic STE excitation and de-excitation processes onto the
scintillation-light generation is presented. In addition, a mathematical model for the shape
and temperature dependencies of the wavelength spectra of the scintillation light is intro-
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duced. The basic mathematical relationship between the generated scintillation light and
the STE populations as well as their temporal evolution is presented and discussed. From
this discussion, it can be seen that the introduced STE-STE interaction mechanism for
densely created STEs, in comparison to spatially separated STEs, is assumed to induce
the observed light-yield quenching for heavy, charged particles. Therefore, the descrip-
tion of the model is split into two parts: At first, the model for the light generation by
STEs created via a rare excitation mode, i.e., STEs created far away from each other, is
discussed. In this case, it is assumed that the STEs cannot interact with each other and,
hence, the produced scintillation light is labeled as unquenched. Thereafter, the light-
generation mechanism described by the complete model, i.e., including the possibility of
the STE-STE interaction is discussed. This complete model describes the light generation
by a STE population created by a dense excitation mode, i.e., correlated and closely lo-
cated STEs as, e.g., created by a recoiling nucleus. The high densities of STEs created,
e.g., by recoiling nuclei, allow for the STE-STE interaction mechanism and, thus, as will
be discussed, lead to a reduced light output. Therefore, the scintillation light produced
by densely created STEs is labeled as quenched.

In section II1/3.3, a summary of the complete model is given. A discussion and concept
for the experimental determination of free parameters of the model as well as a concept
for the model validation are presented.

Within the developed model, the existence of two different STE populations is assumed:
Blue STEs at intrinsic centers (undisturbed [WO4]?~ complexes, see section I11/2.2.2)
and green STEs at defect centers (defective, disturbed [WO4)?~ complexes, see section
111/2.2.2). In the following, the term blue scintillation light is used for the scintillation
light generated by the radiative decay of blue STEs at intrinsic centers whereas the term
green scintillation light is used for the scintillation light generated in the radiative de-
cay of green STEs at defect centers. Defect centers correspond to any type of [WO,]?~
complexes with a disturbed energy-level scheme at the band edge, as, e.g., a [WO4]*~
complex containing a Mo atom, an Oxygen vacancy or a deformed crystal structure (see
section I11/2.1.3). All of these disturbed [WOy4]?~ complexes are assumed to generate
green-shifted (less energetic) scintillation light compared to undisturbed scintillation cen-
ters (compare section 111/2.2.2). However, for [WO4]?~ complexes containing, e.g., a La
impurity, the energy-level scheme at the band edge should not be influenced (see section
I11/2.1.3). Hence, such complexes are assumed to contain blue STEs when excited and,
thus, to yield blue light generation.

The presented discussion covers a temperature range from room temperature, 300K, down
to mK. In general, it is assumed that the excitation of a CaWQ, crystal is performed with
photons or particles depositing a minimum energy larger than the band gap of the material
(Egap = 5.0eV, see section 11I/2.1.2). Hence, no selective excitation of states within the
band gap, i.e., no selective excitation of defect centers (see section I11/2.1.3), is assumed
to occur.
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3.1 Exciton Generation, Excitation and De-Excitation in
CaWQ0,

3.1.1 Energy-Deposition Processes of Different Interacting Particles

In the following, the energy-deposition processes for different interacting particles are
reviewed with special focus on the respective efficiencies in creating ionization (electrons
in the conduction band and corresponding holes in the valence band). Two different energy
thresholds are important in this context:

o The ionization-threshold energy: F;_;, = 2.35-Eqp, = 11.75€V (see, e.g., [46, 79]
and appendix A.6).
This energy threshold corresponds to the typical mean energy needed to create an
electron-hole pair in CaWOQy, i.e., to excite an electron into the conduction band,
in a particle interaction. For particles, e.g., electrons, with energies lower than this
threshold energy, typically no further ionization takes place! [79]. This feature can,
e.g., be recognized from the occurrence of a minimum in the luminescence quantum-
yield for excitation with photons of different energies: For photon energies higher
than the ionization threshold, the quantum yield starts to increase again indicating
the beginning of the multiplication of secondary electron-hole pair creation (see, e.g.,
figure 1 in [80]).

e The minimum displacement energies for the different nuclei in the crystal lattice:

Egisp—o = 28eV (Oxygen), Egisp—cq = 25eV (Calcium), Eg;sp—w = 25eV (Tungsten)
[42].
The displacement energy corresponds to the minimum energy required to be trans-
ferred to a nucleus of the lattice in a collision in order to remove it from its lattice
site. Hence, for collisions with less energy transfer, the knocked-on nucleus of the
crystal lattice is only excited (e.g., oscillations are excited), but no recoiling nucleus
traversing the crystal is produced.

Deposition of Energy by the Primary Particle

Taking the two energy thresholds defined for electron- and nuclear-recoil production into
account, the energy-loss processes for different interacting particles can be classified. De-
pending on the type of the primary particle and its energy Epq,¢, several (dominant) pos-
sibilities for the interaction with the CaWOQy, lattice, i.e., the energy-deposition process,
occur. A detailed discussion of the different energy-loss processes for different primary
interacting particles, as, e.g., electrons, neutrons or heavy, charged particles, is presented
in appendix B.1.

From this discussion, it can be seen that an interaction in CaWO, (and, in general,
in inorganic scintillators) is always followed by an avalanche of secondary excitations. In
principle, three major types of energy deposition by the different primary particles can be
identified and will be considered in the following:

e Electronic stopping: The production of ionization, i.e., the excitation of electrons
into the conduction band (creating corresponding holes in the valence band). This

LOf course, photons with energies larger than the band gap, but less than the ionization threshold can
be absorbed and produce electron-hole pairs.
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process can occur for a typical mean energy transfer to electrons of the CaWQOy
lattice larger than the ionization threshold.

o Nuclear stopping: The production of nuclear recoils and vacancies (or replacement
collisions), i.e., energy stored in lattice defects. This process can occur for an energy
transfer larger than the respective displacement energy to a nucleus of the CaWQOy
lattice.

e The direct production of phonons by the primary particle.

In the context of the scintillation-light generation in CaWOQy, only the fraction of energy
deposited in ionization Fjon;(Epart) is of interest as excited luminescence centers (STEs)
can only be created by electrons in the conduction band and holes in the valence band
(see section I11/2.2). Here, ionization is defined as the fraction of energy transferred to
the electrons of the CaWQy crystal. As can be seen from the overview presented in ap-
pendix B.1, this fraction is different for different interacting particles and also depends
on the energy deposited by the primary particle. To determine this fraction for different
interacting particles, different methods which are presented in the following are applied.

It has to be noted that, from this point on, in the following, the term F,,; denotes the
total energy deposited by the primary particle part in a CaWQy crystal. Hence, e.g., for an
electron depositing only part of its energy in a Compton scattering event (and leaving the
crystal with the remaining energy), Epq. only refers to the amount of energy transferred
to the excited electron and hole and not to the initial total energy of the primary electron.
As discussed above, for particles with energies smaller than the ionization-threshold E;_;,
(except photons), no further ionization is assumed to take place. Hence, the following
discussion is carried out for particles that deposit energies Epqre > E;_yp-

Fraction of Energy Deposited in Ionization by Electrons

From the above discussion of the dominant energy-loss processes of electrons (and, thus,
also for x-rays and v-particles primarily exciting electrons), it can be concluded that the
total energy deposited by the primary particle is converted into ionization. Therefore,
it is assumed that, for electrons, x-rays and ~y-particles in the primary interaction with
the CaWO, crystal, the total energy of the primary particle is deposited into ionization:
Eoniz(Ee ) = Fioniz(E'y) = Fioniz(EX-ray) = 100%.

Fraction of Energy Deposited in Ionization by Heavy Charged Particles

For nuclear recoils, a-particles or other heavy, charged particles, the fraction of energy
deposited in ionization is less than 100% due to the direct production of phonons and lattice
defects in the nuclear stopping process. The respective contributions of the electronic and
nuclear stopping processes to the total energy loss of heavy, charged particles in matter
are described by the Lindhard theory [81] and the Bethe-Bloch formula (see, e.g., [82] and
[83]). For the simplest case of a target material consisting of one element (with proton
number Z,,q;) and an interacting particle (with proton number Z,,,), three major regions
depending on the particle energy E,q,¢ can be identified [81]:

e Regime 1: Low energies with an upper bound characterized by the critical energy
E. with vpere S ve := 0.015 - vg - Z5, where vpq¢ is the velocity of the particle, v,

~
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2 2
is the critical velocity, vy = % is the Bohr velocity? and Z 5= (Zgurt + Zar) [81].
The stopping process is dominated by nuclear stopping as, at these velocities, the
electrons of the material can follow the induced electric field of the particle passing
by. The contribution of electronic stopping is small and assumed to be proportional
to the velocity of the interacting particle vp,¢ [81]. In this regime, the interacting

particle keeps most of its electrons bound.

¢ Regime 2: Intermediate energies with an upper bound characterized by the energy
2

Ey with vper S v1 = vp - Z;mt, where v is an estimate for the the mean electron

velocity of the interacting particle. The contribution by nuclear stopping decreases
1

and the contribution of electronic stopping increases roughly proportional to Egmt
or, respectively, proportional to vpe¢ [81]. At the maximum velocity of this regime,
it is assumed that the ion is fully stripped off its bound electrons. At this energy,
also the maximum electronic stopping occurs, represented by the occurrence of the
so-called Bragg peak.

e Regime 3: High energies of the interacting particle, i.e. v - Zz;%art = U1 S Vpart-
The electronic stopping starts to decrease again, however, it is still the dominant
energy-loss process of the interacting particle. In this regime, it is assumed that the
interacting particle is stripped off its bound electrons. The contribution of electronic

stopping is described with the Bethe-Bloch formula [82, 83].

Adopting these definitions, a very rough estimate of the corresponding energy regimes for
Ca, O and W ions interacting in CaWOQO, can be performed, under the assumption that
Zmat is given by the mean proton number of CaWOy: Zcowo, = M = 21. The
resulting energies and velocities (% of the velocity of light, ¢) are shown in table 3.1.

| Il o [ C [ W |
] Epart S Ee dominated by nuclear stopping ‘
s 0.13% 0.16% 0.28%
E. [MeV] 0.012 0.050 0.651
] E. S Epert S E1 nuclear and electronic stopping ‘
o 2.91% 5.37% 12.84%
E, [MeV] 6.33 53.75 1428.39
’ Ev S Epart dominated by electronic stopping ‘

Table 3.1: Energy regions of different dominant energy-loss processes for O, Ca and W ions inter-
acting in CaWOQy: Estimation on the basis of the different velocity regimes, defined in [81].

From these values, it can be seen that, in the energy region of interest for the dark matter
search (energy depositions less than 100keV, see section 1/2.2), the energy-loss processes
of nuclear recoils are mostly dominated by nuclear stopping.

In order to determine the fraction Fiopi»(Epart) of the energy of the primary particle

2The Bohr velocity corresponds to the velocity of the electron of a hydrogen atom in the classical atomic
model by Bohr. It can be obtained by equalizing the centrifugal force and the gravitational force for the
quantized orbits postulated by Bohr.
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that is deposited in ionization (directly by the primary particle and by the induced nu-
clear recoils), simulations with the program SRIM (The Stopping and Range of Ions in
Matter) [42] were performed. A discussion of the simulations and their analysis can be
found in appendix B.3.2. SRIM delivers the fraction of energy deposited in ionization
by the chosen primary particle and the individual contributions of the ionization created
directly by the primary particle and of the ionization created by recoiling nuclei of the
target material. In figure 3.1, the fraction Fjoni»(Epart) of the energy Ejq for O (dotted,
black line), Ca (dashed, green line) and W (solid, red line) ions in an energy range from
100eV to 50MeV as calculated with the SRIM software is shown.
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03F ---- Oxygen
0.2F- Calcium
0.1 i — Tungsten
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part

Figure 3.1: Fraction of energy deposited in ionization for O (dotted, black line), Ca (dashed, green
line) and W (solid, red line) ions interacting in CaWOy, (semi-logarithmic plot): Calculated with
the SRIM software (for details, see appendix B.3.2).

Summary: Energy Deposition in Ionization by Different Particles

From this discussion of the energy-deposition processes of different interacting particles,
the following assumptions used as basis for the model describing the light generation and
quenching in CaWOQ, are derived:

« Interacting electrons (as well as photons, x-rays and 7-particles) deposit a fraction
of Fioniz(Epart) = 100% of their energy into ionization.

o Interacting heavy, charged particles (such as ions or nuclear recoils) deposit an
energy- and particle-dependent fraction Fioniz(Epart) of their energy in ionization.
This fraction is determined with the help of SRIM simulations.

In table 3.2, examples for the fraction of energy deposited in ionization for electrons as well
as O, Ca and W ions of 1keV, 10keV, 100keV and 1MeV are shown (Fjon;z(Epart) for O,
Ca and W ions calculated with SRIM). It can be seen that, e.g, for Oxygen ions of 10keV,
only ~ 4keV, i.e., ~ 40%, of the energy are converted into ionization while for 10keV
electrons it is assumed that the complete energy of 10keV is converted into ionization.
However, this difference is not yet enough to explain the reduction in light yield observed
for Oxygen ions in comparison to electrons which amounts to roughly a factor of 10 (see
Quenching Factors in table 2.3, section I11/2.2.5).
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| [ e [ O [ Ca | W |
Fioniz(Epart = 1keV) || 100% | 26.4% | 20.9% | 19.9%
Fioniz(Epart = 10keV) || 100% | 40.3% | 29.6% | 25.8%
Fioniz(Epart = 100keV) || 100% | 66.8% | 44.3% | 35.2%
Fioniz(Epart = IMeV) || 100% | 92.2% | 74.5% | 51.3%

Table 3.2: Fraction of energy deposited in ionization for different interacting particles in CaWOy,.

All of the processes described are assumed to be independent of temperature. Hence, the
values for the fraction of energy deposited in ionization as determined with the SRIM
simulations are adopted for the complete temperature range under consideration (mK up
to room temperature).

3.1.2 Primary Excitation of Luminescence Centers in CaWQO,
Production of Low Energetic Electrons and Holes

The next step in the light-generation process is the conversion of ionization (high- and
low-energetic electrons and holes) into low-energetic electrons and holes which cannot
create any further ionization. As already indicated in the discussion of the energy-loss
process of electrons and holes in section III/3.1.1, it is assumed that a mean energy of
E.p = 2.35- Egqp = 11.75eV is needed to create an electron in the conduction band and
a hole in the valence band. Therefore, it is assumed that a mean number of electrons (in
the conduction band) and holes (in the valence band), Nep(Epart), depending on the type
and energy of the primary particle are created:

Eoniz(Epart) : Epart Eoniz(Epart) : Epart Fioniz (Epart) : Epart
Nen(E = = = 3.1
eh(Epart) E.n 2.35 - Egap 11.75eV (3.1)

This process is assumed to be independent of temperature. As described in section
I11/2.1.4, the holes in the valence band undergo a self-trapping process (phonon pro-
duction) and form STHs (self-trapped holes), preferably at the [WO4]?~ complexes where
they were created. In the considered temperature range, these STHs can be assumed to be
immobile (on the time scale of the lifetime of self-trapped excitons, see section 111/2.1.4).
The electrons in the conduction band relax via phonon emission to the band edge.

Electron Mobility: The Exciton-Formation Process

As starting point for the discussion of the STE-formation process, Nep(Epqart) €electrons
relaxed to the band edge of the conduction band and an equal number of STHs inducing
potential wells for electrons in the conduction band are considered. In principle, the influ-
ence of electron traps due to defects in the crystal structure has to be taken into account.
However, in this section, as a first step, only the recombination of electrons with STHs
is discussed whereas the capture process of electrons by traps and its influence on the
STE-formation process is presented in section I1I/3.1.2.
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Rise Time of the Scintillation Light

As discussed in section III/2.2.3, the scintillation light of CaWO, exhibits two differ-
ent rise times: A fraction Fy. (~ 15% at 300K [71]) of the scintillation light exhibits a
delayed rise time 74, (temperature-dependent, 40ns at room temperature [71]) whereas the
main part of the scintillation light (1 — Fy,) exhibits a very fast rise (~ 200 £ 50fs [71]).
The delayed rise time was observed to decrease with decreasing temperature (in [65], a
delayed rise time of only 20ns is reported for a measurement performed at 100K).

These observations indicate a split production process of STEs in CaWQy (compare discus-
sion in appendix A.5 and [71, 65]): It can be assumed that the main part of the scintillation
light (1— Fy,) exhibiting the fast rise time is produced by the fraction (1 — F,.) of the STE
population that was created in a very fast process (on a timescale of the fast rise time of
the scintillation light). The fraction Fy, of the scintillation light is produced by a fraction
Fy, of the STE population that was created in a delayed formation process (on a timescale
of the delayed rise time of the scintillation light). This interpretation of the results can
be explained theoretically with a diffusion-controlled recombination of the electrons with
STHs to STEs.

Diffusion-Controlled Recombination of Electrons and STHs

A detailed presentation of a simplified model for the diffusion-controlled recombination
process of electrons and STHs to STEs as well as of the approximations performed, can
be found in appendix B.2.1. A summary of this model is presented in the following:

In a diffusion-controlled recombination process, it is assumed that electron-STH pairs
with a distance shorter than the radius Ry (T) ("black sphere” radius) recombine im-
mediately to a STE?. Recombination of electron-STH pairs with a distance larger than
R%p (T is controlled by the diffusion process of electrons versus the immobile? STHs.
The "black sphere” radius can be identified with the so-called Onsager radius which is
defined as the distance of two charged particles for which the energy of the Coulomb inter-
action (in a dielectric medium with relative electric permittivity €, ) is equal to the thermal
energy® kp - T [84]. The "black sphere” (Onsager) radius of immediate recombination is
given by:

2
e
R T) := 3.2

with €y as the vacuum permittivity. As presented in detail in appendix B.2.1, using
Rl (T) and a (simplified) differential equation describing the temporal evolution of the
population of electrons in the conduction band (compare [85] for a general model), it can
be deduced that the fraction of electrons recombining immediately with STHs to STEs,

3This radius is labeled as "black sphere” radius as the process of recombination of two particles within
such a ”black sphere” is not specified further, but is only characterized by the assumption that the prob-
ability for recombination is 100% and that the process is faster than any other process considered.

4In section I11/2.1.4, it is explained that, within the temperature range considered, STHs in CaWOQOq4
can be assumed to be immobile.

S5kp is the Boltzmann constant and 7 is the temperature.
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Fip—rec(T), is proportional to:
0 3
Fim—rec(T) (RSSTH(T))S -CsrH w (3.3)
e(CB)

where Csry = @ is defined as the density of STHs in the volume V:Egé) that is
probed by the electrons in their diffusion process (for a discussion of the assumption that
V;égé) and Cgrpy are not dependent on temperature, see appendix B.2.2). In addition,
it can be seen that, within this simplified model, the temporal evolution of the delayed
recombining electron population in the conduction band is described by an exponential
function with decay constant ﬁ. This diffusion controlled, delayed recombination rate
of these electrons, kg.(T), is proportional to (compare appendix B.2.1):

kar(T) & Decop)(T) - Risrp(T) - Csru (3.4)

where Dopy(T) is the diffusion coefficient of electrons in the conduction band.

Inspecting equations 3.3 and 3.4 and taking the temperature dependency of the elec-
tron diffusivity (see appendix B.2.2) as well as of the ”black sphere” radius (see equation
3.2) into account, the following conclusions can be drawn:

o The fraction of immediately recombining electron-STH pairs, Fjp,—rec(T), i.e., the
fraction of STEs that is created immediately, is expected to be proportional to
T—3. Hence, the fraction of immediately recombining electron-STH pairs increases
strongly with decreasing temperature.

o For the recombination rate kg, (T), of the fraction (1 — Fjy—rec(T)) of delayed recom-
bining electron-STH pairs, at elevated temperatures, a dependency of kg (T) x T _%,

at low temperatures, a dependency of kg, (T") T3 can be expected (compare ap-
pendix B.2.3). Hence, the fraction of STEs that is created in the delayed, diffusion

controlled process is expected to exhibit a temperature-dependent rise time T I(T).

Resulting STE-Formation Process

From the discussion above, it can be concluded that, in the simplified model for the
electron-STH pair recombination, the temporal development of the STE-formation pro-
cess via the two recombination processes mentioned, can be expressed qualitatively by:

Ng;?e_STH(EpartaTa t) = ®(t) ' (1 - Fdr(T)) ' Neh(Epart)+

+O(t) - Fgp(T) - kgp(T) - e FarM LNy (Epart) (3.5)
where N é%%n e7Sr‘mq(Epart, T,t) is the change in the number of STEs due to the recombi-
nation of electrons and STHs. ©(t) is the Heaviside step function, Fg,.(T') corresponds to
the fraction of STEs produced by the delayed (diffusion-controlled) recombination process
and (1 — Fg.(T")) corresponds to the fraction of STEs produced in the immediate recom-
bination process. It has to be noted that, up to this point, no electron-capture processes
by electron traps are included.
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Comparison with the Observed Time Dependency of the Scintillation Light

This mathematical model for the STE-formation process, based on the simplified model
for the electron-STH pair recombination, nicely complies with the observed composition
of the rise time of the scintillation light of CaWO, (compare to the discussion of the ob-
served rise time of CaWOQy scintillation light at the beginning of this section): The fraction
(1 — Fg-(T)) of STEs can be assumed to produce the fast rising part of the scintillation
light. And the fraction Fy,.(T') of STEs can be assumed to produce the part of the scintil-
lation light with a delayed rise time 74.(T) = ﬁ(T)'

As discussed above, at room temperature, the fraction of scintillation light exhibiting
an immediate (very fast) rise time is of the order of ~ 85% [71]. Hence, at room temper-
ature, the fraction (1 — Fy,(T")) of immediately recombining STEs can be expected to be
of the order of ~ 85%. In addition, it has to be noted that the fraction of immediately
recombining STEs, (1 — Fy,.(T)), is expected to exhibit a strong temperature dependency
proportional to T3 (compare discussion in appendix B.2.3). Taking into account this
strong temperature dependency, it can be expected that, for temperatures below 100K,
the fraction of delayed recombining STEs is very small®. Therefore, in the following, it is
assumed that, for temperatures below 100K, the fraction of delayed recombining electrons
can be neglected:

Fap (T < 100K) ~ 0
1— Fy (T < 100K) ~ 1

The rise time of the fraction of scintillation light produced delayed is reported to amount to
~ 40ns at room temperature [71] and ~ 20ns at 100K [65]. Combining these observations
with the discussion of the expected temperature dependency of the electron-STH pair
recombination-process (see appendix B.2.3), it is deduced that the delayed recombination
time of STEs, exhibits a net decrease from room temperature, 74.(7 = 300K) ~ 40ns
down to 100K, 74.(T = 100K) ~ 20ns, with a possible minimum in between (compare
appendix B.2.3).

Efficiency of the Production of Self-Trapped Excitons
Impact of Electron Traps Contained in the Crystal Lattice

In a real crystal lattice containing electron traps, the electrons relaxed to the band edge of
the conduction band cannot only recombine with STHs to STEs, but can also get captured
by electron traps’. Hence, dependent on where an electron is located after its relaxation
process to the band edge (either close to a STH, close to an electron trap or neither in the
direct vicinity of a STH nor an electron trap), different possibilities occur: The electron can
either immediately get captured by a STH and form a STE, immediately get captured by

5From the transient absorption measurements at a temperature of 100K presented in [65], the absorp-
tivity of the fraction of delayed recombining electrons can be compared to the absorptivity of the fraction of
electrons recombining immediately to STEs. Assuming that the absorptivity of both electron populations
is roughly the same, from the ratio of the integrated optical densities (estimated on the basis of figure 2
in [65]), it can be deduced that the delayed recombining fraction of electrons at 100K is at least 3 orders
of magnitude smaller than the immediately recombining fraction of electrons.

7As discussed in section I11/2.1.3, these electron traps are produced by the same centers that are
assumed to produce the green scintillation light.
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an electron trap or migrate through the crystal until it is captured in a delayed process by
a STH or an electron trap. Electrons captured by STHs or electron traps can be regarded
as immobile as the respective potential wells (of the STHs and of the electron traps) are
too deep to allow thermal disintegration of the respective configuration (compare sections
I11/2.1.5 and I1I/2.1.3). Therefore, electrons captured by electron traps can be considered
as being removed from the STE-formation process, i.e., be considered as lost electrons.
In each of the capture processes, the energy difference of the electron at the conduction-
band edge and in the potential well (of a STH or of an electron trap) is released as phonons.

In analogy to the electron-capture process by STHs, the electron-capture process by elec-
tron traps can be modeled with a diffusion-controlled recombination process (compare to
the discussion above and appendices B.2.1 to B.2.3). In appendix B.2.4, the impact of the
existence of electron traps, interpreted as additional recombination partners for electrons
(in addition to the STHs), in such a model is discussed. From this discussion, it can be
seen that the total fraction of electrons captured by electron traps, F,-4ps, and the frac-
tion captured by STHs, Fsry = (1 — F,~4qps), (in the immediate and delayed processes
combined) only depends on the ratio of the relative occurrences of electron taps and STHs

in the volume V:éicfé) probed by the electron in its diffusion process®:

Cdefects
F_ = "¢ % T 3.8
o traps CSTH + Cdefects % ( )
CsrH
FSTH = (1 - Fe*traps) - Y~ .~ Q’é T (39)

CSTH + Cdefects

Resulting Model for the STE-Formation Process and its Efficiency

Hence, within the simplified model developed for the recombination of electrons with
STHs and electron traps, the total (integrated) number of electrons and holes that yield

the formation of STEs, N g%?eiSTH, is assumed to be independent of temperature and
can be written as

Ng%%n67STH(EPaTt) = (1 - Fe—trap) ’ Neh(Epart) (310)
dif f

Thus, if, e.g., the defect density Clgegcis and the volume Ve(c B i.e., the volume probed by
the electrons in their diffusion process, would be known, this fraction could be calculated.

The major part of these STEs, NfgrggﬂeE_STH(Epam T,t) (for T < 100K, (1— Fy(T)) =~ 1),
is produced in a very fast process, in the following denoted as immediate creation process

(compare equation 3.5). The radiative decay of these immediately created STEs deliv-

ers the fast rising part of the scintillation light. The part Nc{eolrgnT‘gSTH(Epart, T,t) of

the STE population is produced in a delayed process with a (temperature-dependent)
exponential rise time 74,(T") (compare to the discussion below equation 3.7). There, 74,.(T')
is determined by the diffusion-controlled recombination with STHs and electron traps. The
radiative decay of these STEs leads to the delayed emission of a fraction of scintillation

8The volume Ve(igé) probed by the electron in its migration process can still be assumed to be inde-
pendent of temperature as the only recombination processes considered are provided by the recombination

with STHs or electron traps. Hence, the electron migrates until it is captured.
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light with a rise time of 74,.(7") (~ 40ns at room temperature and ~ 20ns at 100K):

Ng%? eiSTH(EpaTtv t) = g;rg’fgSTH(Epartv T, t) + zﬁgn%%isTH(Epartv T, t) (3‘11)
z{vZ%TZ’QE'_STH(EpaTt’ T? t) = Q(t) : (1 - Fe—trap) ' (1 - Fd’/‘(T)) : Neh(Epart)
- Fd T __t
Ndfeolrg—‘% STH(Epa’I‘ta j_'7 t) = @(t) . (1 — Feit’f‘ap) . 7_[17.((7#)) -e Tar(T) . Neh<Epart)
r

Type of Primarily Produced STEs

Due to the immobility of the STHs?, it can be deduced that STEs are mainly created
at those [WO4]?~ complexes that get excited in the process of primary energy deposition
and further ionization. As, however, the typical density of defective (green light emitting)
[WO4]2~ centers should be in the range of a few 10ppm to a few 100ppm, the statistical
probability of directly exciting such a defect center should be very small'. Hence, in the
following, it is assumed that only intrinsic scintillation centers and, thus, only blue STEs
are directly excited in the process of energy deposition and ionization. However, as can
be seen from the wavelength spectra recorded for CaWQy crystals under different modes
of excitation and at different temperatures, the scintillation-light spectrum is always a
composition of green and blue light!! (see, e.g., figure 2.12 in section 111/2.2.2). Therefore,
at least one process leading to the excitation of green STEs has to exist. This fact will be
discussed in more detail in section I11/3.1.3.

Spatial Distribution of the Produced Ionization and STEs

Besides the differences in the amount of energy deposited in ionization for different inter-
acting particles in CaWQ,, another important difference in the energy-deposition process
exists: The spatial distribution of the ionization, i.e. the density of the excited STEs
differs significantly for different interacting particles.

The differences in the spatial distribution of the created ionization can, e.g., be recog-
nized from the different track lengths of different particles of the same energy in their
respective energy-loss processes in CaWO,: Here, the track length ly.qqk is defined as the
length of the track of the primary particle and not as the penetration depth into the
material. This length can be determined with simulations using the program SRIM [42]
(The Stopping and Range of Tons in Matter) for heavy, charged interacting particles (ions)

90On the time scale of the lifetime of self-trapped excitons, STHs are assumed to be immobile (see section
I11/2.1.4).

10The defect density should not directly be equated with the impurity density (~ 50ppm to 400ppm,
see section I11/2.1.3) as, on the one hand, certain impurities (e.g., La doping) do not disturb the lattice
structure in a way that centers emitting green light are formed. On the other hand, defect centers also
include deformed [WO4]27 complexes which are not caused by an impurity or vacancy, but by a deformed
unit cell. In general, it is assumed that most of the deformed [WO4]?>~ complexes are created due to the
existence of impurities (disturbance of the lattice structure by foreign atoms). Hence, it can be expected
that the number of deformed unit cells should be roughly of the same order of magnitude as the number
of impurities.

HThis is true for all modes of non-selective excitation, i.e., excitations with individual primary particle
energies of at least the energy of the band gap of CaWO,. However, also for selective excitation (only
extrinsic scintillation centers are excited in the primary energy-deposition process) above a temperature of
~ 5K, a composite wavelength spectrum is observed (see, e.g., [86]). Only for temperatures below ~ 5K,
selective excitation of green centers is observed to lead to selective emission, i.e., the production of green
scintillation light only (see, e.g., chapter 5 in [54]).
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and with the program CASINO [43] (monte CArlo SImulation of electroNs in sOlids) for
electrons. For details on the simulations, see appendix B.3.2. As an example, the track
lengths ljqcr for electrons as well as O, Ca and W ions in CaWO, determined from the
simulations are shown in figure 3.2 for the energy range from 100eV to 1MeV.

E F
— 106 _?__________ 444444444444 -
x E R :
] E : T :
= C e - - - Electron
5 R
10 _g ................ ,’,. .............................................................................. oxygen
CcoL —— - Calcium
AL e b
10" g —— Tungsten
= -
1

1 I 1 1
800 1000
E,. [eV]

Figure 3.2: Mean track lengths for different primary interacting particles in CaWOQy: Electrons
(dashed, blue line), O (dotted, black line), Ca (dashed, green line), and W (solid, red line) ions
(semi-logarithmic scale). These track lengths were calculated from the data delivered by the
SRIM program for ions and the CASINO program for electrons (for details on the simulations, see
appendix B.3.2).

However, it has to be noticed that not only the length of the track of the primary particle
differs for different particles of the same energy, but that also the total volume of energy
deposition, e.g., the radial extent, as well as the spatial distribution of the created STEs
within this volume are different. When comparing the various energy-deposition processes
as described in section I11/3.1.1 for different interacting particles, it is evident that the vol-
ume of energy deposition and the position-dependent density of the produced STEs have
to differ for different particles. In the following, a brief, qualitative discussion of the dif-
ferences in size and density of the excited volumes for electrons and nuclear recoils is given.

Basic Considerations Concerning Initially Generated Ionization Densities for Different
Interacting Particles:

In order to allow for a description of the ionization distribution initially created by different
interacting particles, the following basic observations regarding the energy-loss processes
of these particles are capitalized:

e Electrons, photons, y-particles or other kind of ionizing radiation:

— It is assumed, as discussed in more detail in appendix B.1, that all of these
particles deposit 100% of their energy in ionization. Hence, the energy-loss
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process of all of these particles involves only the transfer of the energy of the
primary particle onto electrons (and holes) of the target material.

— Thus, if the ionization distribution for electrons (and holes) with energies less
than the energy of the primary particle as well as the position, energy and num-
ber of electrons (and holes) produced by the primary particle are known, then
the ionization distribution produced by the primary particle can be deduced.

— It should be noted that the energy-loss process of a hole is, in principle, as-
sumed to be the same as the one of an electron with the same energy (compare
appendix B.1).

12

o Heavy, possibly charged, interacting particles such as ions*“ or neutrons:

— As discussed in appendix B.1, the interaction of neutrons with the crystal lattice
is expected to be described by the production of a nuclear recoil in the crystal
lattice, i.e., by the production of a O, Ca or W ion. The produced nuclear recoil
(O, Ca or W ion) undergoes the energy-loss process as described for all other
heavy, charged particles.

— For other primary heavy, charged particles (including O, Ca and W ions), a
cascade of recoiling electrons (directly created ionization) and nuclear recoils
of the crystal lattice (O, Ca and W recoil ions) are produced in the energy-loss
process of the primary particle with energy Epq¢ (compare appendix B.1).

— Hence, the determination of the ionization distribution for a heavy, charged
primary particle of energy E,q-+ can be divided into two parts: The determi-
nation of the ionization created directly by the primary interacting particle (or
by the primarily created nuclear recoil for neutrons) and the determination of
the ionization created by the potentially produced recoil ions, i.e., O, Ca and
W ions with energies < Epqp¢.

— Thus, if the ionization distribution produced directly by the primary particle
and the ionization distribution for O, Ca and W ions with energies less than
the energy of the primary particle, Ejq¢, as well as the position, energy and
number of these nuclear recoils are known, then the total ionization distribution
produced in the energy-loss process of the primary particle can be deduced.

— Of course, the respectively created ionization densities by the primary particle
and by its recoil ions can exhibit an overlap in space. These overlap regions are
taken into account within the model as discussed below.

Hence, the ionization density produced by an arbitrary interacting particle can be at-
tributed to the ionization densities produced by recoil particles of the CaWOQy lattice, i.e.,
by electrons, O, Ca and W ions, except for the ionization produced directly by an inter-
acting heavy, charged particle. Therefore, in the following, the initially created ionization-
density distribution for all possible recoil particles in CaWQ, as primary interacting par-
ticles is discussed. The determination of the resulting ionization-density distribution for

12Within the model developed here, the phrase ”ion” is also used for initially neutral interacting atoms
as no major difference in the energy-loss processes of atoms and ions of the same species and type are
expected due to the large ionization potential of a solid material such as CaWOQO,. Already after the first
few collisions of the particle with the electrons and nuclei of the target material, the primary particle is
expected to carry an effective, energy-dependent charge state, independent of its original charge state (see,

e.g., [87]).
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different primary interacting particles on the basis of this information is presented in ap-
pendices B.3.6 and B.3.7.

Qualitative Discussion of the Initially Generated Ionization Densities for Electrons:

Electrons are expected to excite secondary electrons into the conduction band in indi-
vidual collisions with electrons of the target material. The energy distribution of the
produced electrons follows a Landau distribution (see, e.g., [88] as well as figure 3.4), i.e.,
the majority of these electrons possesses very small energies whereas a small number of
the created electrons is high-energetic. Electrons with energies less than the ionization
threshold energy, F; 4, = 11.75¢V (compare section II1/3.1.1), cannot produce any fur-
ther ionization whereas electrons with higher energies' can create further ionization, i.e.,
excite further electrons into the conduction band which lose and distribute their energy in
an analogous way as the primary electron. Of course, when producing such high-energetic
secondary electrons, an overlap of the low-energetic electrons created by the primary elec-
tron and created by secondary high-energetic electrons can exist, leading to an enhanced
ionization density at the respective position along the primary electron track. A graphical
representation of this description can be found in figure 3.3.

. Production of a Overlap of low-energetic electrons
Region of final . .
‘onization very low-energetic produced by the primary and by a
recoil electron secondary electron
created

Production of a
high-energetic
recoil electron

Primary electron
track

Figure 3.3: Graphical illustration of the ionization-density distribution created by an electron
as the primary interacting particle in CaWQO,: The thick, dashed, blue line corresponds to the
track of the primary electron. The black dots along its track mark positions where high-energetic
electrons are created that possess enough energy to create further ionization. The filled, blue
areas correspond to the regions where electrons and/or holes with energies less than the ionization
threshold are created, i.e., particles that cannot create any further ionization. Thus, these regions
correspond to the final distribution of the created ionization.

As is depicted in figure 3.3, it is expected that an electron deposits its energy quite ho-
mogeneously distributed over a relatively large volume (combination of the areas filled in
blue in figure 3.3) through individual collisions with electrons of the target material.

BTypically, secondary electrons with energies up to a few 1006V are created along the track of the
primary electron. However, also collisions with an energy transfer up to the complete energy of the
primary electron are possible.
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Qualitative Discussion of the Initially Generated Ionization Densities for Nuclear Recoils:

In contrast, for nuclear recoils (O, Ca and W ions), compact cascades of displacement
atoms/ions [42], directly produced phonons, nuclear recoils and continuously produced
ionization along relatively short tracks are created. Therefore, the volume where ion-
ization is produced can be divided into several parts: The volume excited directly by
the primary particle and the individual regions excited by the produced nuclear recoils.
These regions are considered as being separated from each other, except for a very small
overlap region where the track of the produced nuclear recoil starts. In this region, the
ionization created by the primary particle and by the recoiling atoms overlap. The energy
distribution of the electrons produced directly by the primary particle can be expected to
follow a Landau distribution (see, e.g., [88]), i.e. the majority of the created electrons are
low-energetic electrons (which cannot be regarded as starting their own separate energy-
deposition tracks) while only a few high-energetic electrons are produced. In figure 3.4,
a qualitative, graphical representation of the expected energy distribution of the created
electrons is presented. The dashed, blue rectangles indicate the assumed division into
low-energetic and high-energetic electrons.
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Figure 3.4: Qualitative, graphical representation of the number of electrons created in the energy-
loss process of a particle in dependency of their energy: This dependency is assumed to be describ-
able by a Landau distribution (solid, red line). For visualization of the assumed division of the
electrons into low-energetic and high-energetic electrons, dashed, blue rectangles are indicated.

Within the model developed, the following qualitative description of the energy depo-
sition by these electrons around the track of the interacting particle is used (compare
“core and penumbra” model in [89]): The large number of low-energetic electrons deposit
their energy close to the track of the interacting particle within a small, cylindrical inner
volume, the “core” volume. The high-energetic electrons potentially escape this inner vol-
ume, dependent on the direction of their movement' and deposit at least a fraction of

their energy within a separate, outer volume'® (each high-energetic electron in a separate

MThe direction of the movement of the electrons has to be regarded relative to the track direction of
the interacting particle (from perpendicular to nearly parallel to the track of the interacting particle).

5The high-energetic electrons that escape the inner volume can, of course, also deposit part of their
energy within the inner volume.
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volume outside of the inner volume). These high-energetic electron tracks outside the
inner volume correspond to separated, thinly ionized volumes extending far beyond the
thin inner cylinder. The sum of all these thinly ionized, outer volumes corresponds to the
"penumbra” volume in [89]. A graphical representation of this description can be found
in figure 3.5. As can be seen from figure 3.5, it is expected that heavy, charged particles,

generation of a | | beginning of the overlap region of the
recoil atom track of a recoil atom || ionization created by the
primary particle and by
a recoil atom

region thinly ionized
by a high-energetic
electron

track of the

primary inter- r~gn
acting particle

ionization by low-
energetic electrons
around the track of
the primary particle

low-energetic electrons
around the track of generation of a “secondary”
a recoil atom recoil atom by a recoil atom

Figure 3.5: Graphical illustration of the ionization-density distribution created by a heavy, charged
primary interacting particle in CaWOQy: The solid, red line corresponds to the track of the primary
particle. The dots along its track mark positions where recoil atoms are created. The filled, blue
region directly around the track of the primary interacting particle (and around the tracks of its
recoil atoms) corresponds to the ”core” region, i.e., the region where the low-energetic electrons
(ionization) are located that are continuously produced by the primary interacting particle. Ad-
ditionally indicated are a few high-energetic electrons that escape this dense “core” region leading
to individual, comparably large regions that are thinly ionized. The circular regions filled in green
at the positions of the production of recoil atoms indicate the "overlap” region of the ionization
produced directly by the primary particle and the ionization produced directly by the recoil atom.

such as nuclear recoils, deposit their energy distributed within a relatively small volume
(compared to an electron of the same energy) which is divided into several sub-volumes:
Some with very high (core volumes) and others with low ionization densities (penumbra
volumes).

Relationship between Ionization Density Produced and Energy Deposited by an Interacting
Particle:

Within the model developed, the different extents of the excited volumes and the produced
excitation densities are quantified by the position-dependent parameter pioniz(Epart, X)
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which is the produced ionization density at the position x = (z,y, z)T (in ner‘rfg,,

superscript T" indicates that the vector is transposed) within the volume Ve (Epqrt) excited
in the energy-loss process of the particle part depositing the energy Epq+. The following
relationship between pioniz(Epart, X) and the amount of energy deposited in ionization,
Epa'rt * Fioniz (Epa'l“t>a holds:

where the

Epart ' Fioniz (Epart) - / Pioniz (Epart7 X) dx (312)
Vem (Epa'rt)

Hence, in order to describe the ionization produced by one primary interacting particle,
the density of energy deposited in ionization has to be known for each point in the target
material that is excited in the process of energy loss of the primary particle and of the
created secondary (recoil) particles.

Outline of the Developed Approach to Determine the Ionization Density:

The approach developed within this work to determine the spatial distribution of the
ionization, pioniz(Epart,x), and, hence, the produced STE-density distribution generated

by an interacting particle in CaWOy, nl{ng"éo(Epart, x), can be divided into three parts:

1. The first step is the development of a physical and mathematical model for the
distribution of the ionization generated along the track of a primary particle as
well as along the tracks of its recoil particles. This model describes the extent and
geometrical distribution of the ionization generated.

2. The second part involves performing and analyzing simulations with the programs
SRIM [42] and CASINO [43]. These simulations deliver information on the amount
of energy deposited in ionization directly by the primary interacting particle (along
its track) and on the production of recoil particles (position of production, type and
energy of the recoil particle) along the track of the primary particle.

3. The third step corresponds to the determination of the energy- and particle-depen-
dency of the radial extent of the excited volumes around the tracks of the primary
interacting particle as well as of its recoil particles as this information is not delivered
by the performed simulations.

Combining this information, a mathematical description of the initially produced ioniza-
tion density and of the extent of the excited volume where this density is distributed is
achieved for different interacting particles. To convert the ionization distribution deter-

mined in this way, pioniz(Epart; X), as well as the amount of energy deposited in ioniza-

tion Epgrt + Fioniz(Epart) into the density distribution nggggo(Epamx) and the number,

NSST 5 (Epart), of the initially produced blue STEs, the following relationships have to be
used (compare equations 3.1 and 3.11):

1—-F,-
NSSTE(EPCL%) = (235.6Etrap) : Epart : Fioniz(Epart> (3.13)
. gap
(1—F,
nl{g’gg‘o(Eparty X) = 76”047) : Epart : pioniz(Eparta X) (314)
2.35 - Egap

where the denominator, 2.35 - Eyqp = 2.35 - 5.0eV, corresponds to the mean energy needed
to excite one electron into the conduction band in CaWO, and the numerator, 1 — F,— .,
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indicates that the fraction F.-4.,, of the produced electrons gets captured by electron
traps and, hence, cannot create STEs. As can be seen from equation 3.14, the produced
STE density is directly proportional to the generated ionization density. Therefore, in
the following description of the determination of the ionization density, the expressions

pioniz(Epart, ) and ngngnéo(Epart, x) are used synonymously.

It should be noted that the description and modeling of the STE density produced by
an interacting particle was carried out with the goal to fulfill the following three require-
ments:

e The developed description should express the typical STE-density distribution cre-
ated by a particle, i.e. it should allow to average over a large number of simulated
energy-loss processes for such a particle to calculate the corresponding mean STE-
density distribution.

e The developed description should be expressible in a simple mathematical formula-
tion to allow the utilization of the described spatial distribution of the initially cre-
ated STEs within the model for the light generation in CaWQy, (section I11/3.2.4)*S.

o As will be discussed in section I11/3.3.2, to determine the free model parameters and
to validate the complete model, experiments using ion-beam excitation of a CaWQy
crystal were performed. For the analysis of these experiments in the context of the
model, the initially created STE density has to be known for the employed ions. The
ions used in the experiments were Oxygen and lodine ions with an energy of roughly
35MeV. Hence, in order to enable the determination of the STE density initially
created by these two ions, the STE density for the possible recoil ions (O, Ca and W
ions) with energies up to ~ 35MeV have to be determined. Therefore, the method
to determine the STE density for recoiling particles was applied to recoil atoms with
energies up to 35MeV. The maximum energy used was 50MeV.

In the following, first the underlying concept of determining the ionization distribution
generated by interacting particles in CaWOQy is introduced. Then, the geometrical model
used to describe the geometrical distribution of the STE density generated by an inter-
acting particle is introduced. Thereafter, a short overview of the data delivered by the
simulations as well as of the method developed to determine as many of the parameters
of the geometrical model as possible from the data delivered by the simulations (details
on the simulations and developed methods can be found in appendix B.3).

Basic Concept for the Determination of the Particle-Induced Ionization Distribution:

The goal is to obtain a mathematical description of the spatial distribution of the ion-
ization generated by a primary interacting particle within an energy region including the
recoil energies interesting for the direct dark matter search (energy deposits of only a few
keV, see section I11/2.2) up to ~ 50MeV (energies of the ions used in the experiments to
determine the model parameters and validate the model, see chapter I11/4). The basic idea
capitalized is the self-similarity of the energy-loss process of a higher-energetic primary

191 section I11/3.2.4, it will become clear that a simple mathematical description of the STE density
enables an analytical formulation of the decay-time spectrum of the produced photons. This was regarded
as desirable as the resulting formulas will be used to fit experimentally acquired light-pulse shapes (see
chapter II1/5).
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particle with energy FEpq.: If the ionization density produced directly by the primary
particle as well as by all possible recoil particles with energies Ec. S Epart is known, then
the total ionization density produced in the complete energy-loss process of the higher-
energetic primary particle can be determined. Hence, the idea was to built up a database
in a bottom-up approach containing the information on the ionization densities created
for recoil particles within an energy region starting from an energy of 20eV (at such small
energies, the probability to produce further recoil particles is very small, compare to F;_4,
and Ey;sp defined in section I11/3.1.1) up to the largest energy regarded, i.e., ~ 50MeV. In
order to cover the complete energy range, simulations and calculations at certain support-
ing points (energies of the recoil particles) were performed. A mathematical description
of the produced ionization density was determined such that this description can be in-
terpolated for energies between the supporting points. In this way, the calculation of the
ionization distribution for all energies considered was enabled.

Geometrical Model for the Spatial Distribution of the Initially Created Blue STE Pop-
ulation:

In the following, the geometrical model as well as its interpretation developed to de-
termine the ionization density with the help of the data delivered by the simulations is
presented. For the description of the produced ionization, a cylindrical coordinate system
around the track of the primary interacting particle is introduced with the coordinates
x:= (p, o, z)T (relative to the track of the regarded particle, T indicates the transposition
of the vector). Hence, in the following, the z-direction corresponds to the coordinate along
the summed-up track of the respectively regarded particle and not to one of the cartesian
coordinates of the crystal. In analogy, the coordinates p and ¢ are defined as relative
to the track direction. This assignment implies that the starting point of the track of a
particle at z = Onm can be located at any position x¢ := (z,y, 2)7 within the crystal
volume and does not indicate that the track of a particle starts, e.g., at the surface of the
crystal volume. Within the developed model, the ionization density pioniz(Epart,x) and,
hence, the STE density ngng%O(Epwt, x) generated in the energy-deposition process of an
interacting particle is described using a combination of two different mathematical models.
Depending on the type and energy of the interacting primary particle, either just one of
these two models or a combination of both of these models (for different sub-volumes of
the complete excited volume) are used. In the following, these two models are introduced
for the example of a heavy, charged particle (such as nuclear recoil, i.e., O, Ca or W ion) as
primary interacting particle. The model used for electrons can be found in appendix B.3.1.

The two models introduced are labeled PIT (Primary Ionization Track) and Rec (Recoil)
and describe the ionization produced along and around the track of the primary interact-
ing particle and along and around the tracks of its recoil ions, respectively. Both of the
developed models are based on the description of the energy-distribution of the created
electrons as depicted in figure 3.4: A particle (primary particle or recoil atom generated by
the primary particle) produces ionization in the form of a few high- and a large number of
low-energetic electrons along its track. Therefore, the volume and the distribution of the
ionization created along and around the track of a heavy, charged particle can be divided
into two parts:

o The fraction of ionization deposited in the form of low-energetic electrons, F"(Epqrt),
is expected to be deposited within an inner, cylindrical volume directly around the
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track of the interacting particle (compare figure 3.5). Of course, also high-energetic
electrons that escape the inner volume can produce ionization there. This ionization
is also included in the fraction F" (Epart). A comparably small radius ri"(Epart) (of
the order of 0.2 to 0.5nm) is assigned to this inner cylinder reflecting that the low-
energetic electrons have only very short ranges, i.e., very small penetration depths
dmaz(Epart) (compare to the discussion in appendix B.3.10). Therefore, the density
of the ionization generated within the inner volume is expected to be high.

o The fraction of ionization FO“(E,q¢) = 1 — Fi”(EpaTt) created by the few high-
energetic electrons generated that escape the inner dense volume of energy deposi-
tion is assumed to be distributed over several thinly ionized large volumes around
the track of the interacting particle (compare figure 3.5). To describe the extent
of this excited volume in a simple mathematical approach, it is assumed that these
individual, thinly ionized volumes can be represented by one united, thinly ion-
ized volume centered around the inner (densely ionized) volume. Thus, within the
developed model, the volume excited by the few high-energetic electrons (in their
energy-deposition process outside the inner volume) is described as a hollow cylin-
der around the inner volume. This outer volume, a hollow cylinder, contains the
fraction FOU(Epart) = 1 — F(Epart) and stretches from r"(E,q¢) to a comparably
large radius 7% (Epq,¢) (of the order of 1 to 10nm) reflecting the thin distribution
of the ionization by individual electrons as well as the comparably large ranges of
high-energetic electrons. Therefore, the density of the ionization generated in the
outer volume is expected to be small.

Hence, within both geometrical models which are introduced in the following, the excited
volume (where ionization is produced) around the track of an interacting particle (primary
particle or one of its recoils) is assumed to be composed of two cylindrical volumes with
different ionization densities (compare, e.g., the "core and penumbra” model in [89]): A
thin core region directly around the track with a high ionization density (due to the large
number of low-energetic electrons) and a large volume around this central (core) cylinder
with a much lower ionization density (due to the small number of high-energetic electrons
that can escape the central high-density volume).

Model "PIT”:

The model ” PIT” describes the distribution of energy deposited in ionization in a cylinder
(divided into an inner and an outer volume) around the track of the primary interacting
particle, called the Primary lonization Track, PIT. This volume contains all ionization
generated directly by the primary particle as well as the ionization generated by recoil par-
ticles within an “overlap region”, corresponding to the first Inm of their track'”. Within

7Tt should be noted that this description has to be regarded as self-similar description, i.e., consider
the recoil atom which is produced by the primary particle as primary particle itself, then ”secondary”
recoils produced by this ”"primary” recoil induce overlap regions with the ”primary” recoil track. If such
an overlap occurs within the first nm of the ”primary” recoil track, then this ionization also overlaps with
the PIT of the real primary particle. Apart from this potential overlap region within the first nm of the
"primary” recoil track between the “secondary” recoil tracks and the PIT no other overlap possibility is
assumed. This assumption is applied as the probability for such an overlap to occur can be expected to be
small. Due to the three-dimensional degree of freedom for the direction of the particle tracks in the crystal,
the probability that the track of the ”"secondary” recoil atom (produced along the track of the "primary”
recoil atom) leads back to volume of the PIT is very small.
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the PIT model included is the variation of the produced ionization density in the di-
rection of the track of the primary interacting particle: Such a variation reflects the
energy-dependency of the electronic stopping-power of a heavy, charged particle, i.e., the
efficiency of producing ionization which strongly depends on the energy of the interacting
particle and, hence, on the position z along its track (compare, e.g., table 3.2). As will be
shown when discussing the results of the simulations, this variation can be expressed by
an exponential dependency of the ionization density on the coordinate z along the track.
Hence, mathematically, this variation of the ionization density in z-direction can be de-
scribed by an exponential function with decay constant aprr(Epart) {ﬁ} (the same for
inner cylinder and outer hollow cylinder). Within the inner volume and the outer volume
of the PIT, no variation of the generated ionization in p- and @-direction is assumed. For
a graphical representation of this model, see figure 3.6 below.

Model "Rec”:

The model ”Rec” describes the distribution of the energy deposited in ionization in small
cylindrical slices of Alpin = 1nm length along the track of a recoiling particle. Therefore,
this model as well as all corresponding parameters are labeled “Rec”. The division of the
recoil tracks into these small volumes is required for the method developed within the
present work to determine the typical ionization-density distribution created by all recoil
particles of one primary interacting particle, i.e., to calculate the average of the ionization-
density distributions created by all recoil particles for each of the simulated primary ions
of one type and energy (for details, see below). Hence, the volume excited in the complete
energy-loss process of a primary particle contains a large number of such small volumes
described by the model Rec: The track of each individual of the several recoil atoms pro-
duced by one primary particle is divided into 1nm long slices along the respective recoil
track (the same method is utilized for the tracks of "secondary” recoils produced by the
"primary” recoil). In analogy to the PIT model, each of these small volumes described by
the model Rec is divided into an inner cylinder and an outer hollow cylinder. It should
be noticed that the first of these Inm long slices corresponds to the “overlap region” with
the ionization produced by the primary particle (for a graphical representation, see fig-
ure 3.6 below) and is, hence, not treated as an individual Rec volume as it is already
included in the PIT. Within the model Rec, no dependency of the produced ionization
(within the inner and outer volume, respectively) on any of the cylindrical coordinates
x = (p,¢,2)T is assumed: Within the inner volume of one of these Inm long slices, the
energy deposited in ionization is assumed to be distributed homogeneously and, within
the outer volume of one of these 1nm long slices, the energy deposited in ionization is
assumed to be distributed homogeneously, however, not with the same density. The inner
and outer radii as well as the partitioning of the ionization into the inner and outer vol-
umes of all of the Rec volumes produced in the energy-deposition process of one primary
particle are assigned the same values. Hence, these geometrical parameters have to reflect
the mean behavior of all of the recoil particles produced by one primary interacting par-
ticle. This method to model the ionization density produced by all of the recoil particles
was chosen in order to simplify the determination as well as the mathematical descrip-
tion of the combined ionization-density distribution generated by all of the recoil particles.

In figure 3.6, a qualitative, graphical representation of the two models for the example
of a heavy, charged particle as primary interacting particle is presented.
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PIT element where “overlap region”
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Figure 3.6: Qualitative, graphical representation of the two models PIT and Rec used to describe
the distribution of the energy deposited in ionization by an interacting particle: The summed-up
track of the primary interacting particle is shown as solid, red line. Inner and outer volume of the
primary ionization track, PIT, are indicated by full blue and dotted blue cylindrical shapes around
the track of the primary particle, respectively. Additionally, the ionization tracks caused by two
of the recoiling atoms are shown. The described division of the volume excited by a recoil into
1nm long slices is displayed by the cylindrical slice (filled in blue, also sub-divided into an inner
(dark blue) and an outer (lighter blue) cylindrical volume). The "overlap region” of the ionization
produced by the recoil and by the primary particle, as defined in the developed model, is indicated
as a horizontal, filled, green cylinder, respectively. The energy deposited within this first slice of
the recoil track is added to the PIT at the position where the recoil was produced (indicated by
the vertical cylinder filled in orange). Note that, as indicated, all other recoil volumes are assumed
to exhibit no overlap with any other excited volume.

As can be seen from figure 3.6, this description of the process of generating ionization
and distributing the generated ionization involves the division of the total excited volume
Vem(Epmat) into several individual smaller sub-volumes: These are the PIT volume, i.e.,
the excited volume around the track of the primary interacting particle as well as many
Rec volumes, i.e., the Inm long slices of the excited volumes around the tracks of the var-
ious recoil atoms generated. Each of these sub-volumes is divided into an inner cylinder
and an outer hollow cylinder. Hence, all of these sub-volumes combined constitute the
complete excited volume where the sub-volumes are defined such that no overlap between
them exists (compare figure 3.6).

Mathematical Description of the Spatial Distribution of the Initially Created Blue STE
Population

In the following, the mathematical formulation of the two models is presented. As can
be deduced from the description above, all of the parameters used to describe the ex-
tent of the different volumes, e.g., the radii, as well as the partitioning of the generated
ionization between those volumes are dependent on the type and energy of the primary
interacting particle. These dependencies reflect the different underlying energy-deposition
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processes and ionization distributions generated by different interacting particles with dif-
ferent amounts of energy deposited. In order to improve the readability of the formulas,
the dependency of the parameters on the energy and the type of the primary particle is
not displayed explicitly in the formulas. However, it should be kept in mind that all of
these parameters and, hence, also the numbers and densities of STEs created within the
different volumes are, of course, dependent on the type and the energy of the primary
interacting particle.

Model "PIT”:

The parameters and volumes described by the model PIT can be summarized as pre-
sented in table 3.3.

parameter H meaning

2=0 [nm] || starting point of the track of the primary interacting particle

2 = liyack(Epart) [nm] || end point of the track of the primary interacting particle

decay constant describing the variation of the
aprr(Epart) {ﬁ} ionization density along the track
(dependency on the z-coordinate)

radius of the inner cylinder of the PIT and
inner radius of the outer hollow cylinder of the PIT

p:T%IT( Epart) [nm]
[nm]

p= rf;“ItT( Epart) [nm outer radius of the outer hollow cylinder of the PIT

Verr(Epart) [nm3] || total volume of the PIT

3] || inner volume of the PIT

m
VPIT( part) [nm
m

VEY . (Epart) [nm?] || outer volume of the PIT

total energy deposited in ionization within the PIT
Eioniz,p17(Epart) [€V] (by the primary particle and by recoil atoms in the
"overlap region”)

F 1'3 v (Epart) fraction of Fjoniz, prr(Epart) deposited in V}’}T(Epart)
FoU (Epart) fraction of Ejoniz pr1(Epart) deposited in VS (Epart)

Ewmz prr(Epart) [€V] || energy deposited in the inner volume of the PIT
)

B prr(Epart) [eV] || energy deposited in the outer volume of the PIT

Nyste,prr(Epart) total number of blue STEs initially created in the PIT
NbST £.P 17 (Epart) number of blue STEs initially created in VP i (Epart)
Neyt, B.P 17 (Epart) number of blue STEs initially created in V2%.(Epq+t)

Table 3.3: Parameters used to describe the distribution of the energy deposited in ionization and
the distribution of the initially created blue STE population within the primary ionization track
PIT.

For the description of the division of the total energy, Eioniz pr7(Epart) (deposited in
ionization in the PIT volume), between the inner and outer PIT volumes, the following
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relationships can be used:

Fpir + Fpip =1 (3.15)
toniz,P1T = Eioniz,prr * Fprr (3.16)
Ef(%iz,PIT = EiOTLiZ,PIT : Fjng'%’ = Eioniz,PlT : (1 - F]ZDnIT) (317)

Using equation 3.13, the initial numbers of blue STEs created in the inner and in the outer
volume of the PIT, respectively, can be expressed by:

(1 - Fe*trap) in

NZQTE,P{T = 935. 06 Egap " ioniz, PIT (3.18)
(1 - Fe‘tra )
Nout — P/ prout 3.19
bSTE,PIT 2.35. Egap ioniz,PIT ( )
__ ATIn out o (1 - Fe*trap)
= Nosre.pir = Nysre prr + Noste prr = * Eioniz,pIT (3.20)

2.35 - Egap

The volumes (inner cylinder and outer hollow cylinder) in which the distribution of the
initially produced blue STE populations is described by the model PIT are defined by:

, P P ,
Vi =Sx=| ¢ | eR%| ¢ | €[0,r%7] x [0,27] x [0, lirack] (3.21)
z VA
p [ 4
Vlg%“ =AX=1 ¢ | € RSS 8 IS [Tngar%%tT] x [0, 27] x [0, lyrack) (3.22)
z z
Vpir = Viir + VEir (3.23)

Hence, the density of blue STEs produced in the inner volume of the PIT, VZir(Epart),
which is assumed to depend only on the z-coordinate within the volume (variation along
the track), can be expressed by:

formO ’ ____formO '
) S

n ) =N
bSTE xevin,. bSTE

_ yin ' 1 . aprr
bSTE,PIT (T’LF?IT)Q - (1 — e_aPIT'lt'rack)

—Q Z
. e~ QPIT

; 0
Nysre prr = / ngngr% (x) p dpdpdz
Ve

Using the definition of a position-independent density of blue STEs in the inner volume
of the PIT, n,{gTTngn pr7, this expression can be simplified:

form0 N 1 apr
nbg;%,in,PlT = NpSTE.PIT * (T%T)Q . (1= e orrrloraer) (3.24)
MZEC) = €T (3.5

o=n . -e
erF'L)'fILT bSTE,zn,PIT
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In analogy, the blue STE density ngng%?out, pyp Within the outer volume of the PIT,

V8- (Epart), can be expressed with a position-independent density of blue STEs:

formO L t 1 aprT
M,STE out,PIT = NbSTE,PIT * (2 — (75 92) 7 T = e ormla) (3.26)

formO . formO __formO —apir2
Nysrp (%) weyout T TOSTE (x) cevour — ST B out,PIT * € (3.27)
PIT PIT

0
N§&rp pir = / n{s"% (x) p dpdpdz

out
VPIT

Model "Rec”:

As discussed above, within the model Rec, the distribution of the ionization generated
by recoil atoms within Inm long slices along their ionization tracks is described (except
for the first nm which is incorporated in the PIT model). Hence, one of the described
volumes stretches from the position z = 2% . to z = 2% .+ Inm along the recoil track. As
indicated above, for each of these slices (for all recoils of one primary particle), the same
radii and partitioning of the ionization between the inner and the outer volume, as well
as a homogeneous distribution of the ionization within each of the cylindrical volumes are
assumed. Thus, no dependency of the geometrical distribution of the generated ionization
on the position z%ec along the recoil track remains. Hence, within the total volume excited
by one primary particle always the same radii and partitioning of the ionization in Rec
volumes are used, regardless from which recoil track and from which position within this
recoil track such a 1nm slice is cut. Therefore, the z-coordinates of these volumes can be
transformed:

2 € [hees Zee + 1] = 2 €[0,1] o]

The only difference between these volumes remaining is the different amount of energy
deposited in each of these volumes, i.e., the correspondingly different number of blue STEs
contained within these volumes. It should be noted that, in this way, still the variation of
the ionization density in the direction of the recoil track is included!® (with a Inm-binning
of the z-coordinate of the recoil track). Therefore, in the following, all parameters differ-
ing for different slices of the recoil tracks (the amount of the energy deposited and, thus,
the number and density of generated blue STEs) are labeled additionally with an integer
number ¢ attached to the label Rec][i] to indicate the differences for different slices of recoil
tracks.

With these considerations, the parameters and volumes of one slice of a recoil track,
Recli], described by the model Rec can be summarized as presented in table 3.4.

For the description of the partitioning of the total energy, Ejon;z, recli) (Epart), deposited in
ionization in one of the recoil volumes Vigec(Epart) between the inner and outer volume,

8 Compare to the model PIT: Here this variation of the density of the produced ionization and, hence, of
the initially created density of blue STEs is included as a continuous variation described by an exponential
function in z-direction.
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’ parameter H meaning

’ z €]0,1] [nm] H dimension of one of the Rec volumes in z-direction, Rec]i

radius of the inner cylinder of the Rec volumes and
inner radius of the outer hollow cylinder of the Rec volumes

pP= T%Lec(Epm"t) [nm]
[

p= T%Letc(Epart) outer radius of the outer hollow cylinder of the Rec volumes

Viee(Epart)  [nm?] || total Rec volume (1nm slice of a recoil track)
Vi (Epart)  [nm?] || inner Rec volume (1nm slice of a recoil track)
VS (Epare)  [nm?] || outer Rec volume (1nm slice of a recoil track)

total energy deposited in ionization within the volume Rec]i]
Eioniz,recli) (Epart) [eV] || (by the recoil atom and by its recoil
atoms within their ”overlap regions”)

Fi (Epart) fraction of Ejoniz gecii] (Epart) deposited in VA (Epart)

FU (Epart) fraction of Ejoniz rec[i] (Epart) deposited in VEY(Epqr )
ET Rec l]( Epart) [€V] || energy deposited in the inner volume of Rec|i]
Z"O’jfw Rec[i] (Epart) [€V] || energy deposited in the outer volume of Recli]

Nys7E,Recli) (Epart) total number of blue STEs initially created in the volume Rec][i]
ggT B,Rec| l](Epart) number of blue STEs initially created in VREC( Epart)
NbOgtT B, Rec| Z](Epmt) number of blue STEs initially created in V3% (Epq,+)

Table 3.4: Parameters of the model Rec used to describe the distribution of the energy deposited
in ionization and the distribution of the initially created blue STE population within a Inm long
slice Rec[i] of the track of one recoil atom of the primary interacting particle.

the following relationships can be used:

FRec F}%fléi =1 (328)
= zlgnzz JRecli] — = Eioniz ,Recli] * FRec (329)
Ef;;‘;z ,Recli] — = Eioniz JRecli] * FRec = Eioniz,Rec[i] : (1 - F]Z%’réc) (330)

Using equation 3.13, the respective initial numbers of blue STEs created in the inner and
outer volumes of the slice Rec[i] of a recoil track can be expressed by:

(1 - Fe*trap) . Em

Nig ] = iz Recli (3.31)
bSTE,Recl|i 2.35. Egap ioniz,Rec]i]
(1= Fo—trap)
N{§T B Recli] = Teg - Eg Recli (3.32)
. (1= Frpyp)
= NyST8,Recli] = Voo 5, Recli] T NSTE Recli] = TeEtmp * Eioniz, Recli] (3.33)
: gap

The volumes (inner cylinder and outer hollow cylinder) for which the model Rec describes
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the distribution of the initially produced blue STE populations, are defined by:

. P p ,
Vit =Sx=| ¢ | €R%| ¢ | €[0,r.]x[0,27] x[0,1] (3.34)
z z
P P 4
Vel i=x=| ¢ | eR%| ¢ | € rh.,rHl] x [0,27] x [0, 1] (3.35)
VA z
Viee = Viee + Virer (3.36)

From these expressions for the sub-volumes of the slice Rec[i] of a recoil track, it can be
seen that the geometrical parameters used are assumed to be the same for all slices of all
recoil tracks generated by one primary interacting particle (no dependency on ).

Hence, the density of blue STEs produced in the inner volume of the slice Rec[i], Vi2.(Epart)
which is assumed to be independent of the position within the volume, is given by:

1
2. 7. 1nm

formO . form()(x)‘ (337)

— _ n .
anTE,in,Rec[i] = MSTE xevin NbSTE,Rec[i] (Tin )
Rec

Rec

’ 0
NySTE, Recli) = / nf & (x) p dpdpdz

in
VRec

In analogy, the density of blue STEs produced in the outer volume of the slice Rec]i],
VEU(Epart), can be expressed by:

formO . formO ‘ _ arout 1
" 1= MosTE (X =N 1 : 3.38
b7 out el ST e = NSTE Rectl " (G (g ) 1m0
0
N{STB,Recfi] = / n i (%) p dpdipdz
Vout

Rec

It can be recognized that the STE densities described by equations 3.37 and 3.38 do not
contain any dependency on the position within the respective volumes besides the limita-
tions of the volumes. This reflects the assumed homogeneous distribution of the ionization
within the individual volumes. On the other hand, it can be seen that these densities can
differ for different slices of recoil tracks (Rec[i]) if the number of blue STEs deposited in
these slices, Nys7E, Rrecli], differs, i.e., if a different amount of energy, Ejoni. gecli) (Epart)
was initially deposited within these slices.

Parameters Required for the Description of the Initially Created STE density

From the mathematical formulation of the two models, the parameters required to de-
scribe the distribution of the STE density initially created by one interacting particle can
be determined:

o The length of the track of the primary interacting particle: lirqer(Epart)-

e The number of STEs generated within the total PIT volume, i.e., the amount of
energy deposited in ionization in the total PIT volume (compare equation 3.20):
Eioniz,PIT (Epm't) .
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e The decay constant describing the variation of the ionization density along the track,
i.e., within the inner and outer PIT volumes: aprr(Epart)-

o The partitioning of the ionization between inner and outer PIT volume: F}Z}T(Epart).
o The inner and outer radii of the PIT volumes: 7% (Epart) and 784 (Epart).

e The number of STEs generated within each of the recoil volumes, i.e., the respec-
tive energy deposited within each of the Rec volumes (compare equation 3.33):

Eiom'z,Rec[i] (Epart) .
e The partitioning of the ionization between inner and outer Rec volumes: FéZC(EpaTt).
o The inner and outer radii of the Rec volumes: 7% (Epqrt) and %% (Epart).

Performed Simulations and Delivered Data:

In the following, an overview of the performed simulations as well as a short description
of the analysis method developed for the data delivered by the simulations is presented.
It should be noted that, due to the fact that no information on the energy of the elec-
trons created in the energy-deposition process of a heavy, charged particle is given by
the simulations, the radii as well as the partitioning of the ionization between inner and
outer volumes of the PIT and the Rec volumes cannot be determined directly from the
simulations!®. A short introduction of the method used to obtain estimates for the values
of these parameters is presented. Details on the simulations, their analysis as well as on
the determination of the radial parameters can be found in appendices B.3.2 to B.3.10.

As already indicated, to determine the ionization densities produced by electrons and
ions interacting in CaWQy, two different programs were used:

e In order to simulate the energy-loss process of electrons interacting in CaWQy,, the
program CASINO [43] was used.

e In order to simulate the energy-loss process of heavy, charged particles, such as
nuclear recoils interacting in CaWOy, the program SRIM [42] was used.

Employing these programs, simulations of the energy-loss processes of electrons, O, Ca
and W ions at supporting points distributed over the complete energy range considered
were performed. All of these simulations were, of course, performed using a large number
of simulated events in order to obtain sufficient statistics and to allow averaging of the
deduced results. For ions, 10000 particles each, with energies of 20eV, 50eV 100eV, 200eV,
etc. up to 1MeV and 2000 particles each, with energies of 2MeV, 5MeV, etc. up to 50MeV
were simulated. For electrons 10000 particles, each, with energies of 20eV, 40eV, 60eV,
etc. up to 200eV, with energies of 300eV, 400eV, etc. up to 1keV, with energies of 2keV,
3keV, etc. up to 10keV, with energies of 20keV, 30keV, etc. up to 100keV and 1000 par-
ticles each, with energies of 200keV, 300keV, 500keV, 700keV and 1MeV were simulated.
The information gained by these simulations can be used for two purposes: On the one
hand, the data delivered by the simulations is used to built up a database containing the

9 As discussed in appendix B.3.9, a similar problem exists for the radial parameters of the ionization
distribution created by electrons. Thus, also for electrons as primary interacting particle, the values of the
radial parameters have to be assessed independently of the performed simulations. The developed method
is discussed in appendix B.3.9
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information of the ionization density generated by the simulated particles for the case they
are considered as recoil particles of another primary interacting particle. As the major
fraction of recoil particles produced are low-energetic (for electrons, see, e.g., discussion
before figure 3.4, for ions, see appendix B.3.10), the low-energy region was sampled with a
higher accuracy whereas, for higher energies, a decreased coverage was used. On the other
hand, of course, these simulations automatically deliver the information on the ionization
density produced by the simulated particles for the case they are considered as primary
interacting particle themselves.

Details on the programs, the chosen settings and the utilized output files can be found
in appendix B.3.2. From the overview presented there, it can be seen that the following
information was retrieved from the data delivered by the simulations:

o For each simulated particle, a list of positions where a recoil particle was produced
(in cartesian coordinates within the crystal, x := (x,y, 2)T). For ions, this is a list
of nuclear recoils produced which contains the information about the position, type
and energy of the produced nuclear recoils. For electrons, this is a list of "secondary”
electrons produced which contains the information about the position and energy of
the produced electrons.

e From this information for each simulated particle, the track of the primary particle
as well as the total length of the track can be obtained (by summing up the distances
between collisions where recoil ions/electrons are produced?’). Averaging the total
lengths of the tracks of all simulated particles (for one type and one energy), the
mean length of the track Iy qck (Epart) of such a particle can be obtained.

o In analogy, the mean penetration depth dpaq(Epart), into the initial direction of
movement of the simulated primary particle can be obtained.

o For each simulated ion, additionally, the electronic stopping Se;(x,y, z) (in %) for
the primary interacting particle at each position along its track where a nuclear
recoil is produced is given.

o For all simulated ions of one type and one energy, the mean total amount of ioniza-
tion created by the primary particle alone and created by all of its recoil particles
combined can be determined.

It should be noted that, for ions, no information on the energy of the produced electrons is
given. In addition, it should be taken into account that, within the CASINO simulations
of electrons as primary particles, only low-energetic electrons are produced, i.e., the pro-
duction of high-energetic electrons with large energy transfer from the primary electron to
a recoil electron is suppressed. Instead, the low-energetic electrons that would be created
by such a high-energetic recoil electron are ”directly produced” by the primary electron
(compare, e.g., [90]).

Basic Concept of the Method Developed for the Analysis of the Simulations:

The concept for the analysis of the data delivered by the simulations is based on the

20The distance travelled by the primary particle after the last collision listed is also considered in the
analysis of the simulations. For details, see appendix B.3.2.
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self-similarity of the energy-loss process by the primary interacting particle and its recoil
particles: Hence, the analysis of the simulations is performed iteratively, starting with the
determination of the ionization-density distribution of the lowest-energetic particles. The
information gained in this way on the ionization distribution generated by the regarded
particle as recoil particle can then be used as input for the determination of the ionization-
density distribution created by recoils of a higher-energetic particle. A detailed description
of the complete method developed can be found in appendix B.3.4 for O, Ca and W ions
as primary interacting particles. A graphical representation of this method is presented in
appendix B.3.5. In appendices B.3.6 and B.3.7, the application of this method to heavy,
charged particles as well as to electrons and «-particles as primary interacting particles is
explained.

Within the developed method, the resulting ionization distribution created by, e.g., a
heavy, charged particle, as determined from the simulations, is represented in the follow-
ing way: The complete ionization distribution is divided into the fraction deposited within
the PIT volume and the fraction of ionization produced outside of the PIT volume by
recoil particles. The ionization distribution within the PIT can then be characterized by
an exponential function describing the dependency of the energy deposited in ionization
within the PIT volume along the track of the primary interacting particle. The ioniza-
tion distribution generated by recoil particles is described by a histogram containing the
occurrences of energy depositions (in €V per nm) within each of the small Rec volumes
excited. With such a description, the amount of energy deposited within the PIT volume
(Eioniz,P1T(Epart)) and within each of the Rec (Ejon;z, recli) (Epart)) volumes is determined.
Additionally, the information on the length of the primary particle track, liyqck (Epart), and
on the decay constant, aprr(Epart), of the ionization-density along the track are delivered.

However, up to this point, no information on the radial distribution of the ionization
densities is gained. As discussed in appendix B.3.8, the corresponding parameters, e.g.,
18 (Epart), T84 (Epart) and Fiyp(Epart) for the PIT volume of a heavy, charged primary
interacting particle, cannot be determined from the simulations. The method developed
within the present work to, nonetheless, obtain estimates for these values for all of these
parameters (for arbitrary heavy, charged particles and for electrons as primary interacting
particles) is presented in detail in the appendices B.3.9 and B.3.10. This method can be
divided into two steps: As a first step, a model for the energy- and particle-dependency of
the radial parameters is presented (separately for heavy, charged particles and for electrons
as primary interacting particles). Then, a concept to determine these parameters for one
type and energy of a primary interacting particle in CaWO, (for one ion and for one elec-
tron with a defined energy each) is developed: For electrons, the information on the light
yield of 100keV electrons at low temperatures is used to adjust the radial parameters for
a 100keV electron as primary interacting particle (see also section III/6.1.1). For heavy,
charged particles, the scintillation-light pulse-shape recorded for 271 ions (~ 35MeV)
within the present work (see chapter III/4 for a description of the experiments) can be
used to adjust the radial parameters for I ions with ~ 35MeV as primary interacting
particles (see section III/5.3). Using the determined values of the radial parameters for
the regarded primary interacting particles in combination with the assumed energy- and
particle-dependencies, the values of these parameters can be determined for any heavy,
charged particle and for electrons with an energy roughly between 1keV and several MeV.
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Thus, using the described geometrical model in combination with the simulations, their
analysis and the determination of the radial parameters, a complete description of the
ionization-density distribution, pioniz(Epart, X), generated by a primary interacting parti-
cle of type part with energy Eq+ in CaWQy is achieved. In the following discussion of the
model for the light generation and quenching in CaWOy, it is assumed that the ionization
density pioniz(Epart, X) produced by an energy deposition in the crystal can be determined
with the described method and is, hence, a known parameter of the model.

Summary of Primary STE-Formation Processes

An overview of the processes discussed up to this point is shown in figure 3.7.
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Figure 3.7: Overview over the processes of energy deposition that lead to the creation of blue
STEs: Orange boxes indicate processes in which phonons are produced. Grey boxes correspond
to processes in which energy is stored in the lattice in the form of lattice disturbances (vacancies,
trapped electrons and single STHs). Blue boxes correspond to the production of blue STEs.

Within the model, it is assumed that, for a particle depositing the energy Fpq,¢, a fraction
of Fioniz(Epart) is converted into ionization which is distributed in the excited volume
Vee according to the ionization-density distribution pioniz(Epart,x). This fraction of the
deposited energy as well as its spatial distribution are determined with the help of the
described geometrical model, the simulations and the analysis method developed. The
integral of the ionization density pioniz(Epart, %) over the excited volume Vi, i.e., the
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fraction of energy deposited into ionization, can be expressed as:

/ pioniz(Eparta X)dX = Fioniz (Epart) : Epart (339)
VECL'

Due to the mean energy needed to create an electron-STH pair, the possible capture

processes of electrons by electron traps (lost electrons) and the low density of defect

(green) centers, it is assumed that initially a total number Ngﬁ;}’g ¢ STH(B ) of purely

blue STEs is produced. These STEs are distributed within the volume V,, according to

the position-dependent density ngggge_STH(Epart,x). Using equations 3.1 and 3.10, the

number and density of the initially created blue STEs are given by:
Fiom’z (Epart) . Epart

Ngg;%eiSTH(Epart) = (1 - Fe*t?’ap) ’ Neh(Epart) = (1 - Fe*tmp) ’ 11.75eV
(3.40)
pfome STH (D sy — (1 = Fotrap) - Pioniz(Epart, X) _ (1 = Fo—trap) - Pioniz(Epart, X)
2.35 - Eyap 11.756V
(3.41)

The size of the fraction F,—,.,, of electrons captured by electron traps depends on the
density of defects in the respective CaWOy crystal and is assumed to be independent of
temperature.

A fraction Fy,.(T) of these STEs is produced in a delayed recombination process. Using the
simplified diffusion-controlled recombination model (see the discussion at the beginning of

this section as well as appendix B.2), this delayed process can be described by an exponen-

tial rise time 74, (T'). Hence, the time-dependent number Ngg;%e_STH (Epart, T, t) (which,

if integrated, corresponds to the total number of produced blue STEs, IV, lfg;% 6_STH(Ep(mg),

see equation 3.40) and density nl{ gTTW;_ STH(Epart, T, x,t) of blue STEs created by the par-
ticle part depositing the energy E,q¢ are given by:

+00
—STH ~STH
[ NI By T8 = N )
—00
~STH
Ngggjge T (Epctha t) =

(1 - Fe—trap) : -Fioniz(Epart) : Epart
2.35 - Egap

Fy,(T)
Tar(T)

_ o). - [(1 ~ F(T)) + - e‘mfm} (3.42)

+o00
forme~ STH _ _forme  STH
NysTE (Eparta T,x, t) dt = NysTE (Epa’rta X)
—00
forme= STH _
pSTE (Epart, T, %,t) =

(1 - Fe_trap) * Pioniz (Eparta X)
2.35 - Eyap

Fy(T)
Tar(T)

where the time scale 74.(T") of the delayed process as well as the fraction of STEs created
in the delayed process Fy,(T) are temperature-dependent parameters with

Fy(T < 100K) ~ 0
7ar (T =~ 300K) ~ 40ns.

= o()-

- {(1 — Foyr(T)) + : e‘mfm] (3.43)
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as discussed above (see equations 3.6 and 3.7).

3.1.3 Processes Involved in the Excitation and De-Excitation of STEs

In the following, the different processes involved in the excitation and de-excitation of
the populations of intrinsic (blue) and extrinsic (green) luminescence centers as well as
their temperature dependencies are discussed. These populations and their densities are
denoted by Ny(Epart, T,t) and ny(Epert, T, %,t), respectively, for the blue STEs and by
Ny(Epart, T,x,t) and ng(Epere, T, X, t), respectively, for the green STEs. It is important

to notice that the up to now discussed formation processes N{SO;%KSTH (Epart, T, t) and

nl{ngné(Epart,T,x,t) (see previous section) describe the change in time of the blue STE

population Ny(Epart, T, t) and its density ny(Epart, T, %, t) due to the excitation during the
energy-deposition process.

Starting from the population ny(Epart, T, X, t) of blue STEs created in the energy-deposition
process (see section 111/3.1.2), at first the two mechanisms considered to be responsible
for the excitation of defect centers (green STEs) are presented. One consequence of the
excitation of green STEs is the emergence of a possibility to (re-)excite intrinsic lumines-
cence centers, i.e., blue STEs. Thereafter, the different possibilities for the de-excitation of
intrinsic and defective luminescence centers are discussed: The radiative and non-radiative
recombination of the STEs (photon and phonon production), the STE-migration process
and the newly introduced possibility of exciton-exciton interaction. At the end of this
section, a summary of the considered processes is presented.

In the following, the dependencies of the numbers and densities of STEs on the parti-
cle energy -+ and the temperature 7" will no longer be expressed explicitly in order to
improve the readability, e.g., ny(Epart, T, X, t) =: np(x,t). Nonetheless, it has to be kept in
mind that the fraction of energy deposited in ionization and its position-dependent distri-
bution differ for different interacting particles and primary particle energies. In addition,
the temporal development of STE populations differs for different temperatures due to the
temperature dependencies of the involved processes.

Excitation of Extrinsic Luminescence Centers

As discussed in section I11/3.1.2, it is assumed that only blue STEs are excited directly in
the energy-deposition process. However, as already mentioned, the scintillation-light spec-
trum of CaWQy is observed to be composed of blue and green scintillation light. Within
the model developed here, two different processes are considered for the excitation of green
STEs, i.e., STEs at defective (extrinsic) scintillation centers:

Migration of Blue STFEs to Defect Centers

Green STEs can be excited by the migration of blue STEs from intrinsic centers to de-
fect centers. As the migration process of blue STEs is described by the migration time

Tuie, b—g (L) (see section I11/2.1.5), the formation process of green STEs (nggg%mig:b_}g(x, t))
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by migration of blue STEs can be expressed as:

formmig:b—g (X t) _
)

gSTE -np(x,t) (3.44)

Tmig, bﬂg(T)
b (T T (T
o o(7) = 220 D
g efects

(3.45)

with the hopping time ¢y, (7") needed for one energy-transfer step in the migration process
(see equation 2.7 in section I1I/2.1.5) and the density of green centers Cyc = Claegeers Which
corresponds to the density of defect centers, as explained at the beginning of this chapter.
It has to be noted that, at very low temperatures (7' < 5K), no migration of blue STEs
at all (not even to the neighboring [WO4]?~ complex) during their lifetime is possible (see
section I11/2.1.5).

Reabsorption of Blue Photons at Defect Centers

Green STEs can be excited by reabsorption of a fraction Fgps of blue photons (produced
by radiative decay of blue STEs) at defect centers. This excitation mechanism of de-
fect centers needs to be introduced as, even at very low temperatures (7' < 5K), still
a non-negligible fraction of the produced scintillation light can be assigned to excited
green centers (see, e.g., figure 2.12 in section I11/2.2.2, at 8K, a fraction of ~ 29% of the
scintillation light is green). As the radiative decay process of blue STEs is described by
the radiative decay time 7,4(T") (see equation 3.54), the formation process of green STEs

(nggr%%abs(x, t)) by reabsorption of blue photons can be expressed as:

S (. 1) = Fup - (%, 1) (3.46)

1
Trb(T)
The possibility to excite green STEs by reabsorption of blue photons corresponds to the
assumption that the absorption spectrum of defect centers exhibits an overlap with the
energy spectrum of the blue photons (intrinsic scintillation), i.e., with the range from
roughly 3.5¢V (350nm) to 2.5¢V (500nm) (compare, e.g., figure 2.11 in section 111/2.2.2).
This assumption can be justified by a model for the electronic structure of defect centers
indicating a significantly smaller band gap in comparison to intrinsic centers (see discus-
sion in appendix B.4.1) as well as by investigations of the absorption spectrum of CaWO,
described in literature (see discussion in appendix B.4.2). From these theoretical and
experimental indications, it can be deduced that defect centers, in fact, show absorption
in the wavelength region of the intrinsic CaWO, scintillation-light emission. Therefore,
the suggested mechanism of exciting defect centers via the absorption of blue scintillation
light (produced at the intrinsic scintillation centers) is well-motivated.

It has to be noted that no temperature dependency of the fraction Fy;s of blue photons
absorbed at defect centers is assumed. This approximation is supported by the results ob-
tained in [86]: The transmission spectra of a CaWQ, sample in the wavelength region from
240nm (5.2eV) to 1000nm (1.24eV) measured at room temperature and at liquid nitro-
gen temperature (77K) show practically no difference in the energy region of the intrinsic
blue scintillation light. Therefore, it is assumed that the efficiency of the absorption of
blue photons at defect centers (which can be assumed to dominate the absorbance in this
wavelength region, see discussion in appendix B.4.2), does not depend on temperature.
However, of course, this fraction should depend on the density of defects present in the
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respective CaWOQy crystal.
Combined Excitation of Green STEs

Hence, within the developed model, it is assumed that green centers can be excited either
by the migration of blue STEs to defect centers or by the absorption of blue photons
at defect centers. Therefore, it can be concluded that the combined excitation of green

centers, i.e., the total formation of green STEs, nggg%(x, t), can be expressed as:

0 t b
[ nga(?u )] :nggj;%ng.b g(X,t)+n£g¥%abs(X,t) _
exr
1 1
—(—— 4 F >n x,t 3.47
(o * Py ) et (3:47)

where the fraction Fy;, of blue photons absorbed at defect centers is assumed to be inde-
pendent of temperature, but dependent on the density of defects in the respective CaWQOy
crystal. Due to the temperature dependency of the STE migration, at very low tem-
peratures (T' < 5K), the only process considered for the excitation of green STEs is the
absorption of blue photons at defect centers.

Excitation of Intrinsic Luminescence Centers

As a consequence of the possibilities to excite green STEs by migration of blue STEs and
by reabsorption of blue photons, also the reverse processes, i.e., the excitation of blue STEs
by migration of green STEs or by reabsorption of green photons, have to be discussed.

Migration of Green STEs to Intrinsic Centers

As discussed in section III/2.1.5, the migration of green STEs to intrinsic scintillation
centers can, in fact, be observed?! with a temperature-dependent efficiency of the energy
transfer from defect to intrinsic centers [67, 68]. It has to be noted that this migration
corresponds to a transfer of the excitation from a defect center (less energy stored in the
self-trapping process of the STE) to an intrinsic center (more energy stored in the self-
trapping process of the STE). Within the model developed here, the possibility of this
migration process to occur is supposed to be permitted due to the deformation energy
already stored in the unexcited defective unit cell of a green center (compare to the dis-
cussion of the electronic structure of defect centers in appendix B.4.1).

Of course, the respective migration time 7, o.(7") is determined by the correspond-
ing hopping time ¢,,(7") for green STEs (see section I111/2.1.5). For the migration of green
STEs to intrinsic centers, the number density of final states Cpc, i.e., the probability to

2n [67, 68], it is reported that excitation by photons with energies below the band gap (e.g., 4.7eV
in [67]), assumed to selectively excite defect centers, leads to the emission of purely green light at 10K
and, at room temperature, to an emission spectrum (blue and green light) similar to the one obtained
with 5.2eV photons (energy larger than the band gap). Excitation with the 5.2eV photons at 10K, on the
other hand, leads to the same emission spectrum as at room temperature, with the only difference that
the room-temperature spectrum is slightly more broadened. These observations are interpreted in [67] as
indication for a thermally activated STE migration from defect centers (green STEs) to intrinsic centers
(blue STEs).
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reach an intrinsic (blue) center after one migration step, can be assumed to be approxi-
mately one Cyo =~ 1. This can be assumed as, due to the small number density of defect
centers (Cyepeers in the range from a few 10ppm to a few 100ppm), defect centers can be
assumed to be surrounded by intrinsic, undisturbed centers. Hence, already after one
hop, the green STE has migrated from a defect center to an intrinsic center. Therefore,
the formation process of blue STEs (nggg%ng:gqb(x,t)) by migration of green STEs to
intrinsic centers can be expressed as:

- 1
formmig:g—b o
n X, t) = —— - ng(x,t 3.48
bSTE ( ) Tonig, gsb (T) 9( ) ( )
the (T
Tmig, g—>b(T> = }Cg'ic) ~ thg(T) (3'49)

where, for the calculation of the hopping time of green STEs t,,(7T), of course, the diffu-
sion coefficient for green STEs (see equation 2.5 in section III/2.1.5) has to be used. As
the diffusivity of green STEs is non-negligible (see diffusion coefficient of green STEs in
section III/2.1.5), the process of exciting blue STEs by migration of green STEs has to
be included into the time-dependent description of the blue STE population and its density.

Reabsorption of Green Photons at Intrinsic Centers

As discussed in section I11/2.1.2; the band gap of intrinsic scintillation centers in CaWOy,
i.e., of the undisturbed lattice, is determined to be Ey,, ~ 5.0¢V. On the other hand,
e.g., from figure 2.11 (section II1/2.2.2), it can be deduced that the emission spectrum of
green light stretches roughly from 350nm (3.5eV) to 700nm (1.8eV). Hence, no overlap of
the green STE emission-spectrum and the absorption spectrum of intrinsic scintillation
centers should exist. Therefore, the possibility to excite an intrinsic scintillation center,
i.e., a blue STE, by absorption of a green photon can be neglected.

Resulting Fxcitation of Blue STEs

Hence, within the model developed in the present work, it is assumed that blue STEs
can - in addition to their primary formation in the energy-deposition process (see equa-
tion 3.43 in section I11/3.1.2) - be repopulated by green STEs migrating from defect centers
to intrinsic centers. Hence, the complete blue STE-formation process (excitation of blue
STEs) can be expressed by:

Ony(x, t . ,
O] g 1) T B, T, 1) =
ex
1
= —— - ng(x,t)+
Tmig, g—b (T) g( )
(1 = Fo-trap) - Pioniz (Eparta x) Fp.(T) —_—t__
O(t) - P (1= FE. (T ce Tar(D
+ ( ) 235 N Egap ( d"’( )) + TdT(T) € !

(3.50)
Due to the temperature dependency of the STE migration (compare section I11/2.1.5),
for very low temperatures (7" < 5K), it is assumed that no re-excitation of the blue STE

population by migration of green STEs can take place.
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Radiative and Non-Radiative Recombination of Excitons

As discussed in section 111/2.2, for blue and green STEs the possibilities of radiative and
non-radiative recombination occur (see, e.g., figure 2.10 in section II11/2.2). In the follow-
ing, the model and terminology used to describe the radiative and non-radiative decay
processes are explained for blue STEs. An analogous description can be used for green
STEs as it is assumed that, for excited defect centers, the energy-level structure at the
band edge is, in principle, the same (see discussion in appendix B.4.1). However, it has to
be kept in mind that the values of most parameters are different for blue and green STEs.
The reason for these differences as well as probable deviations that have to be expected
are discussed at the end of this section.

Radiative Recombination of Blue STFEs

Due to the deformation of unit cells containing STEs (caused by the self-trapping process
of the holes), the lowest energy level of the electron in the STE, 3Ts, is assumed to be
split into two closely-lying energy levels: The two Jahn-Teller and spin-orbit split states
JT-SO-3T5 (compare section 111/2.2.1) with an energy splitting of Dj, (order of magnitude
~ 1meV). Within the model, it is assumed that radiative recombination of a STE can
occur from both of these states, the ground state (level 1) and the first excited state
(level 2,) of STEs. Both of these states emerge from the triplet state 3Ty so that radiative
decay becomes partially allowed by the symmetry-breaking process due to the Jahn-Teller
and spin-orbit splitting. Radiative recombination times from these levels can be assumed
to be relatively long, due to the only partial allowance.

The assumption of two active radiative levels is needed as, otherwise, assuming only one
active level for the radiative decay of STEs, the radiative recombination rate would exhibit
no temperature dependency. However, this would be in contradiction with the observed
scintillation efficiency of CaWOQO, at room temperature, as is discussed in detail in ap-
pendix B.5. From this discussion, it becomes clear that the radiative decay time has to
exhibit a temperature dependency, i.e., it has to decrease for increasing temperature. This
temperature dependency can, e.g., be modeled with the existence of two active radiative
levels with different recombination rates?? as, e.g., the two JT-SO-3T) states. The relative
populations of these levels are determined by thermal equilibrium, i.e. the populations of
the two levels can populate and de-populate each other in phonon-assisted processes. This
interaction between the two levels implies that the scintillation light produced by the radia-
tive decay of these two levels exhibits one combined exponential radiative recombination
time. The relative populations of the two levels and, thus, their respective contributions
to the radiative decay are temperature dependent (determined by the available phonon
population). Due to the postulated increase of the radiative recombination time for de-
creasing temperature, it is assumed in the following that the radiative recombination time
Tr,1p Of the energetically lower-lying level 1, is larger than the radiative recombination time
Trop Of the energetically higher-lying level 2;,. For decreasing temperature, i.e., decreasing
phonon-assisted excitation of level 2, such a configuration leads to an enhanced probability

22This configuration, in principle, complies to the one suggested in a commonly used three-level model.
The three-level model is often used to describe the temperature dependency of the slow decay time of
wolframates or molybdades (see, e.g., [41] and references therein) and is presented in appendix A.4 for
CaWO4.
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of the electron of the STE to reside in level 1. Hence, for decreasing temperature, the
probability of radiative decay from level 1 is increasing and, therefore, the effective radia-
tive recombination time is dominated by 7713, i.e., increasing for decreasing temperature.

To obtain a mathematical description of the effective radiative recombination time 7,4(7")
of the blue STE population ny(x,t), an analogous approach as in the three-level model
(see appendix A.4) can be used?®. With the notation that the blue STE population of
level 1y, is described by ny_p1(x,7T,t) with a radiative recombination time 773, and the
same notation for level 23, the total blue STE population ny(x,t) and the condition of
thermal equilibrium of the two levels can be expressed as:

ny(x,t) = ny—r1(x,T,t) + np—r2(x, T, 1) (3.51)
_ Dby
nb—LQ(X7 T7 t) = Np—L1 (X7 T7 t) ce kBT (352)
_ Do
= np(x,t) = mpsrp—r1(x,T,t) - (1 +e ’“B‘T) (3.53)

with Dy corresponding to the energy splitting between the two levels. The change in the
total blue STE population by radiative decay from the two levels can be described by the
combined, temperature-dependent radiative recombination time 7,.4(7"):

Dy,
. ST W -
— TL1b TL2b (354)
T’I‘b(T) 1 + 671927%1
Ony(x, t 1 !
l:nb(x7):| = - nb*Ll(Xv T, t) - —— "Np-L2 (Xv Ta t) =
ot rad TL1b TL2b
1
o a(x.t 3.55
Trb(T) ( ) ( )

It can be seen that the value of Dy (of the order of 1meV) as well as the relative values
of the radiative recombination times 7,15 and 77,9, determine the temperature for which a
change in behavior of the total radiative recombination time 7,,(7") can be observed.

Non-Radiative Recombination of Blue STFEs

In addition to the radiative recombination, the non-radiative recombination of STEs is
possible, as discussed in section I11/2.2.1. This non-radiative recombination process is
assumed to be responsible for the observed change in light yield at temperatures = 200K
(compare figure 2.14 in section I11/2.2.4). This effect is therefore often called thermal
quenching. Following N.F. Mott et al. [91], the non-radiative recombination process can
be described as a thermally activated process in which the electron of the STE overcomes
the energy barrier AE} so that recombination of the electron and the STH under phonon-
emission with a non-radiative rate constant K, is possible. Hence, the size of the energy
barrier AE} is connected to the temperature from which on (for higher temperatures)

ZHowever, it has to be noticed that, in comparison to the three-level model, the sum of the radiative
and non-radiative recombination rates cannot be equated with the total recombination rate of STEs as,
here, also other processes (as, e.g., STE migration) influencing the lifetime of the blue and green STE
populations are considered. Therefore, the values of the decay rates determined with the three-level model
(see appendix A.4) cannot be adopted as these values were determined assuming no other de-excitation
processes for STEs as well as only one type of scintillation center.
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thermal quenching is effective. This energy barrier has been determined for CaWQ4 by
different authors with different methods to amount to ~ 0.34eV [92], ~ 0.32eV [41] and
~ 0.30eV [93]. In the following, a mean value of AEj, = 0.32¢V will be adopted®*. As the
energy barrier for the occurrence of the non-radiative process AF} is much larger than
the energy barrier separating the two emitting JT-SO-3T5 levels, Dy, the approximation
that the same value for AE} can be used for both energy levels is justified (compare [41]
and figure 2.10 in section I1I/2.2.1). Hence, it can be assumed that the change of the
total blue STE population ny(x,t) via non-radiative recombination can be described with
a temperature-dependent non-radiative decay time 7,,4(7"):

onp(x,t 1
{f’gt)} =l (3.56)
1 _ABy
Trrp(T) = Kppp-e BT (3.57)

Due to the temperature dependency of the non-radiative recombination time, i.e., the
thermal quenching, it is concluded that, for temperatures < 200K, the contribution of
the non-radiative recombination to the total change of the blue STE population can be
neglected.

Radiative and Non-Radiative Recombination of Green STEs

As discussed in appendix B.4.1, the structure of the energy-level scheme of excited defect
centers (green STEs) is assumed to be the same as that of intrinsic centers. Therefore,
in principle, the complete description of the radiative and non-radiative recombination
processes of green STEs can be adopted from the one for blue STEs. The only differences
occur in the expected values of the parameters used for the description (compare to the
discussion in appendix B.4.1):

o The radiative recombination times 7714 and 7724 for green STEs are expected to be
faster than the radiative recombination times for blue STEs 77,15, and 77,9p.

o The energy splitting between the two emitting levels for green STEs, Dy, is expected
to be of the same order of magnitude as for blue STEs (1meV), however, does not
necessarily have to exhibit the same value.

o The energy barrier for the non-radiative recombination of green STEs, AE,, is ex-
pected to be smaller compared to the energy barrier AE, for STEs at intrinsic
centers.

With these assumptions, the change of the green STE population n,(x, t) via the radiative
and non-radiative recombination processes can be expressed with the same mathematical

24The values determined in literature were assigned either on the basis of the temperature dependency of
the slow scintillation-light component or of the temperature dependency of the scintillation-light yield. As
will be shown within the discussion of the model, it is assumed that both of these features are dominated
by the behavior of the blue light component. Therefore as well as due to the argumentation outlined in
section III/3.2.1, the values for AE reported in literature are assumed to correspond to the energy barrier
for blue STEs, i.e., to AEp.
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model as developed for the blue STEs (compare equations 3.55, 3.54 and 3.56, 3.57):

ﬁng(x,t)] 1
S (% Tot) — —— ng_1a(x, T, 1) =
|: ot rad Ti1g Ng Ll(xa ) ) TL2g Ng—12 (X7 ) )
1
= — . t .
o exb (3.58)
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ﬁ + ﬁ -e kBT ( )
= 3.99
ey Ea——
Ong(x,1) 1
At AS A = —— ,t 3.60
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1 _AE
= Kn’r‘g - € kB'% (361)
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with the combined radiative recombination time 7,4(7") for green STEs and the non-
radiative recombination time 7,,.4(1") of green STEs (for both emitting levels) as well as the
non-radiative rate constant K,,,. An estimation for the value of the energy barrier AE,
is presented in appendix B.7 (on the basis of discussions presented in section I1I/3.2.1).

Exciton Migration

As already indicated in the discussion of the excitation processes of blue and green STEs
(see equations 3.50 and 3.47), the possibility for STEs to migrate within the crystal is
contained in the model. Three different cases have to be considered: The migration of a
blue STE to a defect center with the migration time 7, 1, _..(7"), the migration of green
STEs to an intrinsic centers with the migration time 7, ,.,(7') and the migration of
a blue STE to another intrinsic center with the migration time 7., (7). As already
discussed in the context of the excitation of intrinsic centers by migration of green STEs,
due to the low defect density (roughly 50ppm to a few 100ppm), the probability for the
presence of two neighboring defect centers is negligible. Hence, the possibility for green
STEs to directly migrate to another defect center is not considered within the model.

The migration process of blue STEs to defect centers as well as the migration process
of green STEs to intrinsic centers have already been discussed in the context of the ex-
citation of blue and green STEs. Therefore, in the following, only the mathematical
expressions for the change of the respective STE population induced by the migration
process will be given. The notation is still that the density of defect centers, i.e., of green
centers, is labeled as Cyc = Clcrects and the hopping time of blue (green) STEs is labeled as
tw(T') (twe(T')) (see equation 2.7 in section I11/2.1.5). The hopping times are determined
by the distance between two scintillation centers (dy.w = 3.87A | see section I11/2.1.1)
and the respective diffusion coefficients of blue (regular) STEs, Dysre(T') (see equation 2.4
in section II1/2.1.5), and green (disturbed) STEs, D,sru(T") (see equation 2.5 in section
I11/2.1.5).

The change in the blue STE population ny(x,t) due to the migration of blue STEs to
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defect centers can be expressed as:

anb(x,t)] 1
om0 L (3.62)
|: at mig Tmig, b—g (T)
tho(T) div.w
o _ 3.63
7 g b g( ) Cdefects 6 ° DbSTE (T) ' CdEfeCtS ( )
2 _4.5meV.
DbSTE(T) — Darg reg(T) =12. 10—7% .e. kBT ) (364)

The change in the green STE population ng4(x,t) due to the migration of green STEs to
intrinsic centers can be expressed as:

8ng(x,t)} 1
T &V o (x,t) (3.65)
{ ot mig Tmig, g—b (T) I
d2
(T~ (T) = —wew 3.66
Tmig, g b( ) hg( ) 6 - DgSTE(T) ( )
2 _ 6.9meV
Dysru(T) = Dgrg aie(T) = 1.2 - 1077 = 6( ke (3.67)

It can be seen that the values (and temperature dependencies) of the diffusion coeffi-
cients of blue and green STEs are adopted from literature (see discussion and references
in section III/2.1.5). These values are assumed to be adoptable for the model developed
here as they have been determined in [67] using equivalent assumptions concerning the
migration processes from defect to intrinsic centers and vice versa. This implies that the
(temperature-dependent) migration times of blue and green STEs (equations 3.63 and
3.66) can be calculated, apart from the density of defects, Cyegers, which is a crystal de-
pendent parameter influencing the blue STE migration time.

The last case considered, i.e., the migration of a blue STE to another (unexcited) intrinsic
center, does not change the number of blue STEs, but only their spatial distribution. The
impact of this effect will only be discussed qualitatively within the model. Nonetheless, the
relevance and temperature dependency of this process can be specified by the migration
time Toie, b (7") and the diffusion length lyq1,(T") of blue STEs (compare section I111/2.1.5):
Under the assumption that the majority of neighboring centers is of the intrinsic type, the
migration of a blue STE to another (neighboring) intrinsic center is completely determined
by the respective hopping time of blue STEs t5,,,(T):

d2
Tanig, bt (1) 2ty (T) = —" s 3.68
g, b b( ) hb( ) 6 . DbSTE(T) ( )
To the blue STEs in CaWOQO,4 can be assigned a typical, temperature-dependent diffusion-

length l4g (7)) during their (also temperature-dependent) lifetime 754(7") (compare equa-
tion 2.6 in section III/2.1.5):

lago(T) = \/2 “Tip(T') - Drosre(T) (3.69)

It has to be noted that, for low temperatures (T' < 5K), where no diffusion of STEs is
expected to occur (compare discussion in section I11/2.1.5), all of these migration processes
can be neglected.
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Exciton-Exciton Interaction

Additionally to the possibilities to induce a change of the STE populations discussed up
to now, also an interaction between STEs is considered within the model. The mechanism
suggested is a Forster dipole-dipole energy transfer. Such an interaction was already pro-
posed, e.g., in [85] where the theory of scintillator non-linearity and non-proportionality is
discussed in general and used for the interpretation of scintillation-light decay-time spectra
of CaWO, measured via ~ 90eV photon excitation [94]. In principle, such an interaction
possibility is also the basis of the qualitative description of the light-yield quenching with
Birks’ saturation law (see, e.g., [95] for the interpretation of Quenching Factors of CaWQOy,
using Birks’ law). A comparison of the model developed here with the mentioned investi-
gations and models is presented in section II11/6.2.

Forster Dipole-Dipole Energy Transfer

The Forster interaction describes a non-radiative energy transfer between closely located
neutral dipoles, where the dipoles can, e.g., be identified with excitations in a scintillator
[96]. If the two dipoles are positioned closely enough to each other, the energy of one of the
dipoles is transferred to the other dipole resulting in a non-radiative recombination of the
first one and the excitation of the other one. This energy transfer can, e.g., be described
as virtual photon exchange?. The dipole excited by the transferred energy relaxes again
to its ground state under phonon emission. The strength of the interaction depends on
the distance p of the dipoles, where |p| = Rq_4 denotes the so-called Forster radius: The
Forster radius is defined as the distance of two dipoles for which the recombination rate
due to Forster energy transfer is equal to the recombination rate of the dipoles by all other
means (as, e.g., by the radiative recombination process) [96]. Thus, it can be concluded
that, for higher densities of dipoles, the probability for Forster energy transfer increases.
The value of the Forster radius Ry_g4 is a material-specific parameter which depends on
the overlap of the emission spectrum and the absorption spectrum of the involved dipoles
and is typically of the order of a few nm [96]. Assuming the interaction of two dipoles of
the same type j, the Férster radius Ry_q is proportional to?® (see, e.g., [97]):

F'rad T 6
]714() ’ /Sem,j(A, T) : Sabs,j(Av T) . >‘6d>‘> (370)

mat

Ry q(T) <

with the spectral distribution of the emission spectrum Sep, ;(A, T') and of the absorption
spectrum Sgps (A, T') of the dipoles®” j and the refractive index n,,q; of the material.
F;1qd(T') corresponds to the fraction of dipoles that would decay radiatively assuming the
absence of the Forster interaction [97], i.e. F}jqq(T) corresponds to the radiative branch-
ing ratio of the dipoles?®. The integration has to be performed over the wavelength (\)

25Tt has to be noted that no real photon is emitted by one dipole and absorbed by the other. The prob-
ability for a real photon emission and consecutive absorption process by two different excited scintillation
centers usually can be neglected due to the typically (for energy depositions by individual particles) low
number of simultaneously excited scintillation centers.

26The proportionality constant includes dimensions leading to the dimension of a length for the result.

27Tt should be noted that the spectral distributions are no absolute spectra, but refer to the normalized
shapes of the spectra as the efficiency of the radiative emission and, hence, the spectral integral of the
emission spectrum are contained in the factor Fjqq(7).

28This definition of the Forster radius does not include the efficiency of the absorption by the dipoles.
In analogy to the radiative branching ratio of the dipole, a factor containing this efficiency can also be
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region of the absorption spectrum [96]. The shape of the absorption and emission spec-
tra and, hence, also their overlap integral as well as the radiative branching ratio can, of
course, depend on temperature (7'), leading to a possible temperature dependency of the
Forster radius Ry—qg = Rq—q(T).

Due to the definition of the Forster radius Rq_g(7"), the rate of reaction (Forster energy-
transfer), Kq_q4(T, p), of two dipoles of the same type j at a distance p to each other can
be expressed as [97, 85]:

1 (Rdd(T)>6
Ky a(T, p) = : 3.71
d d( p) Tltj(T) o ( )
Kd—d(Tv p = Rd—d(T)) -1 (372)
ki (T)
where 7y ;(T") denotes the intrinsic lifetime and ky ;(T) := #(T) denotes the intrinsic
J

recombination rate of the dipoles j determined by all processes of de-excitation, except
the Forster interaction® [97]. Equation 3.72 provides the definition of the Forster radius.

As is demonstrated in appendix B.6.1 with the help of some generally accepted approxi-
mations (e.g., randomly oriented dipoles) and the Forster reaction rate depending on the
distance p (equation 3.71), an expression for the time-dependent Forster (dipole-dipole)
interaction rate 5;_4(T,t) can be obtained. Therefore, the impact of the Forster interac-
tion on the temporal evolution of the population (density) of the dipoles n;(x,t) can be
expressed as (compare [85]):

e R o (3.73)
Bu-a(T,0) = 5 3 R y(T) - ——— (3.74)
Tltj(T) -t

Hence, under the approximations introduced in appendix B.6.1, the recombination rate of
interacting dipoles due to the Forster energy transfer is determined by the Forster radius
Rq_4(T'), the intrinsic lifetime of the dipoles 7, ;(T") (in absence of the Férster interaction)
and the initial distribution of the density of the dipoles n;(x,t = 0).

From equation 3.74, it can be seen that, for short times ¢, the impact of this interac-
tion mechanism on the population of the dipoles is large whereas, for large times ¢, the
impact on the population of dipoles is small (x %) For a large initial density of dipoles
at t = 0, a fast and strong reduction of the number of dipoles takes place (in each interac-
tion process, one dipole is destroyed). The larger the density at the beginning, the faster
and, hence, the more efficient the reduction of the number of dipoles. However, at larger
times, the probability for this interaction to occur decreases to zero, independent of the
initial density of dipoles. This is caused by the autocorrelation of this interaction mecha-

nism which implies that the density of dipoles (which controls the impact of the Forster

included: Compare, e.g. [96], where the overlap integral is performed over the emission spectrum of the
emitting species and the spectral absorptivity of the absorbing species.

2The lifetime and recombination rate determined by all other means of de-excitation are denoted as
”intrinsic”, in order to distinguish it from the ”effective” lifetime of dipoles which is additionally affected
by the Forster interaction (corresponding to an extrinsic impact on the individual dipoles).
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interaction) is reduced with time not only by the decay via all other means (radiative,
non-radiative and migration), but also due to the destruction via the Forster interaction.

This implies that the effective lifetime of the dipoles (considering all means of depop-
ulation, i.e., also including the Forster interaction) is shortened for small times ¢, due to
the additional recombination of dipoles via the Forster interaction. The efficiency of this
process, i.e., the extent of the shortening of the lifetime, depends on the initial density of
the dipoles. For large times ¢, the lifetime of the dipoles converges against their intrinsic
lifetime 1y ;(T') (determined by all means of depopulation except the Forster interaction),
independently of the initial density of the dipoles.

Identifying the dipoles in the description of the Forster interaction with STEs in CaWOQy,
this interaction mechanism can, in principle, be easily transferred to the case of interacting
STEs. However, at first, the different interaction possibilities arising from the existence
of blue and green STEs have to be discussed.

Green STFEs and the Forster Interaction

As discussed in the context of the migration process of green STEs (discussion above equa-
tion 3.65), it can be assumed that green STEs (excited defect centers) are, in first-order
approximation, surrounded by intrinsic centers, i.e., potentially blue STEs. Therefore,
the interaction of green STEs with other green STEs is neglected. In addition, due to
the small number density of defect centers, also for blue STEs, the probability of energy
transfer to a green STE is correspondingly small. Hence, only the possibility of energy
transfer from a green STE to a blue STE has to be considered. However, also for this
interaction possibility, the probability to occur can be assumed to be negligible due to the
short lifetime of green STEs (see, e.g., section 111/3.1.4) and, additionally, for the fraction
of green STEs produced by absorption of blue photons, due to their isolated positions (for
a detailed discussion and explanation, see appendix B.6.2).

Nonetheless, it should be noted that the intensity and the decay-time spectrum of the
green light component (produced by the radiative decay of green STEs) are influenced
by the introduction of the Férster interaction between blue STEs. This is a result of the
assumed excitation mechanism of green STEs via the radiative decay or migration of blue
STEs. Due to this dependency, changes in the effective lifetime of blue STEs, as intro-
duced by the Forster interaction (additional reduction of the blue STE number for dense
populations of blue STEs), effect also the temporal evolution of the green STE population
and, hence, the green light production. For a more detailed discussion, see section 111/3.2.4.

Interaction of Blue STFEs via Férster Energy- Transfer

From the discussion above, it can be seen that only the Forster interaction between two
blue STEs is considered within the model. In such an interaction, one blue STE recom-
bines by transferring its energy to a second blue STE. The second STE gets either excited
(STE}) or (intermediately) broken-up into an electron-hole pair which is assumed to re-
combine afterwards to an STE again. It is assumed that the excited STE as well the
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created electron-hole pair relax via emission of phonons to non-excited blue STEs:

STEy + STE, — STE} = STE; — STE, + phonons
STE, + STE, — e~ +h = e~ 4+ h — STE, + phonons

Hence, as a result of such a reaction of two blue STEs, one STE is destroyed and phonons
are generated. The change of the blue STE population due to the Forster interaction
between two blue STEs can, in analogy to equation 3.74, be expressed using the Forster
radius Rgq_4(7T) for blue STEs in CaWO, (compare equation 3.70) and the intrinsic lifetime
Tip(T') of blue STEs (in the absence of the Forster interaction) as:

Inp(x, t)] 2.73 R} ,(T)
- _ . . Jt 3.75
|: 8t d—d 3 Tltb(T) . t nb (X ) ( )
Fyraad(T 6
Ry_a(T) (’ﬂ() - / Sem AN T) - Sapsp(NT) - )\6d>\> (3.76)
Ncowo,

where Sep, (A, 1) and Sgps (A, T) correspond to the emission and absorption spectra,
Fyrad(T) corresponds to the radiative branching ratio of blue STEs in CaWO, and ncawo,
corresponds to the refractive index of CaWQ,. The determination and the temperature
dependency of the intrinsic lifetime 7;4,(7") as well as of the radiative branching ratio
Fyrqqa(T) of blue STEs in CaWOy are discussed in detail in section I11/3.3. A presentation
of values of the Forster radius in CaWQ, already determined as well as a discussion of
the expected temperature dependency is presented in the following:

Values Determined for the Férster Radius in CaWO0Oy

In literature [98, 94], values for the Forster radius in CaWO, determined with excitation by
fast (fs to ps) photon-pulses (photon energy 89.84eV) generated with a FEL (free-electron
laser) can be found. A discussion of the method used to determine the Forster radius in
these references as well as a comparison with the model developed here can be found in
section II1/6.2. The values determined amount to 2.6nm (at 300K) in [98] and to 4.34nm
(at 8K) and 2.93nm (at 300K) in [94]. In [94], it is stated that the differences between
the values obtained for the two temperatures are still within the error margins. Hence, it
can be expected that the Forster radius in CaWQy is within the range of roughly 2 to 4nm.

Temperature Dependency of the Forster Radius in CaWOy

As can be seen from equation 3.76, the temperature-dependent Forster radius for the
STE-STE interaction is determined by the overlap integral of the emission and absorption
spectra of blue STEs in CaWOQ, as well as by the radiative branching ratio for blue STEs.

In appendix B.6.3, a quantitative discussion of the temperature dependency of the overlap
integral of the emission and absorption spectrum of blue STEs in CaWO, can be found.
As a basis for the discussion, measurements of emission spectra preformed within the
present work and measurements of the transient absorption spectra of STEs in CaWQOy
from [65] are used. From this discussion, it can be concluded that, indeed, an overlap
of the emission and absorption spectra of blue STEs in CaWOy4 at mK temperatures up
to room temperature exists. The overlap integral of these spectra could change slightly
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with varying temperature as both spectra can be expected to get sharper for decreasing
temperature and are not centered around the same central wavelengths.

Probably much more important for the temperature dependency of the Foérster radius
of blue STEs in CaWOQy is the change of the radiative branching ratio with temperature.
With the parameters of the model determined in section I11/5.2.2, the radiative branching
ratio for blue STEs in CaWQ, within the developed model can be determined to amount
to ~ 42% at room temperature and ~ 100% at low temperatures (T < 5K).

From these considerations of the temperature dependencies of the radiative branching
ratio and the overlap integral of the emission and absorption spectrum in CaWOQy, a very
rough estimate of the relative change of the Forster radius with temperature (from mK to
room temperature) can be obtained. The approximations used are explained in appendix

B.6.4. Using equation 3.76, the ratio of the Forster radii at room temperature and T' < 5K

Ra_a(T=300K) () g6,

can be calculated to amount to Ry o (TR)

Using this very rough estimate, it is expected that the Forster radius in CaWQO, at mK
temperatures is larger than the Forster radius at room temperature, corresponding to an
increase of the impact of the Forster interaction with decreasing temperature. It should be
noted that this estimate can most probably only deliver a trend and does not necessarily
quantify the real change of the Forster radius with temperature. Nonetheless, the basic
prediction of an increasing Forster radius for decreasing temperature is in good agreement
with the trend shown by the values determined for the Forster radius at 300K (2.93nm)
and 8K (4.34nm) in [94].

Impact of the Forster Interaction on the Light Generation

As can be seen from equation 3.75, the Forster interaction delivers an additional non-
radiative decay channel for blue STEs which depends on the density of the STE popula-
tion. Hence, it can be expected that, the higher the density of STEs (as, e.g., in nuclear
recoil tracks), the larger the impact of this additional decay channel. The more STEs
decay via the Forster interaction, the smaller the efficiency of the competing process of
producing scintillation light, i.e., the smaller the light yield. It should be noted that the
dependency of the impact of the Forster interaction on the density of STEs is not linear,
but quadratical (compare equation 3.75). In addition, it can already be deduced that the
Forster interaction of blue STEs should lead to a (significant) shortening of their effective
lifetime for short times t after the initial energy deposition process. For large times ¢, the
STE lifetime is expected to converge to its intrinsic value (determined by all other decay
channels except the Forster interaction). Hence, for large times ¢ after the initial creation
of the STE population, it is expected that the lifetime of STEs always shows the same
value, independently from the initially created STE density.

In addition, it should be noted that the Forster radius is a purely material- and temperature-

dependent parameter. It does not depend on the way the STEs were generated, but only
on the density of the created STE population.
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Summary of the Considered Processes

In figure 3.8, a graphical overview of all processes leading to changes in the density of blue
and green STEs is presented, starting at the point where the initial blue STE population
is produced (compare figure 3.7 in section I11/3.1.2):

> blue STE population, created | » green STE population | o
immediately and delayed
STE-STE || radiative || non-radiative || migration to migration to non-radiative || radiative
interaction || decay decay defect centers intrinsic centers || decay decay
phonon blue photon || phonon excitation ] excitation phonon green photon
production || production || production || of green STEs of blue STEs || production || production
reabsorption
P of the fraction F,,
of blue photons

Figure 3.8: Overview over the processes involved in the excitation and de-excitation of the blue and
green STE populations: Blue boxes correspond to blue STEs and photons. Green boxes indicate
the green STEs and photons. Boxes in red correspond to processes in which phonons are produced.

As already indicated in figure 3.8, within the model the total number of photons that
escape the crystal can be expressed as sum of the fraction of non-absorbed blue light
(1 — Faps) - Lo(Epart, T') and 100% of the produced green light Lg(Epar, T). A detailed
discussion of the temperature-dependent light generation on the basis of this model is
presented in chapter I1I/3.2.

The mathematical formulation of the excitation and de-excitation processes of the pop-

ulations of blue and green STEs, respectively, in combination with the initial "extrinsic”
creation process of blue STEs (discussed in section 111/3.1.2), is given by :

Excitation Processes of Blue STEs

Ony(x, ¢ . i

2] fg e )+ nf S B, Tox, ) =

ex
T— (x, 1)+
= + —— - ny(x,
Tmig, g—>b(T) I

(1 = Fe-trap) * Pioniz (Eparta x) Fy (T) ot
o(t) - L (1 = Fg(T e Tar (@
(3.77)
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De-Excitation Processes of Blue STEs

Onb(x,t)} B [anb(x, t)} [3nb(x, t)] [anb(x,t)}
[ ot de—ex B ot rad * ot non—rad * ot mig *

onp(x,t) B
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( 1 n 1 + 1 ) ( t)
- _ snp(x,t)—
Trb(T) anb(T) Tmig, bﬁg(T) ’
2.75  R3 (T)

- = nj(x, 1) (3.78)

Excitation Processes of Green STEs

0 ,t i0ihs
[ nga(z( ):| _ ngggnéng.b g(X,t) + n;cg;nz?abS(x,t) _
ex

+ Fps - > . nb(x, t) (379)
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De-Excitation Processes of Green STEs

[8ng(x,t)

o ™ P P 5

ot ot ot

1 1 1
= - (TTQ(T) + —y + — H,(T)) “ng(x,t) (3.80)

For the definitions and mathematical formulations of the different parameters, see the
respective subsections of the current section and section III/3.1.2 (for the “extrinsic”
creation process for blue STEs).

3.1.4 Complete Model for the Generation, Excitation and De-Excitation
of STEs

In figure 3.9, a graphical representation of the complete model for STE evolution is shown,

including all processes considered for the generation, excitation and de-excitaiton of STEs
in CaWO4.

Definition of the Lifetimes of Blue and Green STFEs

On the basis of this summary, the concept of the lifetimes of STEs can finally be de-
fined. As already indicated in the discussion of the Forster interaction (section I111/3.1.3),
the definition of two different lifetimes for those STEs which experience the Forster inter-
action is required:

o The intrinsic lifetime of STEs, 744(T) and 754(T"), respectively, is defined as the
lifetime of STEs due to all de-excitation mechanisms ezcept the Forster interaction,
i.e., the lifetime a single STE in CaWQO, would exhibit due to the de-excitation by
radiative, non-radiative and migration processes with no other STE present with
which an interaction would be possible. This intrinsic lifetime is also the one that
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deposition of the energy

interaction of a particle deposition of the (1-F,,i)*E,,,, in phonons
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Figure 3.9: Complete model of the STE generation, excitation and de-excitation in CaWQ,. Red
boxes indicate processes in which phonons are produced. Grey boxes correspond to processes in
which energy is stored in the lattice in the form of lattice disturbances (vacancies, trapped electrons
and single STHs). Blue boxes correspond to blue STEs and photons. Green boxes indicate green
STEs and photons.

has to be used for the calculation of the Forster interaction (see definition and
explanation of the Forster interaction in section I1I/3.1.3).

1 1 1 n 1
Tltb(T) T’r”b(T) anb(T) Tmig, bﬂg(T)
1 1 1 1
+ (3.82)
Titg(T)  Trg(T)  Trg(T)  Tinig, 5—n(T)

(3.81)

+
+
e The effective lifetime of STEs is defined as the time-dependent lifetime of STEs
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including the the time-dependent Forster interaction. Due to the time dependency
of the impact of the Forster interaction, this lifetime can no longer be expressed
mathematically as a simple sum of individual processes, but is the result of the
combined impact of all considered processes on the population of STEs, including
the Forster interaction. This concept of an extrinsic lifetime is introduced to clarify
the impact of the Forster interaction on the lifetime of STEs.

As can be seen from equation 3.80, for green STEs, the definition of the intrinsic lifetime
(equation 3.82) contains all de-excitation mechanisms considered for green STEs. Hence,
for green STEs, this intrinsic lifetime equals their effective lifetime. It should be noted
that, due to the different excitation mechanisms that are included in the model, also the
effective lifetimes do not correspond to the total time dependency of the STE populations.
This dependency is described by the set of solutions of the complete differential equations
for the STE populations. The final differential equations for the STE populations are
presented in the following, their solutions will be discussed in chapter I11/3.2.

From the definition of the intrinsic lifetimes (equations 3.81 and 3.82), it can already
be recognized that the intrinsic lifetime of a STE population can never be larger than any
of the times describing the respective radiative, non-radiative and migration processes.
This implies, e.g., that the intrinsic lifetime of green STEs always has to be shorter than
the migration time of green to blue STEs: 7j14(T") < Tuig, n—e(T'). As discussed in section
I11/3.1.3, the migration time of green STEs can be calculated for any temperature,. Hence,
an upper limit for the green STE lifetime can already be expressed. In table 3.5, values
of the migration time of green STEs to blue STES, T (1), calculated with equation
3.66 (section II1/3.1.3) for a few example temperatures T are given:

T [K] 300 100 20 10 )
Toig, s—b(1) || 2.72ns | 4.63ns | 114ns | 6.32us | 18.7ms

Table 3.5: Examples of the migration time for green STEs to intrinsic centers for different temper-
atures T: As explained in the main text, at the respective temperatures, these values (calculated
with equation 3.66, section III/3.1.3) constitute upper limits for the lifetime of green STEs.

Combining these considerations with the observation that, at any temperature, a consid-
erable amount of green light is produced (see, e.g., section III/3.2.1), already allows to
draw a conclusion concerning the order of magnitude of the radiative recombination time
of green STEs: The fact that, at any temperature, a considerable amount of green scintil-
lation light is produced implies that, at any temperature, a considerable number of green
STEs decay radiatively. This circumstance, however, indicates, that the radiative decay
time of green STEs has to be roughly of the same order of magnitude as the migration
time of green STEs or even faster as the radiative decay has to compete with the process
of migration. Hence, this implies, that the radiative decay time at, e.g., room temperature
has to be of the order of a few to a few tens of ns or, e.g., at 20K has to be of the order
of a few to a few hundreds of ns. Such a short radiative decay time, however, is in per-
fect agreement with the model for the electronic structure of defect centers (see appendix
B.4.1). This model predicts a considerably shorter radiative decay time for green STEs
than for blue STEs (as will be shown in section III/5.2.2, for blue STEs, a lifetime and
radiative decay time at room temperature (and at 20K) of a few to a few tens of us (a few
tens of us at 20K) can be determined).
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Definition of the Branching Ratios of Blue and Green STEs

From the definitions of the intrinsic lifetimes of blue and green STEs, the different branch-
ing ratios (radiative, migrating and non-radiative) of the blue and green STE populations
can be defined (compare, e.g., [91]). The radiative branching ratio Fy,qq(T") of blue STEs,
for example, is defined as the fraction of blue STEs that decays radiatively. These fractions
are, of course, temperature dependent as they are determined by the respective ratio of
the corresponding process time (e.g., 7,4(T) for the radiative recombination of blue STEs)
to the total intrinsic lifetime of the respective STE population (e.g., 74(T") for the blue
STE population). Hence, the branching ratios can be calculated by:

Forad(T) = 223 wd  Fyual®) = 00 (359)
Trb TT'Q

Fbmig(T) = 7_7—ltb(T()T) and Fgmig(T) = TTltg(T()T) (3.84)

Fbm“ad(T) = ;Zil;((zj_’—v)) and Fgm"ad(T) = :_Z;gg((T'T,)) (385)

The branching ratios defined in this way denote, e.g., the efficiency with which a blue
STE generates a blue photon. As the defined branching ratios cover all possibilities of
de-excitation for the blue and green STEs, respectively, that are considered in the model,
the natural condition, that the sum of all these fractions (for blue and for green STEs,
respectively) equals unity is complied.

Differential Equations for the Populations of Blue and Green STFEs
With the definition of the intrinsic lifetimes of blue and green STEs, the complete set

of differential equations describing the temporal evolution of the blue and green STE
populations within the model can be written as:

Onp(x, 1) 1 2.2 R} ,T) 1
= — “np(X,t) — . (X, 1) + ——————— - ng(Xx, 1)+
ot Tip(T) b ?) 3 Tiep(T) - t b(06.1) Tanig, g—b (1) o)
+nf g S (Bpart, T, %, 1) (3.86)
Ong(x,1t) 1 ( 1 1
= — “ng(x,t) + —|—Fb->-nbx,t 3.87
o @ O S T ) e 3:57)
where the formation process of blue STEs, ngggge_STH (Epart, T, x,t), due to the recom-

bination of electrons and STHs is not displayed explicitly to underline that this process
describes the generation of STEs due to the "extrinsic” process of electron-STH pair re-
combination (extrinsic to the STE population) as well as to improve the readability of the
equation.

Regarding this system of coupled differential equations, already several observations can
be made:

e The Forster interaction is the only process considered that depends on the density of
the STE populations. Neglecting the Forster interaction, the same set of differential
equations (including all other processes considered) can be used for the integral
numbers of STEs, Ny(t) and N4 (t), instead of their densities ny(x,t) and ngy(x,1).
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e The Forster interaction is the only mechanism considered that induces a difference
in the temporal evolution of the STE populations for different interacting particles
(which produce different densities of STEs): The higher the initially produced STE
density, the larger the impact of the Forster interaction on the temporal evolution of
the STE populations. Hence, for short times ¢ after the energy deposition, it can be
deduced that, the larger the initially produced STE densities, the faster and the more
efficient the non-radiative decay of STEs via the Forster interaction. For long times
t after the energy deposition, the effective lifetime of the STEs converges against the
temporal evolution of STEs in absence of the Forster interaction, independently of
the initially created STE density.

o The Forster interaction is the only de-excitation mechanism considered that causes
a difference in the fraction of radiatively decaying STEs for different STE densities
as the radiative process has to compete with the Forster interaction.

o It is assumed that, due to the low defect density, green STEs can only be excited by
migration or radiative decay of blue STEs (compare section III/3.1.2). Hence, the
influence of the Forster interaction on the lifetime and radiative branching ratio of
blue STEs also leads to a reduction of excited green STEs. As the coupling of the
two STE populations defined by the differential equations 3.86 and 3.87 is linearly
dependent on the density of the two STE populations, it can be deduced that changes
in the blue STE population induced by the Forster interaction affect the green STE
population correspondingly (linearly propagated).

In section II1/3.2, the system of coupled, inhomogeneous, non-linear differential equa-
tions will be used to determine a temperature-dependent model for the scintillation-light
generation in CaWOQ, for different interacting particles depositing different amounts of
energies.

3.2 Scintillation-Light Generation and Quenching in CaWQO,

3.2.1 Temperature-Dependent Light Yield and Spectral Composition

As a basis for the quantitative discussion of the temperature dependency of the amount of
generated light and its spectral composition, the measurement of wavelength-dependent
scintillation-light spectra reported in [54] are used. In [54], excitation was performed with
~ 30eV photons which are absorbed within a thin surface layer, i.e., in a comparably com-
pact volume. Hence, it can be expected that STEs close to each other are created where
the extent of the density of STEs depends on the focussing and intensity of the incident

photon beam3°.

As discussed in section II1/3.1.4, the spectral composition of the scintillation light and,
thus, also its change with temperature are not expected to depend on the mode of primary
excitation. The change in the total light yield with temperature, however, is expected to
depend on the mode of primary excitation. In addition, it should be noted that the
blue-to-green light ratio as well as the absolute amount of scintillation light are supposed
to depend on the density of defect centers and are, thus, crystal-dependent parameters.

30The chosen settings of the focussing and beam intensity are not stated in [54] as, for the investigations
performed there, the values of these parameters were not relevant.

127



Chapter 3. Comprehensive Model Developed in this Thesis

Hence, the discussion of the temperature dependency of the spectral composition as well as
of the amount of scintillation light generated on the basis of the measurements performed
in [54] can only be adopted qualitatively for other crystals and other modes of excitation.

The results of the measurements of the light yield and its spectral composition obtained
in [54] are displayed in figure 3.10. In [54], the spectral decomposition was performed
by fitting the sum of two Gaussians to the wavelength spectra recorded for temperatures
between 8K and 302K. It should be noted that the CaWQOy crystal used there (denoted
crystal Conrad), contained many defect centers leading to a rather large amount of green
scintillation light compared to other CaWO, crystals [54]. In addition to the results from
[54] (black, blue and green markers), six temperature regions in which changes in the tem-
perature dependencies of the depicted parameters occur are indicated by dashed, vertical
red lines (labeled with roman numbers, same regions for panel a and b).
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Figure 3.10: Temperature dependency of the integral intensity and of the spectral composition
of the scintillation-light spectra of crystal Conrad for temperatures between 8K and 302K: In
figure a), the integrated intensities (scaled to unity for the 8K measurement) of the total spectrum
(black crosses), the intrinsic component (blue asterisks) and the extrinsic component (green circles)
are depicted. In figure b), the same data, as relative intensities of the intrinsic (blue asterisks)
and extrinsic (green circles) component are displayed (data adopted from figure 5.17 in [54].). In
addition to the results, six temperature regions in which changes in the temperature dependencies
of the depicted parameters (integrated intensity and relative intensities of green and blue light)
occur are indicated by dashed, vertical red lines (labeled with roman numbers, same regions for
panel a and b).

Influence of the Different Processes Included in the Model

Within the model developed here, the indicated temperature regions and changes of the
total integrated light yield as well as of the spectral composition are identified with
temperature-dependent influences of different processes onto the scintillation-light pro-
duction, i.e., onto the temporal evolution of the STE populations. Starting at very low
temperatures (7" < 5K), for increasing temperature, in every temperature region, other
processes (e.g., STE migration) are assumed to become possible, due to the increase in
thermal energy, allowing to overcome the potential-energy barriers of the different pro-
cesses:
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3.2 Scintillation-Light Generation and Quenching in CaWOy4

e Region I (0K to ~ 5K): Only radiative recombination from the energetically lower-
lying radiative levels (for blue STESs 71,13, for green STEs 77,14, see section I11/3.1.3) as
well as the Forster interaction (for blue STEs Ry 4, see section I11/3.1.3) are possible.
Excitation of green STEs and, hence, green photon production is only caused by
absorption of the fraction Fgps of blue photons (see section I11/3.1.3). The integrated
total intensity of scintillation light depends on the number of STEs produced in the
primary energy-deposition process, i.e., on the number of electron-STH pairs that
recombine to STEs, N/t 5TH (E,,.+) (see section 111/3.1.2), and on the impact of
the Forster interaction controlled by the produced ionization density, pioniz(Epart, X)
(see section II1/3.1.2).

e Region II (~ 5K to ~ 50K): With increasing temperature, first the migration
from blue to green STEs becomes possible (T 1..(7") with an energy barrier
AEysTE mig = 4.5meV, see section 111/3.1.3) leading to an increase of excited green
STEs and, hence, to an increase of produced green light. Still, the only non-
radiative process is the Forster interaction of blue STEs. Therefore, the integrated
total intensity of light stays roughly the same. For further increasing tempera-
ture, also migration from green to blue STESs (7., »(7") with an energy barrier
AE s7Emig = 6.9meV, see section I1I/3.1.3) becomes possible, so that, at ~ 50K,
a steady state of the efficiencies of the two migration processes is reached. Within
this temperature region, also the radiative recombination from the respective second
emitting energy levels of blue and green STEs becomes possible leading to a decrease
of the effective radiative decay times®' (7,4(T), 7,4(T) with energy barriers Dj, D,
of the order of 1meV, see section III/3.1.3).

o Region III (~ 50K to ~ 70K): The respective radiative recombination and migration
processes of blue and green STEs become faster with roughly the same temperature
dependency so that the steady state of the efficiencies of the migration processes
from blue to green and green to blue STEs persists. Therefore, no changes of the
integrated amount of light nor of its spectral composition are observed.

e Region IV (~ 70K to ~ 130K): Onset of the non-radiative recombination process of
green STEs (7y,,4(T) with an energy barrier AE,, see section I1I/3.1.3). Therefore,
the total integrated intensity of the scintillation light decreases. The relative inten-
sities of blue and green light roughly stay the same. Hence, still a steady state of
the efficiencies of the migration processes is expected to persist. Due to these migra-
tion processes, the additional recombination process for green STEs (non-radiative
decay) analogously affects the evolution of the blue STE population.

o Region V (~ 130K to ~ 200K): A weak increase in the integrated total light intensity
can be observed. Within the developed model, this increase can either be explained
by a further decreasing radiative decay time which could induce an increasing amount
of STEs decaying radiatively or by a decrease of the Forster radius within this
temperature region (see section III/3.1.3) which would also lead to an enhanced
radiative efficiency. In fact, also a combination of both effects is possible. In addition,
it can be seen that the relative intensities of blue and green light roughly stay the
same. Therefore, still a steady state of the efficiencies of the migration processes is
expected to persist.

31This fact can, e.g., be recognized from figure 2.13 in section I11/2.2.3, where it can be seen that the
slow decay time of CaWOy starts to decrease for temperatures 7' 2 10K.
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o Region VI (~ 200K to ~ 300K): Onset of the non-radiative recombination of blue
STEs (7yr6(T") with an energy barrier AE, = 0.32eV, see section 11I/3.1.3), leading
to a decreasing integrated amount of light. In addition, the onset of this additional
recombination process leads to a decrease in the lifetime of blue STEs. Due to the
small activation energies of the migration processes, it is assumed that the migration
times start to saturate, i.e., to converge against their final values within this tem-
perature region. The same can be assumed for the radiative decay times of blue and
green STEs as well as for the non-radiative decay time of the green STE population.
Therefore, the decrease in the lifetime of blue STEs leads to an effective decrease
of the efficiency in migration of blue to green STEs whereas the efficiency of the
migration of green to blue STEs is assumed to stay roughly constant. This leads
to a decreasing efficiency in exciting green STEs via migration which results in a
decreasing relative intensity of green light.

In addition to the features of the data presented in figure 3.10, in figure 2.14 (in section
I11/2.2.4, temperature dependent light-yield measurements using 2*' Am a-particle excita-
tion from [46]), another feature can be recognized: At ~ 20K, the total integrated light
yield exhibits a weakly pronounced, global maximum. Within the model developed here,
this small excess and the slightly decreasing light yield for temperatures T' < 20K can
be connected to the diffusion length of blue STEs at these temperatures. It is suggested
that, below 20K, the diffusion length of the blue-to-blue STE migration process (lu, (1)
and T (1), compare section 111/3.1.3) becomes smaller than the Forster radius at
this temperature. This would imply that blue STEs can no longer efficiently escape the
STE-STE interaction by migration and that the influence of this process increases until no
migration at all is possible (T < 5K, see section II11/2.1.5). Hence, within the model, for
temperatures T < 5K, neither for the integrated total intensity of the scintillation light
nor for the spectral composition of the scintillation light any temperature-dependency is
expected??.

It can be seen that, within the developed model, the two regions of major decrease of
the integrated amount of light (for increasing temperature) are characterized by the im-
pact of the non-radiative recombination channels for green STEs (region IV) and blue
STEs (region VI). The reason why the non-radiative decay of green STEs is assumed
to start at lower temperatures than the one of blue STEs is that, due to the intrinsic
deformation of defect centers the thermal activation energy needed for green STEs to re-
combine non-radiatively can be expected to be smaller. For a more detailed discussion
of the expected influence of the deformation of the unexcited defect-center unit-cell on
its electronic structure and, hence, on the heights of the energy barriers connected to the
various recombination processes of green STEs, see appendix B.4.1.

Shape and Decomposition of the Wavelength Spectrum

From the discussion of the temperature-dependent composition of the scintillation light, it
can be seen that, at any temperature T within the considered range, the total wavelength

32The only parameter that could still induce a change is the Forster radius. However, as the temperature
dependency of the Forster radius is based on the radiative branching ratio (which is expected to be unity
at these temperatures) and the phonon interaction of emitting and absorbing energy levels of the STEs
(widths of the emission and absorption spectra), which is expected to have ceased at such low temperatures,
no significant change of the Foérster radius below 5K is expected.
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spectrum Sep, ot (T, A) of the emitted scintillation light of CaWO, is describable by the
sum of two individual sub-spectra, Sen, »(T, A) (blue scintillation light) and Sep, o(T, A)
(green scintillation light). As discussed in section II1/2.2.2; these individual sub-spectra
are strongly broadened even at very low temperatures and exhibit additional broadening
for increasing temperature due to the electron-phonon coupling in the CaWQy crystal
lattice. In literature, often a mathematical model using the sum of two Gaussians, one for
each sub-spectrum, to describe the shape of the total wavelength spectrum can be found
(see, e.g., [54] and references therein).

However, within the developed model, it is assumed that a large fraction of the green
scintillation light is generated by reabsorption of produced blue photons at green scintil-
lation centers (see section I11/3.1.4). In general, however, the probability of reabsorption
of the intrinsic (blue) light by extrinsic states (the defect centers within the band gap)
of a light-emitting material, can be expected to be larger for higher-energetic photons in
comparison to lower-energetic photons (of the intrinsic, blue light spectrum) [99]. The
pronounced absorption of higher-energetic photons of the intrinsic light, however, leads
to the creation of a sharper cutoff at the short wavelength side (larger energies) of the
intrinsic scintillation-light spectrum in comparison to its long wavelength side (smaller en-
ergies) [99]. Therefore, within the developed model, the shape of the blue scintillation-light
spectrum cannot be described by a symmetric Gaussian distribution. To mathematically
model the expected asymmetric shape of the blue scintillation-light spectrum within the
model, an exponentially modified Gaussian, i.e., a convolution of a Gaussian distribution
with a truncated exponential function, is used:

2
AT)  -CEE- 1w
Semp(TA) = | —=———F—. SO (@ X — up(T)) - ce Xabs(D )
7b< ) D - O'b(T) e ( Mb( )) Nabs (T) e

A e (S0) {1 fors (A —m(T) ___oy(T) )}
2 Aabs (T) ﬂ : O'b(T) \/5 * Aabs (T)
(3.88)

with the parameters Ay(T"), o,(T") and pp(T) corresponding to the intensity, the width
and the mean of the Gaussian. The parameter Ags(7") corresponds to the decay constant
of the exponential and is used to model the asymmetry of the spectrum induced by the
reabsorption process. It has to be noted that equation 3.88 only offers a mathematical
model for the shape of the spectrum and that the parameters appearing in equation 3.88
do not reflect the underlying physical quantities. For example, the parameter p;(7) does
not correspond to the maximum or the mean of the blue light component.

For the physical interpretation of the shape of the total blue spectrum, three parame-
ters can be used:

o The integral of the complete function, I;(7T") (which is given by the intensity Ay(7T)
of the Gaussian®?).

o The mean of the complete function®* which is given by my(T) = py(T) + \p(T). The

33This identity is caused by the chosen normalization of the Gaussian and the exponential.

34The mean of an exponentially modified Gaussian can, in general, be calculated as the sum of the
mean of the Gaussian p and of the parameter describing the exponential decay A. The mean, m = p + A,
corresponds to the center of gravity of the distribution.
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mean of the complete function (equation 3.88) corresponds to the mean wavelength
of the blue photons, i.c., using Epy(T) = h(T) for the mean energy of the blue
photons.

e The width of the complete function delivered by the square root of the variance of
the complete function, oo (T \/ Varior(Sem,b(T, A)) \/ O'b )+ )\2 (T).

The lower energetic (green) scintillation light generated by the extrinsic (defect) centers,
on the other hand, is assumed to be able to traverse the CaWQy crystal undisturbed.
Hence, within the model, it is assumed that, in the CaWO, crystal, no absorption centers
for green photons exist (compare section I111/3.1.3). Therefore, in the following, the green
scintillation light spectrum is mathematically modeled by a Gaussian distribution:

_ 2
AT) S (3.89)
V2.-7m-04(T)

with the parameters Ay(T), o4(T) and pg(T) corresponding to the intensity, the width
and the mean of the Gaussian. The mean of the green light component corresponds to
the mean of the Gaussian mgy(T") = py(T) and the width of the complete green spec-
trum simply corresponds to the 1-o width of the Gaussian distribution oo,¢(T) = o4(T).
The integral of the green light component corresponds to the intensity of the Gaussian
1,(T) = 4,(T).

Sem,g(T, ) =

Therefore, within the developed model, the complete function Sepm tor(T, A) used to de-
scribed the shape of the scintillation-light spectrum of CaWQy is given by the sum of the
blue and green sub-spectra (see equations 3.88 and 3.89, respectively):

Sem,tot(Ta )\) = Sem,b(Ta >\) + Sem,g(Ty >\) (3'90)

In section I1I/5.1, wavelength spectra of CaWOy scintillation light recorded within this
work (at ~ 300K and ~ 20K) are analyzed using the developed mathematical model. From
this analysis it can be seen that the most significant change of the shape of the spectra
with temperature is a variation of the width of the spectra with temperature. From the
measurements performed in [51] covering a temperature region from 8K to 300K, it can
be seen that for temperatures T' < 50K, the width of the total spectrum remains constant
(within the measurement uncertainties in [51]). For higher temperatures, the width of
the total spectrum increases. Following [51] (and references therein), the temperature-
dependency of the width of the emission spectrum of CaWQ, can be modeled using a
formula describing the impact of the temperature-dependent electron-phonon coupling in
CaWOy. As, within the model developed here, the two sub-spectra of the blue and the
green scintillation light are regarded separately, this relationship is applied to each of
the individual sub-spectra separately. The dependency of the widths of the spectra on
temperature 7' and on the energy of the involved phonons can be described by
the following formulas (compare [51]):

CaW Oy

Ttotb(T) = Oy - | cOth (27"}%"}) (3.91)
CaW Oy

Otot,g(T) = O'?Ot,g - | coth (m) (3.92)
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where o?ot’b = 0ot p(T = 0K) and O’?Otyg = 0Otot,g (T = 0K) correspond to the widths of the
respective sub-spectra at 0K. The energy and, hence, the mode of the phonons interact-
ing primarily with the respective emitting STEs can be determined to be the same for
blue and green STEs (see section I1I/5.1, analysis of measurements performed within the
present work). The energy of the interacting phonon mode determined within the present
work amounts to ~ 43meV for both, the blue and the green sub-spectrum, respectively.
This value is in good agreement with the values obtained in [51] for the complete spec-
trum of two investigated CaWOy crystals (~ 42meV and ~ 45meV, respectively). This
phonon mode can be identified with an internal vibration mode of the [WO4]?~ tetrahedra
[51] (see, e.g., [50]). This identification supports the interpretation of the temperature-
dependent broadening as a process induced by the interaction of the electrons of the STEs
(at [WO4)?>~ complexes) with the phonons of the lattice.

In addition, from the analysis of the measurements performed within this work (section
III/5.1), it can be seen that the mean values of the blue and the green sub-spectra show
only a minor temperature dependency. This is in good agreement with measurements in
[51], where the temperature-dependent change of the mean wavelength of the complete
scintillation-light spectrum of two CaWOQy crystals is analyzed: For a temperature change
from room temperature down to 8K, a variation of the peak position of the total spec-
trum by only ~ 1% to 3% (dependent on the crystal) is observed. In addition, it can be
seen that, for temperatures below ~ 50K, the peak position remains completely constant
(within the measurement uncertainties in [51]).

3.2.2 Scintillation-Light Generation

Within the developed model for the evolution of the STE population in CaWO, (section
I1/3.1), the solutions ny(x, t) and ny(x,t) of the system of differential equations (equations
3.86 and 3.87 in section I11/3.1.4) describe the temporal evolution of the STE populations
produced by an interacting particle depositing the energy E,q.; at temperature 7. The
temporal evolution of the produced scintillation light that escapes the crystal, i.e., the
decay-time spectrum of the photons Pio¢(Epart,T,t), is then given by the sum of the
decay-time spectra of the green and blue photons that escape the crystal. As can be seen
from the overview of the model for the STE evolution, no possibility for the absorption of
green photons within a CaWOQy crystal is included in the model. Hence, it is expected that
all of the green photons produced, Py(Epqrt, T, t), escape the crystal. The number of blue
photons escaping the crystal, P,(Epqr, T, t), corresponds to the fraction of blue photons
produced that is not absorbed at defect centers ((1 — F,ps), compare figure 3.8 in section
I11/3.1.4). The decay-time spectra of the blue and the green photons, Py(Epqr, T, t) and
Py(Epart, T,t), can be calculated as the integral of the radiatively decaying density of the
blue and green STE populations, respectively, over the complete excited volume V,,:

Ptot (Eparta T, t) = Pb(Epart7 T, t) + Pg (Epart7 Tv t) (393)
1
Py(Epars. T, ) = (1 — Fopg) - / - np(x, £)dx (3.94)
Tro(T)
VEIL‘
P,(E Tt)—/ ll ng(x t)} dx (3.95)
g parts L Trg(T) g\& .
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The complete number of photons Pioi(Epart, T) = Py(Epart, T') + Py(Epart, T') escaping the
crystal for a particle depositing the energy Epq+ (at temperature T) is then simply given
by the integral in time over the decay-time spectrum of the produced photons:

+00 +o0
Ptot(Eparta T) = / [Pb(Epart7 T, t) + Pg(Eparta Tv t)] dt = / Ptot(Epart; T, t)dt (396)
—00

—00

In addition, the ratio of the generated (and escaping) number of blue-to-green photons,
Ry_4(T), can be expressed:

anq(Epartu T)

_JT)i= ===
Rb g( ) Pgnq(EpartaT)

(3.97)

As discussed in section I11/3.1.4, this ratio is expected to be independent of the used mode
of excitation, i.e., to be independent of the density of generated STEs and, thus, also in-
dependent of the energy deposited by the interacting particle. Therefore, it is assumed, as
indicated in equation 3.97, that the ratio of the numbers of escaping blue-to-green photons
only depends on the temperature 7' (for the justification of this assumption, see section
111/3.2.4).

In analogy to the decay-time spectra and numbers of photons produced, the decay-time
spectra Ly(Epqrt, T, t) and Lg(Epart, T, t) as well as the complete amount of blue and green
scintillation light Liot(Epart, T) = Ly(Epart, T) + Lg(Epart, T') (in units of energy, [eV]) can
be calculated. To convert the number of blue and green photons into energy emitted as
scintillation light, the mean energies of blue and green photons (see section I11/3.2.1),
Epy(T) and Epy(T), respectively, can be used. The scintillation-light decay-time spectra
and the integrated amount of scintillation light escaping the crystal can be expressed as:

Lo (Eparta T> t) = Lb(Eparta T> t) + Lg(Eparta Ta t)

— 1
Lo(Byarts Tot) = Epo(T) - (1 = Fu) - [ oy e
Ly (Epart, T 1) E(T)/ L t)d
art; L yU) = LV P : s NglX, X
o ! Trg(T) I
“+o00
Ltot (Epart; T) = / [Lb(Epart7 T7 t) + Lg (Epa’rta T, t)] dt
= Lb(Eparta T) + Lg(Eparta T) (3.98)

In the following, most of the times, the decay-time spectra of photons, e.g., Py(Epqart, T, t),
the ratio of the numbers of blue-to-green photons Ry_4(T) as well as the integrated total
amount of the scintillation light in energy, Liot(Epart,T’), will be used as these are the
parameters often determined in experiments: A measurement of the decay-time spectrum
performed with a photomultiplier delivers the relation of photons per time. From a mea-
surement of the wavelength spectrum of the scintillation light with a spectrometer, the
ratio of the numbers of blue-to-green photons can be determined. And a light-yield mea-
surement often directly specifies the integrated amount of detected energy.
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Hence, it can be seen that, both, the temperature-, particle- and crystal®*-dependent
total amount Lot (Epart, T') as well as the decay-time spectrum of photons Pot(Epart, T, t)
can be described within the model developed here using the same set of parameters, only
dependent on the microscopic processes involved in the STE generation, excitation and
de-excitation.

With equations 3.93 to 3.96, the dependency of the amount of produced scintillation
light as well as of its decay-time spectrum on the temporal development of the STE pop-
ulations (differential equations 3.86 and 3.87 in section I11/3.1.4) is described. Hence, it
can be deduced that the observable decay time of the scintillation light is described by
the temporal evolution of the STE populations®®. Hence, taking into account the dis-
cussion of the differential equations for the STE populations in section I11/3.1.3, already
several qualitative conclusions concerning the scintillation-light production for different
interacting particles can be drawn:

e The larger the initially produced STE density, the shorter the effective lifetime of
STEs for short times ¢ after the energy deposition and, hence, the shorter the ob-
servable decay time of the scintillation light. For large times ¢ after the initial energy
deposition, the effective lifetime of STEs, and hence, the observable decay time of
the scintillation light converges always against the evolution of a STE population
in absence of the Forster interaction, independently of the initially created STE
density.

e The differences in the amount of scintillation light produced for different interact-
ing particles, i.e., the different Quenching Factors (see section I11/2.2.5), can be
explained by a combination of two effects:

— The fraction of deposited energy that leads to STE production, i.e., the frac-
tion of energy deposited in ionization Fiopi»(Epart), is different for different
interacting particles (compare section I1I1/3.1.2).

— The initially produced STEs are distributed differently within the excited crys-

tal volume (according to njarm® "™ (Epuy, T,x,t)) for different interacting

particles. Due to the different densities, the Forster interaction leads to dif-
ferent efficiencies in producing scintillation light, even for the same number of
initially produced STEs (competition of the radiative recombination with the
non-radiative reduction of the number of STEs via the Forster interaction).

e A non-linear dependency of the total amount of scintillation light produced for dif-
ferent STE densities on temperature is predicted. This is evident when the change
of the amount of scintillation light produced by a population of spatially separated
STEs (no Forster interaction) and by a population of densely created STEs (with
Forster interaction) is compared for a temperature change from room temperature
to a temperature below ~ 5K:

— Below ~ 5K, the only processes considered leading to changes in the STE
populations are the radiative decay and the Forster interaction, whereas, at

35Some parameters depend on the defect density and are, thus, dependent on the individual investigated
crystal.
36This deduction will be shown and discussed in the following two sections.
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room temperature, all processes considered within the model are assumed to
be active (see discussion in section III/3.2.1).

— Hence, for the spatially separated STE population, the change in the efficiency
of producing scintillation light is only induced by the extinction of the migration
and non-radiative recombination processes.

— For the densely created STE population, however, additionally, the increase
of the Forster radius with decreasing temperature has to be considered. The
increasing Forster radius leads to an enhanced quenching effect for decreasing
temperatures.

Therefore, the change in the amount of produced scintillation light with tempera-
ture is not of the same extent, i.e., not linearly proportional to temperature, when
comparing the amount of light produced by the two populations.

e The amount of the excited green STEs and, hence, of the produced green light is
determined by the blue STE population and its temporal behavior. This implies
that, independently of the initially produced blue STE density, i.e., for all kinds
of different particles or primary modes of (non-selective) excitation of the CaWO,
crystal, always the same ratio of blue-to-green scintillation light can be expected?7.

Hence, it can be seen that, within the model, the light-quenching effect that can be ob-
served for different interacting particles in CaWQy is assumed to be a result of the different
efficiencies in generating ionization in combination with the non-radiative recombination
(quenching) due to the Forster interaction of the blue STE population.

In order to calculate the amount of generated light Lo (Epart, T') for an interacting par-
ticle depositing the energy FE,q. at temperature 7', the system of differential equations
3.86 and 3.87 (section III/3.1.4) has to be solved and the various free parameters have
to be determined. However, this system of inhomogeneous, coupled, non-linear equations
cannot be solved analytically whereas, in absence of the Forster interaction, the system
becomes linear and can be solved analytically. The strategy used within this thesis, to
approximate solutions for the complete system is based on the approach that two cases
will be distinguished and discussed successively:

e The unquenched model, containing all processes described except the Forster
interaction. This model can be expressed analytically without any approximations.

e The complete, quenched model, containing all processes described. For this
complete model, an approximation - derived from the results for the unquenched
model - is presented which allows to derive an analytical solution.

37This is true for the assumption made that the distribution of defect centers is uniform within the
whole crystal volume. Nonetheless, also for a non-uniform distribution, the differences in the ratio of
blue-to-green light due to different positions of the primary energy deposition can be expected to be small
as the main amount of green scintillation light is assumed to be produced by reabsorption of blue photons
at defect centers. This process, however, should be independent of the position of the primary energy
deposition.

136



3.2 Scintillation-Light Generation and Quenching in CaWOy4

3.2.3 Model Without Exciton-Exciton Interaction: Unquenched
The Basic Unquenched Model

The unquenched model describes the temporal evolution of STEs in absence of the Forster
interaction, i.e., of STEs that can be assumed to be spatially separated and, thus, inde-
pendent from each other. Therefore, any dependency on the spatial distribution of STEs
within the model vanishes and the resulting differential equations only depend linearly on
the STE densities. Using the following relationships of the numbers of STEs, N;"/(¢) and
Np4(t), and their densities, n,?(x,t) and nj9(x,1),

NP (f) = / nl (x, t)dx
Ve

NT(t) = / n"(x, £)dx
VEI

the differential equations can directly be expressed as differential equations of the number
of STEs instead of their densities. The superscript ng indicates that no reduction of
the number of STEs, i.e., no quenching of their number due to the Forster interaction
is considered within this model. Then, the decay-time spectra of the photons produced
that escape the crystal, P,'!(Epq,+, T, t) and PJ(Epart, T, t) (equations 3.94 and 3.95), can
directly be expressed using the numbers of STEs:

1
Trb(T)
L NT9(1) (3.100)

P (Epap, Tot) = (1 — Faps) - L NP() (3.99)

P;q (Eparta T, t) = Trg (T)
The resulting system of coupled, inhomogeneous and linear differential equations that has

to be solved can be expressed as:

N L N N7+ NG T (B, Tt (3101
ot Tltb(T) Tmig, g—b (T) g
ONDI(t) 1

1 1
- _ NP +(+Fa5->-N”qt 3.102
ot gDy Yo O\ gy T gy ) N () (8.102)

where N{;;?eiSTH(Epart, T, t) corresponds to the so-called source term and describes the
temperature- and time-dependent formation of STEs out of the number of Nep(Epart)
initially generated electron-hole pairs (compare equation 3.43 in section I1I/3.1.2):

Ng‘g;ﬂnEleisTH(Eparu T, t) =
(1 - Fe—trap) : Fioniz(Epart) . Epart
2.35 - Eyqp

= G(t) : (1 - Fe*trap) : Neh<Epart) . [(1 - Fdr(T)) +

Fy.(T)

=0(t)- )

: [(1 — Far(T) + e“} =

Fy(T)
Tar(T)

t
- eww] (3.103)

The solutions of this system of differential equations, N, (t) and N;'(t), can be obtained

by first solving the homogeneous case (Ngg;% e7Sr“q(]5’part, T,t) = 0) and then expanding

the solution via the variation of constants.
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Using the resulting solutions as well as equations 3.99 and 3.100, the decay-time spec-
tra of the photons generated by a population of spatially separated (non-quenched) STEs
can be expressed as:

(1 - Fabs) : (1 - Fe*trap) : Neh<Epart) ]
Trb(T)

1 1
7 T -t Far (T
. [“Ellmll(T) ((1 — Fdr(T)) .e qET) + L)) {e TI(T) e TdT(T) +

B (Epart, T, t) = O(t) -

=+ 1 Tar (T
(1)~ () 1 - 2l

1 1
—i—M' ((1 —Fdr(T))'e_% —i—M {e @ e T2<T> )
1
(3.

Tdr (T) _
72(T)

72(T) 71(T)

104)

1 1
(1 - Fe*trap) ' Neh(Epm“t) . Tmig, bﬂg(T) + Fabs ’ Trp(T) .

Trg(T) L — =

(1 — FdT‘(T)> . {e_rlzT) — e_TQET)} + M . {e_leT) _ ei-rd:(T) } _

PP Epars, Ty t) = (1) -

7ar (T)
1= 2
Fdr(T) —% —%
) ) . {6 ar(T) — g 72(D) }] (3.105)
72(T)

where 71(T") and 7o(T) are defined as:

2
1 1 1 1 1 1
. — +4. ( +Fas.>
2 J (mﬂ) mb(T)> Tt 5-t(D) \Tuig vs(T) " 70(T)
(3.106)

1 ._1'< Lo, >+
(T) " 2 \7m(T)  Tig(T)

b ) e ()
2 Tltg (T) Tltb(T) Thig, g—>b(T) Thig, b—»g(T) abs TTb(T)
(3.107)

From equations 3.104 and 3.105, it can already be seen, that the times 71(7") and 7(T")
have the character of observable rise and/or decay times of the produced photons, i.e., of
the scintillation light. This observation as well as the size of these rise and decay times
will be discussed in detail in the following sections.

The integrated number of photons escaping the crystal and, using the mean photon ener-
gies Epp(T) and Epy(T), also the integrated amount of blue and green scintillation-light
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(in energy) can be expressed as (see equations 3.96 and 3.98):

(1 - Fe*t’/‘ap) ’ Neh(Epart) . 1 (T) ) T2(T)

7 e ) = (1 o) ) T) (3.108)
(B T) = S ) ) (L )
(3.100)

qu(Eparta T) = EPb(T) : Plzlq(Eparta T)
qu(Eparta T) = EPg(T) : Pgnq(Eparta T)
Using the branching ratios of the blue and green STE populations, defined in section
I11/3.1.3 (equations 3.83, 3.84 and 3.85), the integral numbers of blue and green photons
escaping the crystal, respectively, can be expressed as:
anq(Epart:T) = (1 - Fe*trap) : Neh(Epart) : (1 - Fabs)'
Fb rad(T)

. 3.110
1_Fg ng(T) (Fb mig(T)+Fabs'Fb rad(T)) ( )
P;q(Epart’T) = (1 - Fe—trap) : Neh(Epart) : [Fb mz’g(T) + Fabs : Fb rad(T)] .
Fyroa(T
g rad(T) (3.111)

' 1- Fg mig(T) : (Fb mz’g(T) + Fabs . Fb rad(T))

With these relationships, the ratio Ry_4(7) of the numbers of blue-to-green photons es-
caping the crystal (compare equation 3.97 in section I11/3.2.2) can be expressed as:
anq(EpartaT) _ Fb rad(T) (1 _Fabs)

Ry (1) B _ 3.112
b g( ) Pg q(Eparta T) Fg Tad(T) (Fb ng(T) + Faps - Fp rad(T)) ( )

As discussed in section I11/3.2.2, this ratio is expected to be independent of the used mode
of excitation, i.e., to be independent of the density of generated STEs. Therefore, this
parameter is not assigned the superscript ng.

The total amount of scintillation light and the total number of photons escaping the
crystal can be expressed as:

L?oqt(Eparta T) = (1 - Fe—trap) : Neh(Epart)'

. EPb(T) i (1 - Fabs) ’ Fb rad(T) +EP9(T) i (Fb mig(T) + Fabs : Fb rad(T)) : Fg rad(T)
1-— Fg ng(T> : (Fb ng(T) + Fabs : Fb rad(T))

(3.113)
PtT(L)(g(Epart, T) = (1 - Fe—trap) : Neh(Epart)’
(1 — Fabs) - By rad(T) + (Fb mlg(T) + Fups - Fy rad(T)) : Fg rad(T)
1- Fg mig(T) : (Fb mig(T) + Fabs ' Fb mzd(T))

(3.114)

In order to explain the deduced general solutions (valid for the complete temperature
range considered, equations 3.104 and 3.105) and the meaning of the parameters 71 (7T)
and 72(7T), the temperature-dependent behavior of these formulas can be analyzed: In the
following, three different temperatures are considered in detail. At these temperatures,
the influence of different processes can be neglected or has to be considered, depending
on the thermal energy barriers and temperature-dependencies of the individual processes
(see sections II1/3.1.2 and I11/3.2.1):
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e T < 5K: For this temperature region, only the radiative decay of STEs has to be
considered. The fraction of STEs generated in the initial delayed recombination
process of electrons and STHs can be neglected: Fy, (T < 100K) ~ 0 (see equation
3.6 and the corresponding discussion in section III/3.1.2).

e T = 20K: For this temperature, only the radiative decay and the migration of
STEs have to be considered. The fraction of STEs generated in the initial delayed
recombination process of electrons and STHs can be neglected: Fy,(T' < 100K) ~ 0.

o T = 300K: For this temperature, all processes considered in the unquenched model,
i.e., the radiative decay, the migration, the non-radiative decay as well as the delayed
formation of STEs, have to be taken into account. Hence, this model corresponds
to the complete unquenched model.

Model for Temperatures Below 5K

Within the unquenched model, in this temperature region, the only de-excitation processes
that are considered to be active are the radiative recombination processes of the blue and
green STEs from their lower-lying energy levels (compare discussion in section I11/3.2.1).
Thus the lifetimes of blue and green STEs (compare equations 3.81 and 3.82, in section
I1I/3.1.3) correspond to the radiative decay times from the lower-lying energy levels of the
STEs, 715 and 714 (compare section I11/3.1.3), respectively:

Tunig, bog(1T S BK) > 7p(T" < 5K) Tunig, e (1T S 5K) > 74(T < 5K)
anb(T 5 5K) > Trb(T S 5K) Tnrg (T 5 5K) > Tryg (T S 5K)
= Tltb(T < 5K) ~ Trb(T < 5K) SEA = Tltg(T < 5K) =~ Trg(T < 5K) R TLlg

Therefore, the branching ratios describing the de-excitation processes of the STE popula-
tions (see equations 3.83 to 3.85 in section II1/3.1.3) are given by:

= Fb rad(T S 5K) =~ Fg rad(T S 5K) ~1
= Fb 'm’ad(T S 5K) ~ Fg m"ad(T 5 5K) ~ Fb mig(T S 5K) ~ Fb mig(T S SK) ~0

Inserting the relationships for the lifetimes and recombination times of STEs into the
definitions of the rise and decay times 71(7T") and 72(7T") (equations 3.106 and 3.107), it can
already be seen that 7 (7' S 5K) corresponds to the lifetime of blue STEs and 7 (7" < 5K)
corresponds to the lifetime of green STEs:

1 1 1

(I <5K) 2 (Tltb T<5K) | T1g(T < 5K)> B
1 1 2 oo 1 1
9 mg T <5K) (T < 5K) T (T <SB5K) T
1 1

~ = + +
TQ(T <5K) 2 \ 7wl T <BK) | 74y (T < 5K)

41 2 +0= L o —
T3 mg T <5K) (T < 5K) © ug(T S5K)  1rg
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As for temperatures T' < 5K, no migration of STEs is expected to occur, the only exci-
tation mechanism for blue STEs that has to be considered is the (extrinsic) generation of
blue STEs in the energy deposition process. Concerning this formation process, within
the developed model, it is assumed that the fraction of STEs generated in the delayed
formation process for temperatures below 100K can be neglected (see section I1I/3.1.2):

Fyr (T < 100K) =0

Hence, the only excitation process for blue STEs remaining for temperatures below 5K, is
constituted by the immediate generation of (1 — F,—4.4;) - Nen(Epart) blue STEs (compare
equation 3.103). For green STEs, on the other hand, the only excitation mechanism that
has to be considered for T' < 5K, is the absorption of blue photons at defect centers (no
migration).

Therefore, the coupled system of differential equations as well as its solutions P, (Epgre, T <
5K, t) and PJ(Epart, T S 5K, t) are strongly simplified and can be expressed as:

ON(t 1
gt( ) = - ’ Nl?q(t) + G(t) ! (1 - Fe*trap) : Neh(Epart) (3115)
TL1b
AN™(1) 1 1
g _ . Nt Fo.o.—— . N™M(¢t 3.116
L S NP0+ Fae N (3116)
1-F, (1= F,- - Nep(E ot
anq(Epart,T S 5K,t) _ @(t) . ( abs) ( e trap) eh( part) e 7L (3‘117)
TL1b
. — _ . __t
PP By, T < 5K, 1) = (1) - Faps - (1 = Fomtrap) - Nen(Epart) _ {e—thlb e Tng}
TLlg — TL1b

(3.118)

The integrated number of blue and green photons, Py(Epqrt,T) and Py(Epere, 1), as well
as the total number of photons, Piot(Epart,T’), and total amount of scintillation light,
Ly (Epart, T S 5K), can then be expressed as (compare equations 3.110 to 3.114, except
3.112):

partyT S 5K) (1 - Fabs) ’ (1 - Fe*trap) ’ Neh(EPC”"t)

B
Pg ( parhT N 5K) Fops - (1 - Fe—tmp) : Neh(Epart)
P ( parta ~ 5K) = anq(EpaTt?Trs 5K) +P;q(Epa7”t’TrS 5K) =
= (1 - Fe*trap) ’ Neh(Epart) (3119)
L?oqt(Eparb T S 5K) = (1 - Fe—trap) : Neh(Epart) : [EPb(T) ’ (1 - Fabs) + EPg(T) : Fabs}

(3.120)

Hence, the ratio of the number of blue photons to green photons escaping the crystal
Ry_4(T < 5K) is given by (see equation 3.112):

Pl?q(Epart’T S 5K) o 1 — Fops
P;q(Eparty T S 5K) Fabs

Ry_y(T < 5K) = (3.121)

From these mathematical expressions for the decay-time spectra as well as for the amount
and the composition of the produced scintillation light, several conclusions for the light gen-
eration and observable characteristics of the decay-time spectra at temperatures T' < 5K
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can be drawn:
a) Pulse Shape of the Blue Scintillation Light for T < 5K:

For the unquenched blue photon component, a purely exponential decay with a decay
time corresponding to the radiative decay time from the energetically lower-lying level of
the blue STE is predicted (decay-time spectrum from equation 3.117). Hence, the radiative
decay time 7715 of blue STEs can be determined with a measurement of the decay-time
spectrum of the blue photons below for temperatures T' < 5K. The observable decay time
of the blue scintillation light for temperatures T' < 5K should correspond to 77,1p.

b) Pulse Shape of the Green Scintillation Light for T < 5K:

The decay-time spectrum of the unquenched green photon component (equation 3.118)
is described by an exponentially rising and exponentially decaying pulse with time con-
stants corresponding to the radiative decay from the energetically lower-lying levels 7713
and 7714. Using only equation 3.118, it cannot be determined which time corresponds
to the rise or to the decay time. However, as discussed theoretically in section I11/3.1.3,
within the developed model it is expected that the radiative decay time of green STEs
is much shorter than the one of blue STEs. In addition, e.g., in [67], it is reported that
the decay time of green scintillation light generated by a selective excitation mode®® at a
temperature of ~ 7K exhibits the same (slow) decay time as the scintillation light gen-
erated by a non-selective excitation mode. Therefore, within this model, it is proposed
that, for temperatures T' < 5K, the radiative decay time of green STEs can be identified
with the rise time of the green scintillation-light pulse. Hence, the decay time of the green
scintillation-light pulse corresponds to the radiative decay time of blue STEs. Thus, it can
be deduced that, with a detailed measurement of the decay-time spectrum of the green
scintillation-light component for temperatures below 5K, the radiative decay time of green
STEs from their energetically lower-lying level 77,1, can be determined as the rise time of
the light pulse.

¢) Amount of Scintillation Light Generated and its Spectral Composition for T < 5K:

e The ratio of blue-to-green light is only determined by the amount of blue photons
absorbed at green centers, Fy,s (compare equation 3.121). Hence, a measurement
of the wavelength spectrum (and its decomposition into the blue and green light
component) at a temperature below 5K, allows the determination of Fys.

o The (unquenched) total amount of photons produced by the deposited energy Epqr
is only determined by the fraction of electron-STH pairs that do not recombine to
STEs, i.e., by the fraction of electrons that get trapped, Fi-,,, (compare equations
3.119 and 3.120). Hence, for a temperature below 5K and a known amount of energy
deposited (producing spatially separated STEs), the fraction of electrons captured by
electron traps, F.-4.,, can be determined if one of the following two measurements
are performed:

38For the excitation of the CaWOy, crystal, photons with an energy of 4.7¢V were used in [67]. These
photons can be expected to be absorbed at defect centers only (see discussion in appendix B.4.2). As
almost no migration of STEs is possible at a temperature of ~ 7K, most of the generated scintillation light
can be ascribed to the radiative decay of STEs at defect centers, i.e., to the radiative decay of green STEs.
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— Either the total number of photons emitted by the crystal is measured,

— or the total amount of scintillation light (in units of energy) emitted by the
crystal as well as the wavelength spectrum of the scintillation light is measured
(to determine the mean photon energies Epy(T < 5K) and Epy(T < 5K) and
relative contributions of blue and green photons).

The conclusions for the pulse shapes of the scintillation light deduced for temperatures
below ~ 5K will be revisited and validated within the discussion of the scintillation-light
pulse-shape for temperatures below ~ 5K in the quenched model (see discussion of figure
3.13 in section I11/3.2.4).

Model for a Temperature of ~ 20K

As discussed in section III/3.2.1, for temperatures between ~ 5K and ~ 70K (regions
IT and IIT in figure 3.10), additionally to the radiative recombination of STEs, also their
respective migration processes have to be considered. The influence of the non-radiative
recombination processes is still assumed to be negligible. The temperature of 20K was cho-
sen as an example as, within this work, experiments were conducted at this temperature.
Hence, in the following, a temperature of 20K is considered, although it should be kept
in mind that the statements made are valid for the temperature range from ~ 5K to ~ 70K.

At 20K, the radiative recombination process of both types of STEs is expected to be deter-
mined by a temperature-dependent mixture of radiative decay from the ground levels (with
Tr1p and 7714) of the STEs and their first excited states (with 779, and 7724, compare sec-
tion I11/3.1.3). The migration processes can be described by the respective temperature-
dependent migration times (Tuig bog(7) and T (1), see section I11/3.1.3). Thus, at
a temperature of 20K, the intrinsic lifetimes of the STE populations can be expressed as
(compare equations 3.81 and 3.82, in section I1I/3.1.3):

TnTb(T) > ’Trb(T) Tm"g(T) > T’I‘g(T)
) . Dy, 1 1 __Dg_
—2b_ . kg T
1 _mptag ™ L 7o Ve ¢
Trb(T) 1+ e*kgi% Trg(T) 1+ e_kgigT
d2 d?
e (T) W-w o (T~ —ww
b g( ) 6 - DbSTE (T) : Cdefects e b( ) 6- DgSTE (T)
1 1 1 1 1 1
@) 7T T e vaD) o) g ) e 122)

Therefore, the branching ratios describing the de-excitation processes of the STE popula-
tions at a temperature of 20K (see equations 3.83 to 3.85 in section III/3.1.3) are given
by:

F, m"ad(T) ~0 Fg nrad(T) ~0
716 (1) Titg(T)
Fb rad(T) = - b(T) Fg rad(T) = . g(T)
T rg
7i6(T) Titg(T)
Fly g (T) = — 20 Fy mig(T) = — 1220
b ng( ) Tunig, bﬂg(T) g ng( ) Tonie, gﬂb(T)
Fb Tad(T)+Fb ng(T) ~1 Fg rad(T)+Fg mlg(T) ~ 1
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In the definitions of the observable decay and rise time 71 (7") and 7»(7T") (equations 3.106
and 3.107), respectively, formally nothing changes in comparison to the general formulas:

¥ : L), (5 + P =7 )
2 Titg (T) Tltb<T) Tmig, g—b (T) Tmig, bﬁg(T> @b TTb(T>
(3.123)

where the upper (lower) sign refers to 71(T") (m2(T")), respectively. However, it should be
noted that the lifetimes of the STEs at 20K, 7, (T" = 20K) and 7344(T = 20K), contain
only contributions of the radiative and migration processes.

At this point of the discussion, the changes of the observable decay and rise times, 71 (7")
and 1(7T), respectively, due to the introduction of the additional migration processes can
be reviewed: For temperatures 7' < 5K, the time 71 (7") corresponds to the intrinsic life-
time of blue STEs, 74,(T" < 5K), and the time 75(7") corresponds to the intrinsic lifetime
of green STEs, 144(T" < 5K). From equation 3.123, it can be seen that by introducing
the migration processes, the time 71(7T") becomes larger than the lifetime of blue STEs
(subtraction of the migration term for the inverse of 71(7")). On the other hand, (7T
becomes smaller than the lifetime of green STEs (addition of the additional migration
term for the inverse of 75(7T)). To roughly quantify these changes, in equation 3.123, the
size of the additionally introduced term (second term under the square root) has to be
compared to the size of the first term under the square root, i.e., the order of magnitudes
of the two terms have to be compared:

(e~ am)
Titg(T)  Tun(7T)

Taking into account that the lifetime of green STEs is much smaller than the lifetime of
blue STEs (see sections II/ 3.1.3 and appendix B.4), and that, for each STE population
both, the migration and radiative processes, have to be roughly of the same order of
magnitude as the intrinsic lifetime of the respective STEs??, the following relationships
for T'= 20K can be derived:

4

O . ( + Flps - )]
Tmig, g—vb(T) Tig, b—>g(T) Trb(T)

and (’)l

Titg (T) < Tltb<T) =

O(TTb(T)) ~ O(Tmig, b—g
O(TTQ(T)) ~ O(Tmig, g—b

390therwise these processes would affect neither the temporal development nor the spectral composition
of the scintillation light (compare discussion in section II1/3.2.1).
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With these relationships, the order of magnitudes of the two terms can be estimated:

1 1\’ 1
<Tltg(T) - Tltb(T)> ~0 [TZ%Q(T)]

° [Tmig, ib(T) ' (Tmig, big(T) b Trbl(T)ﬂ ~0 [Tltgl(T) . (Tltb2(T>>

O

=0 >0

1 1) 1 1
. Y O

(Tltg (T) Tltb(T)> Tmig, g—b (T) Trig, bﬂg(T) (T ]

From this relationship it can be seen that the additional term due to the migration pro-
cesses introduces only a relatively small change of the observable rise and decay times,
71(T) and 72(T"), compared to the lifetimes of blue and green STEs, 7,(T") and 734(T).
Nonetheless, it should be noted that at a temperature of 20K, the rise and decay times
are no longer exclusively determined by the lifetimes of the STE populations, but also by
the extent of their interdependency, i.e., of their mutual excitation mechanisms.

For a temperature of 20K (as well as for the complete temperature range from ~ 5K
to ~ 70K), the fraction of blue STEs generated in the delayed formation process can be
neglected.

Fy (T < 100K) =0

Using all of these considerations, the coupled system of differential equations, at a tem-
perature of 20K, can be expressed as:

ON;"(t) 1 n 1
= — CNJ(t) + ——— - NM(t) +O(t) - (1 - F,- - Nen(E
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The solutions for the decay-time spectra of the photons are given by:
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The number of blue and green photons escaping the crystal, Pb” q(Epart, T) and P”q( part T),
at a temperature of 20K, can then be derived as:

anq(Epart?T) = (1 - FabS) : (1 - Fe*tmp) : Neh(Epart)'
Fy raa(T)
1= Fy mig(T) - (Fy mig(T) + Fabs - Fy raa(T))
Pr(Epart, T) = (1 = Fo-tyap) - New(Epart) - [Fb mig(T) + Faps - Fy raa(T)] -
Fg md(T)
1= Fy mig(T) - (B mig(T) + Favs - Fy raa(T))

Comparing these expressions with equations 3.110 and 3.111 (section I11/3.2.2), describing
the general case, it can be seen that the expressions for a temperature of 20K are formally
the same. However, it has to be noted, that the branching ratios of the STEs are different
due to their temperature dependencies and due to two deviations: On the one hand, the
branching ratios can, in principle, exhibit a temperature dependency, on the other hand, at
a temperature of 20K, only the radiative and migration processes and not the non-radiative
recombination processes are included. Using the relationships of the branching ratios of
the green and blue STEs (Fy, rqd(T') + Fp mig(T) = 1 and Fy 1qq(T) + Fy mig(T) = 1), the
total number of photons escaping the crystal P/o{(Epqrt, T) as well as the total amount of
scintillation light produced, Ly (Epart, T), can be expressed as:

Pt (Bpart; T) = (1 = Fe=rap) - Nen(Epart) (3.128)
L?o%(EpaTth) =(1-F,- tmp) Neh( part)

Epy(T) - (1 — Fus) - Fy md(T) + Epg(T) - (Fy mig(T) + Faps - Fy raa(T)) - Fy raa(T)
' U= Fy mig(T) - (Fy mig(T) + Faps - Fy raa(T)

(3.129)

The ratio of the numbers of blue and green photons escaping the crystal, Ry_4(T") (see
equation 3.112 in section III/3.2.2) at a temperature of 20K, can be expressed as:

Fy rad(T) (1 — Fabs)

Ry g( ) Fg Tad(T) ‘ 1—-F rad(T) ’ (1 B Fabs)

(3.130)

From these expressions for the decay-time spectra and for the amount and composition
of the produced scintillation light, several conclusions concerning the light generation and
observable characteristics of decay-time spectra at a temperatures of 20K (and the com-
plete temperature region between ~ 5K and ~ 70K) can be drawn:

a) Pulse Shape of the Blue Scintillation Light at 20K:

e In equation 3.126, describing the pulse shape of the blue light component, the first
term in the square brackets corresponds to the pulse shape of the blue light at
temperatures T' < 5K (except for the scaling factor, compare equation 3.117). This
term describes a purely exponential decay with decay time 71 (7), which roughly
corresponds to the lifetime of blue STEs.

o The second term in the square brackets in equation 3.126, is positive as, 71(T") >
Titg(T') and 7344(T) 2 m2(T).
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3.2 Scintillation-Light Generation and Quenching in CaWOy4

o Hence, this second, positive term describes a fraction of the generated amount of blue
scintillation light which exhibits the decay time 75(T"). The extent of this fraction is
described by the size of the scaling factor in front of the exponential function.

o In order to estimate the impact of this second term, the relationships 71 (1) > 74 (T)
and 72(T") 2 7ig(T) (compare discussion above) can be used: Considering these
correlations, it can be seen that the scaling factor in front of the exponential function
of the second term is very small and, thus, also the pulse height and partial integral
of this second term in comparison to the first term in square brackets (compare also
to the discussion at the end of this section and in appendix B.8).

Hence, it can be deduced that at a temperature of 20K, the pulse shape of the blue scin-
tillation light produced can approximately be described by a single exponential decay®’
with decay time 71(7T).

b) Pulse Shape of the Green Scintillation Light at 20K:

e Comparing equation 3.127, describing the pulse shape of the green scintillation light
at 20K, to the pulse shape of the green light for temperatures 7' < 5K (equation
3.118), it can be seen that the basic shape of the decay-time spectrum does not
change. The decay-time spectrum is described by a pulse exhibiting a purely expo-
nential rise with 79(7") and a purely exponential decay with 7 (7).

o The only differences are that the decay and rise times, 71(7") and 72(T"), are no
longer exactly identical to the lifetimes of the STE populations, 74,(T") and 734(7T'),
respectively, and that the scaling factor in front of the exponential pulse shape has
changed. This fact is discussed in more detail in the following paragraph (in the
context of the amount and composition of the scintillation light generated).

c) Amount of Scintillation Light Generated and its Spectral Composition at 20K:

o The ratio of blue-to-green photons emitted, Ry_4(7") (equation 3.130), no longer only
depends on the fraction of blue photons absorbed at defect centers, but also on the
efficiencies (i.e., the branching ratios) of the migration processes.

e The exact dependencies become clear, when inspecting equation 3.130 describing the
ratio of the number of emitted blue-to-green photons:
The factor Fp qq(T) - (1 — Faps) appearing in the numerator and denominator de-
scribes the integrated fraction of blue STEs that decay radiatively (with an efficiency
according to the radiative branching ratio F}, .44(7")) and that can escape the crystal,
(1 — Faps). It should be noted, that some of these radiatively decaying blue STEs
were excited by migration of green STEs to intrinsic centers. Hence, the complete
denominator of the second term of equation 3.130 (1 — Fy yqq(T) - (1 — Faps)), cor-
responds to the integrated number of blue STEs that either did decay radiatively
but were absorbed at defect centers or did not decay radiatively (i.e. migrated to
green centers). This number is equal to the integrated number of green STEs that
is generated within the complete light-production process. It has to be mentioned
that not all of these green STEs decay radiatively, but some of them migrate back
to intrinsic centers. This explains the denominator of the first term of equation

4OQuantitative estimations of the impact of the second term are given in section I11/5.2.2.
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3.130, the multiplication of the integrated number of green STEs with their radia-
tive branching ratio, Fy .qq(T), i.e., the efficiency of green STEs to produce green
photons.

e As can be seen from equation 3.128, describing the total number of photons pro-
duced, this number does not change in comparison to temperatures below ~ 5K.
The total number of photons produced is only determined by the fraction of elec-
trons that gets captured in electron traps (F,-;.,,) and is, hence, removed from the
STE formation process (compare section I11/3.1.2). This relationship reflects the fact
that, within the unquenched model, for temperatures below ~ 70K no non-radiative
recombination processes for STEs are assumed to occur.

o However, as just discussed, the relative contributions of blue and green photons to the
total number of photons change. Hence, although no non-radiative recombination
process of STEs is introduced, the total amount of scintillation light (in energy)
changes from T' < 5K to T' = 20K, according to the modified ratio of blue-to-green
photons and the temperature-dependent mean energies of blue and green photons
(compare equations 3.120 and 3.129).

o As discussed in section I11/3.2.1, the mean energy of a blue or a green photon is
found to be roughly constant within the complete temperature range considered
from mK to room temperature (compare to section III/3.2.1 and to the results
of measurements performed within the present work, section III/5.1). Hence, no
additional change of the energy leaving the crystal in form of scintillation photons
due to varying mean photon energies has to be expected.

The conclusions concerning the pulse shapes of the blue and green scintillation light compo-
nent will be validated experimentally by measurements of the scintillation light generated
by a spatially separated population of initially produced STEs at a temperature of ~ 20K
(see sections I1I/3.3.2 and I11/5.2).

Model for Room Temperature

With these explanations and considerations of the decay-time spectra and of the total
amount of scintillation light generated at very low temperatures (7' < 5K) as well as at
intermediate temperatures (7' = 20K, or, more general, 5K < 7' < 70K), the complete
model for the complete temperature range analyzed (mK to ~ 300K) can be revisited.
As can be seen from the discussion in section I11/3.2.1, the complete model only has to
be utilized for the description of the light generation processes for temperatures between
~ 200K and ~ 300K (region IV in figure 3.10, section III/3.2.1). Hence, for a temperature
of 300K (which was chosen as experiments were performed at this temperature within this
work), the model as well as the mathematical formulations, exactly as described at the
beginning of this section (equations 3.101 and 3.102), have to be used. As the mathemat-
ical expressions are already stated there, they are not repeated here.

Comparing the differential equations describing the complete model (equations 3.101 and
3.102) to the model for a temperature of 20K (see equations 3.124 and 3.125), it can be seen
that, at 300K, additionally, the non-radiative recombination processes of blue and green
STEs as well as the delayed initial formation of a fraction of blue STEs (Fy,-(7")) have to
be considered. In addition, it should be noted that, of course, the radiative recombination
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and migration times of the STE populations become faster according to their respective
temperature dependencies. Hence, the intrinsic lifetimes of the STE populations are now
determined by all three processes, the radiative, the non-radiative recombination, and the
migration process, competing with each other:

1 = : + L + L (3.131)
Tltb(T) Trb(T) anb(T) Tmig, b—g (T) .

! = ! + 1 + 1 (3.132)
Titg(T)  Trg(T)  Torg(T)  Tonig, e—u(T) .

In analogy, of course, also the branching ratios of the blue and green STE populations are
influenced:

Fyraa(T) = Zté’g)) and FyraalT) = Z“jg)) (3.133)
Fymig(T) = T”tb% and Fymig(T) = T%(T()T) (3.134)
anrad(T) = ;;I:L((I% and anrad(T) = 7% (3135)

Before discussing the solutions of the differential equations of the complete model (equa-
tions 3.104 and 3.105), first, a discussion of the relationships between the different times
involved, the radiative, non-radiative and migration times as well as the lifetimes and the
decay and rise times of the scintillation-light pulses, 71(7") and 72(7'), is presented.

From the discussion of the temperature dependency of the generated scintillation light
and its spectral composition (see section II1/3.2.1), the following conclusions for the life-
times of the STEs as well as for the different recombination and migration times of blue
and green STEs at room temperature (7' = 300K) can be drawn:

e At room temperature, the scintillation light is a composition of blue and green
scintillation light. Hence, it can be deduced that, for both STE populations, the
radiative decay channel has to represent a successfully competing recombination
process. Therefore, the radiative recombination time has to be roughly of the same

order of magnitude as the total intrinsic lifetime of the respective STE population®!.

e Comparing the temperature dependencies of the radiative and migration times for
each STE population separately (see e.g., section I11/3.1.3), it can be seen that they
exhibit the same basic temperature-dependent behavior (exponentially decreasing
with increasing temperature). Additionally, it can be noticed that the thermal energy
barriers of these processes (the radiative decay from the energetically higher-lying
level as well as the migration process) are assumed to be very similar (D, and Dy of
the order of 1meV, see section I11/3.1.3, as well as AFE g p = 4.5meV and AE,;4 4 =
6.9meV, see section III/3.1.3). Taking also into account that, at a temperature
of ~ 20K, the radiative and the migration times should be of the same order of

41 Otherwise, if, e.g., the radiative decay time of blue STEs would be much larger than the total intrinsic
lifetime of blue STEs, this would imply that the lifetime of blue STEs would be dominated by one or both
of the other two process and, hence, that the blue STE population would dominantly migrate to defect
centers and/or recombine non-radiatively.
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magnitude*? (for each STE population separately, compare to the discussion of the
model for ~ 20K), it can be deduced that, for all temperatures T' 2 20K, these times
should always be roughly of the same order of magnitude (for each STE population
separately). Therefore, the migration time has to be roughly of the same order of
magnitude as the total intrinsic lifetime of the respective STE population®3.

o The onset of the non-radiative recombination process of green STEs (at ~ 70K) as
well as the one of blue STEs (at ~ 200K) are both inducing a permanent reduction of
the amount of scintillation light produced (compare figure 3.10 in section I11/3.2.1).
Hence, it can be deduced that, at temperatures larger than the respective onset
temperatures, the non-radiative recombination processes are efficiently reducing the
respective STE populations. Therefore, the non-radiative recombination time has
to be roughly of the same order of magnitude as the total intrinsic lifetime of the
respective STE population.

From this discussion it can be seen that, for a temperature of 300K, the following approx-
imate relationships can be formulated:

O (7:(T)) % O (Tanig, 1—5(T)) = O (Tur(T')) = O (1i(T))
O(7rg(T)) = O(Tasig, 5—1(T)) = O(Targ (T')) = O(m1y(T))

Considering additionally, that the radiative decay time of the green STE population is
expected to be at least two orders of magnitude smaller than the radiative recombination
time of blue STEs (compare discussion in appendix B.4.1), it can be deduced that also at
a temperature of 300K:

Tltg(T)
T1p(T')

Using these correlations, the same conclusions as in the discussion of the model for T' ~ 20K
concerning the relationships of the times 71 (7") and m2(7") (equations 3.106 and 3.107) with
the intrinsic lifetimes 74,(7T") and 734(7T") of the blue and green STE populations, can be
drawn: The time 71(7") is expected to be slightly larger than the lifetime of the blue STE
population, 734(7"). The time 12(7T') is expected to be slightly smaller than the lifetime of
the green STE population, 7;,4(T"). Therefore, it can be deduced that, also at 300K, the
following relationships are valid:

Tig(T) < T (T') <1

72(T) S Tug(T) < 7p(T) S 1(T) (3.136)

Using the information on the migration time of green STEs (compare section I111/3.1.4) at
300K as well as equation 3.132, an estimate of the order of magnitude of the time m(7")

420therwise, no influence of the migration processes onto the evolution of the STE populations, i.e., on
the produced scintillation light, should be observable.

431t should be noted that this conclusion can be drawn on the basis of the observable change of the
blue-to-green photon ratio at temperatures = 5K, i.e., on the basis of the observed onset temperatures of
the migration process and the radiative recombination process (from the higher lying level). The onset
temperature of the migration process, however, is expected to be dependent on the defect density: The less
defects are contained in the crystal lattice, the larger migration lengths, i.e., longer migration times, are
needed until efficient migration from blue STEs to green STEs can be observed (compare section I111/2.1.5).
Hence, the smaller the defect densities, the larger the expected onset temperature of the migration process
and, hence, the larger the temperature at which the migration and radiative times are expected to be of
roughly the same order of magnitude.
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at 300K can be obtained:

T) =2.72ns
= Titg(T) S Tanig, g—v(T) = 2.72ns
= O (12(T)) = O (1ns)

Tmig, g—>b(
(T)

Additionally, it can be taken into account that the formation time of the fraction of delayed
created STEs, 74,(T") (compare section I11/3.1.2), at 300K is assumed to be known:

74r(T = 300K) ~ 40ns

Inspecting the expressions for the general solutions of the blue and green decay-time
spectra (equations 3.104 and 3.105 in the description of the basic unquenched model), it
can be seen that the shape of the scintillation light generated, i.e., its exponential decay-
time constants, are given by the three times 71(T"), 7(T") and 74,.(T"). Considering the
expressions derived above and, in addition, that the observed decay-time spectra of the
CaWOy scintillation light at 300K are reported to always contain a slow component (of
the order of ~ 9us, see section I11/2.2.3), it can be concluded that this slow decay time
can only be assigned to the time 71 (7" = 300K ). Therefore, the following relationships are
expected to hold at 300K:

71(T) =~ Yus
O (rip(T)) = O (us)
TQ(T) S Tltg(T> <TdT(T) < Tltb(T) S Tl(T) (3.137)

Hence, it can be seen that, at 300K, the lifetime of blue STEs (and therefore also 7,4(T),
Torb(T) and Ty, 1.(T')) is expected to be roughly of the order of 9us. The lifetime of
green STEs (and therefore also 7,4(T"), Tnrg(T") and Ty (1)) is expected to be roughly
of the order of 3ns.

Using all of these considerations, several conclusions for the decay-time spectra of the
blue and green photons generated (equations 3.104 and 3.105) as well as for the total
amount of light (equation 3.113) and the ratio of the numbers of blue photons to green
photons (equation 3.112) produced at 300K can be drawn:

a) Pulse Shape of the Blue Scintillation Light at 300K:

o The first term in square brackets of the formula for an Y(Epart, T, t) (second line of
equation 3.104) corresponds to the first term of the decay-time spectrum of the blue
light at 20K (see equation 3.126): Blue scintillation light is generated with a decay
time of 71(T") roughly corresponding to the lifetime of blue STEs.

o However, at 300K, only the fraction (1 — Fy.(T)) of the blue STEs is produced
immediately** so that only the corresponding fraction of the scintillation light (1 —
F4.(T)) exhibits the purely exponential decay with 71(T).

o The fraction Fy,.(T') of the STEs, on the other hand, is produced in a delayed recom-
bination process so that the corresponding fraction of the scintillation light exhibits

4 This fraction is expected to be of the order of ~ 85%, i.e., to be the larger fraction (compare section
111/3.1.2).
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a delayed rise with 74,.(T) before decaying with the decay time 71(T"). It should be
noted that the expression for the scaling factor in front of the exponentially rising

and decaying pulse, IFZ(I%) , causes the integral in time over this pulse shape to be
T @

equal to Fy.(T).

« Analogously, the second term in square brackets in the formula for P,'?(Epqr¢, T\ 1)
(third line of equation 3.104) can be interpreted. Again, the observation can be
made that this term corresponds to the second term of the decay-time spectrum of
the blue light at 20K (see equation 3.126).

e The following pulse shape is described by this second term in square brackets: The
fraction (1 — Fy.(T)) exhibits a purely exponential decay with decay time 79(7")
corresponding roughly to the lifetime of green STEs. The fraction Fg,.(T") exhibits
a rise time 1o(7T") corresponding roughly to the lifetime of green STEs and a decay
time*® of 74,.(T).

o Hence, the pulse shape of the second term is expected to be the sum of the (larger)
purely exponentially decaying fraction (1 — Fy,.(T")) with the very fast decay time
72(T') and of the (smaller) exponentially rising (72(7")) and decaying (74-(7)) fraction
Fy (T)

o Taking now additionally the scaling factors in front of the first and the second term
into account (second and third line of equation 3.104), the same argumentation as
for the model at 20K can be used: As the lifetime of green STEs, 7344(7"), is supposed
to roughly correspond to m»(t) and as 7o(1") < 71(T), it can be seen that the pulse
height and partial integral of the second term compared to the first term is expected
to be very small (compare also to the discussion at the end of this section and in
appendix B.8).

Hence, it can be concluded that, within the model developed, the unquenched blue light
component at 300K can be expected to be dominated by the first term in the formula for
B (Epart, T, t) (second line of equation 3.104). This implies that the pulse shape should
be describable by a (larger) fraction (1 — Fy,(7")) exhibiting a purely exponential decay
with 71 (T) ~ 9us and a (smaller) fraction exhibiting the same decay time 7;(7") and a rise
time of 74.(T") ~ 40ns.

b) Pulse Shape of the Green Scintillation Light at 300K:

o The first term in square brackets in the formula for PJ'¥(Epart, T',t) (second line of
equation 3.105) directly corresponds to the pulse shape of the green scintillation light
at 20K (except for the scaling factor (1—Fg,. (7)) in front of this term, compare equa-
tion 3.127): A pulse shape exponentially rising with 75 (7") corresponding roughly to
the lifetime of green STEs, 75,4(T"), and exponentially decaying with 7{(T") corre-
sponding roughly to the lifetime of blue STEs, 744(7"). This part of the green light
pulse corresponds to the (larger) fraction of immediately created STEs, (1— Fy,.(T)).

45Note that, for the second term of P (Epart, T, t) describing the delayed rise, in contrary to the first
term of P"Y(Epart, T,t), the assignment of rise and decay times switches as the lifetime of green STEs is
expected to be smaller than the delayed formation time of STEs.
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e The part of the green light pulse corresponding to the delayed creation of STEs is
split into two parts: The first one (second term of equation 3.105) rising with 74, (T")
and decaying with 71(T"), the second one (third term of equation 3.105), the negative
one, rising with 72(7") and decaying with 74,(T).

o Taking again the relationships and orders of magnitude of the different involved
times into account, it can be seen that the last term of equation 3.105 (third term)
should be much smaller than the second term of equation 3.105. This implies that
the pulse shape of the green scintillation light at 300K should be dominated by the
first and the second term of equation 3.105.

e Considering the first term of equation 3.105, it becomes clear that this term can
be interpreted as the recombination of green STEs (on a timescale of 72(7") which
roughly corresponds to 7;4(7")) which were excited by blue STEs (on a timescale of
71(T") which roughly corresponds to 73(7)).

o Taking additionally into account that the rise time 75(7") (O(1ns)) of the (larger)
fraction (1 — Fy.(T")) of this pulse shape is expected to be much shorter than its
decay time 71(T") (O(10us)), it can be seen that this fraction of green scintillation
light can approximately be described by a purely exponential decay with the decay
time 71 (7).

o Using this approximation the resulting pulse shape can be described by a fraction
(1 — F4.(T)) with a purely exponential decay (71(7)) and a fraction Fy,.(T') with an
exponentially rising (74-(7')) and decaying pulse shape (71(T)).

o Comparing this approximated pulse shape to the pulse shape of the blue scintillation-
light component, it can be seen that both pulse shapes agree with each other (except
for the different scaling factors in front of the square brackets).

Hence, it can be concluded that, within the model developed, the unquenched green light
component at 300K is expected to be dominated by the first two terms in the formula for
PJ(Epart, T, t) (second line of equation 3.105). Taking into account that the lifetime of
green STEs is expected to be very short compared to the one of blue STEs, the pulse shape
of the green scintillation light is expected to agree with the pulse shape of the blue scintil-
lation light at 300K (except for the different scaling factors in front of the square brackets).

c) Amount of Scintillation Light Generated and its Spectral Composition at 300K:

e The ratio of the number of blue photons to green photons produced is described by
equation 3.112. Comparing this formula to the formula deduced for a temperature
of 20K (equation 3.130), it can be seen that the mathematical description does not
change. It should be noted that the branching ratios of the different processes of
course change for a temperature of 300K compared to a temperature of around 20K
as, at 300K, also the non-radiative recombination processes are possible. The impact
of these additional decay channels onto the ratio of the number of blue photons to
green photons produced can already be seen in figure 3.10 (section I1I/3.2.1) and
the successive discussion of the regions IV, V and VI indicated in this figure. The
basic interpretation of this formula presented in the discussion of the model for
temperatures around 20K, however, is nonetheless also valid at 300K.
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e As can be seen from equation 3.114 describing the integrated number of photons
produced at 300K, this formula can not be simplified as is the case for the expression
at 20K (equation 3.128)%.

o At 300K, the total amount of scintillation light and the total number of photons
generated, described with equations 3.113 and 3.114, can also not be expressed in a
more simplified form.

o Nonetheless, the equations describing the integrated number of blue photons (equa-
tion 3.110) and the integrated number of green photons (equation 3.111) escaping
the crystal can be interpreted within the model developed:

— The term (1 —F,-4,4) - Nen(Epart) in both formulas corresponds to the number
of STEs generated out of the number Ngj,(Epqr¢) of electron-hole pairs produced
in the energy-deposition process.

— In both formulas, the second term (fraction in the respective second line) cor-
responds to the total efficiency of the respective STE population to generate
light, i.e., to decay radiatively (including the possibility that, e.g., STEs which
migrated "away” can migrate back and again get the chance to decay radia-
tively).

— The factor (1 — Fys) in the expression for the number of blue photons escaping
the crystal reflects the fact that the fraction Fy ;s of blue photons is absorbed
at defect centers and can, hence, not leave the crystal.

— The factor [Fyy pmig(T) + Faps - Fb rad(T')] in the expression for the number of
green photons corresponds to the number of green STEs that get excited in the
course of the de-excitation of blue STEs.

Conclusions for the Unquenched Model

a) Basic Pulse Shapes:

Inspecting the solutions obtained for the unquenched model at different temperatures,
it can be seen that, within the complete temperature range considered, the pulse shape
of the unquenched blue scintillation-light component is dominated by a purely
exponential decay?” with decay time 7((7). Additionally, it can be seen that,
within the complete temperature range considered, the expression for the unquenched
green scintillation-light component is dominated by an exponentially rising
(72(T)) and exponentially decaying (71(7T")) pulse shape. The rise time of the green
scintillation-light pulse is always given by 72(7") which roughly corresponds to the lifetime
of green STEs, 7;44(T"). The decay time of the blue as well as of the green scintillation-light
pulse is given by 71(T"), which roughly corresponds to the lifetime of blue STEs, 75, (7).

46For the model at 20K, the relationships Fj, rad(T) + Fy mig(T) = 1 and Fy rqa(T) + Fy mig(T) = 1
could be used to simplify the expression for the total number of photons produced.

47At room temperature, in principle, additionally the term corresponding to the delayed creation of
STEs has to be considered. However, as mentioned in the discussion of the decay-time spectrum at room
temperature, the integral of this term is determined by the fraction of delayed recombining electron-STH
pairs, Fy-(T). This fraction is strongly decreasing with decreasing temperature and is, even at room
temperature, expected to amount to only ~ 15%.
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b) Excitation of Green STEs by the Blue STE Population:

Using this description of the pulse shapes, it can be deduced that the pulse shape of
the green scintillation-light component can be interpreted as the excitation of green STEs
by a fraction of blue STEs (Fp 1mig(T") + Faps - Fp rad(T))*® with a time constant 71(7") and
a de-excitation of green STEs with a time constant 75(7"). This implies that the decay
time 7o(7T") can be assigned to the temporal evolution of the green STE population in
absence of a time-dependent excitation. Mathematically, the excitation by blue STEs can
be expressed by a convolution of the time-dependent green STE population (described by
O(t) - 6_%) with the time-dependent blue STE population (described by O(t) -e_ﬁ).
This behavior is also reflected in the description of the basic excitation and de-excitation
mechanisms of STEs (compare section I11/3.1.3).

¢) Effective Unquenched Lifetimes of STFEs:

In the presented interpretation of the observable pulse shapes of the scintillation light,
the decay time 71 (T) can be identified with the effective unquenched lifetime of blue
STEs which contains the intrinsic lifetime 734,(7") of blue STEs, as well as the influence of
all mutual excitation processes of the blue and green STE populations. In analogy, mo(T)
can be identified with the effective unquenched lifetime of green STEs, containing
the intrinsic lifetime 754(7") of green STEs, as well as the impact of all mutual excitation
processes of blue and green STEs on this lifetime.

d) Fractions of Scintillation Light Exhibiting a Faster Exponential Decay Time:

From the determined expressions for the decay-time spectra of blue and green photons
(equations 3.104, 3.105, 3.117, 3.118,3.126 and 3.127), it can be deduced that the dom-
inating fractions of the blue and the green light components (within the complete tem-
perature range considered) exhibit the same, single exponential decay behavior with the
same slow decay time 71(7"). However, as can be seen from the exact expressions for the
decay-time spectra of the blue and the green light components, small fractions of both
scintillation-light components exhibit faster decay times. The impact of these (smaller)
fractions can be estimated as calculated in detail in appendix B.8 and as is summarized
in the following*?:

— Scintillation light influenced by delayed created STEs with 14,(T') (see discussion below
equation 3.7 in section II11/3.1.2):
At temperatures T' 2> 100K, a fraction Fy.(T) of the blue as well as of the green
light, is produced by delayed created STEs (STE creation with 74.(7")). For both
components, the blue and the green light, the fraction Fjy,.(T') rises with
74-(T) and decays with the slow decay time 71(7") (same, slow decay time as
the dominant fraction of the blue and the green light). The following parameters
describe this fraction (compare section I1I/3.1.2):

48This fraction is given by the fraction of blue STEs that is absorbed at and migrates to defect centers:
(Fb mig(T) + Fabs - Fy raa(T)), compare equation 3.112.

49To estimate the relevance of these fractions, the respective terms in the formulas for the decay-time
spectra can be integrated and these integrals can be compared to the integrals of the slowly decaying
main fractions. In appendix B.8, the calculation as well as the explanation of the respective integrals are
presented.
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integral of this fraction: Fg,.(T") (~ 15% at 300K)
(1 — Fy.(T)) increasing strongly with decreasing temperature, (1 — Fy,.(T)) o< T3,
Tar(300K) ~ 40ns, 74-(100K) ~ 10ns

— Blue scintillation light with a decay time faster than 7 (T):

A very small fraction of the blue scintillation light (determined by the ratio of
Tltg(T)fTQ(T)
T1(T)—7114(T)
ponential decay (subdivided into two parts: one part with decay time 75(7T") and
one part with decay time 74.(7")). This fraction is very small (for all temperatures
considered, compare appendix B.8). Hence, this fast decaying fraction of the
blue light, can be neglected in comparison to the dominating fraction of

blue light decaying with (7).

< 1, compare equation B.62 in appendix B.8) exhibits a faster ex-

—  Green scintillation light with a decay time faster than o(T):
At temperatures T' 2 100K, a very small fraction of the green light (determined by
the ratio of :fg%’ compare appendix B.8) exhibits the fast decay time 74.(T"). This
fraction can be neglected within the complete temperature range considered, as the
relationship Zg; < 1 is always valid. Hence, this fast decaying fraction of
green light can be neglected in comparison to the dominating fraction of

the green light rising with (7)) and decaying with 7 (7).

e) Validation of these considerations:

These conclusions will be validated experimentally, by measurements of the decay-
time spectra of the blue and green scintillation-light components of CaWQ,4 generated by
a spatially separated population of STEs (see sections I11/4.7.2 and III/5.2). In addition,
using the completed model (all parameters of the model determined on the basis of ex-
periments, see section I1I/5.2.2), it can be calculated that the fractions of the unquenched
scintillation light exhibiting a faster decay time are at least three orders of magnitude
smaller than the integrated fractions with the slow decay time 71 (T).

These considerations show that, within the complete temperature range con-
sidered, both components of the unquenched scintillation light, the blue as
well as the green light components, are completely dominated by a single ex-
ponential decay with slow decay time 71(7"). No significant amount of the blue
nor the green scintillation light exhibits a decay time faster than 7 (7). Hence,
it can be deduced that, within the model developed, the fast component of the scintilla-
tion light of CaWQ, observed under particle excitation (compare section I11/2.2.3, fast
initial decay of the scintillation light for, e.g., - and ~-particles) cannot be explained by
the green scintillation-light component. Within the developed model this fast component
can be explained by the interacting of blue STEs via the Forster interaction as will be
discussed in the next section.

3.2.4 Model with Exciton-Exciton Interaction: Complete Model Includ-
ing Quenching

In the following, the model for the light generation and quenching including the Forster
interaction is presented. This model has to be applied as soon as STEs are generated
close enough to each other as is, e.g., the case in nuclear recoil tracks. These STEs can no

156



3.2 Scintillation-Light Generation and Quenching in CaWOy4

longer be regarded as independent from each other and the interaction between STEs via
the Forster interaction has to be considered. The understanding acquired and the insight
gained into the processes of the light generation as well as the inter-dependencies of the
blue and green STE populations within the unquenched model, will be used to develop
approximations for the general system of differential equations describing the quenched
model.

It should be noted that the description of the temporal evolution of the quenched STE pop-
ulations and, hence, of the generated decay-time spectra of the scintillation light, depends
on the density of the initially created blue STEs. The density of the initially generated
blue STEs, however, depends on the distribution of the energy deposited in ionization
by the primary interacting particle and, hence, on the type and energy of the respective
primary interacting particle (compare section I11/3.1.2). Therefore, at first, a general ex-
pression for the decay-time spectra of the produced blue and green photons is derived
still containing the general expression for the dependency on the distribution of the ini-
tially created blue STE population. Thereafter, the geometrical model developed within
this thesis for the description of the initial STE distribution generated by an interacting
particle (compare section I11/3.1.2), is inserted into this general expression. This yields
an explicit (analytical) expression for the quenched decay-time spectrum of the generated
scintillation light by an interacting particle in CaWOy.

The Basic Quenched Model

The basic quenched model describes the temporal evolution of STEs under consideration
of the Forster interaction. As discussed in section III/3.1.3, the impact of the Forster in-
teraction depends on the density of the STEs. Hence, the differential equations describing
the model first have to be solved for the densities of the STE populations ny(x,t) and
ng(x,t) and then be integrated over the excited volume V¢, to obtain the decay-time spec-
trum of the produced photons, as described in section I1I/3.2.2. The differential equations
that have to be solved can be expressed as:

onf(x,1) 1 g 2. 75 R3_,(T) 1
%0 _ nd(x,t) — - (i, )2+ —————— -l (x, )+
ot @ 0T T ey e Ty e
+ nbfg;%e_STH(Epart, T,x,1) (3.138)
ond(x,t) 1 1
9 -nd(x,t +< —i—Fas-)'nqx,t 3.139
8t Tltg (T) g( ) Tmig, b—g (T) b TTb(T) b( ) ( )

where the superscript ¢ indicates that these are the differential equations and solutions of
the quenched model. The initial, external excitation of blue STEs, ngngr%e_STH(Epart, T,x,t),
is given by (compare equation 3.77 in section II1/3.1.3):

orme~ STH
nbeTE (Epart; Ta X, t) =

(1 - Fe*trap) : pioniz(Eparh X) Fy, (T) o Tdrt<T)
2.35 - Egqp 7ar(T)

= +@(t) ’ ’ (1 - Fdr(T)) +

(3.140)
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With the definition of the initially generated density n{sog%o(Epmt,x) of blue STEs the
external initial formation process of STEs can be expressed as:

(1 - Fe*trap) : pioniz(Eparty X)

formO

Mps1e (Epart; X) = (3.141)

bSTE A par 2.35 - Eyap
- F,(T) __t__
n T (Bpart, T%,1) = +0(8) - 07 (Bpart, %) - |(1 = Far(T)) + T;"((T)) T
(3.142)

As already indicated in section I11/3.2.2, this system of differential equations (equations
3.138 and 3.139) cannot be solved analytically. In the following, the approach used to ob-
tain approximations for the solutions of this system of differential equations is presented.

However, to finally obtain the strived for decay-time spectra of the blue and green photons
escaping the crystal, P}(Epqt, T, t) and P{(Epart, T, t), the distribution of the initially pro-
duced blue STEs has to be known so that the integration over space, i.e. over the excited
volume V,, can be performed (compare equations 3.94 and 3.95, section 111/3.2.2):

1
Tr6(T)

PY(Epart, Tot) = (1 — Fapy) - /

exr

1
q = .nd
PY(Epart, T, ) /Trg(T) nd(x, t)dx (3.144)

exr

-nj(x,t)dx (3.143)

Using the approximate solutions derived for nj(x,t) and nd(x,t), solutions of this volume
integral for two special cases of the initially produced STE distribution will be presented

later in this section.

Derived Approximate Solution for the Quenched Model

In the following, first the applied approximations and assumptions (paragraph a, con-
taining five features) are explained. Thereafter, the conclusions that can be drawn from
applying these approximations to the unquenched model (paragraph b) are presented. This
intermediate step is performed in order to derive the impact of the approximations on the
mathematical description of the model. Then (paragraph c), the conclusions that can be
drawn from the approximated unquenched model are transferred to the quenched model
and the approximated formulation of the quenched model is derived. In the final para-
graph d, the analytical solution of the approximated differential equation for the quenched
blue STE population is presented and discussed.

a) Applied Approximations and Assumptions:

1. As already expressed by the formulation of the differential equations of the quenched
model, it is assumed that the Forster interaction only has to be considered for blue
STEs interacting with each other (compare discussion of the Forster interaction in
section I11/3.1.3 and appendix B.6.2). For green STEs, no interaction via the Forster
interaction is considered.

2. In the following, the approximation is made that, independently of temperature, the
initial delayed formation process of the blue STEs is neglected. Hence, it
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is assumed that, within the complete temperature range considered, the complete
primary excitation of STEs can be described by the immediate formation process:
This corresponds to the assumption that Fy,(T") L 0 within the complete temper-
ature range considered (compare to equation 3.142). This approximation can be
expressed as:

(1 - Fe*trap) : pioniz(Eparty X)
2.35 - Egap

- !
npgri T (Bpart, T, %, 1) = +0(t) - nf 75" (Epart, X)

0
nigrs (Bpart X) =

Hence, as indicated with this formulation, the initially created density distribution
of blue STEs is independent of temperature. This approximation already simplifies
the system of differential equations as, due to omitting the time-dependency of the
external excitation process, the system of differential equations is homogenized (see
equations 3.138 and 3.139). In fact, this approximation can be motivated by the fact
that, for densely produced ionization for which the quenched model has to be applied,
the fraction of electron-STH pairs that recombine immediately can be expected to
be larger than for a spatially distributed energy deposition®® (compare appendix
B.2). It should be noted that, for temperatures 7' < 100K, this assumptions is, in
fact, no approximation, but corresponds to the exact description of the excitation
of blue STEs by the primary interacting particle within the model (compare section
I11/3.1.2).

3. Within the quenched model, the branching ratios for blue STEs are different com-
pared to the unquenched model, as a fraction Fy, 4—q(T, Epgre) of the blue STEs
recombines non-radiatively due to the Forster interaction. The extent of this frac-
tion depends on the density of the created STE population (the Férster interaction
depends on the density) and, hence, on the energy and type of interacting particle.
Taking into account this additional recombination channel, the quenched branching
ratios of the blue STE have to fulfill the following relationship:

[FI;I rad(T) + qu ng(T) + Fl;] nr (T)] (Epart) + Fl;] d—d(T7 EPGT‘t) =1 (3145)

where the superscript ¢ indicates that these are the branching ratios of the quenched
model. Equation 3.145 expresses that, within the quenched model, a blue STE can
either decay radiatively, non-radiatively, migrate to a defect center or interact with
another blue STE via the Forster interaction and get quenched. As the sum of
all of these branching ratios is unity, it is expressed that no other de-excitation
possibilities are considered within the developed model. As indicated by equation
3.145, within the model, it is assumed that the relative partitioning between the
radiative, non-radiative and migration processes for blue STEs is not dependent on
the type and energy of the interacting particle. This implies that the partitioning
between the radiative, non-radiative and migration branching ratios, does not change
in comparison to the unquenched model. This assumptions is motivated by the
fact that the Forster interaction is described as an additional recombination channel

50This conclusion can be drawn, when considering that, for a spatially dense energy deposition, more
than one STH can be found in the vicinity of one electron in the conduction band. Hence, the probability
for an immediate recombination process of electrons with STHs increases for densely deposited energy
compared to spatially distributed electron-STH pairs.

159



Chapter 3. Comprehensive Model Developed in this Thesis

160

which does not influence the relative probabilities of the intrinsic processes (radiative,
non-radiative recombination or migration) of the STEs. This assumption can, e.g.,
be expressed by the relationship:

Fl? rad(T) il Fb rad(T)

qu ng(T> B Fb mlg(T)

(3.146)

From this assumption, it can also be deduced that the intrinsic processes, i.e., the
radiative, non-radiative and migration times, in the quenched model are the same
as in the unquenched model as they are not influenced by the Foérster interaction.
Hence, the intrinsic lifetime 75, (7) (equation 3.131 in section I11/3.2.3) as well as the
unquenched effective lifetime 71 (T") of blue STEs (equation 3.106, section III/3.2.3),
if calculated for the quenched model, do not change compared to the unquenched
model. Therefore, the relationship that 71(7") almost equals to 7544(7") applies for the
unquenched as well as for the quenched model. In addition, it can be seen that the
number of blue photons produced that escape the crystal, i.e., the fraction of blue
STEs that decay radiatively and are not absorbed at defect centers can be expressed
by:

Fl?rad ’ (1 - Fabs) (3147)

where it should be noted that Ff raq 18 Dot equal to F} ,44, as the blue STEs can
also recombine via the Forster interaction.

. As can be seen from equations 3.138 and 3.139, within the quenched model, the

mathematical description of the green STE population as well as of the mutual
excitation processes of the blue and green STE populations stay the same as in the
unquenched model (equations 3.101 and 3.102 in section III/3.2.3). It is assumed
that the Forster interaction does not influence the intrinsic processes of the STEs
(it only delivers an additional decay channel for blue STEs). This implies that
the reaction function of the green STE population on external excitations can still
be described by an exponential with decay time 79(7"), where 7o(7T') is still defined
by equation 3.107 (section I1I/3.2.3) as in the unquenched model. Thus, it can be
deduced that, also in the quenched model, 75(T’) is almost equal to 7;;4(7"). This also
implies that the branching ratios of green STEs in the quenched and unquenched
model stay the same. Additionally, it can be seen that also in the quenched model,
the green STEs are excited by the fraction of blue STEs that migrate to and are
absorbed at defect centers:
(Fy

b ng(T) + Faps - Fl;lrad(T))

Hence, using the radiative branching ratio of green STEs ng radT) = Fy 1aa(T'), the
fraction of blue STEs that excite green STEs and decay radiatively there, i.e., that
produce green photons can be expressed as:

Fg Tad(T) : (Flgmig(T) + Faps - Flgrad(T))

. As explained, 71(T) and 72(T) stay the same in the quenched model as in the un-

quenched model. Hence, also in the quenched model, m»(7') is expected to be small
compared to 71 (7T) (compare equation 3.137 in section I11/3.2.3). In addition, 72(T")
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is short compared to the timescale on which the Forster interaction has to be con-
sidered® (compare discussion in the next paragraph).

Using approximation 3 and 4, the ratio of the numbers of blue and green photons in the
quenched model can be expressed by (compare equation 3.112 in section 111/3.2.2 for the
unquenched ratio):

FoalT) (1= Fups) 1 (1—Fw)
q .4 - FI (T -
Fg rad(T) (Fb ng(T) + Fabs Fb rad(T)) Fg Tad(T) (F%T:Z((i)) + Fabs)
1 (1 — Faps)
_ . = Ry_,(T) (3.148)
Fy rad(T) (ot + Fas)

Hence, using approximations 3 and 4, it can be deduced that the ratio of the number of
blue photons (that escape the crystal) to the number of green photons (that escape the
crystal) is the same for the quenched as for the unquenched model.

b) Application of the Approximations to the Unquenched Model:

In appendix B.9, a detailed presentation of the application of the explained approximations
to the unquenched model solutions and differential equations (see section I11/3.2.3) can
be found. From this discussion three conclusions for the quenched model can be drawn:

i) Using the approximations 2 and 4 made above, the complete unquenched model can
be approximated by the following expressions:

oNyUt) 1

ot ~ ( ) qu( ) + @( ) ( - Fe*tmp) 'Neh(Epa'rt) (3-149)
Nl?q( partyT t) @ ( F.- trap) Neh(Epart) : e_ﬁ (3150)
1 —_t
N;q(EpaThT t |:< . + Fops - Tb(T)) ’ Nl?q(EpartaTa t)] * [@(t) € T2€T):|
Tmig, Hg r
(3.151)

Four observations can be emphasized (for a detailed derivation, see appendix B.9):

e The approximations made, lead to a decoupling of the system of differential
equations so that only a simplified differential equation (equation 3.149) for
the blue STE population remains: The excitation term by the green STE
population as well as the time-dependent excitation process are no
longer included.

o It should be noted that the (main) influence of the green STE population on the
blue STE population is still contained in the differential equation as in equations
3.149 and 3.150 the effective unquenched lifetime of blue STEs, 7,(7),
instead of the intrinsic lifetime of blue STEs 7;(T) is used.

n section I11/2.2.3, the results (from [41]) of fits to light-pulse shapes, for v- and a-particles, with the
sum of two exponentials are presented: Within a temperature range from mK up to 300K, the correspond-
ingly fast decay time is determined to be of the order of ~ 1us and the correspondingly slow decay-time
to be of the order of ~ 10us to ~ 100us (depending on temperature). As will be explained in the next
paragraph, within the model developed here, the slow exponential decay time is assigned to the effective
unquenched lifetime of blue STEs, 71 (T'), and the fast exponential decay time is assigned to the reduction
of the STE population due to the Forster interaction. Hence, the Forster interaction can be assigned a
"typical” time scale of O(1us). For a more detailed explanation, see the next paragraph.
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ii)

iii)

162

¢ Due to the interdependencies of the blue and green STE populations, the green
STE population can be described by a convolution of the fraction of blue
STEs (that excite green STEs) with the response function of the green STE

t

population, ©(t) -e =™ (see equation 3.151).

e The factor {m + Faps - #(T)} in equation 3.151 corresponds to the frac-

tion of blue STEs that excite green STEs.

It has to be noted that the description of the green STE population in the quenched
model is the same as in the unquenched model and that, at no point in the derivation
(compare appendix B.9), special features of the blue unquenched STE population
were used. Hence, it can be deduced that these observations can directly be trans-
ferred to the quenched model. Of course, the differential equation for the quenched
blue STE population additionally contains the Forster interaction (compare para-
graph c).

Using additionally approximation 5, it can be shown that the description of the
unquenched model can be simplified further for temperatures 7' 2 20K:

1
NJYE Tt) ~ | ———=+ Fops - ———
g ( party + ) (Tmig, b—»g(T) + Labs Trb(T)

- PM(Epapt, T, 1) (3.153)

> NM(Bprt, Tot) (3.152)

PM(E Tt) ~ ———
g ( parts L ) Rb,g<T)

where it was used that R,_,(7) can be expressed by (see equation 3.112 in section

111/3.2.2):

P (Epart, T)  Fy raa(T) (1~ Fabs)
R (T) — l,’n part _ ra . avs 3.154
b g( ) Pg q(Epart, T) Fg rad(T) (Fb mig(T) + Faps - Fy rad(T)) ( )

The observation can be made, that approximation 5 leads to the same pulse
shapes of the blue and green scintillation light (except for a scaling fac-
tor) for temperatures 7' > 20K. In paragraph a, it was shown that the ratio
Ry_4(T') of the numbers of blue and green photons in the quenched model and the
unquenched model agree. Additionally, it has to be noted that no specific feature of
the unquenched model was used to derive this result (compare appendix B.9). Hence
the relationship given by equation 3.153 can directly be transferred to the quenched
model.

Using approximation 3 and 4 it can be shown that (for the complete temperature
range) the integral ratio of the number of green photons can be expressed as:

P19y, T) = / P B, T, )t~ ———— - BByt T) (3.155)
Rb—g(T)

Thus, it can be seen that the integrated number of green photons is directly
proportional to the integrated number of blue photons (in the complete
temperature range). Again, the expression for the ratio of the numbers of blue and
green photons was used, but no specific feature of the unquenched model was used
(compare appendix B.9) to derive this result. Hence, this relationship (equation
3.153) can directly be transferred to the quenched model.
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As a consequence, applying the approximations 2 to 5 to the unquenched model (as well
as using the expression for Ry,_,(T)) leads to a greatly simplified differential equation for
blue STEs and an expression for the calculation of the decay-time spectrum of the green
photons via a convolution. In the next paragraph, these results are transferred to the
quenched model.

¢) Derived Description of the Quenched Model:

From these considerations it can be deduced that, with the help of the explained approx-
imations, the system of differential equations describing the quenched model (equations
3.138 and 3.139) can be simplified and decoupled. The complete quenched model can then
be described by the approximated differential equation for blue STEs and the calculation
of the green STE population can be performed via a convolution:

onfl(x.1) L, 2.7% Ry (T)
o . t) — . C(nd(x. 1))
1 -STH
+—ni(x,t) +nf2me Epore, T, x,
Tomig, g—>b(T) g( ) bSTE ( part )
and(x,t) 1, 2.75  R3_,(T) )
0y : t) — . - (n%(x. t
ot 7(T) (1) 3 n(T) ¢ (0 (x, £))"+
+0(t)  nf e (Bpart, x) (3.156)
= N/ (Epart, T, t) = /ng(x,t)dx (3.157)
VECL‘
= Nq(E arts 1 t) ~ Kl + Fps - 1) .N‘I(E arty T t)} * {@(t) . e_TQET)]
g D y L Tmig7 bﬁg(T) Trb(T) b D s 4Ly
(3.158)
1
= P[?(EpartyTa t) = (1 - Fabs) T NI;I(EpaTth7 t)
Tr(T)
1
=(1-F ~/7-nqx,tdx 3.159
( abS) Trb(T) b( ) ( )
= Pl(Epart, Tst) = - N (Epart, T, t) (3.160)
Trg(T)
= Pt%t(Eparta T) = / [P[;](Eparm T7 t) + Pg(Epart; T, t)} dt ~
1
~ ([1+—=——+]| -PIE T 3.161
( + Rb_g(T)> b( parts ) ( )

with the initial distribution nf 97’ (Epar, X) of produced blue STEs and with 71(T) and
To(T) still (compare equations 3.106 and 3.107 in section I1I/3.2.3) defined as effective
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unquenched lifetimes of the blue and green STE population, respectively:

1 ._1.< Lo, 1 )
2@ 2 \aw@ @)

2
1 1 1 1 1 1
T35 - +4- : ( + Faps - )
2 $ (thg(T) thb(T)> Tt (1) \ T b—s(T) " 73 (T)

where the minus sign corresponds to 71(7") and the plus sign corresponds to (7).

It should be noted that within the presented approximations of the quenched model,
the temporal behavior of the STEs is described by 71(T") and m(7) which contain the
migration and absorption processes. Hence, the derived description of the temporal evo-
lution of the blue and green STE populations (equations 3.156 and 3.158) contains the
mutual excitation processes of the two STE populations. In addition, it can be
seen that, also for the Forster interaction the time 71 (7") is used instead of 75,(7T'), as 71 (1)
is interpreted as effective unquenched lifetime of the blue STE population in absence of the
Férster interaction®®. Comparing equation 3.156 to the differential equation for blue STEs
for T' < 5K in the unquenched model (equation 3.115, section I11/3.2.3), it becomes clear
that equation 3.156 corresponds to the exact description of the density of quenched blue
STEs® for T < 5K. For the description of the green STE population (equation 3.158), the
number of STEs (NJ(Epart, T,t)) instead of their density (nd(Epart, T,t)) can directly be
used, as the temporal evolution of the green STE population does not contain processes
that depend on the densities of STEs (compare equation 3.139).

From equation 3.161, it can be seen that, if only the total amount of scintillation light
L} (Epart, T) produced (in energy, equation 3.98 in section II1/3.2.2), is of interest (e.g.,
for the calculation of the light yield of an interacting particle), the decay-time spectrum
of the green photons does not have to be calculated explicitly:

= LL,(Epart, T) = / [Epo(T) - P Epart, T, t) + Epg(T) - P Epars, T, )] dt ~

1

(T)) ' PI;J(Eparh T) (3163)

R~ (pr(T) + Epy(T) - s
-9

where Epy(T) and Epy(T') correspond to the mean energies of the blue and green photons,
respectively.

If, however, the decay-time spectrum for green photons is of interest, two different cases
are distinguished:

o For temperatures T' 2 20K, the expression for the green STE population and hence,
for the decay-time spectrum of the green photons, can be simplified further (compare

*2From the definition of the Férster interaction it can be seen that exactly this time 71(T) has to be
used for the calculation of the Férster interaction (compare the definition of Rqs—q(7T), equation 3.72 in
section I1I/3.1.3).

P At T < 5K, the complete initial generation of blue STEs is regarded as instantaneously (Fy,.(T) = 0),
no migration processes are possible and the effective unquenched lifetime 71 (7") of blue STEs corresponds
to the intrinsic lifetime 734 (T') of blue STEs: 71 (T < 5K) = 716(T < 5K) = 18-
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equation 3.153):

1
PIE Tt) ~ ———- - PIE T,t 3.164
g( parts L ) Rbfg(T) b( parts L ) ( )
It can be seen that for temperatures T' 2 20K, the decay-time spectrum of green
photons in the quenched model agrees with the decay-time spectrum of blue photons.

o For temperatures T' < 20K, however, 72(T") is assumed to become significantly longer,
as the radiative recombination from the higher-lying energy level of the green STEs is
expected to become less probable (compare section 11I/3.1.3). Therefore, equation
3.158 has to be used. Thus, the calculation of the decay-time spectrum of green
photons for T" < 20K involves the convolution of the decay-time spectrum of blue
photons with an exponential. This case is discussed at the end of this section,
using an example for a decay-time spectrum of the CaWQy scintillation light from
literature.

d) Derived Solution for Blue STEs:

In the following, the solution of the simplified differential equation for blue STEs n{(x, t)
(equation 3.156) is presented. Several observations that can already be made on this
basis, i.e., without introducing a specific expression for the initial (¢ = 0) distribution
ngngnéO(Epart, x) of the density of blue STEs, are discussed.

Equation 3.156 of the blue STE population can be solved analytically yielding the expres-
sion for the temporal evolution of the density of blue STEs within the quenched model for
the complete temperature range (mK up to 7' ~ 300K):

t
nd(x,t) = O(t) - nf 2y (Epare, x) - € 7100
1
14 nfgO(E, In2. RS (T —t=
+ NpsTE (Epart; X) - 37 aa(D)-erf (1)

where erf is the error function.

(3.165)

On the basis of equation 3.165, which describes the temporal evolution of the density
of quenched blue STEs, already several important observations can be made:

« Inspecting the exponential term (equation 3.165, exponential with decay time 71(T")),
it can be seen that this term corresponds to the dominating pulse shape of the
unquenched blue scintillation light (in the complete temperature range, compare
discussion at the end of section I11/3.2.3).

o The last term in the formula for the quenched blue STE population (second line in
equation 3.165) corresponds to the impact of the Forster interaction.

« The value of the error function in equation 3.165, at t = 0 is erf(v/0) = 0. For

increasing t, the error function increases monotonically towards tlim erf ( ﬁ) =
—00

1. The value of the error function at t = 71 (T') is er f(v/1) ~ 0.84. It should be noted

that for small ¢, ¢t < 0.2-71(T), the slope of the error function is larger than unity,
whereas for large t, ¢t 2 0.2 - 71(T), the slope of the error function is smaller than

unity. The value of the error function at t = 0.2 - 7y (7T) is erf ( Oif(lf()T)) ~ 0.47
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e For t = 0, the second term of equation 3.165 equals unity. Therefore, at ¢t = 0, the
expression for the density of the quenched STE population (described by equation
3.165) is directly proportional to the density (and therefore to the number) of initially
produced STEs (compare equation 3.141 for ngso;%o(Epwt, x))%*. Hence, the number
of photons generated at ¢ =~ 0 is directly proportional to the number of generated
STEs. This means that, at ¢t = 0, the height of the produced scintillation-light pulse
is directly proportional to the fraction of energy deposited in ionization, Fioniz(Epart)-
It has to be noted that Fjoni»(Epert) is different for different interacting particles

depositing the same energy (compare section I11/3.1.1).

e For all times ¢t > 0 after the energy deposition, the error function satisfies 0 <
erf(t > 0) < 1. Hence, the last term of equation 3.165 (second line) depends on the
density of generated STEs, ngng”éo(Epmt, x), and is always smaller than unity. The
factor given by the last term, which is always larger than zero and smaller than unity,
can be interpreted as a reduction of the value of ngng%O(Epart, x) (in the first line of
equation 3.165). A a consequence, the value with which the exponential term with
decay time 71(7") is multiplied (first line of equation 3.165) is reduced with time.
The extent of this reduction depends on the density of the initially created STE
population nlfgg%o(Epart,x) (in the second term of equation 3.165). This behavior

reflects the autocorrelation of the Forster interaction.

o For small times ¢ < 0.2 - 71(7T), the value of the second term decreases comparably
fast (slope of the error function larger than 1).

o For large times t = 0.2 - 7 (T'), the value of the second term decreases comparably
slowly (slope of the error function smaller than 1).

o Hence, as already discussed in the context of the introduction of the Forster inter-
action (see section 111/3.1.3), it can be seen that, for small times ¢t < 0.2-71(T) after
the initial energy deposition, the impact of the second term is large. It describes an
additional, non-exponential reduction of the blue STE population and, hence, also
of the decay-time spectrum of the produced photons, P}(Epart, T, t).

o For large times ¢ > 0.2 - 71(7"), this second term converges to a constant value (as
it no longer depends on t). Therefore, for large times ¢, the time dependency of the
STE population and, hence, of the decay-time spectrum of the produced photons,
Pl (Epart, T,t), is dominated by the purely exponential function with decay time

71(T) independently of n{)cg;r%o (Epart, X).

The conclusions that can be drawn from these considerations for the decay-time spectra
and for the amount of scintillation light generated for different interacting particles are
discussed in the following section.

Decay-Time Spectrum of the Quenched Blue Scintillation Light

In the following, the calculation of the decay-time spectra of the quenched blue scintillation
light for an energy deposition by a heavy, charged particle as primary interacting particle in

This proportionality would also remain if a fraction Fy,.(T) of the STEs was generated in the delayed
recombination process, as, in first order approximation, this fraction does not depend on the ionization
density, and, thus, does not depend on the interacting particle (compare appendix B.2.1).
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CaWOy4 on the basis of the derived solution for the blue STE population (equation 3.165)
is presented. For this purpose the distribution of the density of blue STEs initially created
in the energy-deposition process of the interacting particle, nbfé’;’%o(Epart,x), is needed.
The model developed within this work to describe this initial blue STE distribution as
well as the method to determine the parameters used within this model was introduced in
section I1I/3.1.2: The complete volume, Ve (Epart), excited by a heavy, charged particle
with energy F,q- within its energy-loss process is divided into the PIT volume and a
large number of Rec volumes, where each of these sub-volumes is further sub-divided into
an inner and an outer volume containing different densities of initially created STEs (see,
e.g., equations 3.24 and 3.26 in section I11/3.1.2 for the STE-density distributions within
the inner and outer PIT volumes). It should be noted that dividing Vi, (Epar¢) into sev-
eral sub-volumes is not in conflict with the calculation of the decay-time spectrum of blue
photons, PJ(Epq+, T,t), using equation 3.143: The subdivision of the total volume cor-
responds to splitting the complete volume integral into several volume integrals over the
individual sub-volumes which are disjoint by definition (interval additivity of the integral).

In order to improve the readability of the formulas, in the following, the dependency
of the used parameters on the type and the energy of the interacting particle is not ex-
plicitly displayed within formulas.

Calculation of the Decay-Time Spectrum of Quenched Blue Photons:

The resulting decay-time spectrum of the blue photons calculated by inserting the ini-
tially produced STE density into equation 3.165 is exemplarily presented for the inner
volume of the primary ionization track®, Vi, (Epqt) (model PIT): The expression for
the initially created blue STE density in the inner volume of the PIT (equation 3.24 in
section III/3.1.2) is inserted into the solution for the quenched STE density (equation
3.165). This yields the temporal evolution of the blue STE population in the inner volume
of the PIT, Vir(Epart). Using equation 3.143, i.e., performing the volume integral of
the STE population over VI@’}T(EpaTt), results in the decay-time spectrum of the quenched
blue photons, P, 1 (Epart, T, t), produced by the blue STEs, legT E.P 17 (Epart), in the
inner volume of the PIT:
(1 — F abS) in

__t
Byin,prr(Tt) = O(t) - () NwstEpiT - .
T
1

. O _ . :
n£§;%7in,P1T gm Ry (T) - erf (\/%) (1 —emarmmie)
Form0 2
L+ g pin prr - 37 Rg_q(T) -erf (\/ ﬁ)

-In
0 — .
1+ nggg:%,in,PIT . %7‘(’2 . Rg—d(T) . @/rf ( ﬁ) . e~ QPIT ltrack
(3.166)
where the factor (IT_:??,E’)S) (in the first line of equation 3.166) indicates that the fraction

F,ps of the blue photons produced by the radiative decay of blue STEs (with 7,4,(7)) is
absorbed at defect centers and does not escape the crystal (compare section I11/3.1.3).
In addition, it should be noted that the factor (1 — e~@Pi7"lrack) in the denominator of

55More details on the calculation of the decay-time spectra for the respective inner and outer volumes
described in the two models (PIT and Rec) can be found in appendix B.10.
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the second line of equation 3.166 reflects the structure of the argument of the natural
logarithm in the third line®® of equation 3.166.

For comparison, the corresponding final expression for the inner volume of one of the
slices of a recoil track (model Rec, compare section I11/3.1.2) is stated in equation 3.167.
The result for the decay-time spectrum of the quenched blue photons generated by the

radiative decay of the blue STEs within the inner volume, Véﬁ i (Epart), of one of the 1nm

long slices of a recoil track, NbigT E,Recli] €1 be expressed by:

(1 - FabS) in
Plg,in,Rec[i} (T,t) = O(t) - T(T) " IVbSTE, Recli]

__t
e m1(T).
1
’ form0 9 3 i
L 1SR e 272 R (T) - erf (/55

This formula exhibits a simpler structure (compared to equation 3.166) as the distribution
of the initially created blue STE population within the inner (and outer) Rec volumes are
modeled as homogeneous distribution within the respective volume. In contrary, in the
PIT volumes a dependency of the ionization distribution on the position along the track of
the primary interacting particle (z-coordinate) is included in the model (compare section
I11/3.1.2).

(3.167)

It should be kept in mind that the complete volume excited by one interacting parti-
cle is composed of at least one volume described by model PIT and of many volumes
described by the model Rec (see discussion in chapter 1I1I1/3.1.2). In addition, it has to
be noted that the parameters describing the geometrical extent of the excited volumes as,
e.g., V}’}T(Epart) or aprr(Epart), and the distribution of the density of the initially cre-

ated STE population, e.g., nf: ;TT%OW pr7(Epart), as well as the initial number of blue STEs,

e.g., NZETE, pr7(Epart), are dependent on the type and energy Ep,+ of the primary in-
teracting particle. Within the model developed, these parameters exhibit no temperature
dependency (for a short discussion of this assumption, see section I11/6.3). The temporal
parameters within the formulas describing the scintillation-light decay-time spectra (equa-
tions 3.166 and 3.167), 71 (7T") (the effective unquenched lifetime of blue STEs) and 7,4(7T")
(the radiative recombination time of blue STEs), as well as the Forster radius, Rq—q(7T),
however, are only, as indicated, dependent on the temperature, and not on the type and
energy of the interacting primary particle.

Discussion of the Decay-Time Spectrum of the Quenched Blue Scintillation
Light as well as of the Total Amount of Scintillation Light Produced

As discussed above (see equations 3.163 and 3.161), the total amount of scintillation light
as well as the total number of photons generated can be described with the decay-time
spectrum of blue STEs only (summed up for all individual volumes excited in the energy
deposition process of the primary interacting particle, i.e., also by its recoil particles, com-
pare section I11/3.1.2). This is due to the fact that the number of green photons produced
is directly proportional to the number of blue photons produced, independent of the ini-
tial density of blue STEs (see equation 3.161). Therefore, in the following, the impact of

561n(1+a ):ln(1+a)—ln(1+a-e_al).

1+a-e—al
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the Forster interaction onto the amount of produced scintillation light will be discussed
without considering the green light pulse-shape.

The expression for the decay-time spectrum of blue photons of the inner volume of a
slice of a recoil track (equation 3.167) can be compared with the expression for the tem-
poral evolution of the blue STE population as described by the solution of the quenched
model (equation 3.165). It can be seen that the term describing the influence of the
Forster interaction (second line in both equations) remains exactly the same whereas, in
the respective first term, the initial density of blue STEs (equation 3.165) is replaced
by the initial number of blue STEs (equation 3.167). Nonetheless, the structure of the
expressions (dependency on time as well as on the Forster interaction) is exactly the same.

In addition, it has to be noted that the structure of the expressions for the decay-time
spectra of blue photons generated by the STE populations in the inner volume of the PIT
(equation 3.166) and in the inner volume of Rec[i] (equation 3.167) is also very similar.
It can be seen that the terms in the respective first lines of the expressions correspond
directly to each other (of course, the respective associated initial numbers of STEs have
to be used). The respective other terms, describing the impact of the Forster interaction
do not correspond directly to each other. However, their limiting behavior, for very large
times t — oo, for very small times ¢ — 0 as well as the temporal trends in between are
the same: For very small times ¢ — 0, both of these terms converge to unity whereas,
for very large times ¢, both of these terms converge to a constant value. For increasing
time ¢ (starting at t = 0), both of these terms decrease monotonically with a steep slope
at the beginning, then this slope decreases with time. The difference between these two
expressions is that the slope at the beginning described by the Forster-interaction term
of the PIT volume is steeper at the beginning and decreases faster with time than the
evolution described in the Rec volume. These differences occur due to the fact that the
STE population within the PIT volume is additionally structured in comparison to the
STEs within a Rec volume: The STE distribution within the PIT volume is characterized
by an increased density at the beginning of the track, decreasing to smaller densities along
track® (exponential variation in z-direction, for details, see section I11/3.1.2).

The same observations can be made concerning the expressions for the decay-time spectra
of blue photons generated by the STE populations in the outer volumes of the PIT and
the Rec model (see equations B.91 and B.93 in appendix B.10).

Additionally, it should be noted that, for the complete expression of the decay-time spec-
trum for one primary interacting particle, PJ(Epq+, T,t), (given by the sum of inner and
outer volumes of the type PIT and Rec][i], see section III/3.1.2), the factor:

w . e_TlgT)

© (t) . Trb (T)

5TThe described decreasing STE-density distribution can be observed for particles with energies smaller
than the energy where the maximum energy-loss occurs (Bragg peak, compare discussion in appendix
B.3.10). However, also for particles with energies larger than this threshold energy a variation of the
STE-density distribution along their track occurs. The only difference is that the produced STE density
first increases until the Bragg peak is reached and then starts to decrease. As can be seen from figure B.15
in appendix B.3.10, also for such high-energetic particles, the STE density distribution within the PIT
volume is described with an exponential variation along the primary particle track.
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(see the respective first lines of the expressions for the decay-time spectra) can be factored
out. The remaining terms correspond to the impact of the Forster interaction within the
respective sub-volumes and describe the influence of the quenching onto the pulse shape
and onto the amount of scintillation light generated.

Hence, it can be deduced that the temporal behavior of the decay-time spectrum of the
quenched blue photons (as described by the respective formulas) is basically the same as
the temporal behavior of the quenched blue STE population (equation 3.165). Therefore,
the discussion of the quenched blue STE population can be qualitatively transferred to
the shape of the decay-time spectrum of the quenched blue photons (as already indicated
there). Four major observations are repeated in short form:

e Att =0, the pulse height of the total blue scintillation light produced by one primary
interacting particle can be expressed by the total number of initially produced blue
STEs, NpsTE(Epert) (see equation 3.10 in section III/3.1.2). This relationship is
obtained by considering that all terms describing the Forster interaction are equal
to unity at ¢ = 0 and that the sum of blue STEs within all excited volumes equals
the total number of initially created blue STEs:

(1 - Fabs)
\2 7 Mabs) a1 Epurt) =
o) bvsTE(Epart)

(1 Fus) (1= Fr o)
' + Fioniz(Epart) - E 3.168
Trb(T) 2.35 - Egap lomz( Pf“"t> part ( )

Pél(Epart,T,t - 0) =

Hence, it can be seen that, within the developed model, it is predicted
that the amplitude of the scintillation-light pulse at ¢t = 0 is directly
proportional to Fioni:(Epart) - Epart, i-€., to the amount of the deposited
energy that is converted into ionization.

e The impact of the Forster interaction is described by the respective sec-
ond and third terms in the expressions (see, e.g., equations 3.166 and
3.167) for the decay-time spectrum of quenched blue photons. These
terms lead to a reduction of the pulse height with time, additionally to
the exponential decay (described by the respective first lines of the expressions).

o For small times ¢ (0 < ¢ < 0.2-7(T)), the reduction of the pulse height
introduced by the Forster interaction is large whereas for larger times ¢
(0.2- 7 (T) < t), the impact of the Forster interaction on the pulse shape
decreases significantly (less variation of the terms corresponding to the Forster
interaction with time®®).

o For large times ¢ (0.2 - 71(T) < t), the complete decay-time spectrum of
the quenched blue photons converges to a purely exponential decay with
decay constant 71(T), independently of the density of initially created blue STEs.
71(T") corresponds to the effective unquenched lifetime of blue STEs in absence of the
Forster interaction and is approximately equal to the intrinsic lifetime® 7,(T') of

%81t should be noted that the same limiting time of 0.2 - 71 (T') as in the discussion of the quenched blue
STE population (equation 3.165) can be used as the dependency of the error function on time is the same
in the decay-time spectrum of the blue photons as in the temporal evolution of the blue STEs.

5 The intrinsic lifetime is determined by the migration time, the radiative and non-radiative recombina-
tion times of the blue STEs in absence of the Forster interaction and in absence of the mutual excitation
processes of blue and green STEs (compare section II1/3.2.4).
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blue STEs. This exponential decay time is the same as for the unquenched
decay-time spectrum (compare section I11/3.2.3).

From these conclusions drawn for the decay-time spectrum of the quenched blue STEs,
predictions for the total amount of scintillation light generated can be deduced®®. From
the expression and discussion of the decay-time spectrum of the quenched blue scintillation
light it can be seen that the different amount of scintillation light produced for different
interacting particles is the result of two combined effects:

e As the amplitude of the blue scintillation-light pulse at ¢ = 0 is directly proportional
to the number of initially generated blue STEs, it can be deduced that the number
of blue STEs taking part in the light production process in the first place is directly
proportional to the amount of energy deposited in ionization, described by the factor
Fiom’z (Epart)-

e Due to the dependency of the term describing the Foérster interaction on the density
of the initially generated blue STE population and due to its effect on the pulse shape
of the blue scintillation light, it can be deduced that, for different initial densities
of blue STEs, a different fraction of these blue STEs is quenched: This implies
that, e.g., for the same number of initially created blue STEs, dependent on their
density, different fractions of these STEs recombine non-radiatively via the Forster
interaction and, hence, different amounts of scintillation light are produced.

Hence, it can be seen that the decay-time spectrum of the produced blue
photons and, thus, also the total amount of the produced scintillation light
(blue and green), are dependent on the density of the blue STE population
generated in the energy-deposition process. This underlines the importance of the
correct determination of the generated ionization density in the energy-deposition process
(see section III/3.1.2).

Therefore, within the model developed here, the observed light-yield quench-
ing for different interacting particles in CaWO, (compare section III/2.2.5) is as-
cribed to the combination of the different efficiencies of producing ionization
combined with the different distributions of initially generated blue STEs for
different interacting particles.

The temperature-dependency of the efficiency of generating scintillation light for dif-
ferent interacting particles that can be deduced from this conclusion is discussed in the
context of the complete model with all parameters assigned (in section III/6.1.1).

Illustration of the Decay-Time Spectrum and Amount of the Quenched Blue
Scintillation Light Produced

In order to illustrate the described dependencies as well as the general effect of the Forster
interaction on the decay-time spectrum of blue photons, examples for decay-time spectra
of blue photons are plotted in figure 3.11. As a basis for a comparison, the decay-time
spectrum of blue photons calculated for a 100keV Oxygen ion as the primary interacting

50Tt should be noted that the integration over time required to calculate the total amount of scintillation
light generated (equation 3.161) can, in general, not be performed analytically, but is performed numerically
(compare section I11/6.1).
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particle in CaWOQO, at T' < 5K is used. The calculation was performed using the complete
model®! (see section I11/5.4). A 100keV Oxygen ion deposits the fraction Fioniz(Epart) =
66.8% of its energy in ionization (compare table 3.2 in section I1I/3.1.1)) distributed within
the excited volume V.9(100keV). The corresponding decay-time spectrum is displayed as
a solid green line in figure 3.11. Additionally, for comparison, four decay-time spectra for
hypothetical energy depositions on the basis of varied numbers and/or densities of blue
STEs in comparison to the 100keV Oxygen pulse are displayed:

o Dashed green line (pulse 1): The same energy deposited in ionization is assumed
(66.8%). Hence, the same number of blue STEs are initially created. However, for
this decay-time spectrum, it is assumed that the energy is distributed in a practically
infinitely large volume, so that no interaction between the generated STEs is possible.
Thus, the unquenched model (equation 3.117) was used for the calculation of the
pulse.

o Dashed red line (pulse 2): Half of the energy deposited in ionization is assumed
(33.4%). Hence, only half of the number of blue STEs are initially created. Also for
this decay-time spectrum, it is assumed that the energy is distributed in a practically
infinitely large volume. Thus, the unquenched model (equation 3.117) was used for
the calculation of the pulse.

o Solid blue line (pulse 3): The same energy deposited in ionization is assumed (66.8%).
A dense distribution of initially created STEs is assumed, hence, as for the original
decay-time spectrum (100keV Oxygen ion, solid green line), the quenched model is
used for the calculation. However, the volume in which the energy is distributed is
reduced by a factor of 2 compared to the 100keV Oxygen pulse®2. Hence, the density
of blue STEs is doubled while the same number of blue STEs is initially created.

o Solid red line (pulse 4): A dense distribution of initially created STEs is assumed
and, hence, as for the original decay-time spectrum (100keV Oxygen ion, solid green
line), the quenched model is used for the calculation. However, the energy deposited
in ionization as well as the volume in which the energy is distributed were each
reduced by a factor of 2 compared to the 100keV Oxygen pulse®. Hence, the density
of initially created blue STEs is exactly the same as for the original 100keV Oxygen
pulse, however, only half of the number of blue STEs is generated.

The colored horizontal arrows in figure 3.11 indicate the amplitudes of the respectively
colored pulses. The amplitudes of the pulses correspond to the results of the calculations
and are not scaled in any manner.

In addition, the significant parameters characterizing the calculated scintillation-light

51The calculation was performed on the basis of equations 3.166 and 3.167, using the STE distribution
determined for a 100keV Oxygen ion as described in section I11/3.1.2 as well as using the model parameters
determined as described in section II1/5.4.

52This was achieved by dividing all radii of the respective sub-volumes by the factor of v/2. This way to
reduce the volume was chosen as a reduction of the track length (which would have been an alternative)
would have had an impact on the exponential distribution of blue STEs along the track. The distribution
of the blue STEs initially generated between the respective sub-volumes was preserved compared to the
original pulse.

63 Again, the radii were multiplied by a factor of v/2, while the energy deposited in each individual volume
was divided by a factor of 2. The relative distribution of the blue STEs initially generated between the
respective sub-volumes was preserved compared to the original pulse.
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Figure 3.11: Decay-time spectra of blue photons, calculated with the quenched and unquenched
model as described in the main text: The solid green line corresponds to the blue scintillation light
generated for a 100keV Oxygen ion as the primary interacting particle at a temperature 7' < 5K.
The dashed lines correspond to decay-time spectra calculated with the unquenched model, the
solid lines correspond to decay-time spectra calculated with the quenched model. Panel a) and b):
Normal y-axis; Panel ¢) and d): Logarithmical y-axis. Panel b) and d) show close-up views of the
beginning of the pulses.

pulses are presented in table 3.6. All values are stated as relative values in comparison to
the values of the 100keV Oxygen pulse (for this pulse the absolute values are stated). It
should be noted that the number of photons escaping the crystal (last line in table 3.6) can
be calculated solely on the basis of the decay-time spectra of the blue photons (compare
equation 3.163, which is valid for the quenched and unquenched model as discussed there)
and can, therefore, be stated without considering the green light pulse-shape.

From the decay-time spectra plotted in figure 3.11 and the values stated in table 3.6, it can
be seen that, as discussed, the amplitudes of the pulses with the same number of initially

173



Chapter 3. Comprehensive Model Developed in this Thesis

’ pulse H 100keV Oxygen H pulse 1 pulse 2 pulse 3 pulse 4
FEioniz 66.8keV 1-66.8keV | 0.5-66.8keV | 1-66.8keV | 0.5 66.8keV
Ver Ve o 0 0.5 Vg 0.5 Vg
# STEs 3555 1-3555 0.5 - 3555 1-3555 0.5 - 3555
# photons 234.4 15.2-2344 | 7.6-234.4 | 0.59-234.4| 0.5-2344

Table 3.6: Parameters calculated for the decay-time spectra displayed in figure 3.11: The second
column (100keV Oxygen) indicates the values obtained for the 100keV Oxygen pulse at tempera-
tures T' < 5K. The values in the other columns are stated as relative values in comparison to the
corresponding value in the second column. In the first line, the amount of energy deposited in
ionization, in the second line, the extent of the excited volume, in the third line, the number of
STEs initially generated and in the fourth line, the number of photons generated that escape the
crystal are indicated.

created STEs are the same. The influence of the Foérster interaction onto the pulse shape
can clearly be seen when comparing, e.g., the dashed green (unquenched) and solid green
(quenched) pulse for which the same number of initially created STEs were used. The
impact of the Forster interaction on the amount of generated light can also clearly be
seen as the numbers of photons generated for quenched pulses (solid lines) in comparison
to unquenched pulses (dashed lines) are strongly reduced. In addition, the non-linear
dependency of the Forster interaction on the density of the initially created blue STEs
can be identified from the relative number of photons escaping the crystal for pulse 3 in
comparison to the original pulse (100keV Oxygen ion): The density of blue STEs for pulse
3 was exactly doubled while the same number of initially generated STEs was used, the
amount of photons generated, however is neither the same nor exactly halfed compared
to the original pulse.

Decay-Time Spectrum of the Quenched Green Scintillation Light

As discussed above, the decay-time spectrum of green photons at temperatures T' 2 20K is
expected to exhibit the same pulse shape as the decay-time spectrum of the blue photons,
only with a different amplitude (compare equation 3.164). Hence, the complete discus-
sion regarding the shape of the decay-time spectrum of the blue photons can directly be
adopted for the decay-time spectrum of green photons at temperatures 7' 2 20K.

For temperatures below 20K, however, the influence of the time 7m5(7), the effective
unquenched lifetime of green STEs, is expected to become non-negligible. Hence, the
decay-time spectrum of green photons at 7' < 20K has to be calculated with equation
3.158 (convolution of the blue decay-time spectrum with the response function of green
STEs). However, as becomes clear when inspecting equations 3.166 and 3.167 describing
the decay-time spectra of the blue scintillation light generated, such a convolution cannot
be performed analytically. Nonetheless, an approximate, qualitative description of the
decay-time spectrum of the green scintillation light for 7' < 20K can be obtained when
approximating the blue scintillation-light pulse-shape qualitatively by, e.g., three expo-
nentials with respective decay times®*: 74_4(T), a fast decay time of the order of 1pus,
reflecting the impact of the quenching at the beginning of the pulse, 7 (T"), a slow decay

64Tt should be noted that this phenomenological description of the blue scintillation-light pulse-shape
almost corresponds to the expression often used to fit whole pulse shapes (blue and green light) of
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time, corresponding to the effective unquenched lifetime of blue STEs (of the order of sev-
eral 10us to a few 100us at T' < 20K, compare section I111/5.4 and the following) and 7,,,
an intermediate decay time (or the order of 1us to several 10us) to model the transition
between the fast and the slow decay. A demonstration of this approach is presented in
appendix B.11. The resulting, qualitative description of the blue and green photons in the
quenched model can be expressed by:

PI;](Epm‘t: T, t) ~ @(t) : P{?(Epartv T)’

Agq(T) ——t—  An(T) _—_—t_  A(T) _—_—t_
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By (D) (1) (3169
T) Fy, 1
Panr,T,t%@t-PanT,T~< ool + . > :
o Bpart 1, 0) = O By Bt T\ @) T = B ) (T
| Aaa(T) {emém _ e‘rd’;m} L An@) {e‘mfm _ efzfﬂ} +
1 — Ta=a(T) ™m(T) _ q
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where Ag_q(T), Am(T) and A;(T') correspond, respectively, to the relative weights of the
fast, the intermediate and the slow decaying exponential pulse in the blue scintillation-light
pulse-shape (see appendix B.11) and 7,4,(7") and 7,4(T") correspond, respectively, to the
radiative decay times of blue and green STEs. 7, »_.(7") corresponds to the migration
time from blue STEs to defect centers and F;s corresponds to the fraction of blue photons
absorbed at defect centers. From equation 3.170, it can be seen that, within this approach,
the pulse shape of the green scintillation light at temperatures T' < 20K is described by the
sum of three pulses with exponential rise and decay. The first pulse in formula 3.170 (first
curly brackets in the second line) describes a fast rising and fast decaying pulse (i.e., fast in
comparison to 71(7")) as both decay times involved, 7 (7T") as well as 74_4(7'), are expected
to be much smaller than 71(7"). The second pulse in formula 3.170 (second curly brackets
in the second line) describes a fast rising and fast (with 7,,,(7")) decaying pulse (i.e., fast
rising in comparison to 71(7")) as both times involved, 72(T") and 7,,,(T), are expected to be
much smaller® than 7 (7). The third pulse in formula 3.170 (curly brackets in the third
line) describes a pulse rising with 7(7") (effective unquenched lifetime of green STEs) and
decaying with 71(T) (effective unquenched lifetime of blue STEs). Hence, this third pulse
describes the fraction of green scintillation light that exhibits the same slow decay time
as the slow decay time of the blue scintillation light (compare equation 3.169). As can
be deduced from these considerations, the relative integrals of the respective first pulses
(corresponding to fast decaying pulses) of the blue and the green decay-time spectra are
both equal to Ag_q(T), the relative integrals of the intermediate pulses are both equal to
A (T) and the relative integrals of the respective third pulses (corresponding to slowly
decaying pulses) of the blue and the green decay-time spectra are both equal to A, (7).
Hence, the relative decompositions into fast, intermediately and slowly decaying pulses of
the blue and green decay-time spectra are the same, however, the partial pulses of the
green scintillation light exhibit rise times.

scintillation-light pulses recorded for CaWOQ, under particle excitation (compare section II1/2.2.3).
85 Actually, 7., (T) is chosen best of the order of ~ 15 -71(T) and is, thus, in fact considerably faster than
T1 (T) .
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Discussion of the Decay-Time Spectrum of the Complete Quenched Scintilla-
tion Light at 7' < 5K

In order to illustrate the described behavior, a scintillation-light pulse from [54], recorded
for a CaWOy, crystal under 18keV Oxygen-ion excitation at 6K is used®. This pulse was
recorded in [54] without a spectral filter and should, hence, be describable by the sum
of the quenched blue and green decay-time spectra (equations 3.169 and 3.170). The
scintillation-light pulse from [54] can be seen in figure 3.12.

Oxygen
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8 4
Z o]
w
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o] 20000 40000 60000 80000

Time [Ch] (160 ps)

Figure 3.12: Scintillation-light pulse shape recorded for the excitation of a CaWQ, crystal with
18keV Oxygen ions at 6K (figure adopted from[54]). The data points are marked in blue, the
dashed green line corresponds to a fit performed in [54] (for details, see discussion before equations
3.176 and 3.177). The pulse shape corresponds to the sum of the blue and the green scintillation
light produced.

In order to interpret this pulse shape within the developed model, the decay-time spectra
of the blue and green scintillation-light photons (for a temperature of 6K) have to be
analyzed. At a temperature of 6K, the description of the blue and of the green scintillation-
light pulse shape (equation 3.170) can be further simplified as, for such low temperatures
(T" < 5K), the migration of STEs has almost ceased (compare section I111/3.1.3). Therefore,
the only recombination mechanism active should be the radiative decay from the ground
level of the respective STE (compare section 111/3.2.1). Hence, the following relationships
can be applied (compare to the discussion in section I11/3.2.3):

n(T < 5K) ~ 7(T < 5K) ~ 73(T < 5K) ~ 115 (3.171)
72(T < 5K) & 1y (T < 5K) & 7y (T < 5K) ~ 7114 (3.172)
1
~ 3.173
o e (T Z5K) (3.173)

This leads to the following expression for the decay-time spectrum of the blue and the

6For recording, a large-area silicon Avalanche Photo-Diode (APD) stabilized at ~ 94K was used in [54].
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green STEs at temperatures T' < 5K:
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where the factor 5 i “Fbsb j in the first line of equation 3.175 describes the ratio of the amount

of green light produced to the amount of blue light produced. Using this relationship it
can be shown that the fraction (1 — Fjs) of the total number of produced photons are
blue photons, whereas the fraction Fyps are green photons (compare to the unquenched
model for 7' < 5K in section III/3.2.3). In addition, it can be seen that the respective
third pulses of both decay-time spectra (third term in square brackets in equation 3.174
and 3.175, respectively) exhibit a decay time corresponding to the radiative decay time
Tr1p of blue STEs from the ground level of blue STEs. The difference between the blue
and the green decay-time spectrum is that, as can be seen from equation 3.175, all pulses
of the green decay-time spectrum exhibit rise times, 744(7") or 71,14, respectively. Hence, it
can be deduced that the fraction Ay of the total number of photons produced (sum of blue
and green photons) is expected to exhibit a slow decay time of 7715, whereas the fraction
Faps - A1(T') of this slow decaying light should exhibit a rise time of 77,14(7T).

In order to quantitatively interpret the described scintillation-light pulse-shapes (equa-
tions 3.174 and 3.175), data on the fraction of the total amount of scintillation light
contained in the blue component as determined in [54] for a typical CaWOy crystal inves-
tigated there (i.e., (1 — Faps) = 70% of the total amount of scintillation light produced is
blue) can be used. Additionally, from the discussion of qualitative pulse-shape fits (in [41],
described in section I11/2.2.3), it can be deduced that, for Oxygen recoils, the fraction of
scintillation light with faster decaying behavior should be < 20% (at low temperatures).
It should be noted that it is assumed that the ”fast decaying fraction” as determined in
the qualitative pulse shape fits in [41] (using only two exponentials) comprises the fast
and the intermediately decaying fraction of the scintillation light as introduced within the
present work (see equations 3.174 and 3.175). Using this information, a rough estimate of
the share between the fast and slow decaying blue and green pulse shapes (partial pulses
of equations 3.174 and 3.175) of the complete scintillation light decay-time spectrum (sum
of blue and green light, as recorded in [54] and shown in figure 3.13) can be gained:

e Fraction 1 of the complete light: Blue light with an immediate rise and slow decay
time 7715: ~ 56%.

o Fraction 2 of the complete light: Blue light with an immediate rise and faster (com-
pared to Tr1p, i.e., fast and intermediate) decay times 74—4(T") or 7p,(T): ~ 14%.

 Fraction 3 of the complete light: Green light with a slow rise of 77,1, and slow decay
time 771p: ~ 24%.

177



Chapter 3. Comprehensive Model Developed in this Thesis

o Fraction 4 of the complete light: Green light with a rise time of 74_4(7T") and 7714(T)
and a faster decay time 7714 or 7,,(T) (faster compared to 771,(T")): ~ 6%.

From these estimations it can be deduced that, most probably the green scintillation light
exhibiting a faster decay time (771, and 7,,,(T), fraction 4) can be neglected compared
to all other contributions. Hence, the complete pulse shape should be describable by the
main fraction I, corresponding to blue light with immediate rise and slow decay with 7r,1p,
a smaller fraction 2, corresponding to blue light with an immediate rise and a comparably
fast decay with 74_4(7") and 7,,,(T"), and the fraction 3 corresponding to green light with
a slow, observable rise time 77,14 and the same slow decay time 7715 as fraction 1.

In figure 3.13, it is illustrated how these predictions can be used to interpret the pulse
shape as recorded for 18keV O ions from [54]:

immediate rise 10 fast “quenched”

of blue light, 1 decay of blue light

Fraction / and 2 \s\_ with 1,4 4 (and 7,,) slow “unquenched”

N Fraction 2 decay of blue light

> with 1 ,,
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slow “unquenched”
rise of green light |2+
with 714,
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Figure 3.13: Scintillation-light pulse shape recorded for the excitation of a CaWQ, crystal with
18keV Oxygen ions at 6K (figure adopted from[54]). The data points are marked in blue, the
dashed green line corresponds to a fit performed in [54] (for details, see discussion before equations
3.176 and 3.177). Additionally indicated and labeled is the interpretation of the observed rise and
decay times within the model developed here (for details, see main text).

From figure 3.13 it can be seen that the observed pulse shape of the scintillation light can
be fully explained with the developed interpretation of the blue and green scintillation
light pulse shapes.

Besides this graphical interpretation, it can be attempted to qualitatively reproduce the
pulse shape as recorded in [54] (see figure 3.12) with the sum of the blue and green pulse
shapes (equations 3.174 and 3.175). It should be noted, that no quantitative pulse-shape
fit was strived for as no information on the ratio of blue to green light contained in the
recorded light pulse as well as no information on the response function of the setup utilized
in [54] was available. Thus, no attempt was made to quantitatively reproduce of the pulse
shape. The result of such a qualitative approach is shown in figure 3.14: In panel a), the
black line corresponds to the quenched blue photon decay-time spectrum as calculated
with the complete quenched model for an interacting O ion of 20keV at a temperature of
T < 5K (see section I11/6.1.1). The dashed blue line corresponds to the reproduction of
this pulse shape by three exponentials using equation 3.174. In panel b), this approximate
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blue light pulse shape is shown as solid blue line. The solid green line corresponds to the
green photon decay-time spectrum as calculated with equation 3.175 using this blue light
pulse-shape as input. The solid red line corresponds to the sum of both contributions and,
hence, should qualitatively reproduce the scintillation-light pulse-shape as recorded in [54]
(see figure 3.12).

a) b)
. 4|><10'3 _ 1x10-3
E‘ - Oxygen 20keV blue photons, T<5K § = Qualitative pulse shape blue photons
%1 I F | coooooos Qualitative pulse shape blue photons '51 N Qualitative pulse shape green photons
H s |
= =
3 0.8 2 0.8 Qualitative pulse shape all photons
2 =
0.6 0.6
0.4 0.4
H L _——
0.2 0.2
I \'\. r \\ T
H L ————
] .-'\—._._..___J /" \\\%
O 08 Obtipodoppeopgogeopepg g o gy %108
0 0.1 0.2 0.3 0.4 0.5 0 0.02 0.04 006 0.08 0.1 0.12 0.14 0.16
Time [ns] Time [ns]

Figure 3.14: Scintillation-light pulse shapes as calculated with the approximations of the quenched
model (equations 3.174 and 3.175) for a 20keV O ion as primary interacting particle (for T' <
5K). Panel a): In black, the result for the blue scintillation light pulse shape as calculated with
the complete quenched model can be seen (compare section III/6.1.1). The dashed blue line
corresponds to the approximation of this pulse shape with three exponentials as described by
equation 3.174. In panel b), this approximated blue pulse shape (solid blue line) as well as the
green light pulse-shape as calculated with equation 3.175 on the basis of this blue light pulse-shape
(solid green line) can be seen. The solid red line corresponds to the total decay-time spectrum,
i.e., the sum of the blue and the green light pulse-shapes.

Comparing the complete light pulse-shape as calculated with the approximated model
(solid red line in panel b of figure 3.14) to the recorded light pulse-shape (figure 3.13), it
can be seen that the model calculation nicely complies with the observed light pulse-shape.

Thus, it can be concluded that, within the developed model, the slow rise time and the
slow decay time observed for the recorded scintillation-light decay-time spectrum are iden-
tified with the radiative decay times of green and blue STEs from their ground levels, 771,
and 77,1p, respectively. It should be noted that this interpretation of the light pulse-shape
can be used to gain estimates for these radiative recombination times. For this purpose,
the qualitative pulse-shape fit of the recorded scintillation-light decay-time spectrum from
[54] (shown as dashed green line in figure 3.12 and 3.13) is used: This phenomenological
fit was performed in [54] with the sum of two exponentially-shaped pulses: One with im-
mediate rise time and fast decay time and the second one with a non-zero rise time and a
slow decay time. Hence, the fit function used in [54] almost complies with the description
of the pulse shape within the model developed in the present work. Thus, the values
obtained in [54] for the non-zero rise time as well as for the slow decay time of the pulse
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are adopted for the radiative decay times of blue and green STEs from their ground levels,
Tr1p and 7r14, respectively (the errors of the fit results are between 1% and 2%). Thus, in
the following, 7715 and 7714 are assumed to be given by (values from [54]):

Tr1p = 5658 (3.176)
Tr1g = 4.98us (3.177)

These values are adopted for the model developed here, as, within the present work, no
decay-time spectra were recorded at such low temperatures that allow this straight-forward
identification of the decay times from the ground levels of blue and green STEs.

3.3 Summary of the Complete Model and Concept for the
Determination of the Model Parameters

In the following, a short summary and review of the predictions of the developed model for
the scintillation-light generation and quenching in CaWQy is presented. This summary is
followed by a description of a concept for the determination of the free model parameters.

3.3.1 Summary of the Complete Model

The developed model includes the complete light generation process on a microscopic basis
which follows the energy deposition process by an interacting particle in CaWQy. The
parameters of the model depend on the temperature 7', the energy and type of the primary
interacting particle Epq, as well as on the defect density Cocgecrs := Cyco (density of green
centers) of the CaWQy, crystal investigated. Within the model, the following processes are
described:

e The production of the initial blue STE population and its density distribution within
the crystal volume, dependent on Ejq+ and Cyc and T'. This process contains the
description of:

— The different energy deposition processes by different interacting particles, i.e.,
the fraction of energy deposited in ionization (electrons in the conduction band
and STHs in the valence band), Fioniz(Epart), as well as its spatial distribution
within the crystal volume described by pioniz(Epart; x). These parameters are
determined with the help of a geometrical model developed for the energy-
deposition process for different interacting particles using data delivered by the
simulations performed as well as by applying the assumed energy- and particle-
dependencies of the different geometrical parameters describing the ionization-
density distribution.

— The efficiency and temporal evolution of the creation of the initial blue STE
population out of these electrons and STHs, i.e., the immediate and delayed
capture processes of electrons by STHs and by electron traps. These processes
are represented by the fraction of electrons that get captured by electron traps,
Fo—1yaps (Which depends on Cyc) as well as by the fraction, Fy,(T"), of electron-
STH pairs recombining in the delayed process (with rise time 74.(7")) to STEs.

o The coupled temporal evolution of the blue and green STE populations, ny(Epart, T', X, t)
and ng(Epart, T, %, t), dependent on T and Cyc as well as dependent on the density
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of the initially created blue STE population, i.e., additionally dependent on E,q;.
This includes the description of:

— The mutual excitation process of blue and green STEs by migration and ab-
sorption of blue photons at defect centers. These processes are described by
the migration times of blue and green STEs to defect or intrinsic centers, re-
spectively, as well as by the fraction Fs of blue photons which is reabsorbed
at defect centers (and, hence, does not escape the crystal). The probability for
these processes to occur depends, of course, on the defect density, Cyc and the
temperature 7.

— The radiative, non-radiative and migration processes of the blue and green
STE populations, respectively. The combination of these intrinsic de-excitation
processes of the respective STE populations can be expressed by, 7,(7") and
Titg(T"), the respective intrinsic lifetime of the blue and the green STE popula-
tion.

— The interaction of two blue STEs via the Forster interaction yielding the non-
radiative recombination of one of these STEs, i.e., leading to a non-radiative
quenching process of the blue STE population. This process is described by
the so-called Forster radius R4_4(7") which is a material- and temperature-
dependent parameter: The Forster radius is the same for all modes of energy
deposition in any CaWO, single crystals at the same temperature, i.e., the
Forster radius is independent of the excitation mode and the defect density.
The probability for this quenching process to occur depends non-linearily on
the density of the initially created STE population.

e The production of blue and green scintillation light by the interdependent blue and
green STE populations dependent on 7', Cyc and the initial blue STE-density. As
the initially created blue STE density depends on Ep,,¢, also the decay-time spectra,
Py(Epart, T, t) and Py(Epar, T,t), of the blue and the green scintillation light created
by the radiative decay of the blue and the green STE populations depend on Epqr;.
The light creation process is described by:

— The unquenched model for rarely distributed initial blue STE densities that
approximate zero, i.e., for spatially separated blue STEs. This model desribes
the full analytical solution of the coupled system of differential equations for
the temporal evolution of the blue and green STE populations with very low
densities, i.e., without the Forster interaction. The unquenched scintillation-
light decay-time spectrum is expressed with the help of the initially produced
number of created blue STEs, the effective unquenched lifetimes of the blue
and green STEs, 71(T) and 7o(T'), respectively, as well as with the delayed
recombination time 74,(T") of a fraction of the initially created blue STEs. The
initially created number of blue STEs depends on the efficiency of the STE
creation process. The effective unquenched lifetimes describe the combined
influence on the STE lifetimes by their intrinsic lifetimes, 754, (7T") and 7,4(T)
(containing the radiative, non-radiative and migration processes of blue and
green STEs, respectively, in absence of the Forster interaction or any extrinsic
excitation processes), and their mutual excitation processes (migration of STEs
and reabsorption of blue photons at defect centers). The delayed recombination
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time 74,-(T') accounts for the delayed, diffusion-controlled recombination process
of the fraction Fy,.(T) of the electrons and STHs to STEs.

— The complete, quenched model for initially created, dense blue STE populations
as, e.g., found in the energy-loss tracks of heavy, charged interacting particles
like nuclear recoils. This model describes the approximate solution of the cou-
pled system of differential equations for the temporal evolution of the blue and
green STE populations with non-negligible densities, i.e., including the Forster
interaction. The quenched scintillation-light decay-time spectrum is expressed
by the same parameters as the unquenched scintillation-light decay-time spec-
trum, however, additionally depends on the initially created blue STE-density
distribution, n{ 3" (Epart, x) (which also depends on the efficiency of the STE
creation process) and the Forster radius Rq—q(7T).

Hence, with the complete model, the decay-time spectrum of the scintillation light gener-
ated for an energy deposition in the CaWOQy, crystal (by a rare excitation mode or by an
interacting particle) can be derived dependent on the mode of excitation, e.g., the type
and energy of the interacting particle, and dependent on the temperature and defect den-
sity of the CaWOy, crystal. Thus, with the model, the shape of the decay-time spectrum
of the scintillation light as well as the produced amount of scintillation light (integral of
the decay-time spectrum) and its decomposition into blue and green scintillation light de-
pendent on all of the parameters mentioned is predicted: For an initially created spatially
separated blue STE population, an almost purely exponential decay-time spectrum with
the effective unquenched lifetime of the blue STEs as decay time and a high efficiency
of creating scintillation light is expected. For an initially created dense STE population,
e.g., by an interacting particle like a nuclear recoil, a non-exponential, fast decay of the
scintillation-light pulse-shape at the beginning of the pulse followed by an exponential
decay with the (same) effective unquenched lifetime of the blue STEs and a decreased
efficiency of creating scintillation light (dependent on the density of the initially created
blue STEs) is expected.

Thus, the observed light-yield quenching effect for different interacting particles is ex-
plained by a combination of the different efficiencies of creating ionization for different
interacting particles (Fjoniz(Epare)) and the differing impact of the Férster interaction
(R4—q(T)) on the respectively created STE population ngggngo(EpaTt, x) due to the differ-
ent densities of STEs created in the initial energy deposition process.

In particular, it should be noted that the prediction of a purely exponential decay-time
spectrum for an unquenched excitation mode only, i.e., for spatially separated STEs,
implies that also the light generation process for electrons and -particles as primary in-
teracting particles is subjected to the quenching process: It can be observed that the
scintillation-light pulse-shape generated for electron and ~-particle interactions in CaWQOy4
exhibits a non-exponential (fast decaying) shape at the beginning of the pulse (compare,
e.g., discussion in section I1I/2.2.3). Thus, within the developed model, this observation
implies that the light yield for electron and v-particle interactions in CaWOQy, is quenched
compared to the unquenched scintillation light generation by spatially distributed STEs.
An estimation of the impact of this effect onto the light yield for electrons or ~-particles
in comparison to the unquenched light yield is presented in appendix B.12.
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3.3.2 Free Parameters of the Model and Concept for their Determina-
tion

In order to determine the various free model parameters and their respective temperature-
dependencies, the fact can be used that, within the developed model, not only the amount
of scintillation light created is predicted in dependency of the model parameters, but,
that also the pulse shape and spectral composition of the scintillation light is described in
dependency of these parameters. Thus, the basic idea to determine as many of the free
model parameters as possible from experiments without using information on the gen-
erated amount of scintillation light is to record decay-time and wavelength spectra of a
CaWOQy4 single crystal produced by different modes of excitation at different temperatures.
The recorded decay-time and wavelength spectra can then be fitted with the correspond-
ing model predictions (light-pulse shapes and wavelength spectra) with the parameters
of the model as free fit-parameters. Hence, to determine the parameters of the complete
(quenched) model, measurements of the scintillation light of a CaWO, crystal excited by
interacting particles, such as nuclear recoils, producing quenched scintillation light are
required. It should be noted that, trying to determine all of the model parameters only
by such a quenched measurement could be challenging due to the large number of free
model parameters (e.g., the Forster radius or the various contributions to the unquenched
effective lifetimes - radiative, non-radiative and migration times, as well as the probabil-
ities for the mutual excitation processes to occur). It should be noted that, in addition
to all of these free model parameters, for the prediction of the quenched scintillation-light
pulse-shape also the mathematical description of the STE density-distribution initially
created by the energy deposition is required. In the description of the initially created
STE density, in turn, the radial parameters of the produced ionization-density distribution
are remaining undetermined. Thus, these parameters also have to be adjusted using the
recorded scintillation-light decay-time spectrum (compare discussion in section I11/3.1.2
and appendix B.3.10). Therefore, additional measurements have to be performed that
allow to determine most of the model parameters independently of the initially created
STE-density distribution, i.e., for example, independent of the quenching effect. An ex-
citation mode fulfilling this requirement is the so-called two-photon excitation technique
with which spatially separated STEs can be created. The decay-time spectrum recorded
for such a rare excitation mode can then be described by the unquenched model. With
such unquenched measurements the determination of many of the model parameters, i.e.,
the effective unquenched lifetimes of STEs (and their decomposition into radiative, non-
radiative and migration times) as well as the defect density and reabsorption probability
of blue photons at defect centers in the investigated CaWQ, crystal, independent of the
quenching effect, can be performed. The transfer of these parameters determined with
unquenched measurement to the quenched measurements is possible as these parameters
are predicted to be the same for rare and dense excitation modes. In addition, such un-
quenched measurements allow to validate the unquenched model and to test several model
predictions (e.g., purely exponential decay-time spectrum for spatially separated STEs).
Hence, such an independent determination of these parameters offers the advantage of
greatly reducing the number of free parameters in the analysis of the quenched measure-
ments. Thus, using the parameters determined with the unquenched measurements, the
only free model parameters remaining in the analysis of the quenched measurements are
the value of the Forster radius, Rq_4(7T) as well as the radial parameters of the ionization
distribution initially generated.
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In order to realize the suggested measurements, within the present work, measurements
of the scintillation-light decay-time spectra of a CaWQy crystal produced by pulsed two-
photon excitation with laser light (rare, unquenched exctiation) and pulsed ion-beam
excitation (dense, quenched excitation) at the Tandem accelerator of the MLL (Maier-
Leibnitz-Laboratorium) were performed. In order to determine the model parameters
dependent on temperature and to test and validate various predictions of the developed
model, the decay-time and wavelength spectra of the generated scintillation light were
recorded for two different wavelengths regions separately (the blue and the green scintilla-
tion light), at two different temperatures (~ 300K and ~ 20K) as well as with two different
CaWQy crystal samples. The conducted experiments are presented in detail in chapter
I1I/4, their analysis in the context of the developed model yielding the determination of
most of the model parameters can be found in chapter III/5.

It should be noted that, using the results of these experiments not all of the free model
parameters could be determined. However, to determine a complete set of parameters for
the developed model, some of the model parameters have to be estimated on the basis of
results of measurements presented in the literature and the assumptions made. A list of
the respective parameters for which such a strategy had to be used, the utilized assump-
tions as well as the corresponding values determined are presented in the following (for
an explanation of these estimates, see appendix B.13). In section I11/6.3, suggestions for
experiments that could be performed to determine these parameters independently of any
assumptions are described.

Parameters Estimated from Data in the Literature

e The radiative decay times of the blue and green STEs at very low temperatures
(T < 5K), i.e., from the respective lower-lying energy levels only: 7,.,(T < 5K) =~ 771
and 7,.4(T < 5K) = 7114 (compare section II1I/3.1.3). These parameters cannot be
determined from the experiments conducted within the present work as no measure-
ments below a temperature of ~ 20K were performed. Thus, as already discussed
in section 1/3.2.4 (see equations 3.176 and 3.177), values for these parameters are
adopted from literature:

Tr1p = 565us (3.178)
TLlg = 4.98MS (3.179)

It should be noted that, as will be shown in section I11/5.2.2, the radiative decay
times of the blue and the green scintillation light at a temperature of ~ 20K and
~ 300K can be determined from the experiments performed within the present work.
Thus, by adopting the values for the radiative decay times at very low temperatures
and using the values determined from the experiments, the complete temperature
dependencies of the blue and green STE radiative decay times can be determined
(compare equations 3.54 and 3.59 in section I11/3.1.3).

o The temperature-dependent diffusion coefficients of the blue and green STEs, Dysrs(T)
and D,sre(T") (see equations 3.64 and 3.67 in section I11/3.1.3): These values have
to be adopted from literature as their temperature-dependency could only be deter-
mined by decay-time measurements at various temperatures covering the complete
temperature range from room temperature to ~ 5K. However, within the present
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work, only measurements at ~ 20K and ~ 300K were performed:. Thus, as already
indicated in section III/3.1.3, the values for the temperature-dependent diffusion
coefficients are adopted from literature:

Cm2 (_ 4.5meV )

DbSTE(T):1.2-10*7T-e b T (3.180)
2 _ 6.9meV
DgSTE(T):1.2-10_7%~e( ipT) (3.181)

It should be noted that, by using these values and equations 3.63 and 3.66 (section
I11/3.1.3), the temperature-dependent migration time of green STEs, 7T, (1),
and the temperature-dependent hopping time of blue STEs, t,(T'), are automati-
cally determined. Thus, the only unknown for the determination of the migration
time of blue STEs to defect centers is the density of defects, Cicrecrs := Cyc (density
of green centers) within the investigated CaWOQOy crystal.

e The energy barriers for the non-radiative recombination of blue and green STEs:
AEy, and AE, (see equations 3.57 and 3.61 in section I1I/3.1.3). As for the diffusion
coefficients, the values determining the temperature dependency of the non-radiative
process could only be fixed with decay-time measurements for at least two tempera-
tures between (compare discussion in appendix B.7) ~ 200K and ~ 300K (for AEj)
and ~ 70K and ~ 300K (for AE,). As, however, within the present work, only
measurements at temperatures of ~ 20K and ~ 300K were performed, the values
for the energy barriers of the non-radiative recombination processes could not be
determined independently. Therefore, the value for AF} is adopted from literature.
For the value of AE,, it is demanded that the impact of the non-radiative recombi-
nation process of green STEs on the total amount of unquenched scintillation light
produced, Ly} (T), becomes important for temperatures > 70K, i.e., that the amount
of unquenched scintillation light produced, for temperatures 2 70K, is reduced due
to the non-radiative recombination of green STEs (compare discussion in section
I1I/3.2.1 and the discussion in appendix B.7):

AE, ~ 0.326V (3.182)
AE, : LY(T > 70K) < 1 (3.183)

It should be noted that these values are only required if the complete temperature-
dependency of the blue and green non-radiative decay-times is of interest as well as
if temperatures above ~ 200K (for blue STEs) or above ~ 70K (for green STEs) are
investigated. Below these temperatures, the non-radiative recombination processes
are assumed to be negligible (compare discussion in section I11/3.2.1).

e The delayed rise time of the initially created blue STE population at a temperature of
~ 300K: 74, (T') (see equation 3.43 in section I111/3.1.2). The value for this parameters
could be determined with the help of the decay-time measurements for two-photon
excitation at room temperature (partial rise at the beginning of the pulse). However,
as will be discussed in section III/5.2.1, on the one hand, the response function of
the utilized detection system introduces a decay time of roughly of the same order of
magnitude as 74,-(7") and, on the other hand, the simultaneous detection of reflected
laser light masks almost the complete rise at the beginning of the pulse, inhibiting
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a free fit of the rise time of the scintillation-light pulse. Therefore, the value for
74r(T =~ 300K) is adopted from literature:

74r(T = 300K) ~ 40ns (3.184)

It should be noted that no conclusions on the temperature dependency of the delayed
rise time can be drawn from the results of the present work, as, on the one hand,
it is assumed that, for temperatures below 7' ~ 100K, the influence of the delayed
recombination of STEs can be neglected (compare equation 3.6 in section I11/3.1.2)
and as, on the other hand, no measurements at temperatures between 300K and
100K were performed within the present work.

The fraction of electrons F,—,,, that is captured by electron traps and, thus, lost
to the STE-creation process (compare section III1/3.1.2): This fraction is estimated
with the help of the absolute light yield for electron/~ events at low temperatures as
well as using the values assessed for the electron/y Quenching Factor (compared to
the unquenched light output, see appendix B.12) For a deduction and explanation
of the applied approximation see appendix B.13. From this discussion, it can be
deduced that, within the present work the fraction F,-,,, of electrons captured by
electrons traps is assumed to amount to:

Fytrap ~ 37.5% (3.185)

Minimum values as well as energy- and particle-dependencies for the radial parame-
ters describing the ionization distribution due to particle-induced energy depositions
and a value for the radial extent of the ionization distribution for 100keV electrons
as primary interacting particles (compare discussion in appendix B.3.8): For the
minimum possible values of some of the radial parameters as well as their dependen-
cies on the type and energy of the primary interacting particle assumptions had to
be made to allow the determination of these parameters for different particles with
different energies (see appendix B.3.10). To determine the radial extent of the ion-
ization distribution of 100keV electrons, the absolute light yield of 100keV electrons
at mK temperatures (as determined from the literature) is used (compare discussion
in appendix B.3.9 and section I1I/6.1.1).

The fraction of blue photons absorbed at defect centers: Fj;s (see equation 3.46 in
section I11/3.1.3). As discussed in section III/3.2.1, within the developed model, for
temperatures below ~ 5K, the amount of green scintillation light generated only de-
pends on the fraction of blue photons reabsorbed at defect centers Fy, and is, thus, a
crystal-dependent parameter. However, within the present work, only measurements
at a temperature of ~ 20K and ~ 300K were performed. Thus, as explained in more
detail in appendix B.13, the ratio of the relative amount of blue light generated at
~ 20K and at ~ 5K is estimated with the help of data from the literature (see [54]).
Using this relationship and the relative amount of blue light generated at ~ 20K for
the CaWOy crystals investigated within the present work (crystal Olga and crystal

Philibert, see section I11/4.1.2), a value of F59* and FL" could be estimated:

FQ9* ~ 18% (3.186)
FEM ~ 19% (3.187)

(for details, see appendix B.13).
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e The ratio of the unquenched light yield below%” ~ 50K, LY™ (T < 50K), to the
unquenched light yield at room temperature, LY"?(T < 300K). As will become
clear from the discussion in section II1/5.2.2, these values are needed for the deter-
mining the values of other model parameters from the analysis of the experiments.
As, however, within the present work neither absolute nor relative light yield mea-
surements were performed, values for these parameters have to be determined from
data reported in the literature. The most accurate data on the absolute light yield
of a typical CRESST CaWOQy crystal is available for y-interactions for temperatures
below ~ 10K and at room temperature (compare section I11/2.2.4). It should be
noted that, in principle, these values cannot directly be used to determine the ratio
of the unquenched light yield (as required) as the light yield for « events compared
to the unquenched light yield is quenched (compare section 111/3.3.1 and appendix
B.12). Thus, the temperature-dependency of the light yield for v events is also in-
fluenced by the temperature-dependent impact of the Forster interaction (compare
discussion in section 111/3.1.3). However, as no data on the temperature-dependent
unquenched light yield was available, the ratio of the light yield for ~ interactions
in CaWOy, below ~ 10K and at 300K had to be used (compare table 2.2 in section
I11/2.2.4):

LY™(T $50K) LY} (T S10K) 6%

LY™(T ~ 300K) LY, (T = 295K)  3.3%

abs

1.8 (3.188)

It should be noted that, by changing the values of these parameters, also the values of
other model parameters determined on the basis of the experiments performed within the
present work change. This is due to the fact that the analysis of the experiments could
only be conducted by using some of the estimated values of the discussed parameters (for
details, see chapter 5).

In table B.4 in appendix B.14, a list of the most important model parameters can be
found - except for the parameters describing the ionization distribution initially generated
in a particle-induced energy deposition, these parameters can be found in tables 3.3 and
3.4 (for heavy, charged primary interacting particles, such as ions, in section III/3.1.2) as
well as in table B.1 (for electrons as primary interacting particles, in appendix B.3.1).

67 As discussion in section IT1/3.2.1, for temperatures below ~ 50K, no process changing the unquenched
light yield is included in the model (except for a possible change in the mean green and blue photon
energies. However, as discussed in section 111/3.2.1, for such low temperatures, the mean photon energies
can be expected to be constant. Thus, within the developed model, it is predicted that the light yield for
temperatures below ~ 50K remains constant.
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Chapter 4

Measurement of Wavelength and
Decay-Time Spectra for Different
Excitations of CaWOQ,

As described in chapter III/3, a theoretical model explaining the scintillation-light pro-
duction as well as the mechanism of the scintillation-light quenching in CaWO, crystals
was developed. With this model, the quenching effect is explained on a microscopic scale
on the basis of exciton-exciton self-interactions. This model not only predicts the amount
of scintillation light produced by different interacting particles, but can also be used to
calculate the shape of the decay-time spectrum and of the wavelength spectrum of the
scintillation-light output both depending on the type of interacting particle and on the
temperature of the CaWO, crystal.

In order to confirm and test the model, measurements of the decay-time and wavelength
spectra of the scintillation light of CaWQ, crystals were performed, as suggested in section
111/3.3.2.

4.1 Design of the Experiments

4.1.1 Basic Concept

The basic concept of the experiments was the measurement of wavelength spectra and
wavelength-resolved decay-time spectra of the scintillation light generated in a CaWOQO,
single crystal under different excitations at different temperatures. The temperature-
dependent composition of the wavelength spectra and the pulse shapes of the decay-time
spectra recorded could then be used to determine (free) model parameters and to vali-
date the model by comparing measurements to predictions (calculated pulse shapes) of
the model (see chapter III/5). As discussed in section I1I/3.3.2, different pulsed excitation
modes leading to rare (spatially uncorrelated, separated) STEs (self-trapped excitons) and
dense (spatially correlated, closely distributed) STEs in a CaWQ, crystal were required.
With these different excitations, the prediction of the model of differently shaped decay-
time spectra for unquenched and quenched scintillation-light output can be tested (see
section I11/3.2): A purely exponential pulse shape for rare excitation and a strongly non-
exponential pulse shape for dense excitation is predicted. To assure comparability of the
different experiments, all measurements were performed with the same crystal sample and
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under the same conditions, i.e. with the same setup.

In order to assure that the developed model is configured and tested for crystals as em-
ployed in the CRESST experiment, the crystal sample chosen for the measurements was
cut from a typical CRESST crystal. In addition, a second crystal sample, representing the
self-grown CaWOQy, crystals produced by the CRESST group at E15 in collaboration with
the crystal laboratory at TUM!, was selected for the measurements. All crystal samples
exhibit dimensions of (20x10x5)mm?® (length x height x width). Properties of the investi-
gated crystals are discussed in section I1I11/4.1.2.

To achieve pulsed, rare excitation of a CaWOQ, crystal, the special features of the so-
called two-photon excitation can be capitalized. This excitation mode can be used to
produce non-correlated STEs in the CaWOQy crystal which are randomly distributed over
a large volume of the crystal. To realize a pulsed two-photon excitation of the CaWQOy
crystal, collimated light pulses produced with a No laser were employed (presented in sec-
tion I11/4.1.3).

To realize pulsed, dense excitation of a CaWOQO, crystal for which the produced ion-
ization deposition density (IDD) can be determined (see section II1/3.3.2), ion-beams of
the tandem accelerator of the Maier-Leibnitz-Laboratory (MLL)? were used. For the pre-
sented measurements, excitations with two different ions, each expected to produce highly
different excitation densities and thus light yields as well as light-pulse shapes, were real-
ized: The scintillation-light production in a CaWOQ, crystal under excitation with pulsed
Oxygen- and pulsed Iodine-beams was investigated (presented in section III/4.1.4).

The experimental setup (presented in section III/4.2) was designed in such a way that
it could be used for all performed measurements, i.e. for the different excitation modes
and at the different temperatures. For this purpose, an experimental chamber connected
to the beam line of the MLL accelerator® that could be evacuated to ~ 1 - 10~ "mbar was
equipped with instrumentation for the simultaneous detection of wavelength spectra and
decay-time spectra. To enable the measurement of decay-time spectra for the two se-
lected wavelength regions (intrinsic and extrinsic scintillation light, see section I11/2.2.2),
different spectral filters were used. Additionally, the possibility to cool the investigated
CaWOQy crystal to ~ 20K was realized, thus, allowing measurements to be performed at
room temperature and at ~ 20K.

4.1.2 Investigated CaWOQO, Single-Crystal Samples

Samples of two different CaWQ, single crystals were investigated in the presented mea-
surements: Crystal ”"Olga”, representing the bought CRESST crystals and crystal "Philib-
ert”, representing the crystals produced at the crystal laboratory, Technische Universitét
Miinchen. Details on the growth process of crystal Philibert can be found in [100, 101].
Both crystals originally were cylindrical in shape and received an after-growth annealing

1 Crystal laboratory, Technische Universitat Miinchen. In collaboration with A. Erb, Walther-Meifiner-
Institut, Bayerische Akademie der Wissenschaften, Garching, Germany.

2Tandem accelerator, Maier-Leibnitz-Laboratorium der Ludwig-Maximilians-Universitét Miinchen und
der Technischen Universitdt Miinchen, Garching, Germany.

3The experimental chamber was located in hall I at the position I1?® of the tandem accelerator.

190



4.1 Design of the Experiments

at high temperature? in Oxygen atmosphere them in order to reduce residual stress in the
crystal structure and to enhance the light output® [102, 54]. For details on the original
size of the crystals and the applied annealing processes, see table C.1 in appendix C.1.
The characterization of the crystals in the framework of the CRESST experiments is usu-
ally performed on the basis of the light yield and resolution (FWHM) of the scintillation
light emitted by the crystal under 662keV ~-excitation from a 37Cs source, measured at
room temperature with a PMT (see e.g. chapter 5 in [54]). As basis for comparison, the
light yield of crystal "Boris” (standard CRESST crystal) is defined as 100% (see chapter
5 in [54]). For both crystals the light emitting properties were determined after the last
annealing step when they exhibited their original size. The obtained values can be found
in table 4.1. From both crystals two samples each of dimensions (20x10x5)mm?
from neighboring sites from the inner volume of the crystals. In the following, these sam-
ples were treated in the same way: For example, surface treatment of the crystal samples
was performed simultaneously for both samples of one crystal. In this way, a replacement
sample for each crystal was available. From the values listed in table 4.1, it can be seen,

were cut

| Olga | Philibert |
sample size  [mm?] (5x10x20) | (5x10x20)
light yield 95.1% | 93.7% [101]
resolution  (FWHM) 14.6% 12.7% [101]

Table 4.1: Properties of the investigated CaWQ, crystals.

that both crystals exhibit very similar properties concerning their light yield. Comparing
the results of the experiments for both crystals offers the possibility to check the model
proposition that the light yield and quenching effect as well as the shape of the wavelength
and decay-time spectra observable for one crystal are determined by the impurity density
of this crystal. Hence, if the light yield of two crystals is very similar, the model predicts,
that also all other measurements should exhibit very similar values.

Tow different surface treatments were applied: A surface was either polished to op-
tical quality or roughened with a powder.

o Polishing to optical quality was performed by the crystal laboratory, Technische
Unversitdt Miinchen. The quality of the polishing was checked via occurrence of
Newtonian rings with a test plate and a Na lamp (wavelength ~ 590nm). On the
large surface of the crystals (10x20)mm?, no rings were observed, indicating that
remaining irregularities of the surface were less than half of the wavelength of the
employed light, i.e. < 295nm.

« Roughening of the surfaces was performed with boron carbide® (BC4) powder on
a polishing disc for 30 seconds. The size of produced corrugations is expected to
be less than 10um (typical order of magnitude: 1pum) due to the grain size of the
powder.

4For crystal Olga, this annealing step was performed by the producer [54].

SWith crystal Olga a second annealing step at lower temperature was performed: This second annealing
process is the standardized process used for all bought CRESST crystals. This procedure was identified
to be optimal for the bought crystals by several years of investigations within the CRESST group.

STETRABOR®, ESK Ceramics GmbH & Co. KG, Costa Mesa, California, USA. Grain size: < 10um.
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The polished surfaces can be expected to contain a lower defect density in comparison to
the roughened surfaces”. However, due to the refractive index of CaWOQy, for polished sur-
faces the probability for internal reflection is large. Roughening of a surface, on the other
hand, is expected to create internal diffusive reflection (homogenizing the light output
and leading to enhanced light output at other surfaces of the crystal) and to enhance the
light transmission through the roughened surface itself [73]. Hence, all surfaces exposed
to excitations should be polished, all other surfaces should be roughened.

For the experiments with laser excitation the two large surfaces ((20x10)mm?) of the
samples that were exposed to the laser beam, have been polished whereas all other sur-
faces have been roughened. For the experiments with ion-beam excitation, all surfaces
except one large surface have been roughened. The large surface that has been polished
was exposed to the ion-beam and thus used for excitation.

For the determination of the model parameters and for the validation of the model mea-
surements performed with the samples from crystal Olga are used. Results from measure-
ments with samples from crystal Philibert are used as comparison.

4.1.3 Two-Photon Excitation of CaWQO, with a N, Laser

To obtain rare, spatially uncorrelated excitations of a CaWOQ, crystal the two-photon ex-
citation technique was employed. For this purpose, an intense light source with photon
energies below the band gap of CaWQy is needed. In the performed experiments, a pulsed
Ny laser (see section 111/4.3.1) was used to obtain excitation by two-photon absorption.

The photons from the main laser line exhibit a wavelength of A, = 337.1nm corresponding
to an energy of E; = 3.68eV which is well below the band gap of CaWOy, Eyu, = 5.0eV
(see section I11/2.1.2). When the density of the irradiated photons is increased, the proba-
bility of simultaneous absorption of two photons by one electron increases. This possibility
of excitation is called two-photon excitation (TPE) and was already studied for CaWOy,
crystals with photons of, e.g., 2.48eV and 3.49eV [51]. For excitation with the Ny laser,
a resulting energy transfer to one electron of Erprp = 2 - E;, = 7.36eV can be calculated.
Thus, for TPE with this photon energy, it is expected that electrons and holes in the same
electronic states as typically produced by particle interactions are created®. Therefore, it
can be assumed that electrons and holes created by this TPE process undergo the same
relaxation processes to STEs as discussed in sections I1I/2.1.4 and I11/3.1.4.

Although it can be assumed that TPE with 3.68eV photons leads to a comparable STE-
production mechanism as particle interaction, using TPE offers special advantages:

e As the direct absorption probability for photons of such energies is small, they can
penetrate the whole crystal. Thus, the location in the crystal where STEs are created
by TPE can be chosen by positioning of the focal spot of the laser beam. By placing
the focal spot, for example, inside the crystal, the luminescence properties of the
inner volume of the crystal are probed, almost unaffected by possible surface effects.

e By focussing and defocussing of the laser spot, the excitation density can be influ-

"Roughening, in principle, corresponds to a destruction of the crystal structure at the surface.
8Electrons in the upper conduction band and holes in the valence band, see section I11/2.1.2.
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enced. Thus, it is possible to produce different excitation densities (only determined
by the level of focussing) in the crystal with the same intensity of incident light. For
increasing focussing, the following, qualitative effects should occur with increasing
excitation density (density regimes 1 and 2):

1. Increasing the focussing should lead to an increasing probability of two-photon
excitation within and close to the focal spot. For not yet extremely focussed
and intense excitation, this should lead to a spatially uncorrelated excitation
of luminescence centers distributed over a large volume.

2. For extreme focussing and high intensities of the exciting light, it should even be
possible to produce high excitation densities which approach densities produced,
e.g., in recoil tracks by ion bombardment.

Following the model developed and presented in chapter I111/3.1, different temporal evo-
lutions of the created STE populations are expected depending on their density. With
excitation densities of regime 2, STEs close to each other are supposed to be created at
least in the center of the focal spot. If their density is high enough, they can interact
with each other and lead to quenching® as described by the model for dense excitation
presented in section I11/3.2.4. On the other hand, with excitation densities of regime 1
where excitations uncorrelated in space are produced, mainly STEs separated from each
other are supposed to be created. These STEs should not be able to interact with each
other. Therefore, the evolution of the population of such rarely created STEs should follow
the model and differential equation for rare excitation (see section I1I/3.2.3), leading to a
single exponential decay time without any observable quenching. This implies that TPE
creating a density of excitations of regime 1 can be used to check the prediction of a single
exponential decay for rare excitation.

In order to calculate the induced excitation density for a given setup, not only the emis-
sion intensity and the level of focussing of the used photon source, but also the probability
for TPE to occur for these photons needs to be known. As especially the last factor is
completely unknown, no effort was undertaken to quantitatively determine the realized
excitation density in the experiments. However, as the TPE experiments are intended to
be used for the confirmation of the rare excitation model (section III/3.2.3), at least a
qualitative assignment of the produced excitation density has to be realized. This charac-
terization is presented in section I11/4.7.3.

In addition, the fact that the STEs produced by TPE via the laser pulse are not cre-
ated at exactly the same time, but follow the temporal shape of the exciting laser pulse, is
taken into account. The determination of the laser-pulse shape and its width (length) o,
is presented in section 111/4.7.3. The influence of the time dependency of the laser pulse
on the expected scintillation-light pulse-shape is discussed in section I11/5.2.1.

9This effect is in principle the same as described and demonstrated for high density excitation by 90eV
photons in [94] (see discussion in section I1I/6.2). The difference for TPE (discussed here) is that 90eV
photons themselves already create more than one STE each and that a beam of 90eV photons is always
absorbed in a small region at the surface of the crystal. Thus, it can be expected that the critical density
where quenching effects start to be important can be reached much easier with 90eV photons than with
TPE, however, mainly at the surface of the crystal.
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4.1.4 Pulsed Ion-Beam Excitation of CaWQO, with the Tandem Acceler-
ator

As indicated in section I11/4.1.1, to realize pulsed, dense excitation of the CaWOQy crystal,
pulsed ion-beams from the tandem accelerator were used.

Employing beams of charged ions from the accelerator to test the validity of the model,
implicitly contains an assumption: Excitation with ions incident onto the crystal from the
outside leads to the same light-generation mechanisms as excitation produced by recoiling
atoms inside the crystal volume. This assumption can be justified as, on the one hand,
in general, no local dependencies (at the surface or within the volume) in the generation
of scintillation light are expected for CaWO4'°. On the other hand, no differences are
expected due to different original charge states of the interacting particles: Due to the
large ionization potential of solid materials, a very effective interaction between incident
ions (or recoiling atoms) and electrons of the material occurs. In every collision of an
interacting ion (or recoiling atom) with electrons or atomic cores of the crystal, electron
stripping or capture processes take place. Thus, already after the first few collisions, the
ion is expected to obtain an effective charge state which is no longer influenced by its
original charge state. After these first stripping or capture processes, the usual process
of adjusting the equilibrium charge state is expected to take place. The final equilibrium
charge state is only dependent on the solid material and the velocity and type of interact-
ing ion (or recoiling atom), but not on its original charge state (see, e.g., [87]). Thus, it is
expected that virtually the complete energy-loss process of the particle is independent of
its original charge state. Hence, for both possibilities discussed, interaction of a charged
ion or interaction of a recoiling atom (same species and same energy), it is assumed that
the same excitations and light-generation processes take place.

With the tandem accelerator, pulsed mono-energetic beams of various ions with typical
energies of some tens of MeV can be produced (see section 111/4.4.1). This variability in
the projectile choice can be used to demonstrate the validity of the prediction of the model:
Independent of the type of exciting particle, always the same parameter R;y describes the
interaction strength between created STEs(see section III/3.2.4). For this purpose, ion
beams of two different ion types were used in the experiments, a pulsed beam of Oxygen
and a pulsed beam of Iodine ions with respective ion energies, both ~ 35MeV. These two
ion types were selected due to several reasons: lodine ions were chosen as they can be
expected to deliver quite a small light yield and, thus, a small Quenching Factor. The
expected light yield of Oxygen ions, on the other hand, is much larger, i.e. the respective
Quenching Factor is much larger. In addition, Oxygen represents a chemical component
of CaWOy and, thus, a typical recoil often observed in this material. Hence, for Oxygen
ions, the theoretically calculated prediction of the model (on the basis of the pulse-shape
fit of the experimental data) can be compared to experimentally determined Quenching
Factors (see section I11/2.2.5).

Using pulsed ion beams instead of investigating the interaction of single ions or recoils
in CaWOQy crystals provides the important advantage - especially for the decay-time spec-

0The scintillation-light production mechanism only depends on the stoichiometry of the crystal struc-
ture, i.e., the local distribution of defect centers (see section I111/2.2.1). Hence, if no differences in the crystal
structure within the volume or at the surface exist, no differences in the light-production mechanism should
be observable. For details on the treatment of the crystal surfaces, see section I111/4.1.2.
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trum measurements - that a signal from the pulsing of the accelerator can be used as
trigger source, allowing to determine the beginning of the light pulse independently of the
(statistically distributed) arrival time of the first photon. In this way, it can be expected
that decay-time spectra with high resolution and good statistics can be recorded.

The use of a defocussed ion beam with a low intensity avoids the creation of ionization
tracks of individual ions so closely positioned that the STEs produced by different ions
could interact with each other (inter-track quenching). Such an enhanced density of STEs
would lead to an increased interaction rate of STEs and thus, to a different scintillation-
light pulse shape compared to the model prediction (within the developed model, only the
interaction of STEs created by one primary interacting particle is considered). For exper-
imental data and a short discussion of the impact of an enhanced STE density produced
by an inter-track quenching effect, see section I11/5.3.3.

Thus, for the chosen settings of the accelerator (for details, see section I11/4.4.1), the
excitation of a CaWQy crystal by a beam of N,,, ions can be regarded as an excitation
by N;on independent ions following the temporal pulse shape of the ion beam.

4.2 Experimental Setup

In the following, an overview of the basic experimental setup and the instrumentation as
employed in all measurements is presented. Differences in the setup used in the two mea-
surement campaigns (laser and ion-beam excitation) as well as the operational parameters
and settings of the laser and the accelerator are presented in sections I11/4.3 and I111/4.4,
respectively.

4.2.1 Basic Setup

In figure 4.1, the basic experimental setup as it was installed in hall II of the tandem
accelerator is shown. The upper sketch in figure 4.1 depicts the top view, the lower sketch
corresponds to the side view of the setup.

On the right hand side of figure 4.1, the experimental chamber, a CF100 cross with six
CF100 and four KF40 flanges, can be seen. The cross has a size of 26cm from one CF100
flange to the other. The CaWOQy crystal (see section I11/4.1.2) was positioned exactly in
the middle of this chamber. A window with a connector to a glass fiber used as light guide
to the spectrometer (see section II1/4.2.2) was attached to one of the KF40 flanges. With
this spectrometer, the wavelength spectra of the CaWOQ, scintillation light were recorded.
The photomultiplier (PMT, connected to a storage oscilloscope) employed to measure
the decay-time spectra of the scintillation light (see section 111/4.2.3) was attached to a
CF100 flange with a KF40-CF100 adapter. A holder for the spectral filters (see section
I11/4.2.4) used to investigate wavelength-specific decay-time spectra was incorporated in
the connector of the PMT to the KF40 adapter. The connector of the PMT to the filter
and to the chamber was realized in a way that allowed to evacuate the volume in front
of the PMT simultaneously with the experimental chamber. On top of the experimental
chamber, a cryocooler elongated by a coldfinger and a crystal holder (see section 111/4.2.5)
was installed at a CF100 flange. With the cryocooler, measurements of the scintillation
light of the investigated crystal at ~ 20K were enabled.
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Figure 4.1: Sketch of the basic experimental setup installed in hall II of the tandem accelerator.
This setup is connected to the beam line of the accelerator. In the upper sketch the top view, in
the lower sketch the side view is shown. For details, see main text.

On the left hand side in figure 4.1, the connection of the setup to the accelerator beam-line
is indicated. The setup can be separated from the beam line by a vacuum-tight shutter
valve. Evacuation of the setup could be performed independently of the beam line with
a pumping unit including a turbo pump'!. After one hour of evacuating, a pressure of
~ 1-10""mbar was reached. To the right of the pumping unit, a Faraday cup that could
be positioned in the middle of the beam line and an adjustable 4-sector aperture were
installed. Both components were used to characterize the pulsed ion-beam current and
geometric profile (see section II1/4.7.3). The characterization of the laser pulses is pre-
sented in section I11/4.7.3.

Further components, the respectively employed trigger sources, positioning of the CaWQy4
crystal and geometries of the used excitations are presented separately for the different
measurement campaigns in sections I111/4.3 and I11/4.4.

HTurbovac 450, Oerlikon Leybold Vacuum GmbH, Kéln, Germany.
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4.2.2 The Spectrometer

Wavelength spectra of the scintillation light of excited CaWQ, crystals were measured
using a portable UV-VIS spectrometer'? with an optical glass fiber as light guide. The
spectral range covered by the spectrometer (~ 200nm to 1100nm) fully contains the wave-
length region of CaWO4 scintillation light (~ 300nm to 700nm, see section I11/2.2.2).
Data acquisition was realized with the spectroscopy software SpectraSuite'? (details can
be found in appendix C.2.1). In the analysis, two results are extracted from the recorded
wavelength spectra: They are used for qualitatively comparing the spectral shape of the
scintillation-light spectra under different excitations and at different temperatures as well
as for drawing quantitative conclusions about the spectral composition of the scintillation
light at different temperatures'*. To allow a quantitative analysis, the recorded spectra
were corrected for wavelength dependent non-linearities in the spectrometer and glass
fiber response with a calibration measurement (see appendix C.2.2). Additionally, experi-
mental error sources introducing uncertainties were identified and evaluated (see appendix
C.2.3). The procedure used for data preparation before the analysis, is presented in section
111/4.6.1.

4.2.3 The Photomultiplier Tube and the Storage Oscilloscope
The Photomultiplier Tube

The decay-time spectra of the CaWQy scintillation light were recorded with a 2” photo-
multiplier tube!® (PMT) with a S20 photocathode!® and a front quartz-window (51mm
diameter) optimized for UV-light detection. The quantum efficiency, QE, in the investi-
gated wavelength ranges, 375nm to 425nm and 475nm to 525nm, is 20.76% at 400nm and
14.38% at 500nm according to the manufacturer'”. For the PMT a gain (photon to elec-
trons), of Gy_.. = 5.0- 106 at the typical operating voltage of -1.75kV and Gy—e=1.0- 106
for an operating voltage of -1.5kV are specified. A typical transit time, tpp, of 46ns and
a typical single-electron full width at half maximum, FWHM;_.;, of 3ns are given. In the
measurements, the PMT was operated in current-mode with a base especially designed
for current-mode operation'®. This operation mode was chosen to allow for an optimized
recording of the pulse shape of the CaWOQy scintillation light: At the beginning of the pulse,
directly after excitation of the crystal, many photons are generated within a very short
time window. To prevent saturation of the PMT signal, due to the (almost) coincident
detection of several photons, current-mode operation of the PMT was realized. Read-out
and data acquisition was performed with a digital storage oscilloscope (see below). The
PMT was 50Q2DC-coupled via a ~ 30cm long BNC cable. Mounting of the PMT to the
experimental chamber was realized with a vacuum-tight connector which permitted the
evacuation of volume in front of the PMT together with the experimental chamber!® (see

12Maya2000 Pro, Ornet, Seri Kembangan, Malaysia. Read-out is achieved via USB connection to a
computer.

130cean Optics, Dunedin, Florida.

MNo information on absolute light intensities is extracted as the geometry of the light collection with
the glass fiber changed in the different experiments.

ISPMT type 9426B, ET Enterprises, Uxbridge, United Kingdom.

16520, Thorn EMI Electron Tubes, Middlesex, United Kingdom.
Spectral range with quartz.window: ~ 180 — 850nm.

For the $20 photocathode, from Thorn EMI Electron Tubes.

'8 This base was constructed and built by Werner Krétz, TU Miinchen [103].

9This connector also holds the wavelength filter used.
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figure 4.1). The different settings (PMT voltage and trigger configurations) used in the
individual experiments, laser excitation and ion-beam excitation, are described in sections
I11/4.3 and III/4.4, respectively.

In appendix C.4, different measurements that were performed to characterize the sig-
nal saturation, response linearity, baseline drift and impulse reaction of the used setup
(PMT, base and electronic readout circuit) are presented and discussed. In some of these
measurements a fast and highly linear photodetector, a Si-PIN diode (see appendix C.3)
was used as reference detector.

Data Acquisition with the Storage Oscilloscope

For the read-out of the PMT signal and the acquisition of the decay-time spectra, a digital
4-channel storage oscilloscope? with a bandwidth of 500MHz was used. The typical
rise time is specified as 0.75ns and thus faster than all other times considered?'. The
PMT and the respectively used trigger source (see sections I111/4.3 and 111/4.4) were each
502D C-coupled to input channels of the oscilloscope. Stable triggering was performed
with a rising-edge or falling-edge trigger, respectively. To reduce the impact of noise
and statistical fluctuations on the data, i.e. to improve the signal-to-noise ratio, for each
measurement a large number of individual pulses is averaged to obtain the final, recorded
pulse shape. The software installed on the oscilloscope not only allows to save individual
pulses but also to perform on-line mathematical operations on the data during acquisition.
This software can be used to perform online averaging of N, pulses (N, < 1,000,000)
without storing each individual pulse. Thus, the amount of data that has to be stored and
processed is greatly reduced. For each new pulse p; that is added to the pulse averaged up
to the last step P;—1 a recursive summation is performed??. The procedure implemented
in the software is described by the recurring operation:
1 i—1

Di=—<-pi+
7

$Pim1 (4.1)

It should be noted, that this recursive-summation procedure can prevent the detection
of very long decay times (= several 100us) at very small signal heights (< a few mV) as
discussed in appendix D.2.

In the two types of experiments, laser and ion-beam excitation, highly different maximum
pulse heights of the scintillation light were observed. Thus, for an effective signal-to-noise
(S/Nstat, statistical noise) improvement different numbers of pulses were used for averag-
ing. Typical pulse heights in the ion-beam excitation experiments amount to ~ 5mV. For
these experiments, typically 50,000 pulses were averaged, resulting in 1o widths of the
baseline of ~ 4.0 - 1073mV. Thus a typical S/Ngtar of ~ 1.3 - 103 was achieved. For the
acquisition of 50,000 averaged pulses, ~ 1 hour of measurement time was needed. Typical
pulse heights in the laser-excitation experiments amount to ~ 0.5V. In these experiments
5,000 pulses were averaged, resulting in 1o widths of the baseline of ~ 0.13-1073V. Thus a
typical S/Ngzq¢ of ~ 3.8-10% was achieved. For acquisition of 5,000 averaged pulses around
five minutes of measurement time were needed. The chosen settings of the vertical and

20Waverunner 6050A, LeCroy, Chestnut Ridge, USA.

21The influence of this rise time on the signal pulse-shape is included in the determination of the impulse
reaction of the used setup (including the oscilloscope), see appendix C.4.4.

22Gee manual of LECROY Waverunner 6000A series oscilloscopes.
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timing resolutions in the individual measurements, as well as the resulting measurement
uncertainties are presented in appendix C.4.5.

The combination of all measurement uncertainties of the decay-time measurement setup
(PMT and data acquisition, statistical and systematical) as well as the corresponding error
evaluation are presented in appendix C.4.6.

4.2.4 Optical Filters

Two different optical filters (25mm diameter each) were used in front of the PMT to ob-
serve decay-time spectra for selected wavelength ranges of the CaWOQ, scintillation light.
These filters exhibit central wavelengths (CWL) of 400nm (£5nm) and 500nm (£5nm),
respectively, with FWHM of the bandpass regions of 50nm (£5nm) according to the
producer?. Filters with these CWLs were chosen in order to selectively investigate the
CaWOy scintillation light in the regions dominated by "intrinsic” (blue light, 400nm fil-
ter) and “extrinsic” (green light, 500nm filter) light generation (see definitions in section
I11/2.2.1 and chapter I11I/3.1). The broad bandpasses were chosen to allow for a maxi-
mized light collection with the PMT while still concentrating on the relevant wavelength
regions. A maximized light collection efficiency is especially important for the experiments
with ion-beam excitation as in these measurements only very small light intensities can
be expected (see appendix C.11).

To allow an estimation of the light detection efficiency of the complete setup (used in the
data analysis, see chapter III/5), the relative amount of CaWOy scintillation light passing
through the filters has to be determined. For this purpose the relative transmissions of the
filters are needed. For a description of the conducted measurements and the procedure
used for the determination of the relative transmissions, see appendix C.5. In table 4.2, the
determined relative filter transmissions Trowr, v for the scintillation light of CaWO, at
two different temperatures 7', T'= RT (room temperature) and 7' = LT ~ 20K (low tem-
perature) and for the different filters CW L = 400nm (400nm filter) and CW L = 500nm
(500nm filter) are presented.

’ filter CW L ‘ temperature T ‘ relative transmission T'r ‘

400nm RT TT4OOnm,RT ~ 32%
400nm LT T7”400nm7 LT~ 35%
500nm RT TTSOOnm,RT ~ 15%
500nm LT Tr500nm7 LT =~ 15%

Table 4.2: Estimated relative filter transmissions for the CaWO, scintillation-light spectrum at
room temperature (~ 300K) and low temperature (~ 20K).

The changes in the relative transmission with temperature roughly reflect the changes
in the spectral composition of the CaWOQ, scintillation-light spectrum with temperature,
e.g., for low temperature more blue light is produced, changing the shape of the spectrum
slightly so that, at low temperatures a larger fraction of the scintillation light is within
the region of the 400nm filter (see discussion in section II1/3.2.3).

23400nm (500nm) CWL, 25mm diameter hard-coated bandpass interference-filter, T84-781 (T84-783),
Edmund Optics, Barrington, USA.
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4.2.5 Cooling System

For cooling of the CaWOy, crystal, a cryocooler?® was used. At the head of the cryocooler,
two temperature stages can be found. The center stage (cold stage) allows for a connection
to the lowest temperatures achievable with the cooler (~ 20K for the setup used with a
cool-down time of ~ 50 minutes). The outer stage (concentric around the center stage)
which can be used for the installation of a radiation shield is only cooled to ~ 190K in the
setup used. The cooler was installed on top of the experimental chamber as depicted in
figure 4.1. The cold stage of the cooler is elongated by a coldfinger (copper with a brass
head). The length of the complete coldfinger is chosen such to position the CaWOy crystal
exactly in the center of the experimental chamber. The head of the coldfinger is made
out of brass to assure good thermal contact and good mechanical handling and stability?®.
In order to achieve low temperatures and fast cooling times of the coldfinger, a thermal
radiation shield (copper) surrounding the coldfinger was introduced. This radiation shield
was coupled to the outer stage of the cooler. Thermal and mechanical coupling of the
crystal to the head of the cryocooler was achieved with a brass plate fixed to the head of
the cryocooler with two screws as depicted in figure 4.2. Contrary to the coldfinger, the

thermal

[N electrical
radiation .
shield connections

to heater/

coldfinger thermometer
with brass at coldfinger
head

Cawo,

crystal

connector

with brass|

plate and

SCrews

Figure 4.2: Lower part of the coldfinger of the cryocooler: The copper thermal radiation shield
surrounding the copper coldfinger with brass head can be seen. The CaWO, crystal (view onto the
largest side of the (20x10x5)mm? crystal) is attached to the coldfinger with a brass plate and two
screws ensuring thermal contact, mechanical stability and free access to the crystal from almost
all directions. In addition, the cables connecting the heater and thermometer (mounted at the
coldfinger inside the radiation shield) can be seen.

CaWOQy crystal could not be surrounded by a thermal radiation shield due to several rea-
sons: On the one hand, the CaWQy crystal has to be accessible to the different excitations
(laser-light beam and ion beam) and to the optical observations (PMT and spectrometer).
On the other hand, the amount of material in the vicinity of the CaWOQO, crystal should be
minimized to avoid excitation of other materials (except for the CaWOy crystal) by the
ion beam (possible y-production, see discussion in appendix C.9) and to reduce surfaces
where the laser light could be reflected (see discussion in appendix C.10.2).

24 Coolstar, Edwards, Crawley, United Kingdom.
25In principle, the head of the cryocooler could also have been made from copper, however, brass is
harder and thus easier to machine and to handle.
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4.2.6 Temperature Measurement

To determine the temperature of the setup during the experiments, a PT100%¢ was installed
at the head of the cryocooler inside the radiation shield, together with a heater resistor
for fast warmup.

Thermometer

The location of the thermometer was chosen to be inside the radiation shield to avoid
material close to the CaWOy, crystal that could be excited by the ion beam or reflect laser
light. This position, unfortunately, prevents exact determination of the crystal tempera-
ture as there could be a temperature gradient between the coldfinger (surrounded by the
radiation shield) and the CaWOQOy crystal. Thus, this thermometer was used to monitor
the temperature reached by the cryocooler and can only be regarded as a rough indicator
for the crystal temperature. As inside the thermal radiation shield only limited space is
available, a small thermometer, the PT100, was chosen. With the PT100, it could be ob-
served that the low temperature plateau reached by the cryocooler decreased in the course
of the first three low-temperature measurements®’. This can be attributed to the fact
that the cryocooler had not been used in a long time before employing it in the presented
measurements. For all measurements conducted afterwards, no difference in the temper-
ature indicated by the PT100, i.e. the temperature of the cryocooler, could be observed.
However, correct determination of the crystal temperature is desirable in the analysis of
the data for the model evaluation.

Temperature Determination

For the determination of the temperature of the CaWOQy, crystal, the highly temperature
dependent (see section 111/2.2.3), slow decay time of the scintillation light of the CaWQOy,
crystal, Tomeas(T), can be used, independent of the excitation mode?®. Especially in the
temperature range reached with the cryocooler of around 20K, the decay kinetics is very
sensible to small temperature changes: Changes in the decay time by a factor of ~ 1.5
(~ 50us to ~ T5us) can be observed for a temperature change from ~ 25K to 20K and,
for a change of ~ 1K at 20K, a change in decay time of ~ 9% has been observed (compare
section I11/2.2.3). Thus, the scintillation light of the CaWO, crystal itself can be used
as a thermometer. For the temperature dependency of the decay time, a mathematical
model as described in section I1I/2.2.3 (the three-level model from [41]) can be used to

26 A PT100 is a standardized platinum resistance thermometer.

2"The first experiment was the excitation of crystal Olga with the Iodine-beam using the 400nm filter at
room temperature and low temperature, followed by the the same experiments using the 500nm filter. The
third experiment was the excitation of crystal Philibert with the Iodine-beam using the 400nm filter at
room temperature and low temperature. In this low-temperature measurement, the PT100 reading showed
the same value as in all following low-temperature measurements.

28 Justification of the assumption that this slow decay time is in fact independent of the excitation used
(in the present case: two-photon excitation with the laser light or ion-beam excitation) is given in section
I11/3.2.4 theoretically and in section II11/4.7.2 experimentally. For the procedure used to determine this
slow decay time see appendix C.8.
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express the relationship between temperature 7" and observable decay time Ty (T)%:

D
1 Btk e T e
_AEme Y KeeTReT (4.2)

7_means(jj) 1 _|_ 6_1637~T

with the following parameters:

ki = 1.79-10%7!
ke = 1.58-10°7!
K = 9.51-10%!
D = 4.40-107%V
AE = 0.320eV (4.3)

In appendix C.6, the determination of these parameters for the measurements presented
here is described. This model allows the determination of the temperature of the CaWOQOy,
crystal during a measurement if the slow exponential decay time of the scintillation light
is determined.

4.3 Setup Used for the Two-Photon Excitation: N, Laser

In the following, the laser and the setup used for the experiments with two-photon exci-
tation are presented.

4.3.1 The N, Laser

A PSX-100 excimer laser?’ was used. The laser is a compact, portable, air cooled light
source3! that can be operated with the usual one phase 230V power grid. Pulses with
typical durations of ~2.5ns, mJ pulse energies and repetition rates of up to 100Hz can be
produced. A simplified sketch of the laser and its working principle is presented in figure
4.3.

The gas volume of the laser can be filled and evacuated via a gas in- and outlet. In the
presented experiments, the laser was operated at a pressure of ~ 450mbar of nitrogen 5.0
(purity 99.999%). Photons from the main laser line of nitrogen exhibit a wavelength of
337.1nm with a band width of 0.1nm [99]. The gas volume is enclosed within partially
transparent mirrors at both ends®?. Laser activity is achieved by a high voltage (HV)
discharge (across the gas volume) between the two electrodes controlled by a fast switch.
This discharge effectively populates the upper lasing level which has an intrinsic lifetime

ZNote that in this context this model is just used for describing the dependency of the observable decay
time on temperature without assigning physical meanings to the model parameters. The "radiative” and
"nonradiative” decay times calculated with this three-level model do not correspond to the "radiative” and
"nonradiative” decay times in the developed model presented in section I111/3.1.

3°MPB Communications Inc., Montréal, Canada. Specified gases by the producer: Fa, ArF, KrCl, KrF,
XeCl and XeF.

31Dimensions (length x width x height): (30x26x21)cm?®, weight: 13.4kg.

32To obtain laser action in a Ny-gas laser, no repeated passage of the photons through the laser medium
is required. The gain for spontaneous and stimulated emission of the N2 gas is so high that, in principle,
no mirrors are needed at all: Already after one passage of the produced photons through the laser volume,
the complete material is excited and no more amplification can be obtained [99]. For this reason, a Na-gas
laser is often called a superradiant laser [104].
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Figure 4.3: Simplified sketch of the laser and its working principle. For details, see main text.

of ~ 20ns [99]. The lower lasing level, a metastable level, exhibits a lifetime of the order
of 10us [99]. Electrons decayed to the lower lasing level are able to absorb the generated
laser light and, thus, account for losses growing with time in the lasing process. These
increasing losses lead to a decrease in gain with time and, thus, to a termination of the
laser pulse for times shorter than the intrinsic lifetime of the upper laser level. This self-
terminating effect of the laser activity enables pulse lengths of the order of ~ 2ns [99].
The light produced by the discharge is a composition of coherent, fast light emitted at
the laser-line wavelength and spontaneous emission close to the laser line. Nonetheless,
the wavelength spectrum as well as the time structure of the emitted light is strongly
dominated by the laser line (see discussion in section I111/4.7.3). The produced light pulse
can escape the laser via the front and back window (apertures). The front window can be
closed with a shutter, the back window can be closed with a cap.

Operation of the N> Laser

Before operation of the laser, the gas volume was flushed with high-purity nitrogen and
evacuated (with a dry membrane pump) several times to assure that no residual impurities
remain within the volume. For the measurements, the laser and the photomultiplier were
each operated with individual isolating transformers to suppress electric crosstalk of the
discharge pulse onto the PMT. For this purpose, iron plates were positioned between the
laser and the PMT to serve as additional electromagnetic shielding. While these measures
greatly suppressed the noise on the PMT signal®?, nonetheless, some electric crosstalk
remained on the PMT signal (see discussion in appendix C.4.3). For the operation of the
laser, typical pulse repetition rates of ~ 60Hz to ~ 85Hz were used3*. The power output
for individual pulses varied by an amount of up to £15% (see section III/5.2). This
variability in the signal intensity was already qualitatively visible by eye when watching

33 A reduction of the amplitude of induced noise by a factor of ~ 5 was achieved.

34Pulse-repetition rates of this order of magnitude correspond to pulse intervals of ~ 12 to ~ 17ms.
Therefore it is assured that the excitations created in the CaWOy crystal have decayed before the start
of the next pulse (compare to the slow decay-time component for the complete temperature range, as
discussed in section 111/2.2.3).
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the luminescence light produced by laser light incident on a sheet of white paper3®. By
measuring the size of the luminescent spot on the white paper at a distance of 0.15m
and 3.5m from the center of the laser, the beam dimension and beam divergence can
be estimated: At a distance of 0.15m, the beam exhibits a size of ~ (3x3)mm?, at a
distance of ~ 3.5m the size increases to ~ (20x15)mm?. From these observations, it can
be concluded, that the laser beam possesses a dimension (height x width) of ~ (3x3)mm?,
in accordance with the values stated in the data sheet of the laser. The beam divergence
can be estimated to amount to ~ 2.5mrad in each direction, close to the value given in

the data sheet (beam divergence (height x width): (3x3)mrad?).

4.3.2 Complete Setup
Overview of the Setup

In figure 4.4, a sketch of the complete experimental setup as employed in the laser-
excitation experiments is presented. Simplified light paths are indicated: The laser-light
beam is shown in violet whereas CaWOQy scintillation light is shown as blue lines. In the
center of figure 4.4, the Ny laser, emitting in both directions, can be seen. The complete
laser-light paths outside of the experimental chamber were enclosed in a black, light-tight
housing (not depicted in the figure) to suppress stray light and to prevent laser light
escaping the experimental setup.

Trigger Source

On the right hand side of the laser, the setup used for triggering is shown: The laser light
escaping the rear exit of the laser is reflected at a sheet of white paper and detected by a
fast photodetector (Si-PIN diode, see appendix C.3). The large and the fast signal of the
Si diode provided a stable trigger source in all laser-excitation measurements.

Injection of the Laser Light into the Experimental Chamber

The laser light escaping the front (left) exit of the laser entered the experimental chamber
via a vacuum-tight flange with a fused quartz window (thickness: 3mm). Fused quartz
was chosen to achieve transmission of the UV laser-light into the experimental chamber.
The left edge of the laser was positioned at a distance of 55cm from the center of the
experimental chamber and, thus, from the CaWQ, crystal. Choosing a large distance of
the laser to the crystal has the advantage that less recombination light reaches the crystal
due to its larger divergence (see discussion above).

Components Installed in the Experimental Chamber

On the left-hand side of figure 4.4, the experimental chamber with the attached PMT
and glass fiber can be seen. A closer view to the experimental chamber and the installed
components is shown in figure 4.5, with a zoomed-in view onto the CaWOQ, crystal on the
right-hand side.

35For manufacturing white papers, it is very common to employ optical brighteners. These chemical
compounds absorb light in the invisible ultraviolet range and reemit light in the blue range. This technique
is used to make white paper appear "whiter” as it emits more visible light than obtained by simple reflection.
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Figure 4.4: Sketch of the setup as used in the laser-excitation measurements (top view). From
left to right three main components are shown: The experimental chamber containing the CaWO,
crystal, the Ny laser, and the Si-PIN diode used for triggering. The UV laser-light path is depicted
in violet, the CaWQy scintillation-light path is shown in blue.
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Figure 4.5: Close-up view of the setup. To the left, the experimental chamber and all contained
components are shown. On the right hand side a zoomed-in view onto the CaWOy crystal can be
seen. In this sketch the idealized, simplified light path within the crystal can be recognized: The
repeated reflection of laser light at the crystal surfaces is indicated as violet zig-zag line.
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Focussing of the Laser Light and Anti-Reflectance Installation

In order to obtain two-photon excitation (TPE) with the laser light, it has to be focussed
onto the crystal. For this purpose, a UV-VIS (ultraviolet and visible) coated quartz lens3¢
was installed inside the chamber between two aluminum discs used as apertures. The
lens was positioned at a distance of 4.5¢m to the center of the CaWQy crystal to achieve
maximum focussing. (For a detailed discussion of the influence of the lens position on the
produced scintillation light, see section I111/4.7.3.) The apertures before and after the lens
have a diameter of 1cm each. They are installed to restrict the entrance of recombination
light without cropping away too much intensity of the laser light37. To prevent light from
being reflected at the apertures, the aluminum discs were painted with black, antireflective
color®®. To further diminish the amount of laser light directly reaching the PMT, two
additional components were installed in the experimental chamber: An aluminum cylinder
with cone-shaped groove was installed opposite to the PMT as light trap also painted
black3?. A (dark grey) plastic tube with a small aperture (diameter 4.0mm) was introduced
to restrict the observation angle available for the PMT. The aperture was positioned at a
distance of only 3.5cm to the center of the CaWQ, crystal so that the free line of sight
onto the PMT was virtually reduced to light originating directly from the CaWOy crystal.
Despite these measures, there was still laser light visible on the decay-time spectra recorded
with the PMT. As source of this remaining scattered light, the reflection of laser light at
the CaWOy crystal itself could be identified. This process is indicated on the right-hand
side in figure 4.5 in the zoomed-in view of the crystal. The repeated reflection of laser light
at the inner surfaces of the crystal are indicated as violet zig-zag line. Hence, no further
reduction of scattered laser light on the PMT signal could be achieved (see discussion in
section 111/4.7.3).

Position of the CaWQ, Crystal

In figure 4.6, photographs of a CaWQy crystal installed in its holder in the center of the
experimental chamber are shown. The surfaces (size: (10x20)mm?) perpendicular to the
laser beam were polished to optical quality (see section III/4.1.2) to prevent increased
scattering or absorption of the laser light by defects at the surface®®. In this way, the
laser light could penetrate the complete volume of the crystal. The surfaces at the side
of the crystal facing the PMT and the opposite side (size: (5x10)mm?) were roughened
(see section I11/4.1.2) to enhance the amount of light escaping the crystal in all directions,
as discussed in section I11/4.1.2. In figure 4.6 b), it can be seen that, indeed, the laser
beam penetrates and excites a volume spreading over the complete thickness of the crystal.
The fact that the total side-face of the crystal seems to glow, reflects the efficiency of the

36UV double-convex lens, T48-844, Edmund Optics, Barrington, USA. Technical data: Diameter 25mm,
center thickness 5.52mm, radii 54.14mm, effective focal length 60mm, UV-VIS coated for anti-reflectance.

3"Due to the beam divergence determined above, a diameter of the laser beam of > 5.5mm is expected at
the location of the lens. The apertures additionally help to suppress the entrance of light into the chamber
that was reflected several times within the lens and would leave the lens in its edge regions under arbitrary
scattering angles. In this way the intensity of laser light scattered directly onto the PMT and spectrometer
could be diminished.

3$NEXTEL Velvet-Coating 811-21, Mankiewicz Gbr. & Co., Hamburg, Germany. Ultra-low reflectivity
optical paint.

39The paint used was also the highly antireflective 3M black velvet paint.

40 As discussed in section ITI /2.1.3, defects are expected to exhibit decreased band gaps and could thus
act as absorption centers for the laser light. A non-polished or even roughened surface of the crystal could
contain an enhanced density of such defects.
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4.3 Setup Used for the Two-Photon Excitation: No Laser

a) b

plastic
tube

excited

crystal \
volume

wuwg|

crystal
holder

Smm
lens

aperture

Figure 4.6: Photos of one of the investigated CaWOQy, crystals ((5x10x20)mm?) installed in the
setup used for the laser-excitation measurements (view through the flange opposite to the PMT
with the trap for reflected light removed). In figure a), the crystal in its holder attached to the
coldfinger (center), the lens aperture (right) and the plastic tube (grey circular surface behind the
crystal) can be seen. In figure b), a closer view to the crystal installed in the same setup is shown.
This photo was not taken perfectly perpendicular to the small side-face of the crystal, but with a
small angular misalignment. Hence, also part of the large, polished (left) surface of the crystal can
be seen. For this photograph, the CaWOQ, crystal was excited by the pulsed Ny laser-beam. The
dark blue, luminous area corresponds to the small side-face of the crystal, the horizontal, lighter
blue region in its center corresponds to the track of excitons excited by two-photon absorption of
incident laser photons. To the left of the blue-glowing side-face of the crystal a small, intensely
blue, sharp line can be recognized. This line depicts a view onto the excited volume through the
polished, large face (left side) of the crystal.

roughened surface in scattering the produced scintillation light into arbitrary directions.
The thickness of the thin blue line, visible to the left of the side-face of the crystal,
corresponds to the real, radial extent of the crystal volume excited by the laser beam. A
detailed discussion of the geometry of the laser beam, i.e. its focussing, and the produced
excitation can be found in section II11/4.7.3 and appendix C.10.2.

Solid Angle of Observation with the PMT

From this description of the geometry of the setup, the solid angle observable with the
PMT can be estimated. The value of the solid angle of observation Q7 = 8.2-107* (see
appendix C.7.1) is used for the analysis of the measurements as it determines the fraction
of the generated scintillation light that is detected, i.e. the geometrical detection efficiency
of the system (see appendix C.11).

Prior to the measurements, the experimental chamber was always evacuated to allow
cool-down of the crystal and to prevent scattering at or excitation of gas atoms by the
laser photons. With the described setup, the measurements of the CaWQO, decay-time and
wavelength spectra under laser-excitation were performed. An overview of the different
performed measurements can be found in section I111/4.5.2.
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4.4 Setup Used for the Ion-Beam Excitation: Tandem Ac-
celerator

In the following, the working principle and the chosen settings of the tandem accelerator
as well as the employed experimental setup used in the ion-beam excitation measurements
are presented.

4.4.1 The Tandem Accelerator

To obtain a beam of ions of the desired type, Cs ions (produced by a heated Cs-source)
are generated and accelerated towards the source containing the atoms of the desired type
in solid form. The Cs ions sputter atoms from the surface of the source that get nega-
tively ionized in the process of escaping the source (pick up of electrons from a Cs layer).
These ions are extracted with the help of the so-called extraction voltage. After passing a
preselection (typically single-ionized ions are selected), they are subjected to the so-called
pre-accelerator voltage (~ 200keV). Subsequently, they are injected into the accelerator
tube where they traverse and get accelerated by the terminal voltage for the first time
until they reach the middle of the accelerator where they pass through a stripping foil.
Penetrating the foil leads to a loss of several electrons of the ions resulting in multiply
charged, positive ions. These are accelerated by the terminal voltage again, concordantly
to their charge. By a 90 degree magnet, the desired ions (charge and respective energy)
can be selected. With electro-magnetical lenses and deflection magnets installed in the
beam-line, the beam of ions can be focussed (or defocussed) and guided through the beam-
line to the respective experimental chamber.

Pulsing of the beam is achieved by a chopper (cutting away parts of the originally con-
tinuous beam) and a buncher (compressing the excised, surviving ion packages in time)
on the low-energy side of the accelerator. Additional pulse shaping and shortening can be
achieved with a high-energy chopper cutting away smeared-out tails of the ion pulses left-
over by the bunching process. The achieved pulse widths of the ion pulses typically amount
to 2 to 3ns [11, 105, 77]. The complete pulsing process is controlled by the pulsing of the
low-energy chopper. This pulsing is performed on the basis of a 5MHz frequency genera-
tor. Pulse-repetition rates of inverse powers of 2 of this frequency (51\;{{ 2 nelN,n<12)
can be chosen. To produce even smaller repetition rates (larger pulse intervals), an exter-
nal pulsing can additionally be used. For this purpose, a +5V TTL-signal of the desired
frequency has to be added as envelope function to the internal pulsing of the low-energy
chopper. This envelope function opens a time window for accepting internally created
pulses (from the chopper-pulsing) that are allowed to be transmitted to the chopper. In
this way, for an external pulsing of, e.g., 1kHz with a pulse width (acceptance-window
width) of 50us and an internal pulsing of 51%512 ~ 19.5kHz, corresponding to 51.2us, only
every 19th or 20th internally created pulse will be transmitted to the chopper. Hence, the
created pulsing exhibits a frequency of roughly 1kHz where almost alternately every 19th

and 20th internally created pulse leads to the generation of an ion-beam pulse.

A more detailed description of the basic working principle of the tandem accelerator at
the MLL as well as of the procedure to produce pulsed ion beams can be found, e.g., in
[11, 105, 77] and references therein.
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Chosen Settings of the Tandem Accelerator

As discussed in section I11/4.1.4, pulsed beams of Oxygen and Iodine ions were used for
the dense excitation mode of the CaWOQO, crystals. For these measurements, six days of
beamtime at the tandem accelerator of the MLL could be used. In the following, the set-
tings of the accelerator for the pulsed ion-beam production and the resulting ion energies
are presented.

In principle, ion energies in the range from ~ 5keV up to ~ 100keV would be optimal?!.
However, the ion energies produced by the tandem accelerator cannot be chosen arbitrar-
ily: For small ion energies, on the one hand, the beam production (mainly influenced by
the terminal voltage) and the beam guidance get highly unstable. On the other hand, it
holds true that the smaller the ion energy, the smaller the light yield and, thus, the possibly
achievable statistics for the decay-time measurements and accordingly for the pulse-shape
determination. Hence, an ion energy within the accessible range of the tandem accelerator
(a few tens of MeV) that is estimated to deliver a large enough amount of detectable light
was chosen: For both types of ions an energy of ~ 35MeV was realized (see below). In
this context, it has to be noted that the comparably large ion energies are no intrinsic
disadvantage for the model test (see section I11/3.3).

Sharply defined, fast excitation pulses are needed to determine the pulse shape of the
CaWOQy4 scintillation light, especially at the beginning of the pulse, where the influence of
the quenching process is large. In addition, the pulsing frequency has to be adjusted to
match the slow decay times of the scintillation light in order to assure that all excitations
in the crystal have decayed at the arrival time of the next pulse. In particular, it has to
be taken into account that the decay time increases strongly with decreasing temperature.
For the temperatures used in the measurements, ~ 300K and ~ 20K (see section I11/4.5),
the slow decay time of CaWOQ, crystals amounts to ~ 9us and ~ 7hus, respectively (see
appendix C.8). Hence, pulse repetition rates should be chosen such that several decades
of exponential decay before the start of the new pulse are possible.

The corresponding settings of the accelerator*? that were chosen for the measurements
with ion-beam excitation are shown in table 4.3.

4.4.2 Complete Setup
Overview of the Setup

The experimental setup used in the experiments with ion-beam excitation is very similar
to the basic setup shown in figure 4.1 (see section 11I/4.2.1). In contrast to the laser-
excitation experiments, no other light source than the CaWQ, crystal was present in the
experimental chamber. Hence, no apertures or light traps were needed. An overview of
the complete setup is shown in figure 4.7. The pulsed ion beam is indicated as green lines,
simplified paths of the generated CaWQy scintillation light are shown in blue.

41 These energies are supposed to be used for testing and validating the developed model in the framework
of the Dark Matter experiments CRESST and EURECA. The region of interest for the Dark Matter
experiments roughly stretches to maximal 100keV recoils, dependent on the theoretical model (see section
1/2.2).

42For the value of the terminal voltage, the analog measurement - assumed to be more precise than the
digital measurement - is taken.
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’ ion species H 160 \ 1277
charge o+ 6+
extraction voltage [MV] || 0.01785 | 0.01708
pre-accelerator voltage [MV] 0.1477 0.1290
terminal voltage MV] 5.796 4.946
ion energy [MeV] || 34.942 34.768
pulsing frequency (T ~ 300K) [kHz] || 9.765625 | 19.53125
pulse interval (T ~ 300K) [us] 102.4 51.2
pulsing frequency (7'~ 20K)  [kHz] 1 1
pulse interval (T ~ 20K) [ms] 1 1

Table 4.3: Settings of the accelerator and pulsing employed in the different performed experiments
with ion-beam excitation: Pulsing for measurements at room temperature (~ 300K) was performed
with the internal pulsing only. Pulsing for the measurements at low temperature (~ 20K) was
performed with the help of an external 1kHz pulsing with 50us pulse width. In this case, the
frequency of the external pulsing is given in the table.
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Figure 4.7: Sketch of the setup as used in the ion-beam excitation measurements (top view).
From left to right the following main components are shown: The connection to the beam line
of the accelerator (shutter valve), the last part of the beam line containing components for beam
adjustment and analysis (movable Faraday cup and 4-sector aperture) as well as the experimental
chamber containing the CaWQ, crystal installed in its holder. The CaWOQ, scintillation light is
depicted in blue. The pulsed ion beam is indicated as green lines.

Regulation and Evaluation of the Pulsed Ion Beam

Left to the shutter valve, prior to the experimental setup, an magnetic lens is installed
in the beam line of the accelerator (not indicated in figure 4.7). With this lens, final
adjustments of the direction of the beam as well as (de-)focussing of the beam can be per-
formed. Before connecting the experimental setup to the accelerator beam-line by opening
the shutter valve, the setup was evacuated to ~ 1-10~"mbar. Rough analysis of the beam
current (ions per pulse) could be accomplished via the removable Faraday cup installed in
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the beam line. Investigation and evaluation of the direction and geometrical broadening
of the beam was achieved by using the 4-sector aperture. This aperture contains four
separate sectors surrounding the central beam line. The beam current incident on each
sector can be read out individually. Additionally, the spacing between the four sectors,
i.e., the dimension of the central beam line, can be adjusted. In this way, the beam direc-
tion and its elongation in all directions can be determined. For details on the determined
geometrical shape of the ion beam and the analysis of the time structure of the pulses, see
section I11/4.7.3.

Components Installed in the Experimental Chamber and Position of the CaWOQO,
Crystal

In figure 4.8 a), a zoom into the experimental chamber, in figure 4.8 b), a photograph of
a CaWOy crystal excited by the ion beam are shown. To obtain enough light intensity to

a) b)

CaWo, spectral filter

scintillation = o
light

beam dump

pulsed ion
beam

13cm

polished
crystal face

‘ light-tight cover ‘ ‘ viewing port ‘

Figure 4.8: Panel a): Zoom into the setup as used in the ion-beam excitation measurements
(top view): The experimental chamber and all contained components are shown. The idealized,
simplified paths of the scintillation light (blue lines) can be recognized. The complete, large
surface of the crystal is exposed to the defocussed ion-beam (green lines). Panel b): Photo of one
of the investigated CaWQy, crystals ((5x10x20)mm?) installed in the setup used for the ion-beam
excitation measurements. The photo was taken in side view through the viewing port of the flange
opposite to the PMT. The crystal scintillating under ion-beam excitation (blue glowing area) can
be seen (angle of view: 45°). The black line visible in the upper region of the crystal is the shadow
of a cable of the thermometer connection of the cryocooler (see section I11/4.2.5).

take a photo, the pulsing of the ion beam was set to 5MHz so that the crystal was excited
every 0.2us by a pulse of ions. In the close-up view of the setup, the simplified light paths
of the generated scintillation light (blue lines) can be recognized. The ion beam incident
onto the CaWO, crystal is depicted in green. In this setup, the CaWQ, crystal is oriented
in a 45° angle in relation to the ion beam to enhance the size of the crystal area observed
with the PMT. The large, (10x20)mm? surface of the crystal facing the ion beam and the
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PMT was polished to optical quality, all other surfaces were roughened to enhance the light
output of the crystal. For the definition of the surface treatments, see section I111/4.1.2.
The surface penetrated by the ions was polished in order to avoid enhanced excitation of
defects possibly contained in a roughened surface. In figure 4.8 a), it is illustrated that the
complete crystal surface facing the incident ions was illuminated by the defocussed beam.
Onto the flange to the right of the crystal, a beam dump (made of lead) was installed
to shield radiation possibly created by the ion beam. The flange opposite to the PMT
was equipped with a viewing port to additionally allow optical analysis of the quality of
the beam adjustment, i.e., to inspect the area of the crystal surface hit by the ion beam.
During the actual measurements this flange was covered by a light-tight cap to avoid stray
light in the setup.

Solid Angle of Observation with the PMT

The solid angle of observation with the PMT in the ion-beam experiments can be estimated
from the presented setup. The value Q;p = 1.2 - 1073 (see appendix C.7.2) will be used
for the determination of the geometrical detection efficiency of the system (see appendix
C.11).

Trigger Source

In these experiments, no independent light signal could be used as trigger source (as was
possible with the laser). As discussed in section I11/4.1.4, it would also be unfavorable to
use the generated scintillation light itself as trigger source. However, the pulsing signal of
the low-energy chopper can be used as trigger source as it is correlated in time with each
produced ion pulse.

With the described setup, the measurements under ion-beam excitation were performed.
An overview of the different performed measurements can be found in section I111/4.5.1.

4.5 Overview of Measurement Campaigns

In the following, an overview of the performed measurements with the two CaWO, crys-
tal samples Olga and Philibert installed in the described setups is presented. At first,
the experiments with Iodine-beam and Oxygen-beam excitation were performed. There-
after, the experiments with two-photon excitation were conducted. For each excitation
source, a measurement with the 400nm filter at room temperature and at low temper-
ature, respectively, and a measurement with the 500nm filter at room temperature and
at low temperature, respectively, were conducted. For each of these constellations, av-
eraged decay-time spectra with the PMT were recorded. For each excitation source and
each temperature (independently of the used filter), a respective wavelength spectrum was
recorded with the spectrometer. The different measurements are labelled according to the
crystal (O = Olga, P = Philibert) and the instrument (PMT = decay-time spectrum
recorded with the PMT, S = wavelength spectrum recorded with the spectrometer) with
which they were performed as well as with a running integer number (see sections I111/4.5.1
and I11/4.5.2). A wavelength spectrum that was recorded under the same conditions (tem-
perature and excitation) as a decay-time spectrum is assigned the same respective integer
number.
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With the samples from crystal Olga, all of the described measurements were performed.
The resulting data will be used for the determination of the parameters of the developed
model and its validation (see chapter III/5). With the samples from crystal Philibert,
only some of these measurements were performed as these are only used for comparison
of the self-grown crystals with bought ones.

The procedure used for the determination of the slow decay time which was employed
for the assignment of the temperature of the CaWOQOy crystal during the measurement (see
section II1/4.2.6) is presented in appendix C.8. The standard temperatures during the
measurements were ~ 300K and ~ 20K, respectively.

4.5.1 Ion-Beam Excitation

The following measurements were performed with ion-beam excitation and will be used for
the model evaluation and comparison of the crystals. An overview of these measurements
can be found in table 4.4.

PMT spectrometer
crystal ion Teryst || meas. no. | filter tr meas. no.
beam K] PMT [us] spectrum
298 OlPMT 100 O]-S
400nm
127] 29 O2pMmT 2000 02g
298 O3pMmT 100 -
Olsa 57 | Odpaer | V™ 500 :
& 309 | Obpmr | 400 | 100 5
166 ||_20_|| OBpmr 1000 -
300 O7pMmT 100 O7s
500nm
21 O8pMmT 1000 O8g
308 P1 100 P1
127 PMT )
I 20 Popnr | 00 00 P2g
Philibert 16 302 P3pwmT 100 P3g
0 18 Papyr | 00 o0 P4g

Table 4.4: Overview of the measurements performed under ion-beam excitation: Displayed are the
investigated crystal, the ion type used for excitation, the crystal temperature Te, s, the decay-
time spectrum measurement-number, the used optical filter and record length ¢,; as well as the
wavelength spectrum measurement-number.

The employed ion-beam pulse repetition-rates can be found in table 4.3 in section 111/4.4.1.
All decay-time spectra were recorded with a PMT voltage of -1.75kV. Typically 50,000
individual PMT pulses were averaged for each measurement*® (see section I11/4.2.3). To
achieve sufficient light outputs for the recording of the wavelength spectra, the basic
5MHz frequency of the chopper of the accelerator was used, producing a pulse of ions

4311 the measurement O6pnT, even more pulses (112,000) were averaged as the additional noise com-
ponent on the baseline (discussed in appendix C.4.3) was strongly visible and further reduction of the
statistical noise was aimed at. In measurement P5pmT, which was the last run in this beam time only
30,000 pulses were averaged.
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every 0.2us**. For the recording of the wavelength spectra with the spectrometer, integra-
tion times of 30s (Iodine beam) and 10s (Oxygen beam) were used. As already discussed
in section II1/4.2.6, in the first two cold measurements (O2pp and O4pyr), the cry-
ocooler did not reach its final low-temperature plateau. However, as can be seen from the
values for the crystal temperature given in table 4.4, in all following measurements, the
realized low temperature was approximately the same. The slightly elevated temperatures
(309K and 308K) in the measurements O5pnT and Plpyr, respectively, can be assigned
to an elongated heating procedure of the cryocooler after preceding low-temperature mea-
surements (see discussion in appendix C.8). The comparably small temperature (18K)
determined for the measurement P4pygT should be treated with care, as this value most
probably reflects an artifact of the procedure used to determine the temperature (for
details, see appendix C.8).

4.5.2 Two-Photon Excitation

The measurements performed with laser excitation which will be used for the model eval-
uation and crystal comparison are listed in table 4.5.

PMT spectrometer
crystal Teryst || meas. no. | filter trl meas. no.
K] PMT [s] spectrum
298 || O9pmt 10/100 -
Olea 50 | OT0pmr | 00N 57700/7000 -
& 208 | Ollpmr | oo | 107100 Ollg
21 || O12pmT 10/100/1000 012
N 208 || Phpmr 10/100 P5g
Philibert | —r =56 1 290%™ 57700/1000 P6s

Table 4.5: Overview of the measurements performed under laser excitation: Displayed are the
investigated crystal, its temperature 7,5, the decay-time spectrum measurement-number, the
respectively used optical filter and the different used record length ¢,; as well as the wavelength
spectrum measurement-number.

The used settings of the laser can be found in section 111/4.3.1. The decay-time spectra
were recorded with a PMT voltage of -1.5kV. In each measurement, 5,000 individual PMT
pulses were averaged (see section I11/4.2.3). Due to the large amount of scintillation
light observed in these measurements the same settings of the laser could be used for the
recording of the wavelength spectra. An integration time of the spectrometer of 20s was
used. As can be seen from table 4.5, each decay-time measurement was repeated with
multiple record lengths and, hence, different time resolutions (see discussion in appendix
C.4.5). For a short discussion of the exceptionally small temperature (18K) determined
for the measurement P6pyT, see appendix C.8.

44In order to avoid the production of radiation damage due to this increased ion intensity, the exposure
times were kept short. Decay-time spectra before and after such a measurement were compared to check
for changes in the light-emitting properties. No changes could be observed.
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4.6 Data Preprocessing

Before analysis, the data (wavelength and decay-time spectra) obtained in the measure-
ments presented above are preprocessed, as described in the following.

4.6.1 Wavelength Spectra

The recorded scintillation-light spectra and dark spectra are imported into a ROOT [106]
environment. The data for wavelengths above 800nm where no intensity due to the scin-
tillation light of CaWQ, has to be expected is used for the determination of a possibly
remaining DC offset. In the first step of the data preparation, the determined DC offset is
subtracted from the data. In the next step, the spectral response of the setup (spectrome-
ter and glass fiber) is corrected by multiplication with the wavelength dependent correction
factor CF(\) according to the procedure described in appendix C.2.2. In addition, for
each corrected spectrum the position of the maximum of the scintillation light Apax is
calculated. This is accomplished with the help of a running average filter over +4 chan-
nels, corresponding to around 4+2nm, to suppress the influence of statistical fluctuations.
With this running average filter, also the respective value of the maximum intensity (as
average of the central value £4 channels) is determined. This value is used to normalize
the maximum of each spectrum to unity to allow for an easier qualitative comparison (see
section I1I/4.7.1). Before analyzing the data, the systematical and statistical errors (as
determined in appendix C.2.3) are assigned to the individual data points.

4.6.2 Decay-Time Spectra

The recorded decay-time spectra (typically averages of 5,000 or 50,000 individual PMT
pulses) are imported into a ROOT [106] environment. Data points from the baseline be-
fore the pulse are used to produce a baseline histogram which is employed to calculate
the DC offset of the pulses?®: A histogram of the voltage values in the selected region
is compiled. This histogram is fitted with a gaussian where the mean of this gaussian is
identified with the remaining DC offset. This DC offset is subtracted from the data and
the voltage coordinate of the pulses is reverted to yield positive pulses. The one-sigma
width of the baseline histogram is used to determine the statistical uncertainty of the data
points, according to appendices C.4.6 and D.1. In the same routine, the minimum distance
of data points in the time and voltage coordinate, i.e., the corresponding resolutions of the
data acquisition, as well as the employed record length are automatically detected so that
the respective uncertainties can be calculated (see appendix C.4.6). All uncertainties that
are considered, as described in appendix C.4.6, are assigned to the individual data points*6.

As described in sections I11/4.3.2 and III/4.4.2, the trigger source in the laser excita-
tion experiments was the Si-diode signal whereas in the ion-beam excitation experiments
the pulsing signal of the chopper was used as trigger signal. For different settings of the
accelerator (e.g., different ion beams or pulsing frequencies), the transmitted pulsing signal
from the chopper exhibited different time shifts with respect to the produced ion pulse.
Therefore, the decay-time spectra recorded under ion-beam excitation exhibit strongly dif-
fering time shifts with respect to the zero of time (time of triggering). As this information

45For an overview of the selected regions for each pulse, see table C.6 in appendix C.9.
46Before being analyzed, the time base of the pulses is converted from seconds to a ns time base to
facilitate fitting of the pulses.
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(the time-shift between the trigger-signal and the scintillation-light signal) is, however, not
needed in the analysis, the maxima of the decay-time spectra recorded under ion-beam
excitation are determined and the pulses are shifted to align the maxima with the zero of
time. In this way, an easier selection of starting parameters for the fits of the pulses is
obtained as no arbitrary time shift has to be handled. In the laser-excitation experiments,
for each realized experimental configuration (crystal, filter and temperature) at least two
measurement with different record lengths were performed. The trigger signal of the Si
diode used for the measurements with one investigated configuration (e.g., O9pnT with
a record length of 10us and 100us) can be regarded as identical as no modifications of the
setup or trigger settings were performed in between. Hence, for such measurements, with
the same configuration, but different record lengths, it can be expected that the recorded
decay-time spectra exhibit the same temporal characteristics, i.e. the same starting time
of the pulse. In order to sustain the temporal correlation of the different decay-time spec-
tra recorded for the same configuration, no temporal shifts of the data recorded under
TPE are performed.

In these preprocessing steps, also the time regions of the decay-time spectra recorded
under ion-beam excitation used for the determination of the pure exponential decay-time
fit (required for the calculation of the temperature of the crystal, see appendix C.8) are
selected. The procedure used to choose these regions as wells as the respectively cho-
sen time windows can be found in appendix C.9. In addition, a selection of data points
used for the fits of the model to the decay-time spectra recorded under ion-beam exci-
tation is performed, as described in appendix C.9. This selection is necessary, to reduce
the computing time of these numerically extensive fits (see section and I11/5.3.2). For
the decay-time spectra recorded under laser excitation, no such selections were required
as, on the one hand, the pure exponential decay time is included as a free parameter in
the total pulse-shape fit. On the other hand, the fit of the model for the unquenched
light-generation to the data is much less numerically extensive (see section III/5.2.1).

4.7 Qualitative Analysis of the Data Recorded for Laser and
Ion-Beam Excitation

In this section, a first overview and comparison of the data obtained with the different ex-
citation modes at different temperatures and for different wavelengths regions is given. At
first, a qualitative comparison of the different recorded wavelength and decay-time spectra
is presented. Thereafter, the pulse shapes and characteristics of the employed excitation
pulses (ion-beam and laser) are presented as they greatly influence the pulse-shape of the
produced scintillation light, especially within the first few nanoseconds of the decay-time
spectrum.

In the following, the term ”"room temperature” denotes the measurements recorded with-
out running cryocooler, whereas ”low temperature” denotes all measurements performed
with running cryocooler.

4.7.1 Qualitative Comparison of the Measured Wavelength Spectra

At first, some basic features of the recorded wavelength spectra are discussed using as ex-
ample the wavelength spectra recorded with crystal Olga at room temperature under the
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three different excitations. In figure 4.9 these spectra, preprocessed according to section
I11/4.6.1 (note in particular that the maxima are normalized to unity) are shown. A broad
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Figure 4.9: Comparison of the wavelength spectra recorded with crystal Olga for the different
excitations at room temperature: The spectra are preprocessed according to section I111/4.6.1 (no
error bars shown) and the complete data range is depicted. In blue, the spectrum recorded under
two-photon excitation (O11g), in red, the spectrum recorded under Iodine-beam excitation (O1lg)
and in green, the spectrum recorded under Oxygen-beam excitation (O7g) are shown.

and featureless spectrum of the CaWO, scintillation light can be seen roughly between
300nm and 700nm. The spikes at ~ 260nm as well as the noisy regions around 280nm
and for wavelengths larger than ~ 950nm which are visible on all spectra are due to the
applied spectral correction function (see section I11/4.2.2 and appendix C.2.2). On the
spectrum recorded under two-photon excitation (blue line in figure 4.9) a dominant struc-
ture at around 340nm can be recognized. This peak can be attributed to the detection of
laser light reflected at and within the CaWOy crystal as is shown and discussed in section
I11/4.7.3. Additionally, it can be seen that the wavelength region which is interesting for
the characterization of the scintillation light of CaWQO, can be limited to the region span-
ning from 300nm to 700nm. Hence, in the following, only this wavelength region of the
recorded spectra will be shown and be used for fitting of the data (see section II1/5.1).

In figure 4.10 a), a zoom into this wavelength region for the presented wavelength spectra
is depicted, in panel 4.10 b) the y-axis is shown in logarithmic scale to allow a better
comparison. Four main features can be observed:

 Asanticipated by the model (see, e.g., discussion of equation 3.148 in section 111/3.2.4),

the shapes of the scintillation-light spectra, i.e., the ratios of produced blue-to-green
light, recorded under the different excitations are the same: The model predicts,
that independent of the location of the volume excited by an energy deposition
(possibly different defect densities at the surface (ion beam) or inner volume (TPE)
of the crystal), the main contribution of the green light component is produced by
reabsorption of created blue photons by defect (green) centers within the complete
crystal volume (see discussion in section I11/3.2.2).

e The spectra are broad and featureless with a slight asymmetry at the larger wave-
length side (for details, see discussion in section III/5.1).
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Figure 4.10: Comparison of the wavelength spectra recorded with crystal Olga for the different
excitations at room temperature: The spectra are preprocessed according to section I11/4.6.1 (no
error bars shown). In blue, the spectrum recorded under two-photon excitation (O11lg), in red,
the spectrum recorded under Todine-beam excitation (O1lg) and in green, the spectrum recorded
under Oxygen-beam excitation (O7g) are shown. Figure a): normal y-axis, figure b): logarithmical
y-axis. The peak at ~ 340nm visible on the blue spectrum (recorded for TPE) is caused by the
detection of laser light reflected within or at the CaWQOy crystal. The sharp spikes on the spectra
can be attributed to data outliers due to individual pixels of the spectrometer.

o For the spectrum recorded with TPE (O11g) the laser line (at ~ 340nm) as well
as a small enhancement of the intensity around this laser line can be seen. This
enhancement can be attributed to recombination light from the laser (see section
I11/4.3.1).

o The spectrum recorded under ITodine-beam excitation (O1lg) exhibits a larger sta-
tistical noise component than the spectrum recorded under Oxygen-beam excitation
(O7g). This can be attributed to the fact, that the spectrum for Oxygen beam
excitation was recorded with much better statistics (~ 3 to 4 times larger intensities
were detected for the Oxygen beam).

The same observations can be made in the comparison of the wavelength spectra recorded
for the different excitations for crystal Olga at low temperatures (see figure 4.11 a and b)
as well as for the spectra recorded for crystal Philibert at room temperature (see figure
4.11 c and d) and at low temperature (see figure 4.11 e and f), respectively.

Due to these features and the clearly visible and anticipated similarity of the respec-
tive spectra (one crystal at one temperature for different excitations), for the analysis of
the wavelength spectra in each case only one spectrum is selected. The spectra which will
be used in section III/5.1 for the fits of the spectral shape and thus for the determination
of the spectral composition are the respective spectra obtained with Oxygen-beam excita-
tion. These spectra are selected as, on the one hand, they offer the advantage, compared
to the TPE spectra, that no additional light source was present. On the other hand,
they exhibit better statistics and hence, a better signal-to-noise ratio, than the spectra
recorded under Iodine-beam excitation. Hence, in the following, only the spectra recorded
under Oxygen-beam excitation are discussed as the implications that can be drawn can be
expected to be valid also for the corresponding spectra obtained under TPE and Iodine-
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Figure 4.11: Comparison of the wavelength spectra recorded with crystal Olga (panel a and b)
and crystal Philibert (panel ¢, d, e and f) for the different excitations at low temperature (panel
a, b, e and f) and at room temperature (panel ¢ and d). The spectra are preprocessed according
to section I11/4.6.1 (no error bars shown). Spectra recorded with two-photon excitation are shown
in blue, spectra recorded with Iodine-beam excitation are shown in red and spectra recorded with
Oxygen-beam excitation are shown in green. Figure a), ¢) and e): normal y-axis, figure b), d) and
f): logarithmical y-axis. The peak at ~ 340nm visible on the blue spectra (recorded for TPE) is
caused by the detection of laser light reflected within or at the CaWQ, crystal. The sharp spikes
on the spectra can be attributed to data outliers due to individual pixels of the spectrometer.

beam excitation.
When comparing the spectra recorded for the same excitation (Oxygen-beam) recorded
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at room temperature and low temperature (see figure 4.12 a) for crystal Olga and b) for
crystal Philibert) it can be seen, that the spectra obtained at room temperature (red lines)
are broadened (compare discussion in section II11/2.2.2). This change in the shape of the
spectra recorded for different temperatures is discussed in more detail in section III/5.1
within the quantitative analysis of the spectra.
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Figure 4.12: Comparison of the wavelength spectra recorded with crystal Olga (panel a) and
crystal Philibert (panel b) under Oxygen-beam excitation at room temperature (red line) and at
low temperature (blue line): The spectra are preprocessed according to section I1I/4.6.1 (no error
bars shown). In red the respective spectrum recorded at room temperature is shown. The sharp
spikes on the spectra can be attributed to data outliers due to individual pixels of the spectrometer.

Additionally, the spectra recorded for the two different crystals under the same conditions
can be compared: In figure 4.13 (panel a: normal scale for the y-axis, panel b: logarith-
mical scale for the y-axis) the spectra recorded under Oxygen-beam excitation at room
temperature for crystal Olga (red line) and crystal Philibert (green line) are shown. No
significant differences can be seen.
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Figure 4.13: Comparison of the wavelength spectra recorded with crystal Olga (red line) and
crystal Philibert (green line) under Oxygen-beam excitation at room temperature: The spectra
are preprocessed according to section II1I1/4.6.1 (no error bars shown). Figure a): normal y-axis,
figure b): logarithmical y-axis. The sharp spikes on the spectra can be attributed to data outliers
due to individual pixels of the spectrometer.
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As predicted by the developed model, the light yield of a crystal should be coupled to
its spectral output (see discussion in section III/5.1.2). The light yield of crystal Olga
was determined to 95.1%, the light yield of crystal Philibert was determined to 93.7% (as
compared to crystal "Boris” (100%), see section I1I/4.1.2). Hence, both crystals exhibit
approximately the same light yield and thus should also produce approximately the same
wavelength spectra, as is observed. In a closer look to figure 4.13 b), it can be seen, that
the spectrum recorded for crystal Philibert (green line) exhibits slightly more intensity in
the long wavelength range (green light). This observation can also be found as a result of
the fits to the spectral shape of the spectra and is in perfect agreement with the slightly
lower light yield for crystal Philibert in comparison to crystal Olga (see fits and discussion
in section III/5.1).

4.7.2 Qualitative Comparison of the Measured Decay-Time Spectra

The main features that can be observed for the decay-time spectra obtained for the differ-
ent excitation modes are discussed using the decay time spectra of crystal Olga recorded
at low temperature with the 500nm filter as an example®7.

The spectra recorded under TPE, Oxygen-beam and lodine-beam excitation were pre-
processed according to sectionlIII/4.6.2. For a better visual comparison no error bars were
drawn and the respective maxima of the scintillation light spectra (for the determination
of the maxima of the TPE spectrum, see below) were scaled to unity?® and shifted to
the zero of time. In figure 4.14 these spectra recorded for crystal Olga (500nm filter,
at low temperature) under TPE (O12ppnT), Oxygen-beam (O8pnr) and Iodine-beam
(O4pm) excitation are shown.

The dominant feature that can be seen in figure 4.14, is the fast spike at the beginning
of the light pulse recorded under TPE (blue line). This fast rising and decaying part of
the light pulse (at Ons) can be attributed to the detection of laser light being reflected
at surfaces of or within the CaWOy crystal sample (see section I1I11/4.7.3). Due to this
identification of the spike with laser light, the maximum of the CaWQy scintillation light
which was used for normalization of the pulse height for this figure was searched in a
time window after this spike. As all decay-time spectra are scaled to unity it is obvious,
that excitation with a particle beam in comparison to excitation with TPE produces
significantly different pulse shapes. In order to obtain a better understanding, in figure
4.15 the same pulses are shown in a zoomed-in view.

This representation shows, that not only the light-pulse shape recorded under laser exci-
tation differs from the pulse shape obtained for particle excitation, but that additionally
the pulse shapes recorded for different interacting particles differs. This observation is in
perfect agreement with the model predictions (see section I111/3.3.1). To further character-
ize the presented decay-time spectra, in figure 4.16, the same pulses, now with a log-scale
for the y-axis, are shown.

4"These decay-time spectra were chosen for the qualitative comparison as they exhibit small baseline
distortions and their respective measurement temperatures are relatively similar. It has to be noted, that
for the final analysis different measurement temperatures are no problem, as these are taken into account
by using the appropriate exponential decay time.

48In order to demonstrate the original pulse heights of the pulses, the scaling factors that were determined
and used are given: For the pulse recorded with TPE a scaling factor of ~ 26.2, with Oxygen-beam
excitation a scaling factor of ~ 1110 and with Iodine-beam excitation a scaling factor of ~ 2286 were used.
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Figure 4.14: Comparison of the decay-time spectra recorded with crystal Olga under TPE (blue
line), Oxygen-beam (green line) and Iodine-beam (red line) excitation at low temperature: The
spectra are preprocessed according to section III/4.6.2 (no error bars shown). In addition, the
respective maxima of the scintillation light are scaled to unity and shifted to the zero of time.
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Figure 4.15: Comparison of the decay-time spectra recorded with crystal Olga under TPE (blue
line), Oxygen-beam (green line) and Iodine-beam (red line) excitation at low temperature. The
spectra are preprocessed according to section III/4.6.2 (no error bars shown). In addition, the
respective maxima of the scintillation light are scaled to unity and shifted to the zero of time.

Three central observations can be made:

o For the decay-time spectrum recorded with TPE (blue line) it can be seen, that
at late times (= 10us) the spectrum follows a purely exponential decay. Only for
very short times after the start of the pulse deviations from this purely exponential
behavior are visible: The spectrum seems to flatten slightly. This can be attributed
to a delayed rise time of a fraction of the intensity of the CaWQy scintillation light,
which will be shown and discussed in more detail in the quantitative data analysis
(see section II1/5.2).

e The decay-time spectra recorded under ion-beam excitation show a clearly non-
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Figure 4.16: Comparison of the decay-time spectra recorded with crystal Olga under TPE (blue
line), Oxygen-beam (green line) and Iodine-beam (red line) excitation at low temperature. The
spectra are preprocessed according to section III/4.6.2 (no error bars shown). In addition, the
respective maxima of the scintillation light are scaled to unity and shifted to the zero of time. The
y-axis is plotted as logarithmical scale.

exponential behavior for times < 30us. Even with two exponential decay times
this behavior cannot be described appropriately. Only for larger times their shape
resembles a purely exponential decay. Exactly such a behavior is predicted by the
model (compare section II11/3.3.1 and see fits in section II1/5.3.2).

o For the pulses recorded under TPE and Oxygen excitation (green and blue line in
figure 4.16), this exponential decay for larger times resembles approximately the same
decay time (lines are parallel). For the pulse recorded under Iodine-beam excitation,
the exponential decay at large times seems to be slightly faster. The developed
model predicts that the exponential decay at large times is only dependent on the
temperature of the crystal and not on the interacting particle (compare section
I11/3.3.1). This prediction is in concordance with the observed decay times, as
during the measurement of the decay-time spectrum with Iodine-beam excitation,
the cryocooler did not reach its final low-temperature plateau (as could be seen on
the PT100 reading). During the other two measurements, the PT100 reading showed
the same value. Hence, the observation of a slightly shorter exponential decay time
for the pulse recorded under Iodine-beam excitation as well as of the same decay time
for TPE and Oxygen-beam excitation is in perfect agreement with the predictions
of the model (compare section I11/3.3.1).

The exact determination of the respective pulse shapes is performed in the framework of
the quantitative analysis presented in section II1/5.3.

In addition, the decay-time spectra recorded with the same excitation mode at the same
temperature for the two different filters can be compared. In figure 4.17, for this purpose
the two decay-time spectra recorded at room temperature for crystal Olga under Iodine-
beam excitation with the 400nm (blue line) and the 500nm (green line) filter are shown.

It can be seen that, in fact, as proposed by the model (compare section I11/3.2.4), the two
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Figure 4.17: Comparison of the decay-time spectra recorded with crystal Olga under Oxygen-beam
excitation at room temperature with the 400nm filter (blue line) and the 500nm filter (green line).
The spectra are preprocessed according to section 111/4.6.2 (no error bars shown). In addition, the
respective maxima of the scintillation light are scaled to unity and shifted to the zero of time.

decay-time spectra exhibit in principle the same shape. This observation is very impor-
tant, as it supports the assumption of the model, that the fast component at the beginning
of pulses produced by particle interaction is not due to the green light component as some-
times suggested in literature (see, e.g., [66]). However, as can be seen in figure 4.17, the
two decay-time spectra do not exhibit exactly the same shape. This observation can be
explained ba the influence of different baseline drifts (see discussion in appendix C.4.3):
For the pulse recorded with the 500nm filter, it can clearly be seen that the pulse height
starts to rise again for times larger than ~ 20,000ns. For the blue pulse, much less impact
of the baseline drift is visible. Due to these different influences it is not surprising that
the two pulses exhibit slightly different visible shapes.

Additionally, the decay-time spectra recorded for the two different crystals (Olga and
Philibert) under the same conditions can be compared: In figure 4.18 (panel a: normal
scale for the y-axis, panel b: logarithmical scale for the y-axis) the spectra recorded un-
der Todine-beam excitation at room temperature for crystal Olga (red line) and crystal
Philibert (green line) are shown.

Concerning the impact of different drifts of the baselines the same observations as in the
discussion of figure 4.17 can be made. This feature is nicely visible in figure 4.18 b) with
the logarithmical y-axis. The baseline of the pulse recorded for crystal Olga (red line)
shows a rising drift, whereas the pulse recorded for crystal Philibert exhibits a falling
drift. Apart from this influence, no significant differences between the pulse shapes can
be seen.
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Figure 4.18: Comparison of the decay-time spectra recorded with crystal Olga (red line) and crystal
Philibert (green line) with Iodine-beam excitation at room temperature with the 400nm filter:
The spectra are preprocessed according to section I111/4.6.2 (no error bars shown). In addition,
the respective maxima of the scintillation light are scaled to unity and shifted to the zero of time.
Figure a): normal y-axis, figure b): logarithmical y-axis.

4.7.3 Characterization of the Excitation Pulses

To characterize the pulse shape (and spectral composition??) of the excitation pulses (laser
light and ion beam) prior to the actual measurements a BaF crystal of nearly the same size
as the investigated CaWOQOy crystal was installed in the experimental setup (see sections
I11/4.3.2 and 111/4.4.2). The BaFs crystal was exposed to the different excitations and
measurements with the PMT and the spectrometer were performed. BaFs was chosen for
several reasons: Due to its large band gap BaFs cannot be excited significantly by the
employed laser beam and, additionally, BaFs is one of the fastest scintillators known [107].
See appendix C.10.1 for a more thorough discussion.

Characterization of the Laser Pulse

In the experiments with laser excitation, the BaFs crystal was used to investigate the
temporal and spectral shape of the laser-light pulse independently from the CaWOy scin-
tillation light. As described in more detail in appendix C.10.2, it could be shown, that
in every measurement of the scintillation light of a CaWQO, under TPE, additionally to
the scintillation light, laser light reflected at the crystal is detected with the PMT and
the spectrometer. Hence, for the analysis of the data recorded with laser excitation of
the CaWOQy crystal, the exact pulse shape of the laser pulse has to be determined. In
figure 4.19 a), an example of a decay-time spectrum (first 500ns) recorded for crystal Olga
(O10ppT) with the 400nm filter under laser excitation at low temperature is shown in
black. In red, the reflected laser-light pulse recorded with the BaFs crystal and the 400nm
filter (recorded as described in appendix C.10.2) is shown. For better visual comparison
of the pulse shapes, the reflected laser-light pulse is scaled to the same maximum height
as the pulse recorded with the CaWOy, crystal®®. In figure 4.19 b), a pulse shape fit (in

49The spectral composition of the laser-light pulse is of interest as it is partially reflected at the CaWOy
crystal. Hence, it is detected with the PMT and with the spectrometer simultaneously with the CaWO4
scintillation light.

50This figure is only used for illustrative purposes. Of course, the employed scaling does not perfectly
display the true contribution of the reflected laser light to the detected decay-time spectrum O1l0pnit.
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red) to the reflected laser-light pulse (in black) is shown.
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Figure 4.19: Determination of the pulse shape of the reflected laser light: Figure a): Comparison
of the pulse shape of the reflected laser light (in red) and the decay-time spectrum recorded for
laser excitation of a CaWO, crystal in the final setup (in black, first 500ns of O10ppT). For easier
comparison of the pulse shape, the laser-light pulse is scaled to the same maximum height as the
recorded decay-time spectrum for the CaWOQ, crystal. Figure b): Pulse-shape fit (red line) of the
reflected laser light (in black). For details, see the main text.

From the comparison shown in figure 4.19 a) it becomes clear that the shape of the decay-
time spectrum recorded for the excited CaWOy crystal (black markers) is - within the first
~ 20mns - strongly dominated by the detection of the reflected laser light (red markers). In
figure 4.19 b), the determination of a mathematical description of the shape of the laser-
light pulse is depicted. For a discussion of the fit function PMT(t), see appendices C.10.2
and C.4.4. As discussed there, for the description of the shape of the laser-light pulse a
Gaussian distribution can be employed. In order to perform the fit of the laser-light pulse
shape shown in red in figure 4.19 b) also the impulse reaction of the PMT-oscilloscope
system (see appendix C.4.4) has to be taken into account. The one-sigma width oy, of the
laser pulse is determined with high accuracy to:

oz = 1.803 4 0.044ns (4.4)

In addition to the characterization of the reflected laser light with the help of a BaFy crys-
tal, measurements for the investigation of the produced excitation density were performed.
For these measurements crystal Olga was installed into the setup and the lens position
was varied to induce different degrees of focussing of the laser light at the position of the
crystal. These measurements are described in more detail in appendix C.10.2. From these
measurements two conclusions can be drawn (see discussion in appendix C.10.2):

e The excitation mode realized by irradiation of a CaWQ4 with photons from the No
laser is indeed a two-photon excitation process.

e The produced excitation density is not sufficient to produce STEs that are located
densely enough to obtain significant interaction between them.

Therefore, the conclusion can be drawn that measurements performed with laser excitation
can indeed, as anticipated, be used for the test and validation of the developed model for
rare, i.e., spatially uncorrelated excitation.

In reality, the CaWO, scintillation light produces intensity from the start of the pulse and, hence, the
depicted contribution of the reflected light is overestimated.
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Characterization of the Ion-Beam Pulse

Also for the characterization of the ion-beam pulse shape, the BaFy crystal was used.
When irradiating the BaFy crystal with an ion-beam pulse, (quenched) scintillation light
is generated. The fast rise time of BaF, allows to assume that the rising part of the
detected decay-time spectrum is dominated by the time structure of the incident ion-
beam pulse. In appendix C.10.3, the procedure used to obtain the ion-beam pulse-width
o127; and o016 from measurements with a BaFy crystal is described. In analogy to the
laser-excitation experiments, the shape of the ion-beam is assumed to be Gaussian and has
to be convoluted with the function describing the PMT impulse-reaction. The one-sigma
widths o127 and 16 for the Iodine and Oxygen-beam pulses are:

owr; = 3.94+0.18ns (4.5)
g6 = 3.09 £ 0.09ns

The determined values can be compared to typical pulse widths obtained with the tan-
dem accelerator of, e.g., ~ 2ns for the width of produced neutron pulses [11]. It can be
seen that the calculated values for the ion-beam pulse widths are within a reasonable range.

The geometrical shape of the ion-beam pulses and the produced beam current were char-
acterized with the 4-sector aperture and the movable Faraday cup (see section 111/4.4.2).
With these instruments as well as by visual checks of the luminescing area of the CaWQy,
crystal (compare figure 4.8 in section I11/4.4.2), it could be achieved that the complete
large crystal surface (10x20)mm? was illuminated by the respective ion beams. Due to
the small beam currents and the correspondingly small Faraday cup readings, large un-
certainties are inflicted in the estimation of the number of ions per pulse. The estimated
number of ions per pulse amount to:

ions

Nirp = 100...3,000pulse (4.7)
ions

Nispg = 100...2,000pulse (4.8)

For a more detailed discussion, see appendix C.10.3.

Hence, under the assumption that the complete large crystal surface was illuminated by
the ion pulse, a mean area of at least (250x250)um? per ion was available (for the largest
estimated value of 3,000 ions per pulse). Thus, due to the rather low number of ions per
pulse and the large defocussing, no interaction of the excitations produced in individual
ion tracks had to be expected.
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Chapter 5

Data Analysis: Determination of
the Free Parameters and

Validation of the Model

In this chapter, the analysis of the wavelength and decay-time spectra recorded using
two-photon excitation by the Ny laser and ion-beam excitation (oxygen and iodine ions)
is presented. The analysis is performed in the context of the developed model for the
scintillation-light generation and quenching (see chapter III/3.1) to determine the free
model parameters. The employed experimental setups as well as the procedure used for
data preprocessing and a qualitative analysis of the data can be found in chapter II1I/4. In
section III/5.1, the quantitative analysis of the recorded wavelength spectra is presented
and the results are discussed in the context of the developed model. In section II1/5.2, the
analysis of the decay-time spectra recorded under laser excitation is presented. The results
are employed to determine the free parameters of the unquenched model. The determined
values as well as deductions that can be made are discussed. In section II1/5.3, the analysis
of the decay-time spectra recorded under ion-beam excitation is presented. Within this
analysis, reasonable estimates for the free radial parameters of the particle-induced initial
STE-density distribution are gained as well as a value for the Foérster radius, the only
remaining free parameter of the developed model is determined so that the mathematical
description of the model is completed (compare discussion in section 111/3.3.2). The
determined value for the Forster radius is discussed and the complete quenched model
is validated. In section I11/5.4, a summary of the results and their interpretation in the
context of the developed model is presented.

5.1 Wavelength Spectra

As discussed in section I11/4.7.1, only the wavelength spectra recorded under oxygen-beam
excitation are analyzed quantitatively as the shapes of the spectra recorded using differ-
ent excitations at the same temperature comply with each other (for crystal Olga and
crystal Philibert, respectively). In the following, the analysis of the wavelength spectra
is presented. This analysis was performed with the purpose to determine the spectral
decomposition of the wavelength spectra into the contribution of the intrinsic (blue) light
component and the extrinsic (green) light components (see section I11/4.7.1). All wave-
length spectra were preprocessed (correction for the spectral response of the spectrometer,
normalization of the maxima and error assignment) according to the procedure described
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in section I11/4.6.1.

5.1.1 Fits of the Wavelength Spectra

In order to determine the relative contributions of the blue and the green scintillation-light
components to the generated scintillation light, the wavelength spectra were fitted using
the mathematical description of the the wavelength spectrum of the scintillation light of
a CaWOy crystal as presented and discussed in the model developed within the present
work (see equation 3.90 in section III/3.2.1): This model describes the total wavelength
spectrum, Sem, tot(T, A), as the sum of a non-Gaussian sub-spectrum, Sey, 5(T, A), of the
blue scintillation light (equation 3.88 in section III/3.2.1) and a Gaussian sub-spectrum,
Sem,g(T, A), of the green scintillation light (equation 3.89 in section III/3.2.1).

Equation 3.90 (section II1/3.2.1) was used to perform y2-fits to the wavelength spec-
tra recorded for crystal Olga (O7s and O8g) and crystal Philibert (P3g and P4g) under
oxygen-beam excitation, at room temperature (~ 300K) and at low temperature (~ 20K),
respectively, in the wavelength region from 300nm to 700nm. In figure 5.1 a) and b),
the wavelength spectra of crystal Olga (black markers with error bars, 300K and 21K
measurement, respectively) are shown together with the total fit function, Sepm tot(T, A),
(according to equation 3.90, red line) as well as the individual sub-spectra ,Sem »(T, A)
(blue line) and Sem,¢(T, A) (green line). In figure 5.1 ¢) and d), the recorded wavelength
spectra (black markers with error bars, 302K and 18K measurement, respectively) and the
corresponding fits for crystal Philibert are depicted.

It can be seen that the fit function is in very good agreement with the overall shape of the
wavelength spectra. Additionally, it can be noticed that - as anticipated by the developed
model - the blue scintillation-light component is indeed fitted by an asymmetric shape with
a steeper left shoulder (cutoff at shorter wavelengths due to absorption of higher-energetic
blue photons by defect centers, compare section II1/3.2.1). In table 5.1, the results of
these x2-fits are presented.

5.1.2 Results and Discussion: Quantitative Decomposition

In order to analyze the obtained fit results in the context of the developed model, the
following two parameters, as discussed and introduced in section I111/3.2.1, are calculated:

o The respective mean values of the two individual sub-spectra, my(T") and mgy(T').

o The widths of the blue and the green sub-spectra, oo (1) and oyo,g(T) (Where
Ttot,g(T') simply corresponds to o4(T'), see section 111/3.2.1).

Using these values, several further parameters can be calculated:

e The mean photon energies of the blue and the green scintillation light: Epy(T) =
ﬁ(‘}) and Epy(T) = % (derived from the corresponding mean wavelengths of the
two sub-spectra, with h corresponding to the Planck constant and ¢ corresponding

to the speed of light).
o The relative partial integrals of the blue and green scintillation-light components:
_ Iy(T _ I,(T)
r(T) = I;,(T;-(Hi(T) and ry(T) = Ib(T‘l)J—(f—Ig(T)'

o The total mean photon energy: Ep(T) = ry(T) - Epp(T) + ry(T) - Epy(T)
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Figure 5.1: Wavelength spectra recorded for crystal Olga (panel a and b) and crystal Philibert
(panel ¢ and d) under oxygen-beam excitation: The spectra depicted in panels a) and c) were
recorded at room temperature, ~ 300K and ~ 302K, respectively. The spectra depicted in panels
b) and c) were recorded at low temperature, ~ 21K and ~ 18K, respectively. The data is depicted as
black markers with error bars. The red lines depict the results of the y2-fits using the mathematical
description developed in the model (equation 3.90). The blue lines correspond to the respective
intrinsic light components. The green lines correspond to the respective extrinsic light components.

o The value of the blue-to-green light ratio: Ry_4(7T") = gg’% (compare equation 3.97

in section I11/3.2.2).

The values determined for these parameters are shown in table 5.2.

From these results, several observations and conclusions concerning the light-generation
and light-quenching model developed within the present work can be deduced:

o As predicted by the model (compare section I11/3.2.1), the blue scintillation light
spectrum is represented by an asymmetric shape with a sharper cutoff at the short-
wavelength (i.e. high-energy) side. This observation supports the assumption made
within the developed model that a fraction of the blue photons - the photons from
the high-energetic part of the blue light spectrum with a larger probability - is
reabsorbed within the CaWOQO, crystal at defect centers and can, hence, not escape
the crystal.

e The green sub-spectrum, on the other hand, is well reproduced by a symmetric Gaus-
sian. This observation is in good agreement with the assumption made (compare
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O7g O8g P3g P4g

300K 21K 302K 18K

red. x? 1.79 1.49 1.82 2.06
Ay(T) = I,(T) 102.0 + 1.1 || 83.6 + 1.0 || 101.7 £ 1.5 || 81.8 &+ 1.1
ou(T) [nm] || 27.8 £ 02| 232+ 02 282 +02] 234+ 0.2
1 (T) [nm] || 384.5 + 0.4 || 394.5 + 0.3 || 383.0 +£ 0.4 || 3954 + 0.4
Aabs (T) [nm] || 49.1 £ 0.1 | 403 £ 02| 51.7 £ 04| 394 + 0.3
Ay(T) = I,(T) 225 £ 1.0 209 £ 1.0 249+ 15 212 + 1.1
oq(T) nm] || 47.8 £ 05| 395 + 04| 474 £ 0.7 || 389 + 04
11g(T) [nm] || 464.6 + 1.3 || 460.8 + 1.0 || 461.3 + 1.6 || 460.7 = 1.1

Table 5.1: Results of the y2-fits to the wavelength spectra O7g, O8g, P3g and P4g recorded for
crystal Olga and crystal Philibert under oxygen-beam excitation at room temperature and at low
temperature, respectively: Shown are the intensities, A,(T") and A4(T) (which correspond to the
partial integrals of the blue and green sub-spectra, It(T") and I,(T), compare section III/3.2.1),
the widths, o,(T") and o4(T), as well as the mean values, u,(T) and pgy(7T'), of the Gaussians
describing the blue and green scintillation-light spectra, respectively. Aqps(T') corresponds to the
decay constant of the exponential which is used to model the asymmetry of the blue sub-spectrum
(compare section 111/3.2.1). The errors shown are the statistical errors from the y2-fits.

O7s O8g P3g P4g
300K 21K 302K 18K
my(T) [nm] || 433.6 £ 0.4 || 434.8 £ 0.4 || 434.7 £ 0.6 | 4348 £ 05
Otorp(T) [nm] || 56.4 £ 0.1 465 £ 0.2 58.9 + 0.4 458 £ 0.3
Epy(T) [eV] || 2.861 £ 0.003 || 2.853 + 0.003 || 2.854 & 0.004 || 2.853 + 0.003
ro(T) (82 = )% (80 = 1)% (80 = 1)% (79 = )%
mg(T) [nm] || 464.6 £ 1.3 || 460.8 £ 1.0 | 461.3 £ 1.6 || 460.7 & 1.1
Orotg(T) [nm] || 47.8 £ 0.5 39.5 + 0.4 474+ 07 38.9 £ 0.4
Ep,(T) [eV] || 2.670 + 0.007 || 2.692 £ 0.006 || 2.690 + 0.009 | 2.693 + 0.006
ro(T) (18 = 1)% 20 = )% 20 £ )% 21 = )%
Ep [eV] | 283 +£0.03 || 2:82+003 || 282+ 004 | 2.82 =+ 0.03
Ry_y(T) 45+ 0.2 40 £02 411+03 39 +02

Table 5.2: Values of the mean wavelengths (and photon energies) as well as partial integrated
intesities of the blue and the green sub-spectra. Values determined from the results of the x? fits
(see section III/5.1.1). All uncertainties stated were determined with Gaussian error propagation.

section III/3.2.1) that for the green scintillation light no absorption centers exist
within the CaWOQy4 crystal, so that all of the green light can escape the crystal.

e From the data in table 5.2, it can be seen that the most significant change of the
wavelength spectra from room temperature (~ 300K) down to low temperature
(~ 20K) is a change of the widths of the spectra (comparing the spectra for each
crystal separately). As discussed in section II11/3.2.1, the widths of the spectra at
~ 20K can be expected to represent the widths the wavelength spectra would exhibit
at 0K, 050%% and a?oﬁ Z‘};, respectively (blue and green sub-spectra of crystal Olga
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ol
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Within the developed model, the enlarged widths of the spectra at room temperature
compared to the widths at 0K are described by the temperature-dependent impact of
the electron-phonon coupling present in CaWQO, (compare section 111/3.2.1). With
this interpretation and the results obtained for the widths of the spectra at 0K
(adopting the values for T = 20K) and at ~ 300K, the energies of the phonons,
nggzon and Ei}’[’)@éon (i.e., the phonon mode), primarily interacting with the blue

and green hght -emitting centers in the CaWOQ, crystal can be determined (with
equations 3.91 and 3.92, section I1I/3.2.1) to amount to:

EGloe = (42.8 £ 0.6)meV (5.5)
EGe = (43.14£1.9)meV (5.6)
BN 5 = (36.5 £ 0.9)meV (5.7)
BN . o = (42,5 +2.3)meV (5.8)

It can be seen that the determined phonon energies, except for P,{?len p» Dicely

comply with each other. It should be noted that the determined phonon energy of

~ 43meV (except for E ﬁ{}ﬂwn ) can be assigned to an internal vibration mode of the

[WO4)?~ tetrahedra (compare to the result in [51] and the vibrational modes listed in

[50]). The reason for the deviation of the value of Ei}yfwn » from all other values, i.e.,
Phil

especially the deviation from F phonon,g Which describes the interacting phonon mode
within the same crystal, is not conclusively clear: The deviation of this value can
mainly be attributed to the comparably large value obtained for 05%(3021() and to

the comparably small value obtained for 05?%(181() (compared to the corresponding
values for crystal Olga, see table 5.2), i.e., to the fit values obtained for uf™(T)

and APMU(T) (table 5.1 in section HI/5.1.1). Thus, it can either be speculated that
the deviation of 51}%0” , can be assigned to the slightly worse quality of the fits of
the spectra recorded for crystal Philibert (larger y2-values compared to the fits of
the spectra recorded for crystal Olga), or, this deviation corresponds, in fact, to a
slightly different internal vibration mode of the blue [WO4]?~ tetrahedra in crystal
Philibert compared to crystal Olga. Slightly differing internal vibration modes,
though, point to, e.g., small differences in the crystal structure which could easily
be explained for the two crystals as they have different origins'. However, if this
possibility would apply, it would remain unclear why the phonon mode interacting
with the green scintillation centers exhibits the same frequency for both crystals. It
can be summarized that no conclusive statement can be made regarding the origin

of the observed deviation of the phonon energy determined for the interaction with

LCrystal Olga is a bought crystal, supplied by the General Physics Institute in Russia, whereas crystal
Philibert was grown and prepared by the crystal laboratory of Technische Universitdt Miinchen (see table
C.1 in appendix C.1 for details).
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the blue light-emitting centers in crystal Philibert. To clarify this question, e.g.,
further measurements of the wavelength spectra at different temperatures could be
performed to gain more data for the comparison of the two crystals.

The values determined for the mean blue, green and total photon energies, Epy(T),
Epy(T) and Ep(T), respectively, at room temperature and at low temperature show
almost no variation with temperature (see table 5.2). This result is in good agree-
ment with data from the literature (compare e.g., [51]). When comparing the abso-
lute values determined to values stated in literature (see, e.g., [54]) for the emission
maximum of the CaWQy spectra, it has to be noted that the parameters Epy(T),
Epy(T) and Ep(T) determined within the present work do not correspond to the
maxima of the respective wavelength spectra (blue, green and total spectra), but
specify the mean blue, green and total photon energies. These values were de-
termined, as the mean energies of the respective sub-spectra, are parameters of
the model developed within the present work (see, e.g., equation 3.98 in section
I11/3.2.2) and are required to calculate the total amount of scintillation light gen-
erated (in terms of energy). In addition, it should be noted that, as discussed in
section II1/3.2.1, at temperatures below ~ 50K, the peak position of the wavelength
spectrum of the CaWOQy scintillation light is reported to remain constant [51]. Thus,
in the following, the values determined for the blue, green and total photon energies
at a temperature of ~ 20K are adopted for all temperatures below ~ 50K, i.e., also
for the operating temperature of CRESST detectors of ~ 10mK (compare section
I11/2.1).

Regarding the values obtained for the relative amounts of blue and green scintilla-
tion light produced, r(T") and 74(7"), at room temperature and at ~ 20K, as well
as the values determined for the blue-to-green light ratio, Ry—4(T"), the observation
can be made that, at T' ~ 20K, slightly less blue scintillation light is produced com-
pared to room temperature. This observation can be explained by the temperature-
dependency of the processes involved in the excitation and de-excitation of blue and
green STEs as considered within the developed model (compare discussion in sec-
tion I11/3.2.1): At ~ 20K, the amount of green light produced is governed by three
processes: On the one hand, the fraction of blue light that is absorbed at defect cen-
ters as well as the fraction of blue STEs migrating to defect centers determine how
many green STEs become excited during the light-production process. On the other
hand, the number of green photons produced by these green STEs is influenced by
the relative strengths of the radiative and migration processes of green STEs, i.e.,
by the size of the radiative branching ratio (compare equation I11/3.83 in section
I11/3.1.4). At elevated temperatures, however, also the non-radiative recombination
processes of blue and green STEs are expected to be important. For green STEs
already for temperatures 2 70K all three de-excitation processes (radiative, non-
radiative and migration) are predicted to be active. As the temperature-dependency
all of the three processes is described by the same mathematical relationship (ex-
ponential function of the corresponding energy barrier), it can be expected that at
temperatures well above ~ 70K (e.g., above ~ 130K) the contributions of all of
these processes remain roughly constant (compare discussion in section I11/3.2.1).
Thus, the radiative branching ratio of green STEs at temperatures above ~ 130K
is expected to maintain roughly the same value. For blue STEs, however, a signif-
icant contribution of the non-radiative recombination process is only expected at
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temperatures 2 200K. Thus, for temperatures = 200K, the blue STE non-radiative
process starts to become important, reducing the number of radiatively decaying
and migrating blue STEs and, hence, the number of green STEs that become exited
for temperatures above ~ 200K. As the radiative branching ratio of green STEs is
expected to stay roughly constant, the described processes (decrease of radiatively
decaying and migrating blue STEs) result in a reduction of produced green pho-
tons for temperatures = 200K compared to ~ 20K. The number of blue photons
produced, however, is only influenced by the decrease of the number of radiatively
decaying blue STEs and is, hence, expected to be reduced less severely. Therefore,
as observed, a relative decrease of the number of green photons produced, i.e., a
relative increase of the number blue photons produced, at room temperature down
to ~ 20K can be expected. For a confirmation of this interpretation as well as a
graphical illustration of the temperature-dependency of the involved processes, see
section I11/5.2.2.

To obtain an estimate of the the relative amount of blue scintillation light produced
for temperatures below ~ 5K, rl)Olga (T ~ 20K) (rf™ (T ~ 20K)) can be used: As al-
ready discussed in section I11/3.3.2 (and appendix B.13), the principle temperature-
dependency of r,(T") can be adopted from the literature (see [54]). For temperatures
T < 5K, however, the relative amount of blue scintillation light produced is assumed
to be only dependent on the fraction of blue photons absorbed at defect centers, F s
(compare section I11/3.2.1). Thus, r?lga(T ~ 20K) and (T ~ 20K) can be used
to estimate the fraction of blue photons absorbed at defect centers resulting in the
following values for F aoblsga and F szg”“ (compare appendix B.13 for more details):

FOU ~ (18 + 1)% (5.9)

a

FEML o (19 £ 1)% (5.10)
where the uncertainties correspond to the quadratically propagated statistical errors
from the fit results. It should be noted that the uncertainty introduced by adopting
the temperature-dependency of r,(7") from the literature is most probably larger.

Comparing the values of the relative amount of green scintillation light produced
for crystal Olga to the values determined for crystal Philibert, it can be seen that,
for crystal Philibert, slightly more green scintillation light is produced. Within
the developed model, this difference is interpreted to be caused by a slightly larger
defect density contained in crystal Philibert compared to crystal Olga: A larger
defect density leads to an increased fraction of blue photons being reabsorbed at
defect centers (compare equations 5.9 and 5.10) and, thus, to an increased number
of green STEs excited. This, in turn, leads to the production of an enhanced number
of green photons. Thus, the slightly larger relative amount of green scintillation light
produced by crystal Philibert is attributed to a slightly larger defect density in crystal
Philibert compared to crystal Olga.

It should be noted that a larger defect density is expected to lead to a decreased total
amount of scintillation light produced: As discussed in section 11I/2.1.3, the defect
centers (responsible for the production of green scintillation light) are assumed to
account also for the presence of electron traps in CaWOQy crystals. Thus, a larger
defect density results in a larger density of electrons traps and, hence, in a larger
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probability of electrons getting caught by electron traps instead of recombining to
STEs with their STHs (see section I111/3.1.2). Therefore, for a larger defect density,
less STEs and, hence, less scintillation light are assumed to be produced. Thus, an
enlarged defect density is assumed to result in the production of a larger relative
fraction of green scintillation light as well as in a reduction of the total amount of
scintillation light produced. This prediction of the model is in perfect agreement
with the experimental results obtained as for crystal Philibert, for which a slightly
larger relative fraction of produced green scintillation light (compared to crystal
Olga) is determined, a slightly smaller light yield in comparison to crystal Olga is
specified (compare table C.1 in appendix C.1).

Hence, with the experimental results obtained from the analysis of the wavelength spectra
of the CaWOy scintillation light various predictions of the model can be confirmed and
several free model parameters can be determined. The values determined for the fraction
of blue photons reabsorbed at defect centers, Fi;s as well as for the mean photon energies,
Epy(T), Epy(T) and Ep(T) (of the blue, green and complete spectra), will be used in the
following in the analysis of the recorded decay-time spectra.

5.2 Unquenched Decay-Time Spectra: Data Recorded with
Laser Excitation

For the analysis of the decay-time spectra recorded with laser excitation, i.e., with two-
photon excitation, the unquenched model is utilized (compare discussion in appendix
C.10.2 where it is shown that the scintillation light contained in these decay-time spectra
was indeed created by a spatially separated STE population). Hence, as discussed in sec-
tion I11/3.3.2, in order to determine many of the free model parameters, the decay-time
spectra as predicted by the unquenched model (for the blue and the green light at room
temperature and at ~ 20K) are used to fit the recorded data. In the following, a short
discussion of the utilized fit function as well as of the applied fitting procedure is pre-
sented. Thereafter, the results obtained are discussed and interpreted in the context of
the developed model.

The data analyzed in the following are the decay-time spectra O9ppyT, O10ppT (400nM
filter, crystal Olga, T' ~ 298K and T' ~ 20K, respectively), O1lpymT, O12ppnr (500nm
filter, crystal Olga, T' ~ 298K and T =~ 21K, respectively) as well as P5pnT and P6pyvT
(400nm filter, crystal Philibert, T' ~ 298K and T =~ 18K, respectively) recorded under two-
photon excitation with the No laser (compare table 4.5 in section I11/4.5.2). All decay-time
spectra were preprocessed according to the procedure described in section I11/4.6.2.

It should be noted that with crystal Philibert only measurements with the 400nm fil-
ter were performed. Therefore, as will become clear from the discussion of the parameters
that can be determined by the fits, for crystal Philibert, the complete set of model pa-
rameters cannot be determined. Thus, the results from the fits to the decay-time spectra
P5pyvr and P6pyT can only be used to compare the two crystals investigated.
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5.2.1 Pulse-Shape Fits of the Unquenched CaWQ, Scintillation Light
Fit Function

The excitation in the considered measurements was performed with light-pulses from the
Ny laser via the two-photon effect using either the 400nm optical filter (blue light) or
the 500nm optical filter (green light) in front of the PMT. As can be seen from the fits
of the wavelengths spectra (see, e.g., figures 5.1 in section III/5.1), the scintillation light
passing through each of these optical filters (widths of the bandpass regions of 50nm re-
spectively, compare section II11/4.2.4 and appendix C.5) can neither be ascribed to the
blue scintillation-light sub-spectrum only nor to the green scintillation-light sub-spectrum
only. Nonetheless, in the following, the scintillation light detected with the 400nm filter is
assumed to be purely describable by the blue scintillation-light decay-time spectrum from
the developed model and the scintillation light detected with the 500nm filter is assumed
to be purely describable by the green scintillation-light decay-time spectrum from the de-
veloped model. However, it should be kept in mind that, especially for the measurements
performed with the 500nm filter, this assumption (i.e., neglecting the influence of the blue
scintillation light) most probably only delivers an approximate description of the recorded
pulse shape.

As discussed in section III/4.1.3, in the simultaneous absorption process of two photons
from the N laser, an energy of 7.36eV is transferred to an electron-hole pair. As this energy
is far too small to excite an additional secondary electron-hole pair (band-gap of CaWOy,
Egap = 5.0eV, see section I11/2.1.2), for each two-photon absorption event, exactly one elec-
tron is excited into the conduction band. In addition, it has to be taken into account that
the electron-hole pairs excited in this process are expected to be spatially separated from
each other and the resulting STEs are, thus, not interacting. Hence, the scintillation light
produced by one of these individual, spatially separated blue (green) STEs is described by
the decay-time spectrum of the unquenched blue (unquenched green) scintillation light,
P (1eh,T,t) (Py9(1eh,T,t)), formulated for one electron-hole pair, Nep(Epart) = 1¢h.
Within the developed model, these decay-time spectra are described by equations 3.104
and 3.105 (section III/3.2.3) for ~ 300K and equations 3.126 and 3.127 (section III/3.2.3)
for ~ 20K, respectively, with Nep(Epere) = 1. The effective unquenched lifetimes of the
blue and the green STEs, 71(7") and 72(7") (containing the intrinsic de-excitation processes
as well as the mutual excitation processes of the blue and green STE populations), used
to express these pulse shapes are defined by equations 3.106 and 3.107 (section I11/3.2.3),
respectively.

In order to fit the recorded decay-time spectra using the pulse shapes predicted by the
unquenched model, several simplification of the expressions for the unquenched decay-time
spectra of one electron-hole pair can be performed (compare to the discussion of negligible
terms in section I111/3.2.3 and appendix B.8). In addition, the excitation by the laser pulse
(with a non-negligible temporal width, compare section I1I/4.7.3 and appendix C.10.2)
as well as the impact of the impulse reaction of the utilized detection system (compare
appendix C.4.4) on the detected light pulse-shapes have to be considered. Furthermore, it
has to be taken into account that, as discussed in section I11/4.7.2 (see also appendix C.10),
simultaneously to the CaWQy, scintillation light, a fraction of the laser light (reflected at
the CaWOQy crystal) is detected by the PMT. The deduction of the final fit functions for the
unquenched blue and green scintillation light at T' ~ 300K and at T" =~ 20K can be found
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in appendix E.1. As discussed there in detail, the complete fit functions, F¥(NL (T),T,t)
and FgL(le(T),T, t), for the unquenched blue and green scintillation-light decay-time
spectra excited by one laser pulse producing N eLh(T) electron-hole pairs can be described
as the sum of the blue or green CaWQ, scintillation light, PbL fit final Ny L(T),T,t) and
Pf fitfinal(NL (T, T,t) (equation 5.11, influenced by the width of the laser-light pulse
used for excitation and by the impulse reaction of the detection system) and of the re-
flected laser-light pulse-shape, R (T,t) (equation 5.12, influenced by the impulse reaction
of the detection system). In the following, the final fit function obtained for the example
of the decay-time spectrum of the blue scintillation light at room temperature is presented
(compare appendix E.1):
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where ngfit(T) is a scaling factor accounting, e.g., for the number NL (T ~ 300K) of
electron-hole pairs produced per laser pulse (see equation E.7 in appendix E.1), DEY, 400nm, RT
is the estimated detection and conversion efficiency of the utilized detection system (com-

pare appendix C.11), 7, and oy = \/U%T + % are known parameters describing the
influence of the laser-light pulse-shape and the impulse reaction (see appendix C.4.4 and
section I11/4.7.3), 74,(T") is the rise time of the scintillation light produced by the delayed
created fraction Fy,.(T') of the STES, pior := pr + prr corresponds to the combined time
shift of the signal relative to the time of triggering (due to the difference of the maximum
of the laser pulse and the time of triggering as well as due to the transit-time shift of the
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PMT, compare appendix C.4.4), cpr, accounts for a possible constant offset of the baseline
of the recorded pulse and Ry(T') is the scaling factor of the reflected laser light containing,
e.g., the number of photons from the laser pulse reflected at the crystal.

The final fit functions FgL(N L (T =~ 300K), T ~ 300K, t) for the green decay-time spectra
recorded at room temperature as well as Fif (N4 (T ~ 20K), T ~ 20K, t) and FgL (NL(T =~
20K), T =~ 20K, t) for the blue and the green decay-time spectra recorded at ~ 20K, respec-
tively, can be obtained in an analogous way from the expressions for the unquenched blue

and the unquenched green scintillation light delivered by the model (see, e.g., equations
E.2 to E.4 in appendix E.1).

Applied Fit Procedure

Some of the free fit parameters appear simultaneously in the fit functions of the green
and the blue scintillation light for the same temperature. Therefore, all of the wavelength
spectra recorded for one crystal at one temperature with both optical filters were fitted
simultaneously using a global y?-fit, e.g., all data recorded for crystal Olga with the
400nm filter, O9ppr (record lengths of 10us and 100us), and the 500nm filter, O11pymT
(record lengths of 10us and 100us) were fitted simultaneously. It should be noted that, as
the laser was not running with constant power output, the pulse heights of the recorded
decay-time spectra differ from each other (even of those recorded under the exact same
conditions, i.e., same crystal position, temperature and optical filter). Therefore, in the
simultaneous fits of the decay-time spectra recorded, e.g., at room temperature with the
400nm filter, O9pnT (record lengths of 10us and 100us), the exact same fit functions
with the identical parameters are used. However, for the 10us measurement this function
is extended for a multiplication factor, M{’O#S(T) (free fit parameter), with which the
complete fit function is multiplied. Thus, this factor only scales the total pulse height of the
decay-time spectrum recorded with 10us record length in comparison to the measurement
with 100us record length. The 100us measurement is not assigned a multiplication factor,
but serves as reference. For a more detailed description as well as a list of the respective
free fit parameters, see appendix E.2. It should be noted that, by performing the combined
fits with parameters common for all decay-time spectra recorded for one temperature, it
is implicitly assumed that all of these measurements were performed at exactly the same
temperature. This was, as can be seen from table 4.5 in section I11/4.5.2, not exactly the
case. However, the differences between the temperatures during the measurements are
small, so that a mean temperature for all decay-time spectra recorded for crystal Olga
under laser excitation at room temperature (O9ppnr and O11lppr) of 7= 298K and for
all decay-time spectra recorded for crystal Olga under laser excitation at low temperature
(O10ppT and O12ppr) of T = 20K is assumed?, in the following.

Outline of the Method for the Determination of the Unquenched Model Pa-
rameters from the Fit Results

The goal of these combined fits of the unquenched decay-time spectra recorded is to
determine all free parameters of the fit functions with the highest possible accuracy. This

2The mean temperature of the low temperature measurement is determined to be 20K as the averaged
decay-time of these two measurements is assigned a temperature of 20K (compare to the determination of
the crystal temperature in appendix C.8.3).
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is strived for as the following parameters of the fits are required to determine the free
parameters of the unquenched model®. These parameters are:

o The effective unquenched lifetime of blue STEs, 71(7" = 298K) and 71(T" = 20K),
appearing in all of the fit functions (blue and green scintillation light at room tem-
perature and low temperature).

o The effective unquenched lifetime of green STEs, 72(T = 298K) and (T = 20K),
appearing only in the fit functions of the green scintillation light (at room tempera-
ture and low temperature).

o The delayed rise time 74, (7" = 298K) of the fraction Fy,.(T" = 298K) of the scintilla-
tion light, appearing only in the fit functions of the blue and the green scintillation
light at room temperature.

If the values for all of these parameters can be determined by the fits, then, the free
parameters of the unquenched model at a temperature of 7' = 298K and T" = 20K can be
determined: As described in appendix E.3, for this purpose, the values determined for the
fit parameters and the values for the relative amount of blue and green scintillation light
produced at room temperature and at low temperature, r,(7" =~ 298K) = 1—7,(T ~ 298K)
and 7,(T ~ 20K) = 1 — ry(T ~ 20K), (calculated from the analysis of the wavelength
spectra of the scintillation light, see section I1I/5.1.2) have to be used. The unquenched
model parameters for 7" = 298K and T = 20K, in turn, can then be used to calculate the
temperature-dependency of almost all of the free parameters of the unquenched model:
The only process for which no statement on the temperature-dependency can be deduced
from the performed measurements is the delayed creation of the fraction Fy,.(T") of blue
STEs with rise time 747(T"). For these parameters, the values at only one temperature are
delivered by the fits and no detailed assumptions on their temperature-dependency are
made (compare section II1/3.1.2). Thus, as is presented in the following, except for this
delayed recombination process of a fraction of the STEs (which is, in fact, neglected for
the complete quenched model, compare section 111/3.2.4), the temperature-dependency
of all parameters of the unquenched model can be determined from the values of these
parameters at 7' = 298K and 7' = 20K (obtained from the fits):

o From the fit results, the radiative decay times of blue and green STEs, 7,,(T =
298K), 74(T = 20K) and 7,4(T = 298K), 74(T = 20K) are determined. In addi-
tion, it is assumed that the radiative decay times of the blue and green STEs at
temperatures T < 5K, i.e., the radiative decay times from the energetically lower-
lying emitting levels 77,1, and 77,14, are known (compare section I11/3.3.2). Using this
information, all parameters describing the temperature-dependency of the radiative
decay times of blue and green STEs can be determined (compare equations 3.54 and
3.59 (section I11/3.1.3)):

R TR T (5.14)
7r0(T) 1+ e_’“gil‘)T
L1
1 TL1g TL2g
= o (5.15)
Trg(T) l+e *5T

3 All other free fit parameters only account for scaling effects, times shifts, constant offsets or the reflected
laser light and do, hence, not influence the model parameters.
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i.e., the values for 7795, Dy and 7724, Dy can be determined.

From the fit results, the non-radiative decay times of blue and green STEs, 7,,,4(T =
298K) and 7,4 (T = 298K) are determined. It should be noted that, at 7' = 20K, the
non-radiative recombination of STEs is assumed to be negligible (compare discussion
in section I11/3.2.1). As discussed in section 111/3.3.2, the energy barrier of the non-
radiative recombination process of blue STEs is assumed to be known. Therefore,
the complete temperature dependency of the non-radiative recombination of blue
STEs can be determined using the value of 7,,,,(T = 298K) (compare equation 3.57
in section I1I/3.1.3):

1 AR,

S 1
anb(T) e’ (5 6)

i.e., the value of K, can be calculated.

The energy barrier of the non-radiative recombination process of green STEs, how-
ever, is not assumed to be known (no values can be adopted from the literature).
Thus, the description of the temperature-dependency of the non-radiative recom-
bination time of green STEs contains two unknown parameters, K., and AE,
(compare equation 3.61 in section I11/3.1.3):

1 AEg

= Kppg-€ FBT (5.17)
Tm"g(T) g

Nonetheless, as discussed in section III/3.3.2, a constraint on the value of AEy is
postulated, allowing to estimate AFE, if the temperature-dependent total amount of
unquenched scintillation light produced can be calculated, i.e., if the temperature-
dependencies of all other blue and green STE recombination times are known: The
temperature-dependent total amount of unquenched scintillation light can be calcu-
lated using equations 3.110 and 3.111 (section III/3.2.3). The size of AE,, however,
influences the temperature-dependent radiative and migration branching ratios of
the green STEs and, thus, the temperature-dependent amount of green scintillation
light produced. Demanding that the total amount of unquenched scintillation light
produced decreases for temperature 7' 2 70K (compare section 111/3.3.2), allows to
adjust a value for AE,. Thus, using this method, also a value for AE, and, hence,
for K4 can be estimated.

From the fit results, the migration times of blue STES, Ty »_.(T" = 298K) and
Tumig, s—b(L = 20K) are determined. It should be noted that the migration time of
green STES, T -n(T), as well as its temperature-dependency is assumed to be
known (compare section I11/3.3.2). In addition, it is assumed that the hopping time
of blue STEs, tp,(T'), with

o tho (T)

Cdefects

Tmig, bﬂg(T)

(5.18)

is already known (see section I1I/3.3.2 and equation 3.63 in section I11/3.1.3). Thus,
from the determination of the migration time of blue STEs for at least one of the
investigated temperatures, the defect density Clegcs Of the investigated crystal can
be determined using equation 5.18. With the value of the defect density, in turn,
the temperature-dependent migration time of blue STEs can be calculated.
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o Using all of these determined recombination and migration times of blue and green
STEs (as well as their respective temperature-dependencies), the temperature-dependency
of

— The intrinsic lifetimes, 734,(T") and 7344(7) (equations 3.81 and 3.82 in section
111/3.1.4)

— The effective unquenched lifetimes, 71 (7") and 7 (7") (equations 3.106 and 3.107
in section I11/3.2.3)

— The different branching ratios, Fy/graa(T), Fy/gmig(T) and Fy/gpnrea(T) (equa-
tions 3.83, 3.84 and 3.85 in section 111/3.1.4)

of the blue and the green STEs, respectively, can be calculated.

o Thus, if the number of (spatially separated) electron-hole pairs initially created,
Nen(Epart), is known, then, with all of these determined parameters, the decay-
time spectra of the unquenched blue and green scintillation light, sz Y(Epart, T, t)
and PJ(Epart, T,t) (equations 3.104 and 3.105 in section I11/3.2.3), as well as the
temperature-dependent number of produced (unquenched) blue photons, sz Y(Epart, T,
and green photons, Pj'Y(Epert,T) (equations 3.110 and 3.111 in section I11/3.2.3),
can be determined. Using additionally that the mean energy of the produced
scintillation-light photons is, in good approximation, independent of temperature
(compare section I11/5.1.2) and known from the fits of the wavelength spectra (com-
pare section I11/5.1.2), the complete temperature-dependency of the total amount
of produced scintillation light, Ly (Epert, T') (equation 3.113 in section I11/3.2.3),
can be calculated. It should be noticed that the parameters Fyps and F-ypqp are
assumed to be known (compare section I11/3.3.2).

Thus, if the values of the parameters 71(T") and 72(T") at the temperatures 7' = 298K and
T = 20K, respectively, can be determined from the fits of the decay-time spectra recorded
under laser excitation, then all of the parameters (and their temperature-dependencies) of
the unquenched model for the investigated crystal can be calculated (under the assump-
tion of some values for several model parameters as explained in section I11/3.3.2). The
only exception is the temperature-dependency of the delayed recombination process of a
fraction of the initially created blue STEs. However, it has to be noticed that, as this
process is not expected to have any impact on the amount of scintillation light generated,
it is neglected in the formulation of the quenched model. Thus, the determination of the
temperature-dependency of 74-(T) and Fy,.(T') is not required for the formulation of the
complete quenched model as these parameters are not utilized there.

From this discussion, it becomes clear that, for crystal Philibert for which only measure-
ments with the 400nm filter (blue light) were performed, the complete set of parameters
cannot be determined as the effective unquenched lifetime of green STEs, m(T), cannot
be assigned a value (72(7T) only appears in the fit function of the green scintillation light).
Thus, as already indicated in the introduction to this section, the measurements and re-
sults of the fits for crystal Philibert are only used to compare the two crystals investigated.

Limitations and Problems of the Fits

However, it should be noted that, due to the reflected laser light covering the beginning of
the scintillation-light pulse as well as due to the (slow) impulse reaction of the detection
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system and the non-negligible width of the excitation pulse, features of the recorded pulse
shapes at the beginning of the pulses are problematic to describe with the fit. These
features are the partial rise time 74,.(7") of the fraction Fg.(T") of the blue scintillation
light at T = 298K and the rise of the green scintillation light with rise time 72(T") (at
T = 298K and at 7' = 20K). Additionally, it should be taken into account that, as dis-
cussed in appendix C.4, for large pulse heights (at least for signal heights = 0.9V), the
PMT signal starts to saturate and that, for short times ¢ after the excitation pulse, a non-
negligible extra noise-component (crosstalk from the laser discharge, compare appendix
C.4.3) is observable on the recorded signals. These features as well as their impact on the
determination of the rising part of the scinitllation-light pulse are discussed in appendix
E.4. From these considerations, it becomes clear that the determination of the parameters
Tar(T) and 7o(T) by fitting the recorded decay-time spectra is challenging or even pre-
vented. In figure 5.2, the addressed problems are illustrated graphically for the example of
the scintillation-light decay-time spectra recorded for crystal Olga at room temperature.
In figure 5.2 a) and b) (zoom to the beginning of the pulse), the measurement O9ppT
(crystal Olga, laser excitation, 7' = 298K, 10us record length, 400nm filter) is depicted.
In figure 5.2 ¢) and d) (zoom to the beginning of the pulse), the measurement O11ppr
(crystal Olga, laser excitation, 7" = 298K, 10us record length, 500nm filter) is shown. Ad-
ditionally, the respective results from the performed fits are indicated where the complete
fit function (equation 5.13) is represented by the solid red line, the part of the fit function
corresponding to the CaWOy, scintillation light (equation 5.11) is shown as a dashed blue
or green line and the part of the fit function corresponding to the reflected laser-light pulse
(equation 5.12) is shown as a dotted violet line.

The strategy used to obtain values or at least estimates for these parameters by using either
predetermined values from the literature or fitting procedures with alternately fixed values
for some parameters, in spite of all of these difficulties, is discussed in appendix E.4. From
this discussion, it can be concluded that, on the one hand, the value for 74.(T ~ 300K),
the rise time of the delayed produced scintillation light at room temperature, cannot be
determined from the fits. Thus, the value of 74,.(T ~ 300K) = 40ns from the literature
[71] is adopted for the model developed within the present work (see also discussion in
section I1I/3.1.2). On the other hand, it is discussed that, for the rise time 7o(7T), two
different methods are applied depending on temperature: For room temperature, the value
of this parameter can be determined by iteratively fixing its value or the values of all other
free parameters in the fits. Thus, 7 (7 = 298K) is, in the end, actually determined from
the data. The value for 7o(T = 20K), however, cannot be determined in this way. The
strategy used to obtain a reasonable estimate for this parameter is based on an estimate
of the defect density of the investigated CaWQy4 crystal from the fit results of the decay-
time spectra recorded at room temperature. Using this value and a preliminary result for
71(T = 20K) from a first fit of the unquenched decay-time spectra at low temperatures, a
preliminary value for 72(T = 20K) can be calculated. This value can then be inserted as
a fixed parameter into the fit function so that a new value for 7 (7' = 20K) can be deter-
mined via a fit which, in turn, can then be used to recalculate the value of 72(T = 20K).
It should be noted that, already after one iteration, the results obtained were stable. A
more detailed discussion of this method can be found in appendix E.4.
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Figure 5.2: Decay-time spectra (black lines and markers with error bars) recorded for crystal Olga
under laser-beam excitation at room temperature: In panel a) and b), the spectrum O9pmT
recorded with the 400nm filter (record length of 10us) is shown. In panel ¢) and d), the spectrum
O11ppmT recorded with the 500nm filter (record length of 10us) is shown. The spectra were
preprocessed according to section I11/4.6.2. Panel a) and ¢) depict the complete record length
of these spectra, in panel b) and c), zooms to the beginning of the pulses of panel a) and c),
respectively, are shown. The spectra were fitted simultaneously with the fit functions as described
in the main text. The complete fit functions are indicated as solid red lines. In addition, the
decomposition of the fit functions into the partial pulse representing the reflected laser light (dotted
violet lines) and the partial pulse representing the CaWQ, scintillation light (dashed, blue and
green lines, respectively) is shown. The different features of the data as well as of the fit functions
indicated in the figure are discussed in the main text as well as in appendix E.4 in detail.

5.2.2 Results and Determination of Free Model Parameters

In the following, the results obtained from the fits as well as the determined free parameters

of the unquenched model using these results are presented. At first, the results obtained
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for the free parameters of the fits of the decay-time spectra recorded for crystal Olga under
laser excitation at room temperature (O9ppmT and Ollpyr) are presented, followed by
the estimation of the defect density of the investigated crystal Olga based on these results.
With the value of the defect density determined in this way, the fits of the decay-time
spectra recorded for crystal Olga under laser excitation at low temperature (O9pnT and
Ollppnr) could be performed, as described in appendix E.4. The results from these
fits are presented. At the end of the section, the values and temperature-dependencies
determined for the free parameters of the unquenched model for crystal Olga are presented.

The results of the fits of the decay-time spectra of crystal Philibert (P5pymT and P6pnT,
only measurements with the 400nm filter) are presented in appendix E.5. As with the
information gained from these fits, a complete set of parameters of the unquenched model
for crystal Philibert could not be determined, these values are only used as comparison for
the values obtained from the fits of the data recorded with crystal Olga. This comparison
is discussed in appendix E.5 and reveals no major differences.

Results of the Fits to the Unquenched Decay-Time Spectra Recorded at Room
Temperature

In table 5.3, the results for the free parameters of the combined fits of the decay-time
spectra recorded for crystal Olga under laser excitation at room temperature, O9pnT
and O1lpnT, can be found. The parameters with superscript b have to be assigned to
the decay time spectrum O9pppr (blue light) and parameters with superscript g have to
be assigned to the decay time spectrum O1llppnr (green light).

For figures of examples of these fits, see figure 5.2 in section III/5.2.1. Regarding the
results of the fits listed in table 5.3, it can be observed that the value for 71 (7) (effec-
tive unquenched lifetime of blue STEs) complies with values from the literature for the
slow component of the CaWOy scintillation light under particle excitation (compare, e.g.,
values stated in table 2.1, section I11/2.2.3 from [41]). This observation confirms the pre-
diction of the model that the slow decay time observed under particle excitation essentially
corresponds to the undisturbed decay of blue STEs. In addition, the value determined
for Fy.(T) (fraction of scintillation light with rise time 74,.(T")) can be compared to the
value reported in the literature (~ 15% [71], see section II1I1/3.1.2). It can be seen that the
determination of Fy,(T") in the present work yields almost the same value, thus, within the
interpretation of this process in the developed model, pointing to a similar defect density
of crystal Olga and the CaWOy crystal investigated in [71]. This observation justifies
with hindsight the adoption of the value for 74.(T") which is also expected to depend on
the defect density of the crystal?. In addition, from these fit results, it can be seen that
the effective unquenched lifetime of green STEs, m(T"), is much smaller than the effec-
tive unquenched lifetime of blue STEs, 71(T), as anticipated by the model (compare, e.g.,
equation 3.136 in section III/3.2.3).

Tt has to be noted that, additionally to the fits with the fixed, chosen value of 40ns for 74, (T'), also fits
with values of 74,(T") ranging from 10ns to 60ns were tested, neither of them yielding a better description
of the pulse shapes, but all of them delivering similar values for Fy,(T).
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’ fit parameter H result ‘
[T =298K) [1062] || 2.0044 + 0.0002
1797H(T = 298K) [10°2] || 2.4103 £ 0.0003

(T = 298K) [1s] 9.0913 + 0.0004
(T = 298K) [ns] 1.4032 £ 0.0279
1oy [ns] 44.4353 + 0.0220

1 [ns] 46.5953 + 0.0201
hr V] || 70.1306 + 0.6107

L (V] || 55.2126 + 0.3090

R} [10724] || 1.7455 £ 0.0074

RJ [10724] || 2.6450 £ 0.008
M7, (T = 298K) 1.1087 £ 0.0001
M, (T = 298K) 1.0317 £ 0.0001
Fy (T =298K)  [%] 12.9262 + 0.1137

’ reduced x? H 2.10 ‘

Table 5.3: Summary of the results of the fits of the unquenched decay-time spectra O9pnr and
O11pmr recorded at room temperature, T = 298K (compare table 4.5 in section I11/4.5.2): The
value obtained for the effective unquenched lifetime 2 (T") of the green STEs was determined as
described in section I11/5.2.1. I;"? Fi*(T) and I797%(T) correspond to the basic scaling factor of the
pulse height of the decay-time spectra, respectively, 71(T") is the effective unquenched lifetime of
blue STEs, p?, and i, are the temporal shifts of the detected pulses compared to the respective
times of triggering, ¢%,; and %, are the DC offsets of the baseline levels, R} and R} correspond to
the scaling factors for the pulse shapes describing the reflected laser light, MY, e (T) and My, (T)
are the scaling factors of the decay-time spectra recorded with a record length of 10us in comparison
to the ones recorded with a record length of 100us, and Fg,.(T) is the fraction of scintillation light
exhibiting a delayed rise. In addition, the globally obtained, reduced x2-value is shown. The unit
[%] denotes photons per second, the unit [y] denotes number of photons.

Determination of an Estimate for the Defect Density of the Investigated CaWO,
Crystal

As discussed in appendix E.4, the fit of the decay-time spectra recorded at 20K did not
allow to directly determine a reliable value for the effective unquenched lifetime (7).

Therefore, the strategy was used that if, the defect density of the instigated crystal is
known (or, at least, can be estimated), then the value for 7 (7" = 20K) obtained from the
fit can be used to determine all of the model parameters for a temperature of T' = 20K,
i.e., also (T = 20K) (see appendix E.4 for details). Thus, an estimate for the defect
density Cleects has to be determined without using a value for 7o (7 = 20K) (as was orig-
inally intended, compare discussion of the determination of the free parameters of the
unquenched model in section II1/5.2). The derivation of such an estimate is outlined in
the following:

By assuming an arbitrary value for the defect density Cleis, all values of the model
parameters can be calculated from the fit results for 7 (7" = 298K), mo(T" = 298K) and
71(T = 20K) (compare to the discussion of the determination of the free parameters of
the unquenched model in section I11/5.2). It should be noted that, as all of the model
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parameters depend on the choice of the value for Cy e, only values of Clepees within a
certain range, [C4" | C™a* 1 deliver physically reasonable sets of parameters. In more

detail, this can be explained using the following three facts:

e The blue-to-green ratio of the scintillation light produced at room temperature is
known (from the fits of the wavelength spectra, see section 111/5.1.2).

e The sum of the radiative, non-radiative and migration branching ratios has to equal
unity (compare equations 3.83 to 3.85 in section 111/3.1.4).

e The migration time of green STEs and the hopping time of blue STEs are assumed
to be known from the literature (compare section I111/3.3.2).

Using these three facts, the values for the non-radiative branching ratios of blue and green
STEs, Fynraa(T = 298K) and Fj ,qq(T = 298K)), at room temperature are determined for
different defect densities using the results from the fits of the decay-time spectra recorded
at T = 298K. In figure 5.3, the values determined for Fy,.qq(T = 298K) (filled, blue
triangles indicating the calculated data points, dotted blue line as guide for the eye) and
Fynrad(T = 298K) (filled, green circles indicating the calculated data points, dashed green
line as guide for the eye) for different defect densities are shown. In addition, two vertical,
dashed, red lines are shown, indicating the minimum and maximum value of the defect
density for which both of the non-radiative branching ratios exhibit positive values®.

From figure 5.3, it can be seen that, only for values of the defect density Clgepects € [C’mm ~

defects

30ppm, C'¢%  ~ 275ppm], the values of both non-radiative branching ratios are positive.

This observation can be interpreted as described in the following;:

¢ On the one hand, it can be observed that the smaller the defect density, the more
efficient the radiative decay of the (few) green STEs has to become in order to
produce enough green photons to account for the determined ratio of the blue-to-
green light produced. As the migration time of green STEs is fixed, this increased
radiative efficiency has to result in a smaller branching ratio for the non-radiative
recombination process of the green STEs.

o In fact, if the defect density is chosen too small (Cygeers < Cg;;jggts), the radiative
branching ratio of the green STEs, F, 4(T" = 298K), has to become so efficient that
the non-radiative branching ratio of green STEs F,, (T = 298K) would have to

become negative, which is, of course, not possible.

¢ On the other hand, it can be observed that the larger the defect density, the more
efficient the migration process of blue STEs to defect centers (compare equation 3.63
in section I11/3.1.3). Thus, in order to produce enough blue STEs to account for the
determined ratio of the blue-to-green light produced, the more efficient the radiative
decay of blue STEs has to become. This, in turn, causes the non-radiative branching
ratio of the blue STEs to become smaller.

e Thus, if the defect density is chosen too large (Cueects > CTEE ), the radiative

defects
branching ratio of the blue STEs has to become so large that the non-radiative

5Tt should be noted that also values for the defect density outside of the plotted region were tested
(down to Oppm and up to 1000ppm). For all of these values, either the non-radiative branching ratio of
the blue or of the green STEs was found to be negative.
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Figure 5.3: Values for the non-radiative branching ratios of blue and green STEs at T = 298K
dependent on the defect density, Cyerects, calculated for crystal Olga on the basis of the results
of the fits of the unquenched decay-time spectra recorded under laser excitation: The filled, blue
triangles correspond to values calculated for the non-radiative branching ratio of blue STEs, the
dotted, blue line only delivers a guide for the eye. The filled, green circles correspond to the values
calculated for the non-radiative branching ratio of green STEs, the dashed, green line delivers a
guide for the eye. Additionally indicated by the dashed, red lines are the minimum and maximum
values of the defect density for which both of the non-radiative branching ratios exhibit positive
values.

branching ratio of the blue STEs would need to become negative, which is, of course,
not possible either.

From this discussion, it becomes clear that the possible values for the defect density Clcrocss
of crystal Olga can be limited to the range [~ 30ppm, ~ 275ppm]. However, in addition, it
should be taken into account that not only negative values for the non-radiative branching
ratios of blue and green STEs, but also very small values of, e.g., less than 10%, can be
assumed to be not reasonable: It can be observed that the non-radiative decay of blue
and green STEs starts to significantly influence the amount of produced scintillation light
already for much smaller temperatures than room temperature, i.e., at T' 2 70K for green
STEs and at T' 2 200K for blue STEs (compare section I11/3.2.1). Furthermore, due to the
observed smaller onset temperature of the non-radiative recombination process of green
STEs, it is expected that, for temperatures T" 2 70K, the influence of the non-radiative
recombination process on the lifetime of green STEs is larger than on the lifetime of blue
STEs. Therefore, it is expected that the non-radiative branching ratio of green STEs is
larger than the non-radiative branching ratio of blue STEs.

Hence, postulating that, on the one hand, both non-radiative branching ratios have to
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be larger than 10% (which is acutally still rather small) and, on the other hand, demand-
ing that the non-radiative branching ratio of green STEs is larger than the one of blue
STEs, a stricter restriction of the range of possible values for the defect density Clgeects
can be gained: Cyupeers € [~ 100ppm, ~ 200ppm]|. It should be noted that a defect den-
sity within this range seems reasonable when comparing this range to the amount of La
added as dopant, e.g., 250ppm La in [59], to improve the optical transmission of CaWOy.
Where, within the developed model, a decreased optical transmission of CaWQy crystals
is attributed to the existence of electron traps, i.e., to defect centers (compare section
I11/2.1.3). Within this interpretation, the amount of La added has to account for the
number of defect centers contained in the crystal, i.e., to effectively dope, the added La
density has to comply at least to the defect density of the crystal.

In order to proceed further, i.e., to determine the model parameters at T = 298K and
T = 20K, an explicit value for the defect density has to be determined. As no arguments
for any further limitation of the possible range for Cy. s Were found, the mean value of
the possible range stated was chosen. Hence a value for the defect density of crystal Olga
of

i, == 150ppm (5.19)

is chosen. It should be noted that a possibility to determine the defect density with fur-
ther measurements (without relying on the determination of 7(7") at low temperatures)
is suggested in section I11/6.3.

As discussed in section I11/5.2.1 and appendix E.4, the (chosen) value for Qe iy
combination with a preliminary value for 71(7 = 20K) can then be used to determine
To(T = 20K) (as well as all other low-temperature fit parameters) by iteratively perform-
ing the fit of the unquenched decay-time spectra recorded at T' = 20K, with (T = 20K)
as a fixed value.

Results of the Fits to the Unquenched Decay-Time Spectra Recorded at Low
Temperature

In table 5.4, the results for the free parameters of the combined fits of the decay-time
spectra recorded for crystal Olga under laser excitation at low temperature, O10ppT and
O12pnT, can be found where the parameters with superscript b have to be assigned to
the decay-time spectrum O10ppgr (blue light) and parameters with superscript g have to
be assigned to the decay time spectrum O12ppr (green light).

As can be seen from table 5.4, for 7(T" = 20K), no error is stated, although a Gaus-
sian propagated error from the fit result of, e.g., 7 (T = 20K), could, in principle, be
determined. No value was stated as, on the one hand, the systematical error due to the
uncertainty of the value of C’c?cf-cgfzs := 150ppm is very large, so that no attempt was made
to propagate this error, and as, on the other hand, the statistical errors from the fits are

much smaller (see table 5.4), i.e., negligible compared to the systematical error.

In figure 5.4, two examples of the six decay-time spectra recorded at low temperature
that were fitted simultaneously are presented: In panel a) a zoom to the beginning of the
pulse of the decay-time spectrum O10ppgr (crystal Olga, 400nm filter, T = 20K, record
length of 10us) is depicted with black markers and black line (error bars indicated). The
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’ fit parameter H result ‘
LY =20K) [102] || 0.28694 + 0.00002
17T =20K) [10°2] || 0.29022 + 0.00002

m(T) = 20K m 72.6861 £ 0.0051
To(T = 20K) [ns] 73.222
b, [ns] 46.2137 + 0.0091
. [ns] 47.6274 £ 0.0096
sy [1V] 222.993 + 0.426
Ly (V] 68.9873 + 0.2181
R} [10724] || 5.59748 + 0.00887
R} [10724] || 7.76057 + 0.01257
M}, (T = 20K) 0.844034 + 0.000078
M{,,, (T = 20K) 0.97420 + 0.00009
M00,.,(T = 20K) 0.84636 & 0.00011
M0, (T = 20K) 0.91574 + 0.00013
’ reduced x? H 3.17 ‘

Table 5.4: Summary of the results of the fits of the unquenched decay-time spectra O10ppT and
O12ppr recorded at low temperature, T = 20K (compare table 4.5 in section I111/4.5.2): The

value obtained for the effective unquenched lifetime, 72(T"), of the green STEs, was determined
on the basis of the defect density of crystal Olga of Cdocifcats := 150ppm (as described in section
11/5.2.1). 1" P (T and I797(T) correspond to the basic scaling factora of the pulse heighta of

the decay-time spectra, 71 (T) is the effective unquenched lifetime of blue STEs, u,, and pf,, are
the temporal shifts of the detected pulses compared to the respective time of triggering, c% ;, and
¢} are the DC offsets of the baseline levels, R} and Rj correspond to the scaling factors for the
pulse shapes describing the reflected laser light, M}y, (T') and M, (T)) are the scaling factors of
the decay-time spectra recorded with 10us record length and My, (T) and My, (T) are the
scaling factors of the decay-time spectra recorded with 1000us record length in comparison to the
ones recorded with 100us record length. In addition, the globally obtained, reduced y2-values are
shown. The unit [7] denotes photons per second, the unit [y] denotes number of photons.

fit function is depicted as blue line. In panel b), a semi-logarithmical plot (y-axis) of the
decay-time spectrum O12ppr (crystal Olga, 500nm filter, T = 20K, record length of

1000us) is shown (black markers and line, error bars indicated). The fit fit function is
depicted as green line.

From figure 5.4, it can be seen, that the pulse shapes are well reproduced by the model.
In panel a) of figure 5.4, it can be seen that, at a temperature of T' = 20K, the blue scin-
tillation light exhibits no observable rise time, as predicted by the model (compare, e.g.,
section I11/3.2.3). Concerning the values determined for the effective unquenched lifetimes
of the blue and green STEs, it can be seen that, as anticipated by the model, both of these
times strongly increase with decreasing temperature (more frequent radiative decay from
the lower-lying, longer-living energy level with 77,1, and 7714, respectively, compare section
111/3.1.3).

The values of the fit parameters determined in this way can now be used to determine the
free parameters of the unquenched model. It should be noted that, in this process, the
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Figure 5.4: Decay-time spectra (black lines and markers with error bars) recorded for crystal Olga
under laser-beam excitation at low temperature: In panel a), a zoom to the beginning of the pulse
of the spectrum O10ppT recorded with the 400nm filter (record length 10us) is shown. In panel
b), the spectrum O12ppr recorded with the 500nm filter (record length 1000us) is shown. The
spectra were preprocessed according to section I11/4.6.2. The spectra were fitted simultaneously
with the fit functions as described in the main text. The fit functions are indicated as solid blue
and green lines, respectively.

statistical uncertainties of the values resulting from the performed fits will be neglected
as, on the one hand, they are very small. On the other hand, it has to be kept in mind
that all of the low-temperature fit values and, thus, also the model parameters determined
on the basis of these fit results contain a rather large, non-negligible uncertainty due to
the choice of the value for the defect density of crystal Olga. Hence, those parameters
determined in the following which are highly dependent on the defect density (as, e.g., the
migration time of blue STEs) should only be regarded as estimates. Nonetheless, it should
be noted that, e.g., for the quenched model, only the value for the radiative decay time will
be used and this decay time only delivers a scaling factor of the quenched pulses. Thus,
the determination of the value for the Forster radius, Rq—q(7"), is not directly influenced
by the choice of C’gﬁfﬁs := 150ppm. Nonetheless, the determined value of the Forster
radius, of course, indirectly depends on the defect density, as it depends on the number
of initially created STEs, which in turn is influenced by the size of the defect density via
the fraction of electrons captured by traps, Fo—i.qps. Within the developed model, it is
assumed that electron traps are created by the same centers that are responsible for the
green light emission, i.e., by defect centers. As, however, the value of F,—,,,, is only

estimated within the present work (using values from the literature) and as no explicit
lga

fects

expression for the dependency of F,—,.q,s 0N Coerers 18 used, the choice of a value for C’g
has no influence on the determined value for Ry 4(T).
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Determination of the Parameters of the Unquenched Model Using the Fit
Results

As discussed in section I11/5.2.1 and appendix E.3, the results of the fits for the parame-
ters 71(T") and 7 (7") at 298K and at 20K can be used to calculate the values of the free
model parameters of the unquenched model at these temperatures. These parameters, in
combination with the assumed values for some of the model parameters (compare discus-
sion in section III/5.2.1), can then be used to determine the temperature-dependencies
of the parameters of the unquenched model, i.e., the parameters describing the radiative,
non-radiative and migration times (except for the temperature-dependency of 74.(T") and
Fy-(T)). The determined parameters can be found in table 5.5 (as discussed above, no
uncertainties are stated).

’ model parameter H determined value ‘

Cinieess [ppm] 150
TL2b [MS] 7.67
Tr2g [0S 3.96

Dy [meV] 3.98

Dy  [meV] 6.85
Koy |2 6.38 - 10°
Knrg |1 9.20 - 10®
AE; [meV] 35.0

Table 5.5: Summary of the results of the determined free model parameters from the fits of the
unquenched decay-time spectra: C’(glfgfts is the defect density of crystal Olga. As the hopping
time of blue STEs is assumed to be known, the migration time of blue STEs can be determined
using this value. 7p2 and 724 are the radiative recombination times of the energetically higher-
lying levels of the blue and the green STEs, respectively. D, and D, are the respective energy
barriers for the radiative recombination processes. As 7p1; and 7714 are assumed to be known,
the radiative recombination times can be calculated using these values. K,,, and K, are the
non-radiative rate constants for the blue and green STEs, respectively. AE, is the energy barrier
of the non-radiative recombination process of the green STEs. As AFj, is assumed to be known,

the non-radiative recombination times can be calculated.

Using the parameters determined in the present work (table 5.5) and additionally the pa-
rameters predetermined from the literature (see section 111/3.3.2), a full set of parameters
of the unquenched model (except for the temperature-dependency of 74,.(T) and Fy,.(T)) is
derived. These parameters can be used to calculate the temperature-dependent radiative
(176(T") and 7,.4(7T")), non-radiative (7,74(7") and 7,r¢(7")) and migration times (Tig, v—g(7)
and T, .»(T)) of blue and green STEs (compare section I11/3.1.3). From these values,
additionally the intrinsic lifetimes (Tltbl(T) and mgl(T)) as well as the effective unquenched

lifetimes (71(7") and 72(T")) of the blue and green STEs can be calculated (compare sections
3.1.4 and 3.2.3, respectively). It should be noted that 71(7") corresponds to the observable
(slow) decay time of the blue and green scintillation light and 75(7") corresponds to the ob-
servable rise time of the green scintillation light at least for 7" < 20K (compare discussion
of figure 3.12 in section 111/3.2.4). A graphical illustration of the temperature-dependency
of the different recombination times of the STEs and their impact on the intrinsic lifetimes
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and effective unquenched lifetimes, i.e., the observable rise and decay times of the scintilla-
tion light calculated with the determined parameters, can be found in figure 5.5. In figure
5.5 a), the radiative recombination time (long-dashed, dark-blue line), the non-radiative
recombination time (dotted, violet line), the migration time (dashed-dotted, blue-grey
line), the intrinsic lifetime (short-dashed, blue line) and the effective unquenched lifetime
(i.e., the decay time of the blue and green scintillation light, solid, red line) of the blue
STEs are depicted. In figure 5.5 b), the radiative recombination time (long-dashed, dark-
green line), the non-radiative recombination time (dotted, green-grey line), the migration
time (dashed-dotted, dark green-grey line), the intrinsic lifetime (short-dashed, blue line)
and the effective unquenched lifetime (i.e., rise time of the green scintillation light, solid
red line) of the green STEs are depicted. The different scales of the y-axis in panel a) and
b) indicating the different orders of magnitude of the blue STE and green STE processes
and lifetimes should be noted.
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Figure 5.5: Temperature-dependency of the recombination and migration times as well as of the
intrinsic and effective unquenched lifetimes of blue (panel a) and green (panel b) STEs: Calculated
using the parameters of the unquenched model determined for crystal Olga within the present
work.

From figures 5.5 a) and b), the influence of the different recombination and migration pro-
cesses on the respective intrinsic lifetimes of the blue and green STEs can be seen clearly.
As anticipated in the development of the model (compare section I11/3.2.3), the lifetimes
and process times of the green STEs are much faster than the lifetimes and process times
of the blue STEs. In panel a), the effective unquenched lifetime of blue STEs, 71(T), can
be compared to the intrinsic lifetime of blue STEs. It can be seen that the influence of
the mutual excitation processes of the blue and green STEs (contained in 71(7")), leads to
a prolongation of the effective lifetime of blue STEs compared to the intrinsic lifetime of
blue STEs, 754,(T). This is attributed to the fact that, via the process of exciting green
STEs (on the timescale of the effective unquenched lifetime of blue STEs), also blue STEs
are re-excited (migration of green STEs to blue centers) on the timescale of the migration
time of green STEs. Thus, the population of blue STEs is repopulated by green STEs
on a non-negligible timescale leading to a longer observed lifetime of blue STEs as in-
trinsically present. In panel b) of figure 5.5, the effective unquenched lifetime of green
STEs, m2(T'), can be compared to the intrinsic lifetime of green STEs. These two times
are almost identical (the difference of these two times amounts to maximal ~ 1ps, within
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the plotted temperature range) indicating that the impact of the mutual excitation pro-
cesses on the lifetime of green STEs is almost negligible. This can be attributed to the
fact that the intrinsic lifetime of green STEs is much faster than the excitation process
by blue STEs. Therefore, the excitation process via the blue STE population determines
the observable decay time of the green scintillation light (the light cannot be produced
faster than the STEs are excited). The production of the green scintillation light, however,
takes place on a timescale almost identical to the intrinsic lifetime of (72(T") ~ 734(T'))
which leads to a rise time of the green scintillation light with 75(7"), as observable from
experimental data (compare, e.g., figure 3.13 in section I11/3.2.4). In addition, the calcu-
lated temperature-dependency of the effective unquenched lifetime of blue STEs, 71 (T),
corresponding to the decay time of the blue and the green scintillation light can be com-
pared to measurements of the "slow” component of the CaWOQO, scintillation light under
particle-excitation as, e.g., depicted in figure 2.13 (section III/2.2.3) from [41]. A con-
vincing agreement of the model prediction and the measured data can be observed: All
features of the temperature-dependency of the measured ”slow” decay-time component
are reproduced by the calculated effective unquenched lifetime of the blue STEs within
the developed model.

With these determined process times and lifetimes of the blue and green STEs, the
temperature-dependent number of produced blue and green photons, i.e., also the total
number of produced photons, can be calculated (compare equations 3.108 and 3.109 in sec-

tion 111/3.2.3) for a given number of initially produced blue STEs N/&r¢ *TH (Ep,,) =
Nen(Epart) - (1 — Fo—4r40): Within the unquenched model, the number of blue STEs ini-
tially produced is only a scaling factor of the pulse height of the scintillation light. It does
neither influence the pulse shape nor the amount of light produced per STE. Therefore,
instead of assuming an arbitrary number of blue STEs initially generated, the number
of photons (blue, green and total number) produced per blue STE can be calculated. In
addition, the relative amounts of blue and green photons produced can be determined.
The results of these calculations on the basis of the parameters of the unquenched model
determined for crystal Olga are depicted in figure 5.6. In panel a) of figure 5.6, the
temperature-dependent number of blue (blue line) and green (green line) photons as well as
the temperature-dependent total number of photons (red line) produced per electron-hole
pair as calculated with the model are shown. In panel b) of figure 5.6, the temperature-
dependent relative amounts of blue (blue line) and green (green line) photons produced
per electron-hole pair, i.e., the ratio of the number of blue and green photons, respectively,
and the total number of photons produced per electron-hole pair, are shown.

From panel a) of figure 5.6, it can be seen that, as demanded by the model, at temper-
atures < 70K, the total number of photons produced per blue STE in the unquenched
model equals unity (compare discussion of the impacts of the different processes consid-
ered in the model in section III/3.2.1). At temperatures 7' 2 70K, a decrease in the total
number of photons produced can be observed, which can be attributed to the onset of the
non-radiative recombination process of green STEs. The onset of the non-radiative recom-
bination process of green STEs can also be deduced from figure 5.5 b): At T' ~ 70K, the
non-radiative recombination time is only about 1 to 1.5 orders of magnitude larger than
the radiative and migration times of green STEs. This indicates the contribution of this
decay time onto the intrinsic and effective unquenched lifetimes of the green STEs. Fur-
ther inspecting panel a) of figure 5.6, it can be observed that, at temperatures T' 2 200K,
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Figure 5.6: Temperature-dependency of the absolute and relative numbers of blue and green pho-
tons as well as of the absolute number of all photons produced per blue STE initially created as
calculated with the parameters of the unquenched model determined for crystal Olga: In panel
a), the total number of photons produced per blue STE (red line) as well as the the numbers of
blue and green photons produced (blue and green lines, respectively) can be seen. In panel b),
the relative numbers of blue and green photons produced, i.e., the ratio of the number of blue and
green photons, respectively, and the total number of photons produced, are shown (blue and green
line, respectively). As indicated in the figures, the feature, visible on the graphs of the absolute
and relative numbers of blue and green photons produced at T ~ 10K, can be attributed to a
discontinuity of the mathematical expressions describing these parameters and does not indicate a
physical effect.

an additional decrease of the total number of photons can be observed. This effect can
be explained analogously with the onset of the non-radiative recombination of blue STEs
(compare figure 5.5 a). From panel b) in figure 5.6, it can be seen that the relative amount
of blue and green photons produced varies only slightly with temperature. However, as
implemented in the model, at low temperatures (T' < 50K) the relative number of green
photons produced is decreasing which can be attributed to the decreasing efficiency of
the migration process of blue STEs (compare migration time and effective unquenched
lifetimes of blue STEs in figure 5.5 a) leading to a decreased number of green STEs ex-
cited). For very small temperatures (7' < 5K), constant values of the relative numbers
of blue and green photons produced are reached as in this temperature region, the only
excitation process for green STEs is the absorption of blue photons at defect centers which
is assumed to be independent of temperature (compare section I1I1/3.1.3). In addition, the
calculated temperature-dependencies can be compared to measurements of the relative
intensities of the blue and green scintillation light produced, as, e.g, depicted in figure
2.12 (section I11/2.2.2, data adopted from [54]). It can be seen that the main features
of the temperature-dependencies of both quantities, of the numbers of blue and green
photons produced and the total number of photons produced as well as of the relative
numbers of blue and green photons produced, are well reproduced by the model. It should
be noted that the deviations of calculated and measured temperature-dependencies for
intermediate temperatures can most probably be explained by different defect densities
of the respectively investigated CaWO, crystals (crystal Olga within the present work
and crystal Conrad within [54], compare discussion in section III/2.2.2) as well as by a
potential influence of the quenching effect on the light yield measured in [54] with 30eV
photons (compare discussion in section III/3.2.1).
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In addition, the values of the parameters of the unquenched model determined in this
way can be utilized to determine the relative impact of the different terms of the com-
plete model functions that were neglected in the formulation of the fit functions (compare
discussion in section I1I/5.2.1 and appendix E.1). In order to compare the impact of the
terms of the complete unquenched green and blue light model-functions (equations 3.104
and 3.105 for ~ 300K and equations 3.126 and 3.127 for ~ 20K, see section I11/3.2.3),
the strategy as explained in section I11/3.2.3 and appendix B.8 can be used: The inte-
grals of the individual terms can be calculated according to the relationships as derived
in appendix B.8 and then be compared to each other. It can be calculated that the ratio
of the integrals of the neglected terms and the integrals of the non-neglected terms in
the fit functions, amounts at most to ~ 2.5 1074, Thus, as anticipated, the impact of
the neglected terms onto the pulse shapes of the produced scintillation light is of minor
importance. Therefore, the uncertainty introduced due to the performed simplification
(negligence of terms) can be regarded as extremely small.

In conclusion, it can be stated that, a complete set of parameters of the unquenched
model for crystal Olga could be determined based on

e The results of the analysis of the unquenched decay-time spectra.
e The physically motivated choice of a value for the defect density of crystal Olga.
¢ Predetermined values for some parameters of the model from the literature.

In the following, the value and temperature-dependendency of the radiative decay time
will be used for the analysis of the measurements performed with ion-beam excitation. It
should be noted that the values determined are also used for the calculation of the light
yield for different interacting particles with the complete quenched model (presented in
section I11/6.1).

5.3 Quenched Decay-Time Spectra: Data Recorded With
Ion-Beam Excitation

As discussed in section I11/3.3.2, the decay-time spectra recorded with ion-beam excitation
(iodine 27T and oxygen 60, compare chapter 4), i.e., with an excitation mode creating
a dense STE population, are utilized to determine the remaining free parameters of the
complete quenched model as well as to validate the complete model. For this purpose,
the decay-time spectra recorded with ion-beam excitation are fitted using the pulse shape
of the quenched decay-time spectrum as predicted by the model. In the following, at
first some basic considerations are presented, followed by a short discussion of the utilized
fit function and of the applied procedure to determine the unknown parameters of the
quenched model. Thereafter, the results obtained for the remaining free parameters of the
complete model as well as the validation of the model are discussed.

The data analyzed in the following are the decay-time spectra Olppy to O4pnr (crystal
Olga, iodine-beam excitation, recorded with the 400nm and 500nm filter and at T ~ 298K
and T =~ 20K, respectively) and O5ppT to O8pymt (crystal Olga, oxygen-beam excita-
tion, recorded with the 400nm and 500nm filter and at T' ~ 298K and T =~ 20K, respec-
tively) as well as Plpynr, P2pyr (crystal Philibert, iodine-beam excitation, recorded
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with the 400nm filter at T' ~ 298K and T =~ 20K, respectively) and P3pmT, P4pmT
(crystal Philibert, excitation with the oxygen beam, recorded with the 400nm filter at
T =~ 298K and T =~ 20K, respectively) as listed in table 4.4 in section 111/4.5.1. All decay-
time spectra were preprocessed according to the procedure described in section I11/4.6.2.

5.3.1 Basic Considerations

It should be noted that, as discussed in detail at the end of section III/3.2.4, at tem-
peratures T 2 20K, the quenched scintillation-light decay-time spectra of the blue and
the green scintillation light predicted by the model exhibit the same shape: The only
difference is given by the scaling factor Rb+g(T) in the mathematical description of the
green scintillation light decay-time spectrum (see equation 3.164 in section I111/3.2.4).
Ry_4(T') corresponds to the ratio of blue-to-green light produced. For a discussion and
interpretation of a measured quenched scintillation-light pulse-shape from the literature
at a temperature 7' < 20K within the developed model, see the discussion of figure 3.12
in section I1I/3.2.4. In addition, it should be noted that, within the developed model,
the mathematical expression for the decay-time spectrum of the quenched blue and green
scintillation light produced is the same for all temperatures 7' 2 20K (up to room tem-
perature which is the maximum temperature considered within the present work).

Thus, as in the conducted experiments only measurements at temperatures T 2> 20K
were performed, in the following, no differentiation of the pulse shape predicted by the
model for the blue and green scintillation light has to be used: In fact, also the scaling fac-
tor between the blue and green scintillation-light pulse-shapes does not have to be utilized
as, within the developed description of the recorded pulse-shapes (see section I11/5.3.2),
the amount of scintillation light detected at the PMT for the 400nm or the 500nm filter
is not determined by the ratio of blue-to-green-light produced, but by the relative trans-
missions of the created scintillation light through the filters (compare appendix C.5). By
using these relative transmission which account for the shape of the wavelength spectra
of the created scintillation light, the relative amounts of blue and green scintillation light
produced are already considered.

Therefore, the expression for the decay-time spectrum predicted by the model for the
blue and the green scintillation light, respectively (introduced in section II1/5.3.2) is as-
signed no subscript (compare to the unquenched fit function: b or g for blue and green
scintillation light, respectively).

In addition, no differentiation of the mathematical expressions of the quenched decay-
time spectra at room temperature or at 20K has to be used. However, of course, the
temperature-dependent parameters contained in this expression exhibit different values at
different temperatures. Therefore, the dependency of the mathematical expression for the
decay-time spectrum on temperature needs to be indicated.

5.3.2 Pulse-Shape Fits of the Quenched CaWOQO, Scintillation Light
Fit Function

For the fit of the decay-time spectra recorded under ion-beam excitation, the description of
the quenched scintillation-light pulse-shape for one primary interacting particle from the
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complete model developed is used (see, e.g., equations 3.166 and 3.167 in section 111/3.2.4).
From the discussion in section I1I/3.2.4 (and appendix B.3), it can be deduced that,
within the developed model, the scintillation-light decay-time spectrum for one primary
interacting particle is described by the sum of the expressions for the scintillation light
generated by different STE populations: The STE populations created in the inner and
outer parts of the PIT1 and PIT2 volumes (primary ionization track, part one and part
two) and by the STE populations initially created in the inner and outer parts of all of the
Rec volumes (1nm long cylindrical volumes centered around the tracks of the generated
nuclear recoil particles as well as of their recoil particles). For details on the modeling of
the initially created STE-density distribution, see section 111/3.1.2. Hence, the complete
decay-time spectrum produced for one primary interacting particle with energy FE,q-+ can
be expressed by:

PUEpart, T,t) = Py, prp1(Bpart, Tot) + Poy prpy (Bparts Tot) + P prpo(Epart, T, )+
+ Pc;]ut,PIT2<Epa7’t7 T,t)+ P! (Epa'rt7 T,t) + P (Epart, T, t) (5.20)

in,Rec out,Rec
where, on the one hand, each of the individual terms depends on the Forster radius
Ry—4(T). On the other hand, each term depends on the initially created blue STE density-
distribution in the respective volume. This implies that each term depends on the amount
of energy deposited in ionization within the respective volume, on the spatial distribution
of the ionization within this volume as well as on the geometrical description of the extent
of the volume (radius and length of the volume, exponential constant of the density distri-
bution and fraction of energy deposited within inner and outer volume, compare section

111/3.1.2).

It should be noted that, of course, each ion-beam pulse contained more than one ion.
However, as discussed in section II1/4.7.3, the number of ions per excitation pulse, Niz7;
or Nisp, delivers a mere scaling factor of the pulse height of the produced scintillation-
light pulse: Due to the low number of ions per pulse and the strongly defocussed beam
geometry, each of the ions contained in one pulse can be expected to produce an indi-
vidual, separated STE population which is not interacting with STEs created by other
ions, i.e. it can be assumed that no inter-track quenching took place. Therefore, modeling
the scintillation light pulse-shape produced by all ions of in one pulse simply requires to
sum the scintillation-light decay-time spectra produced by the individual ions. Of course,
the temporal width of the ion pulse needs to be taken into account, as discussed in the
following: In analogy to the fit function for the unquenched scintillation light (see section
I11/5.2), the expression for the decay-time spectrum from the model (equation 5.20) has to
be multiplied with the corresponding detection and conversion efficiency as well as to be
convoluted with the temporal pulse shape of the respective ion pulse (Gaussian with width
o127; = 3.94ns and o165 = 3.08ns, respectively, compare section 111/4.7.3) and the impulse
reaction of the utilized detection system (compare discussion in appendix E.1 for the
unquenched fit function). However, in contrary to the unquenched fit function, this con-
volution can no longer be performed analytically, but is implemented numerically within
the fit routine®. Therefore, the final fit functions, FmI(EmI,T, t) and FlSO(EwO,T,t),
cannot be expressed explicitly.

The fits and convolutions were performed using root [106]. In order to enable the numerical convolution
of the impulse reaction, the ion-beam pulse and the model function, a Gauss-Legendre-sampling of the
parameter space was conducted.
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Applied Fit Procedure

The fit function determined for the quenched scintillation-light pulse-shapes contains the

following unknown parameters’:

o The Forster radius Rg—q(T).

e A temporal shift of the recorded decay-time spectrum relative to the time of trig-
gering, fiot-

o The number of ions per excitation pulse Ni27r; or Nisg, respectively (scaling factor
of the signal height).

e The description of the spatial distribution of the initially produced blue STE density.

This implies that the ionization distribution initially created by the respective primary
interacting particles, i.e., the 7T jons and the 160 ions, has to be determined from sim-
ulations. For this purpose, simulations with the program SRIM [42] were carried out and
the method described in appendix B.3.6 was applied. However, as discussed in detail
in appendix B.3.10, the parameters describing the radial distribution of the ionization
density around the track of the primary interacting particle (and around the tracks of
its recoils) cannot be completely derived by only using the information obtained from the
conducted simulations. The strategy developed to obtain estimates for these parameters is
discussed in appendix B.3.10: With the help of the decay-time spectrum O2ppr (crystal
Olga, iodine-beam excitation, 400nm filter at low temperature) and a first estimate for
the value of the Forster radius of roughly 2 to 4nm (compare values determined in the
literature, see section I11/3.1.3), the radial parameters of the PIT1 and PIT2 volumes of
the 27T jons are adjusted such that the fit function yields a reasonable reproduction of
the pulse shape of the recorded scintillation-light decay-time spectrum. As described in
appendix B.3.10, these parameters can then be used to determine the radial parameters of
the Rec volumes of the ionization distribution created by the 271 ions. It should be noted
that a large number of different sets of parameters was tested for the radial parameters
as well as for the Forster radius. The values of the parameters chosen in the end were
the ones that were found to deliver the best description of the pulse shape. Nonethe-
less, it should be noted that, as discussed in appendix B.3.10, it is in fact very likely
that different combinations of values for the radial parameters and the Forster radius can
be found, that reproduce the recorded pulse shape with similar quality. Therefore, the
value of the Forster radius determined by the succeeding fit of the decay-time spectrum
with the fit function containing the chosen values of the radial parameters as fixed param-
eters, should only be regarded as an estimate based on the values of the radial parameters.

It should be noted that, in section III/6.3, a method to determine the Forster radius
independently from assumptions regarding the radial extent of particle-induced ionization-
density distributions is suggested. If such a method is applied, then, in turn, the pulse

"For the effective unquenched lifetime 71 (T) of the blue STEs, the respective value determined in
appendix C.8.3 from a fit of the purely exponentially decaying part of the decay-time spectrum is adopted
and used as a fixed parameter in the fits of the quenched decay-time spectra. This strategy was chosen in
order to reduce the number of free fit parameters, as these fits involve a numerical convolution that has
to be calculated in each step of the fit procedure and are, thus, very extensive with regard to computing
time.
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shapes of the scintillation-light decay-time spectra for particle interactions could be em-
ployed to determine reliable values for the radial parameters.

The values determined of the radial parameters of the ionization distribution of the
1277 jons (as used in the experiments, Fi2r; = 34.768MeV, compare table 4.3 in section
I11/4.4.1) by the application of the described method can be found in table 5.6. Addi-
tionally, the values of the radial parameters of the ionization distribution of the O ions
(as used in the experiments, Eisg = 34.942MeV, compare table 4.3 in section II1I1/4.4.1)
as determined with the method described in appendix B.3.10 on the basis of the values of
the 71 ions are stated.

radial parameter determined value for | determined value for

FEhorp = 34.768MeV Eisp = 34.942MeV
8171 (Epart) [nm] 0.450 2.40
5171 (Epart) [nm] 11.5 11.5
8179 (Epart) [nm] 0.225 0.45
T8 (Epart) [nm] 2.70 11.5
1 fiee(Epart) [nm] 0.225 0.225
T%Jei(E art) [nm] 11.5 11.5
FPITl( Epart) 0.91 0.91
Firo(Epart) 0.45 0.91
FRec(Epart) 0.48 0.68

Table 5.6: Values of the radial parameters of the ionization distribution of the oxygen and iodine
ions determined as described in detail in appendix B.3.10: The highly different values for the PIT2
parameters of the oxygen and iodine ions are caused by the different energy-loss processes of these
ions within their respective PIT2 regions. For a detailed discussion, see appendix B.3.10.

In the following, the parameters stated for the iodine ions in table 5.6 are assumed to be
fixed and the radial parameters for all other ions regarded within the present work (see,
e.g., section IIT/6.1) are determined on the basis of these values according to the method
described in appendix B.3.10.

With the fixed values for the radial parameters of the ?I ions derived, the decay-time
spectra OlpymT and O2pppr are fitted with the remaining three parameters (Rgq_q(T),
tior and Niz7p) as free parameters, yielding the determination of a value for the Forster
radius at room temperature, Ry_4(T = 298K), and at low temperature, R;_4(T = 29K).
As the Forster radius is only dependent on temperature (compare discussion in section
I11/3.1.3), i.e. it is independent of the employed excitation mode, the values of the Forster
radius determined in this way are assumed to be valid for all other measurements with
ion-beam excitation performed within the present work - of course, the respective value
for each temperature has to be used. It should be noted that, due to the expected weak
temperature dependency of the Forster radius (compare section I111/3.1.3), the value de-
termined from the measurement O2ppT at a temperature of T' = 29K is adopted for all
other measurements performed at low temperature, i.e., also for a temperature of T' = 20K.
Actually, due to the fact that no measurements at temperatures ' < 20K were performed,
it is assumed that the value determined for T" = 29K is valid for the complete temperature
range below 29K, i.e., for T' < 29K.
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Thus, in order to test and validate the developed model, the corresponding value of the
Forster radius determined for 7' = 298K and T ~ 20K, respectively, is adopted as a fixed
value for the fits of all other quenched decay-time spectra of crystal Olga at room tem-
perature and at low temperature. In addition, as the Forster radius is expected to be
same for every CaWQy crystal, also the decay-time spectra recorded for crystal Philibert
at room temperature and at low temperature are fitted using the determined values for
Ry _4(T) as fixed values. Hence, all other decay-time spectra - except for the decay-time
spectra Olpnt and O2pp - are fitted with only two parameters, i.e., the temporal shift
tor and the number of ions per pulse Ni2r; or Nisg, respectively, as free fit parameters.
The quality of these fits is assumed to reflect the validity of the developed model. The
results obtained are presented in the following.

5.3.3 Results of the Fits and Values Determined for the Forster Radius

In table 5.7, the results of the described fits to the decay-time spectra recorded under ion-
beam excitation are presented. In figure 5.7, graphical illustrations of the performed fits
for the examples of the decay-time spectra O2ppr (crystal Olga, 271, 29K, 400nm filter)
and O5ppr (crystal Olga, 160, 309K, 400nm filter) are shown. From these examples, it
can be seen that the fit function describes the pulse shape of the scintillation light recorded
under iodine-beam as well as oxygen-beam excitation reasonably well.

measurement | ion | T Ry 4(T) Ltot Ni27;/Niso %
K] [nm] [ns]
Olpyr | 71298 | 2.058 + 0.004 | -26.890 + 0.109 | 84.326 + 0.241 | 1.35 |
O2pMmT 2771 29 | 2.84 + 0.02 -25.26 + 0.68 | 163.23 £ 1.72 | 1.74
O3pmT 1271 1 298 fixed -27.01 £ 0.15 79.46 + 0.07 | 2.33
O4pmT 277 | 27 fixed -26.26 + 0.76 96.32 + 0.16 | 1.49
O5pMmT 160 | 309 fixed -17.48 £ 0.21 | 69.48 + 0.065 | 1.72
O6pnT 160 | 20 fixed -21.61 £ 0.22 70.64 +£ 0.12 | 1.02
O7pMT 160 | 300 fixed -18.56 + 0.12 | 345.40 + 0.22 | 1.93
O8pMmT 60 | 21 fixed -21.50 £ 0.13 | 300.79 + 0.42 | 3.89
Plpuvr 1277 1 308 fixed -24.91 + 0.15 | 103.29 &+ 0.06 | 12.62
P2pniT 2771 20 fixed -37.34 £ 0.29 88.21 +£0.17 | 10.84
P3pumiT 160 | 302 fixed -19.56 £ 0.12 | 187.02 +0.12 | 1.64
P4pnit 160 | 18 fixed -21.53 £ 0.10 | 138.43 £ 0.02 | 14.44

Table 5.7: Results of the fits of the decay-time spectra recorded under ion-beam excitation: A
description of the applied fit function and procedure can be found in section II1/5.3.2. The room-
temperature and low-temperature values for the Forster radius were determined with the fits to
the decay-time spectra OlppmT and O2pnpr. These values were adopted as fixed values in the fits
of all other decay-time spectra. For a discussion of the results, see the main text. The errors stated
are the statistical errors from the fits. It has to be kept in mind that, due to the determination
of the radial parameters of the ionization densities, corresponding systematical uncertainties are
expected to be significantly larger.

From the examples of recorded decay-time spectra (black markers) and their respective
fits (red lines) shown in figure 5.7, it can be seen that the fit function reproduces the pulse
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Figure 5.7: Decay-time spectra (black lines and markers with error bars) and corresponding fits
with the quenched model fit-function (solid red lines) recorded for crystal Olga under ion-beam
excitation: In panel a), b), c), the decay-time spectrum O2ppr recorded under '27I-beam exci-
tation at T =~ 29K with the 400nm filter is shown. In panel d), e), f), the decay-time spectrum
O5pnr recorded under 90-beam excitation at T ~ 309K with the 400nm filter is shown. In
panel a) and d), the respective complete ranges used for the fits are shown. In panel b) and e),
a semi-logarithmical plot (y-axis) of the same data is shown to illustrate the non-exponentiality
of the recorded decay-time spectra at the beginning of the pulses which is nicely reproduced by
the fit functions. In panel ¢) and f), zoomed-in views to the beginning of the pulses are shown,
respectively. From these figures, it can also be seen that the respective fit functions describe the
data in a satisfying way. The spectra were preprocessed according to section I11/4.6.2.

shapes of the decay-time spectra recorded under iodine-beam excitation (panel a to c)
at low temperature as well as under oxygen-beam excitation (panel d to f) at room tem-
perature in a satisfying way. Inspecting the zoomed-in view of the respective decay-time
spectra depicted in panels ¢) and d), the observation can be made that at very short times
t, the fit function does not perfectly describe the data: In panel c¢), t can be observed that
the fit function slightly exceeds the values of the data points, in panel f), a small under-
estimation of the data by the fit function can be seen. These small deviations of the fit
functions at short times t after the beginning of the pulses from the recorded pulse shapes
is attributed to the rather simple description of the ionization-density distribution initially
produced: Especially, the fact that the STE-distributions are assumed to exhibit no radial
dependency, except for the division into an inner, densely ionized volume and an outer
rarely ionized volume is a very simplified model. In fact, by choosing, e.g., a Gaussian
profile for the radial ionizaton distribution in the inner part of the PIT volumes, the pulse
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shape at the beginning of the pulses can be strongly influenced®. The smaller the width
of such an Gaussian distribution, i.e., the more enhanced the STE-density distribution
directly around the track of the primary interacting particle, the more distinct the initial
sharp peak and the faster the light intensity is reduced at the beginning of the pulse.
However, such a model would require the introduction of an additional parameter to de-
scribe the ionization distribution, i.e., the width of the Gaussian distribution. As is the
case for the other radial parameters employed in the model, the width of such a Gaussian
distribution could not be determined from the conducted simulations either, but would
have to be estimated analogously to the other radial parameters. Due to this uncertainty
in the determination of the radial parameters, it was attempted to use as few parameters
as possible to describe the initially produced ionization distribution. Thus, the observed
deviation of the model function from the recorded decay-time spectra is essentially at-
tributed to the relatively simple modeling of the STE density distribution. Regardless of
these small deviations, it can be observed that the overall shape of the decay-time spectra
is very well reproduced by the model.

Regarding the results of the fits listed in table 5.7, it can be observed that the fits to
three of the decay-time spectra recorded with crystal Philibert yielded quite large x? val-
ues. When inspecting the individual decay-time spectra and their fits, it can be deduced
that the comparably large x? value for the decay-time spectrum P4ppgr can be attributed
to the strongly rising baseline in this measurement which prevents an adequate descrip-
tion of the pulse shape by the model as, within the fit function, a constant baseline is
assumed. For the decay-time spectra Plpypr and P2pyr, it can be observed that, at
the beginning of the pulses, an extremely fast decaying fraction of scintillation light was
produced (especially well observable for P2ppyT). Actually, when comparing the width
of this almost Gaussian peak at the beginning of the pulses with the temporal width
of the iodine-beam pulse (see section I11/4.7.3), it can be seen that the pulse shapes of
the scintillation light produced at the beginning of the decay-time spectra Plpy and
P2pnr exhibit the same width as the iodine-beam pulse used for excitation: In figure
5.8, the comparison of the pulse shapes of the iodine-beam pulse (panel a) recorded with
the BaFq crystal (see section 111/4.7.3), the decay-time spectrum P2ppnr (panel b) and
the decay-time spectrum O2pnr (panel ¢) as zoom into the region of the beginning of
the pulses is shown. It should be noted that, in all three panels, the length of the x-axis
roughly corresponds to 100ns so that the pulse shapes can be compared directly.

The resemblance of the pulse shapes of the iodine-beam pulse (rising part of the BaFy
pulse in panel a) of figure 5.8, compare discussion in section I111/4.7.3) and crystal Philibert
is interpreted as being caused by a possibly unstable (temporarily increased) focussing of
the iodine beam onto the CaWOy crystal: An increased focussing of the ion beam leads to
iodine ions interacting so closely spaced in the crystal that STEs from tracks of different
iodine ions aree produced close enough to each other to interact and quench each other.
Such high densities of STEs lead to very fast decaying scintillation light at the beginning
of the pulse with a minimum decay time as inherent from the non-negligible temporal

8Tt should be noted that choosing only one Gaussian distribution instead of the division into densely
ionized inner and rarely ionized outer volume did not deliver pulse shapes with which the data could be
described. For such an ionization distribution, always a much more distinct peak at the beginning of pulses
was observed with which the data could not be described, even when strongly reducing the value of the
Forster radius, e.g., to 0.6nm, which, partially compensates this effect. Regardless of the value for the
Forster radius, the pulse shape produced by such an ionization distribution always exhibited clearly larger
values at the beginning of the pulse in comparison to the data.
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Figure 5.8: Comparison of the pulse shapes for short times ¢: In panel a), the iodine-beam pulse
recorded with the BaFs crystal is shown (see section I11/4.7.3). In panel b), the decay-time
spectrum P2ppgr recorded with crystal Philibert under iodine-beam excitation (400nm filter at
low temperature) and in panel ¢), the decay-time spectrum O2pnr recorded with crystal Olga
under iodine-beam excitation (400nm filter at low temperature) are shown. In each panel, the
length of the x-axis roughly corresponds to 100ns so that the pulse shapes can be compared
directly. Clearly, the resemblance of the pulse shapes recorded with the BaFs crystal and crystal
Philibert can be seen. For crystal Olga, a much slower decay at the beginning of the pulse can be
observed.

width of the excitation, i.e., the temporal width of the iodine-beam pulse. Thus, the
unsatisfactory description of the decay-time spectra Plpnir and P2pyvr is attributed to
the occurrence of inter-track quenching between tracks of different iodine ions.

Apart from the three decay-time spectra discussed, with rather large x? values, it can
be seen from table 5.7, that all other decay-time spectra are well described by the devel-
oped model, using the same fixed values for the Forster radius (dependent on temperature)
as determined by the first two fits to the decay-time spectra Olpyr and O2ppr as well
as using the same fixed values for the radial parameters (dependent on the type of ion) as
presented in table 5.6 (section II1/5.3.2). This observation is regarded as an experimental
validation of the developed model.

Hence, within the developed model and the performed analysis of the experiments, the val-
ues determined for the Forster radius amount to (errors stated correspond to the statistical
errors from the fits):

Ry_q(T = 298K) = (2.058 & 0.004)nm (5.21)
Ry_q(T = 29K) = (2.84 + 0.02)nm (5.22)

It has to be noted that, as discussed in section III/5.3.2, these values were determined
using several assumptions as well as values for several model parameters predetermined
with the help of data from the literature. Thus, the values of the Forster radii derived
in this way should be considered as estimates on the basis of the applied assumptions.
Regardless of this uncertainty, as both values were determined using the same assump-
tions, i.e., especially, using the same radial distribution of the produced ionization density,
it is expected that the relative size of these values can be qualitatively compared: From
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these values and their small statistical errors resulting from the fits, it is deduced that the
Forster radius at low temperatures is larger than the Forster radius at room temperature.
This observation of an increased Forster radius for decreased temperature is in perfect
agreement with the prediction of the model (compare section I11/3.1.3).

Additionally, these values can be compared to values of the Forster radius for CaWQOy
stated in the literature (compare section I1I/3.1.3): The values determined in literature
amount to 2.6nm or 2.93nm (at 300K) in [98] and [94], respectively, as well as to 4.34nm
(at 8K) in [94]. It can be seen, that the values for the Forster radius determined within the
present work are smaller in comparison to the values from the literature. This could, in
principle, result from the discussed uncertainty of the determination of the radial param-
eters, i.e., possibly another set of parameters could be found, which describes the pulse
shapes in an equivalent way, but with larger radial parameters and a correspondingly
larger Forster radius. However, it should also be taken into account that, in [94], it is
stated that the difference observed between the values obtained there, i.e., between the
values of 2.93nm at 300K and of 4.34nm at 8K, is still within the error margins in [94].
Thus, comparable to the present work, also in [94], the absolute values of the Forster radii
are afflicted with quite large uncertainties. Therefore, it can be concluded that, within the
error margins, a satisfying agreement of the values of the Forster radii determined within
the present work and the values from the literature can be observed.

5.4 Summary of the Results

In the following, a short summary of the most important results obtained from the anal-
ysis of the wavelength and decay-time spectra recorded under laser excitation as well as
under ion-beam excitation in the context of the developed model is presented. It should
be noted that, for this summary, also the discussion of the qualitative analysis of the data
already performed in section II1/4.7 is taken into account.

From the analysis of the wavelength spectra, the following observations and deductions
can be made:

e The wavelength spectra recorded under different excitation modes comply with each
other as predicted by the model.

e The shape determined for the wavelength spectra of the CaWOy, scintillation light,
especially of the blue sub-spectra, support the assumption that blue photons are
absorbed at defect centers.

o The mean photon energies of the (blue, green and total) scintillation light of crystal
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Olga and crystal Philibert are determined to amount to:

—=Phil

EI(T < 50K) = (2.853 + 0.003)6V Ep, (T < 50K) = (2.853 +0.003)eV

Epd™(T < 50K) = (2.692 + 0.006)eV Epe (T < 50K) = (2.693 + 0.006)eV
EO9*(T ~ 300K) = (2.861 £ 0.003)eV EoiH (T 2 300K) = (2.854 £ 0.004)eV
EpS(T ~ 300K) = (2.670 % 0.007)eV Epe (T ~ 300K) = (2.690 + 0.009)eV

E99(T < 50K) = (2.82 + 0.03)eV EY™NT < 50K) = (2.82 £ 0.03)eV
E9(T ~ 300K) = (2.83 £ 0.03)eV EVNT ~ 300K) = (2.82 £ 0.04)eV

(5.23)

The broadening of the wavelength spectra at elevated temperatures can be explained
by an interaction of an internal vibration mode of the [WOy4]?~ center with the light
emitting center.

The temperature dependency of the blue-to-green ratio of scintillation light produced
can be explained by the different temperature-dependent impacts of the radiative,
non-radiative and migration processes of blue and green STEs.

The fraction of blue photons reabsorbed at defect centers in crystal Olga and crystal
Philibert can be estimated to amount to (using a scaling factor determined from the
literature, compare section 11/5.1.2):

FOU ~ (18 + 1)% (5.24)
ERMl ~ (194 1)% (5.25)

As predicted by the model, a larger relative amount of green scintillation light results
in a smaller total amount of scintillation light produced.

From the analysis of the unquenched decay-time spectra, the following observations and
deductions can be made:
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o The scintillation-light decay-time spectra observed under laser excitation exhibit

almost purely exponential pulse shapes.

At room temperature, a delayed rise of a fraction of the scintillation light can be
observed.

The blue and green scintillation-light decay-time spectra exhibit both the same slow
decay time, as predicted by the model.

The defect density of crystal Olga could be estimated to amount roughly to
CO% ~ (150 + 50)ppm (5.26)

where it should be noted that, due to the described problems of determining the
low-temperature value of the effective unquenched lifetime of green STEs, 1o(7T),
from the recorded data, this value is afflicted with a large uncertainty.



5.4 Summary of the Results

¢ On the basis of the estimated value for Cgffﬁs and from the fits to the data using the

unquenched model prediction (as well as assuming values for some parameters of the
unquenched model determined with the help of data from the literature), a complete
set of parameters of the unquenched model is obtained for crystal Olga. These
parameters describe all decay-time spectra of the blue and the green scintillation
light as well as all wavelength spectra recorded for crystal Olga in a consistent
way. With these parameters, the pulse shapes of the different decay-time spectra
as well as the blue-to-green ratio of the scintillation light (determined from the
wavelength spectra for the two temperatures investigated with the experiments) are
well reproduced and explained.

e The intrinsic as well as the effective unquenched lifetimes of green STEs are smaller
by at least two orders of magnitude than the intrinsic and the effective unquenched
lifetimes of blue STEs, as predicted by the model.

e The comparison of various predictions of the complete unquenched model with data
from the literature reveals an excellent agreement, validating the developed model
(e.g., comparing the temperature-dependency of the amount of scintillation light
generated as well as its decomposition into blue and green light or the temperature-
dependency of the slow decay time of the CaWO, scintillation light with the effective
unquenched lifetime of blue STEs).

From the analysis of the quenched decay-time spectra, the following observations and
deductions can be made:

e As predicted by the model, the slow decay-time observed under particle excitation
of CaWQO, complies with the purely exponential decay time of the unquenched scin-
tillation light, 71 (7).

e On the basis of the pulse shape of the decay-time spectrum recorded under iodine-
beam excitation of crystal Olga at low temperatures with the 400nm filter, the radial
parameters of the produced ionization-density distribution were estimated. With
these parameters, the determination of the radial parameters of a particle-induced
ionization distribution for various particles of different types and with different ener-
gies is enabled (compare discussion in appendix B.3.10). Thus, using the values for
the radial parameters determined in this way in combination with the results from the
simulations with the SRIM program, the ionization-density distribution and, hence,
the initially created STE-density distribution for different kinds of heavy, charged
particles as primary interacting particles with different energies can be determined.

e From the fits of the decay-time spectra recorded for crystal Olga under iodine-beam
excitation at low temperature and at room temperature (with the 400nm filter),
values for the Forster radius of CaWQ, were determined:

Ry_q(T = 298K) = (2.058 + 0.004)nm (5.27)
Ry_q(T = 29K) = (2.84 + 0.02)nm (5.28)

where the errors stated correspond to the statistical errors from the fits and do not
account for the systematical uncertainties of the determination of the Forster radius.

e The determined values are compatible with values for the Forster radius of CaWOQO,
stated in the literature.
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o As predicted by the model, the low-temperature value of the Forster radius is larger
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than the room-temperature value. In the following, the value determined for a tem-
perature of T' = 29K is adopted as the value of the Forster radius for all temperatures
T < 29K:

Ry_q(T < 29K) := (2.84 + 0.02)nm (5.29)

Using the determined values of the Forster radii as fixed values in the fits to all other
decay-time spectra recorded under ion-beam excitation delivers good descriptions of
the pulse shapes - except for two exceptional cases which can be explained consis-
tently within the developed model. Hence, also the decay-time spectra recorded
under oxygen-beam excitation or with crystal Philibert or with the 500nm filter
(green light) are well described by the model. Thus, the prediction of the model
that the Forster radius is a temperature-dependent parameter only and does not
depend on the mode of excitation employed (different types of ions) is confirmed.
The successful description of the pulse shapes of the iodine- and oxygen-particle
induced scintillation-light decay-time spectra using the same fit function and the
same Forster radius is, thus, considered as the experimental validation of the com-
plete model for the scintillation-light generation and quenching developed within the
present work.



Chapter 6

Application and Discussion of the
Complete Model

In this chapter, the application and discussion of the comprehensive model for the scintillation-
light generation and quenching in CaWOQ, developed within this work (see chapter III/3,
including the complete set of parameters as determined in chapter III/5) is presented. In
section I1I/6.1, the model is employed for the prediction of Quenching Factors of different
particles interacting in CaWO, as defined and used in the CRESST experiment for the
identification of the type of the interacting particle. The obtained results are discussed
and compared to experimental results. In section I11/6.2, the comparison of the devel-
oped model with existing models for the light generation and quenching in scintillators is
presented and differences between the different approaches are pointed out. Limitations
of the developed model and the determined set of parameters are referred to in section
I11/6.3 and possible improvements are suggested. In section IT11/6.4, the consequences that
can be drawn from the complete model as well as its applicability to other scintillating
materials are discussed.

6.1 Prediction of Quenching Factors

The model for the light generation and quenching in CaWQOy developed in the present work
(see chapter I11/3), in combination with the complete set of parameters as determined in
chapter II1/5, can be employed to calculate Quenching Factors for different interacting
particles with different energies in CaWOQy,. It should be noted that the results of these
calculations should be regarded as preliminary as, for the determination of the model pa-
rameters (in chapter III/5) and, thus, also for the calculation of the Quenching Factors
presented in the following, values from the literature or estimates for important model
parameters had to be adopted (compare sections I11/3.3.2 and 5.4). For a discussion of
possible improvements of this circumstance, see section I11/6.3.

In the following, at first, the outline of the calculation of Quenching Factors using the
developed model is presented and the important parameters of the model as well as their
influence on the amount of generated scintillation light and, thus, on the Quenching Fac-
tors are discussed (see section II1/6.1.1)). From this discussion, it will become clear that
the defect density contained in the crystal not only influences the total amount of scin-
tillation light generated, but also alters the Quenching Factors. Thus, it can be expected
that the Quenching Factors for different CaWQy crystals differ from each other. In order
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to investigate this effect, the calculation of the Quenching Factors for different interacting
particles is not only performed with the set of parameters as determined for crystal Olga,
but is additionally performed for a hypothetical perfect crystal containing no defects (at
mK temperatures only, see discussion in section I11/6.1.1).

Thereafter, the results for the light yields and for the Quenching Factors obtained for
electrons, O, Ca and W ions as primary interacting particles in CaWQ,, with energies be-
tween 10keV and 1MeV, at mK temperatures as well as at room temperature are presented
and discussed (for crystal Olga at room temperature and at mK temperatures, for the per-
fect crystal, at mK temperatures only). These particles were chosen as they represent the
intrinsic recoil particles possible in CaWQO, and, thus, account for the vast majority of
events that can be observed in dark matter detectors (compare section I11/2.1).

6.1.1 Calculation of Quenching Factors

As basis for the calculation of the light yields and Quenching Factors for different inter-
acting particles in CaWOQy in the context of the CRESST experiments, the definitions of
these quantities are recalled (compare section 1/2.2):

o The light yield of a particle part with energy Epq,+, LY;ﬁrt(Edet), is defined as the ra-
tio of the energy detected in the light detector, L%/ "(Eget) (in the form of scintillation
light photons), and the amount of energy detected in the phonon detector, Ez.; (in
the form of phonons), where the light yield for a 122keV ~-particle, LY, (122keV), is
defined as unity. Thus, the light yield LY?%"*(E4;) can be expressed by the following

det
relationships:

LY}, (122keV) := 1 (6.1)

LB (Bget, T)

LYPU Y (Byey, T) = Zdet (6.2)

where, here, in comparison to section 1/2.2, a dependency of the light yield on tem-
perature is indicated as, on the one hand, the amount of scintillation light produced
for all particles differs for different temperatures and as, on the other hand, also
the relative amounts of scintillation light produced for different particles, i.e., also
the amount of scintillation light produced for particle part compared to a 122keV ~-
particle, differs for different temperatures. This variation is due to the non-linearity
of the dependency of the produced amount of scintillation light on the initially pro-
duced STE density (compare, e.g., equation 3.166 in section I11/3.2.4).

o The Quenching Factor of a particle part with the energy Epari, QFPY(Eget), is
defined by the mean light yield of a particle part with energy F,q: relative to the
mean light yield of an electron interaction depositing the same energy Fge; in the
phonon channel of a CRESST detector module. The expression mean is used to
underline that the Quenching Factor is not a quantity that can be assigned to one
event caused by one interacting particle in a CRESST detector module, but describes
the mean of the light-yield band (in the light-yield energy plane, compare figure 2.2 in
section 1/2.2) of all events by particles of type part relative to the mean of the light-
yield band of electron-recoil events. Thus, the Quenching Factor QFP(Ege, T) is
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expressed by:

LYPY" (Bges, T) LB (Eges, T)

QFP" By, T) := det_ — def (6.3)
LY;, (Eqet,T) LS, (Eget, T)

It should be noted that, due to the method used within the present work to determine
the ionization-density distribution of a particle part with energy Ep,,¢, automatically
a mean light yield will be calculated: The ionization-density distribution caused
by a primary interacting particle is determined as the typical (mean) distribution
of several thousands of such interacting particles (on the basis of simulations of
several thousands of such primary interacting particles, compare section III/3.1.2
and appendix B.3). Therefore, in the following, the labeling of the mean quantities
(overline) for the light yield and the produced amount of scintillation light in the
calculation of the Quenching Factors (equation 6.3) will no longer be used explicitly.
In addition, from equation 6.3, it can be seen that the detected amount of scintillation
light in the expression of the Quenching Factor can be replaced by the produced
amount of scintillation light which can be calculated with the developed model:
The factor describing the detection efficiency of the light detector in a CRESST
detector module multiplied with the produced amount of scintillation light yields the
detected amount of scintillation light!. Hence, this factor appears in the nominator
and denominator of equation 6.3 and, hence, cancels out?.

As can be seen from equation 6.3, for the calculation of the Quenching Factor of a pri-
mary interacting particle with energy Epqrt, QFP"(Eget), the amount of scintillation light
created for the regarded particle, Lf%) "(Eget), as well as the amount of scintillation light
created for an electron recoil event for which the same energy FEg.; is detected in the
phonon channel is required. In this context, it has to be noted that, due to the different
amounts of scintillation light produced for different types of interacting particles, differ-
ent fractions of the primarily deposited energy E,.: escape the crystal in the form of
scintillation light. Thus, for different interacting particles depositing the same amount of
energy, Ep.rt, in the crystal, different fractions of the deposited energy remain within the
crystal and can be detected in the phonon channel of a CRESST detector module. This
effect is generally referred to as "phonon quenching” (see e.g. [108]) and has to be taken
into account if calculated Quenching Factors are to be compared with experimental results.

Thus, in summary, for the calculation of the Quenching Factors, the following expres-
sion containing the amounts of scintillation light produced as predicted by the model,
L} (Epart, T), can be used:

_ Lio(Bpart, T)

FPot(E, . T) = 6.4
Q ( d€t7 ) Lgot (Eel, T) ( )

'In this context, it should be noted that the produced amount of scintillation light as calculated with
the model corresponds to the amount of scintillation light escaping the crystal (compare equation 3.94 in
section I1I/3.2.4).

2This can be assumed as no differences in the detection efficiency of the light detector for the scintil-
lation light created by different interacting particles has to be expected: On the one hand, no significant
dependencies of the detected amount of light on the position of the particle interaction in the CaWQO,
crystal have to be expected (compare section 1I1/2.2.4). On the other hand, the wavelength spectrum of
the created scintillation light was shown to be independent of the used excitation mode (compare section
II1/4.7.1) and, thus, a possibly varying detection efficiency of the light detector for photons of different
energies would have no impact.
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with the condition that the energy of the particle, E,4, and of the electron, E, are
chosen such that the amount of energy deposited in the phonon channel, i.e., the amount
of energy not leaving the crystal in the form of scintillation photons, is equal.

In the following, at first, the basic calculation of the amount of scintillation light gen-
erated is presented. In this context, a short compilation of the parameters required to
perform the calculation of Quenching Factors as well as a short explanation of their im-
pact on the amount of light generated for different interacting particles and, thus, on
the Quenching Factors is presented. At the end of this section, the method employed to
account for the so-called phonon quenching will be described.

Amount of Scintillation Light Produced

From the discussion of the predictions of the model in section I1I/3.2.4, it can be seen that
the model can be utilized to calculate the decay-time spectrum of the scintillation light,
i.e., the sum of the blue and the green decay-time spectra produced by different interacting
particles. By integrating the calculated pulse shape over time, the amount of scintillation
light generated can be deduced. Actually, as was shown in the deduction of the quenched
model description, the total number of photons generated can be calculated on the basis
of the blue scintillation-light decay-time spectrum, P!(Epqr¢,T), only (compare equation
3.161 in section I11/3.2.4 and the corresponding discussion). Utilizing additionally equa-
tion 3.163 for the total amount of scintillation light, L} ,(Epart, T'), as well as equations
3.148 and 3.154 (all equations from section I11/3.2.4) to express the blue-to-green ratio of
the light produced, Ry_4(T), and the relationship between the total mean photon energy
Ep(T) and the mean green and mean blue photon energies discussed in section I11/5.1.2,
the following expression for Li,(Epqert, T') can be derived:

Lio(Epart, T) = Ep(T) - (1 + Rbi@)) - B} (Epart, T) (6.5)

where P}(Epart, T') is defined as the integral of the blue decay-time spectrum P (Epart, T, t)
(compare equation 3.161 in section 11I/3.2.4). The decay-time spectrum of the blue pho-
tons, P (Epart, T, t) corresponds to the sum of the decay-time spectra produced by the
blue STEs within the various sub-volumes (PI7T and Rec volumes) of the complete excited
volume (compare, e.g., equation 3.166 in section I11/3.2.4). From these expressions, it can
be deduced that the total amount of scintillation light produced depends on the following

parameters (only major parameters listed):

o Ri_4(T), the Forster radius: As discussed in section I11/3.2.4, the size of the Forster
radius determines the mutual interaction probability of blue STEs and, thus, the
impact of the Forster interaction on the amount of light generated. It should be
noted that the amount of scintillation light created and, thus, the Quenching Factor
does not depend linearly on the size of the Forster radius (compare, e.g., equations
3.166 and 3.167 in section III/3.2.4). Therefore, a different value of the Forster
radius results in different values of the Quenching Factor for one particle as the
Quenching Factor is defined as a relative quantity depending on the impact of the
quenching effect onto the amount of light created for the regarded particle as well
as onto the amount of light for electron recoils. From section III/5.4, it can be seen
that, within the present work, the following values for the Forster radius of CaWQOy
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were determined:

Ry_q(T = 298K) = 2.058nm (6.6)
Ry_q(T < 29K) = 2.84nm (6.7)

where it should be kept in mind that, for the deduction of these values, several
assumptions and estimations were made. In addition, it should be recalled that
the Forster radius is assumed to be a temperature-dependent parameter only, i.e.
it is supposed to be the same for all CaWOQ, single crystals. In fact, the Forster
radius could show small variances for different crystals containing highly different
defect densities. This can be explained by the fact that, as expressed by equation
3.70 in section III/3.1.3, the Forster radius depends on the emission and absorption
spectrum as well as on the radiative branching ratio of the blue STEs. In good ap-
proximation, the intrinsic wavelength spectrum of the produced blue photons, i.e.,
the spectrum of the photons produced before part of them is potentially reabsorbed
at defect centers, should be the same for all CaWOQy single crystals, independently of
the defect density contained in the crystal. This is assumed as this intrinsic emission
spectrum is a feature of the electronic structure of the undisturbed crystal lattice.
The same should hold true for the absorption spectrum of blue STEs. However, if
a CaWOy crystal contains a very large number of defects, the radiative branching
ratio changes due to the increased probability of migration to defect centers in com-
parison to the radiative decay (for temperatures at which the migration process is
active, i.e., T 2 5K, compare equations 3.63 and 3.83 in section I11/3.1.3 as well
as the discussion in section I111/3.2.1). Thus, for different CaWOy crystals with dif-
ferent defect densities, in principle, the Forster radius at 7' 2 5K is different. For
T < 5K, the radiative branching ratio is expected to be unity, independently of
the defect density, and, hence, the Forster radius should not depend on the defect
density. However, due to the dependency of the Forster radius on the 6th root of
the branching ratio, this effect is comparably small, even at room temperature: For
example, the 6th root of the radiative branching ratios at 298K for a perfect CaWQO4
crystal containing no defects, i.e., Oppm (which is, of course, not realistic), and for
crystal Olga (Cﬁggs ~ 150ppm) only amounts to a factor of ~ 1.1. Thus, in first-
order approximation, this effect is expected to be negligible, and, hence, the Forster
radius is assumed to be the same for all CaWQy single crystals.

Ry_4(T'), the blue-to-green ratio of the produced scintillation light, and EOZg “(T), the
mean photon energy: These quantities reflect the impact of the varying composition
of the wavelength spectrum and photon energy on the amount of scintillation light
produced (in terms of energy). The knowledge of R,_4(7T") allows to calculate the
total amount of scintillation light produced without the need to explicitly calculate
the decay-time spectrum of the green photons (compare equation 6.5). The values
determined for crystal Olga within the present work amount to (compare table 5.2
in section I1I/5.1.2):

RyY(T = 298K) = 4.5 (6.8)
EO9(T ~ 300K) = 2.836V (6.9)
RY'9M(T < 29K) = 4.0 (6.10)
EO(T < 50K) = 2.826V (6.11)



Chapter 6. Application and Discussion of the Complete Model

formO

e Nyorp (Epart; X), the position-dependent, blue STE-density distribution initially cre-
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ated in the energy-deposition process of the primary interacting particle (and its
recoils): As discussed in section III/3.2.4, the spatial distribution of the blue STEs
is equally important for the amount of light generated as is the Forster radius (the
closer positioned the STEs to each other, the larger the probability that they interact
with each other). As is the case for the Forster radius, the amount of scintillation
light generated and, thus, the Quenching Factors do not depend linearly on this
quantity. As discussed in detail in section II1/3.1.2 and appendix B.3, n{ g;%o(Epmt)
is determined using simulations with the programs CASINO [43] (for electrons) and
SRIM [42] (for ions) as well as making use of a geometrical model developed for the
ionization-density distribution generated in the energy-loss process of the primary
interacting particle. For this description, several parameters are required. It should
be noted that the radial parameters of this geometrical model, i.e., the various inner
and outer radii as well as the division of the energy deposited in ionization between
inner and outer volumes, cannot be determined from the simulations. The method
used to determine these quantities can be found in appendices B.3.9 and B.3.10 for
electrons and for heavy, charged particles, respectively, and is based on the param-
eters of the model determined in the analysis of the experiments performed within
this work (see section III/5.3):

— For electrons, only the radius of the ionization distribution rgec,,(Ee;) has to
be determined. As discussed in appendix B.3.9, for this purpose, the com-
plete model with all parameters determined is utilized to calculate the amount
of scintillation light created for a 100keV electron at mK temperatures. A
reference value for L} ,(E. = 100keV, mK) can be determined with good ac-
curacy from the literature: From [13], the light yield of 100keV electrons at
mK temperatures LYY, (E¢ = 100keV) (determined using a CRESST detector
module) in comparison to the light yield of 122keV ~-events can be determined
to amounts to 1.03. In addition, from the discussion in section III/2.2.4, it can
be seen that the absolute amount of scintillation light created for + particles
at mK temperatures amount to 6.0%. Hence, adopting the value of 6.0% for
the light yield of 122keV ~-events at mK temperatures, it can be deduced that
the absolute amount of scintillation light created for a 100keV electron is given
by: 1.03-6.0% - 100keV = 6.2% - 100keV = 6.2keV. Using this reference value
as well as the complete model, the size of 7gec,, (Ee; = 100keV) can be adjusted
such that the calculated amount of scintillation light produced corresponds to
6.2keV. The value determined in this way amounts to:

T'Ree,, (Bt = 100keV) = 8.44nm (6.12)

This means that, using this value for the calculation of the total amount of
scintillation light produced for a 100keV electron with the developed model
at mK temperatures, results in 6.2keV of the energy escaping the crystal as
scintillation-light photons. The size of this radius for electrons with different
energies is then calculated on the basis of this value and of the assumed de-
pendency of rpgec,,(Ee;) on the energy of the primary interacting electron as
described in appendix B.3.9.

— For O, Ca and W ions, the parameters determined from the analysis of the
iodine-beam measurements (table 5.6 in section 111/5.3.2) as well as the depen-
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dency of the radial parameters on the energy and type of the primary interacting
particle as described in detail in appendix B.3.10 are employed to calculate the
values of these parameters.

o Fo—trqp, the fraction of electrons captured by electron traps in the initial creation
process of blue STE: The size of F,-4,,, determines the number of initially created
STEs and, thus, the density of the initially created STEs (compare equations 3.11
and 3.14 in section I1I/3.1.2). Thus, on the one hand, the smaller F,-,,,,, the more
STEs are produced that can decay radiatively. Therefore, potentially more light
is produced. However, on the other hand, the size of this parameter determines
the density of the initially created STEs and, thus, influences the probability of
the Forster interaction to occur: The smaller F,-,,,, the larger the density of the
initially created STEs, and, thus, the larger the probability for them to interact via
the Forster interaction. Hence, as the amount of light produced and, thus, also the
Quenching Factors do not depend linearly on the density of initially created STEs,
i.e. not linearly on the size of F,—,,, it can be expected that the size of F,-,,, has
an impact on the amount of scintillation light created as well as on the Quenching
Factors. In this context, it should be taken into account that the size of F—,,, i.€.,
the fraction of electrons becoming trapped in the initial STE formation process, is
ascribed to the density of defects contained in the crystal (electron traps are assumed
to be located at defect centers, compare equation 3.8 in section 111/3.1.2). Therefore,
the parameter Fi—,.,, and, hence, also the Quenching Factors can be expected to be
different for different CaWOQ, crystals with different defect densities. Thus, as the
parameter F,—.,, is not only expected to influence the quenching process, but also
the total amount of scintillation light generated (by changing the absolute number
of STEs initially created), it is expected that a relationship between the Quenching
Factors and the absolute light yield of CaWOy crystals exists. The value of F,-,,,
utilized within the present work is determined on the basis of am estimate 