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ABSTRACT

Mitochondria produce the vast majority of cellulsFP, but their role is not restricted to
providing energy; they also maintain calcium honasis and are key players in apoptotic
cell death. Thus, proper functioning and distribatof mitochondria are critical for neuronal
cells due to their large size and complex geométryrder to maintain neurons throughout
their life, mitochondria undergo various dynamiawebes, which allow these organelles to
maintain their functionality and provide energy il at the same time avoiding harm to
their host cells. Thus, disturbances in the dynamoicmitochondria often lead to neuronal
malfunctioning or even degeneration. So far, varimodels have been developed to study
mitochondrial dynamics in living cells. While thes®dels have all greatly contributed to our
knowledge of mitochondrial dynamics, most of theme & vitro models, hence our
understanding of mitochondrial behavion vivo remains limited. To address this
shortcoming, in my Ph.D. thesis | developed toolstudy mitochondrial dynamigs vivoin
zebrafish, a genetically and optically accessil@etebrate. These tools involve visualizing
individual mitochondria in singly labeled sensosurons, which enabled me to characterize
axonal transport of this organelle. Further, inlambration with the group of Prof. Christian
Haass at LMU in Munich, we developed a transgéfitoFish to ease screening for genetic
and pharmacological modulators of axonal transgtitionally, | started developing tools
to study fusion of mitochondria using photo-conNdet and photo-activateable proteins.
Finally, | attempted to identify the location oftophagic sites and therefore explored use of
specific markers of autophagy and mitophagy. OVema} Ph.D. work has established

zebrafish as a versatile model for studying mitoxch@l dynamicsn vivo.



ZUSAMMENFASSUNG

Mitochondrien sind Zellorganellen, die den Gro3a#ls zellularen ATPs bereitstellt. Ihre
Funktion beschrénkt sich allerdings nicht nur aid EBnergieproduktion - sie sind auch
verantwortlich fur die Aufrechterhaltung der Kalmibomdostase und spielen eine wichtige
Rolle bei der Apoptose. Aufgrund der Grof3e und kiemgn Geometrie von Nervenzellen ist
eine korrekte Verteilung und Funktion der Mitochoed in  diesen Zellen von

entscheidender Bedeutung. Um Nervenzellen Uber gesamte Lebensdauer hinweg mit
Energie zu versorgen und somit die zellulare Fuonldiitat aufrecht zu erhalten, sind diese
Zellorganellen einer Vielzahl von dynamischen Veemingen unterworfen. Eine Storung
dieser Dynamik fuhrt haufig zu Fehlfunktionen deerienzellen oder gar zu deren
Degeneration. In der Vergangenheit wurden beregbrere Modellsysteme entwickelt mit
denen es mdglich ist, die Dynamik der Mitochondrienlebenden Zellen zu beobachten.
Diese Techniken haben einen grof3en Beitrag geledite Mitochondriendynamik besser zu
verstehen, allerdings basieren die meisten Anstéi@ vitro Modellen, was dazu fuhrt, dass

Uber das Verhalten der Mitochondrien im lebendega@ismus noch wenig bekannt ist.

Um dieser Frage nachzugehen wurde in der folgebdétorarbeit eine Methode entwickelt,
die es erlaubt die Dynamik von Mitochondrien imdaetlen Zebrafisch zu untersuchen - ein
Modellorganismus, der hierfiir perfekt geeignetdst,er genetisch manipulierbar und optisch
leicht zuganglich ist. Auf diese Weise kénnen dingeMitochondrien fluoreszenz-markiert
werden und deren axonaler Transport in den NerWienzecharakterisiert werden. In
Kollaboration mit der Arbeitsgruppe von Professohri€tian Haas an der Ludwig-
Maximilians Universitat in Minchen haben wir eineansgenen MitoFish* entwickelt, mit
dessen Hilfe ein Screening nach genetischen undmgakalogischen Modulatoren von
axonalem Transports durchgefiihrt werden kann. ariinaus wurde damit begonnen
photo-konvertierbare und photo-aktivierbare Praeru entwickeln, die es erlauben die
Fusion einzelner Mitochondrien zu visualisieren.l3&tdem sollen spezifische Marker fur
Autophagie und Mitophagie helfen, aufzuklaren, wioden Nervenzellen Mitochondrien

abgebaut werden.

Insgesamt hat diese Doktorarbeit durch die Entwinfleines neuen Zebrafischmodells einen
entscheidenden Beitrag geleistet, die Dynamik vatodhondrien in lebenden Organismen

visualisieren und besser verstehen zu kénnen.
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INTRODUCTION

1. Introduction

Mitochondria are vital for all aerobic cells. This because cell’'s production of ATP
critically depends on mitochondrial oxidative phlegpylation. Neurons depend on this more
than other cells, for example to maintain ion geats, which costs a substantial part of a
neuron's overall energy budget (up to 50%; Attwead Lauglin, 2001). But this is not all that
mitochondria do in neurons. Besides additional bata roles, e.g. for fatty acid turn-over,
mitochondria can also buffer calcium and henceugrite genuinely “neuronal” properties,
such as neurotransmission or neuroplasticity (Veksn et al., 2005; Cheng et al., 2010).
Moreover, neurons are very susceptible to locahpoptotic and reactive oxygen species
(ROS) signaling processes in which mitochondria eni@cally involved. Therefore, the
proper function and distribution of mitochondria usdoubtedly of great importance to
neurons. Many of the open issues surrounding mitoghal dynamism amount to the
guestion of how the mitochondrial “life-cycle” cée mapped on the extended, branched and

compartmentalized geometry of a mature neuron.

The aim of this PhD thesis was to establish zetinadis a new vertebrate model organism
for studying mitochondrial dynamics with a specifmicus on the topology of the
mitochondrial “life-cycle”. Therefore | will firsteview the current state of knowledge about
mitochondrial dynamics and the available technicaues models for such studies. | will then
outline the basic characteristics of zebrafish tnake it particularly suitable for studying

mitochondrial dynamics.

| would like to stress that sections 1.1 — 1.3 he introduction and Discussion are
modified from a review article | am currently wng (Pluchska et al. Studying the 'life-cycle’
of neuronal mitochondria in vive'in preparation). The Results section 3.1, 3.ard 3.3 are
derived from my first-author publication, Plaska et al. 201214 vivo imaging of disease-
related mitochondrial dynamics in a vertebrate maystem'J Neurosci.; 32(46):16203-12



INTRODUCTION

1.1. Mitochondrial life-cycle

In neurons, as in other cells, mitochondria puithe& own semi-autonomous “life-cycle”
(O'Toole et al., 2008; Westermann, 2010), whichststis of several steps: (1) biogenesis, (2)
fission/ fusion and (3) mitophag¥i@. 1.1). For all of these processes a wealth of mechanist
information is available from work in cell lines primary neuronsn vitro, but often this
contrasts with a lack of knowledge about how aflséh mechanisms play out in neurams
vivo. Below, | will first provide three brief summariesf these life-cycle processes
individually and what is known about their rolegsifically in neurons. | will try to integrate
these individual steps into a full circle, stregswhat is currently known about where within
a neuron these processes are compartmentalizedn @iis compartmentalization, transport
obviously plays a central role in tying the diffietesteps of the mitochondrial life-cycle

together.

Figure 1.1. Scheme of mitochondrial dynamics in neanal cells.

The figure represents biogenesis of mitochondréwark and single mitochondria formation througisifun and fission,

transport of single organelles and mitophagy. Asavdicate possible relations between individuapst
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1.1.1. Biogenesis

The life-cycle of a mitochondrion begins with iteogeenesis. Unfortunately, the moment
when a new mitochondrion is “born”, is hard to . This is due to the fact that
mitochondrial biogenesis is a drawn-out proces$ witany steps, which in principle can
occur independently and be balanced in differengswdepending on the cell's metabolic
needs. The term "biogenesis"” stands for an increasgtochondrial mass and hence requires
expression of mitochondrial proteins encoded innitheleus and in the mitochondrial genome,
commensurate replication of mitochondrial (mt) DNed finally budding off — fission — of a
new discrete organelle. Mechanisms of each of tkesgs are well characterized and have
been previously extensively reviewed (Clayton, 200Bacinska et al., 2009). A number of
factors have been described which synchronize fathese processes and hence regulate
mitochondrial mass. Peroxisome proliferator-actédateceptory co-activator le (PGC-In)
is a central master regulator — this has been oleatly demonstrated in non-neuronal tissues
(Wu et al.,, 1999), but also appears to apply toravess (Wareski et al., 2009). PGG-1
regulates expression of mitochondrial genes froenrthclear genome by binding to nuclear
respiratory factors (NRF) 1 and 2, two major traupdion factors that regulate mitochondrial
genes. Among the genes activated by PG@Gxid NRF-1/2 is mitochondrial transcription
factor A (TFAM), a regulator of mtDNA replicationnd transcription (Virbasius and
Scarpulla, 1994). Further, NRF-1 binds to the prmnof the subunit of the translocase of the
outer membrane (TOMZ20), the main protein importnciegh of the outer mitochondrial
membrane (Blesa et al., 2007), suggesting thadléseribed molecular regulators control and

coordinate mitochondrial DNA synthesis, proteimgiation and import.

So where in the neuron does biogenesis happen?ishugly, this has not been entirely
resolved. Generally it is assumed that most mitodha are produced in the cell body — for
example, peptides corresponding to the mitochohdaieting sequence that aid in the
import of mitochondrial proteins encoded in the laus are mostly found near the soma
(Davis and Clayton, 1996). However, there is alstdence that mitochondrial DNA
replication and division happen in the axon (Gieial., 2001; Amiri and Hollenbeck, 2008),
suggesting that biogenesis is not confined to tmas One reason, why pinpointing the site
of biogenesis is difficult is the fact that mtDNAndh protein synthesis only increase
mitochondrial mass, while in most practical defons of mitochondrial biogenesis,
generating a "discrete" mitochondrion (and henceei&sing the number of mitochondria) is
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also part of the biogenic cascade. Thus, the mésinarof fission (and the converse process

of fusion) have to be considered in the contexiiofjienesis.

1.1.2. Fission

Scission from the mitochondrial network is of olwsoimportance in neurons, where the
"network" of interconnected mitochondria is mogthgtricted to the soma. In this process a
"single" mitochondrion is generated, which can thenexported to a neuron's periphery by
axonal (or dendritic) transport. Depending on thatext of such a fission event, it either
contributes to biogenesis (i.e. matching the nundbesingle mitochondria to an increasing
mitochondrial mass, ensuring constancy of massni@chondrion) or fragmentation (where
an increased number of smaller mitochondria aremgéed). Proteins engaged in this process
are well characterized (Westermann, 2010) and amyshared with the division machinery
of peroxisomes (Yan et al., 2005). One key proteatled Dynamin-related protein 1 (Drpl;
Dnm1l in yeast) accumulates at the site of scisaiwh in interplay with the endoplasmatic
reticulum forms a tightening ring that cuts a senghitochondrion in two (Ingerman et al.,
2005; Friedman et al., 2011). Still, not all prasmswhere mitochondrial material is released
are Drpl- dependent. Alternative mechanisms appeaexist that result in so-called
‘mitochondrial derived vesicles’ (MDV) that are gated for degradation (Neuspiel et al.,
2008; Rival et al., 2011).

1.1.3. Fusion

The opposing process to fission is fusion, wheeerttembranes of two mitochondria are
joined together to form one mitochondrion. The m@ayers in this process are mitofusins 1
and 2 and optic atrophy factor 1 (OPA-1). Mitofissare responsible for fusion of the outer
mitochondrial membrane, whereas OPA-1 merges tier imembranes (Westermann , 2010).
To merge two mitochondria, fusion of both membrarseesecessary. A recent study has
shown however that sometimes mitochondria fuse palyly in a process called ‘kiss and
run’ (Liu et al., 2009). A number of mutations iasfon- and fission-related proteins have
been described in humans, and interestingly, thengiypes are invariably neurological
(Westermann, 2010; Ranieri et al., 2013). While fission this would be expected — as
blocking fission amounts to abolishing anterogratieochondrial transport in axons — the
number of such cases is rare, suggesting thatréardathality might be at fault (Ishihara et
al., 2009). In contrast, mitofusin and OPA-1 mutas are well recognized and manifest as
neuropathies, either of the peripheral (Charcoti®d@dpoth disease type 2a; Zichner et al.,

4



INTRODUCTION

2004) or of the central nervous system (optic neatrephy; Shimizu et al., 2003). The
specific dependence of neurons on fusion is notooisvirom first principles, but might relate

to the longevity of post-mitotic neurons. Fusion deen as particularly important for
mitochondrial quality control (Shutt and McBrideQ12), and might play protective roles
during starvation (Gomes et al., 2011; Rambold.e811) or stress conditions (Tondera et
al., 2009). Indeed, fusion appears to be a mecmasimployed as a first resort to rescue
impaired mitochondria, by intermixing damaged pireigeand genomes with a larger pool of
less damaged mitochondrial building blocks. Stiffiven the limited self-repair of

mitochondrial DNA (Boesch et al., 2011), completenoval of damaged mitochondria might
be the most desirable outcome. Here, once agasipfi might contribute by allowing the

"budding off" of mitochondrial sub-compartments which damaged components are
concentrated and which can be targeted for degoadaivhich form the degraded "junk

material” takes — i.e. whether this wouldlmna fidemitochondria (Narendra et al., 2008) or
specialized "micro-vesicles" (Soubannier et al120s currently open and might depend on
the localization and dynamics of the mitochondnioived. Obviously, mitochondria in their

entirety could also be targeted for degradatiorukhtheir overall bioenergetic performance
fall below a certain level. In such a case, a $peirm of autophagy — "mitophagy" — comes

into play.

1.1.4. Mitophagy

Mitochondria that are severely impaired and henaghtrharm the cell (by production of
ROS or release of pro-apoptotic factors) need tahgpeted towards mitophagy. The proteins
involved have received much attention due to thiedly role in Parkinson's disease: PINK1
(PTEN induced putative kinase 1) forms a mitoch@dssociated "performance sensor” that
accumulates parkin, a cytoplasmic E3 ubiguitin dgato "stressed" (i.e. depolarized)
mitochondria (Matsuda et al., 2010; Vives-Bauzalgt2010). Parkin in turn ubiquitinylates
mitochondrial proteins (e.g.-synuclein, mitofusins, synphilin-1, and itself @son, 2003;
Ziviani et al., 2009)), which results in engulfmdmy autophagic "isolation membranes”,
fusion to lysosomes and subsequent degradationp€long as this scenario is, most of the
evidence was gatheraq vitro and often using rather drastic insults to mitoahiém such as
chemical uncoupling (Narendra et al., 2008). Adiamtaof this molecular model to the
vivo situation and natural mitochondrial aging is agang quest in many labs. As a result,
some uncertainty about the natural site of mitoghagneurons exists. Recent work has
shown that even after chemical induction, mitophaggears to mostly take place close to the

5
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soma. This localization seems to depend on thé&yabfl mitochondria to translocate towards
the soma, as blocking such transport resulted tophagic activity at distal sites in neurites
(Cai et al., 2012). Indeed, in parallel, it waswhdhat autophagosome formation can initiate
in neurite tips, but that maturation into autophagmsmes happens during retrograde
translocation (Maday et al., 2012). However, anosteng of experiments has suggested that
activation of the PINK1-parkin pathway might abblismitochondrial translocation, rather
suggesting an “on-site” degradation model (Wanglet2011). Again, whether this possible
scenario applies to neuromsvivo and most spontaneous mitophagy remains to be-s@en
either case, the central role of transport in tythg mitochondrial life-cycle together in

neurons is apparent.

1.2. Transport of mitochondria

The discovery of the key steps in the mitochondlif@-cycle and deciphering their
molecular mechanisms has been a monumental achéenelow, however, as often happens
after an initial phase of accelerated progress,pbexity is emerging. For example, within a
cell, and certainlyn vivo, many of the processes described are interrefataad individual
molecules appear to multi-task at several placededdiles that regulate fission, for example,
are part of the biogenic machinery, but also featur the sequestration of impaired
mitochondrial components (Wang et al., 2013). Sinyl parkin can ubiquitinylate
mitofusins and hence prevent fusion (Ziviani et 2009; Tanaka et al., 2010). Mitofusins in
turn have been implicated in €auffering by mediating interactions between miimotiria
and the endoplasmic reticulum (de Brito and Scarré2008). And, as a final example,
PINK1 and parkin might also interact with molecutaotors to immobilize severely damaged

mitochondria for "on the spot" degradation (Wanglet2011).

In neurons, this web of mechanistic interactiorstristched upon the extended geometry of
these cells, adding another layer of complexitygiRation might not only be molecular, but
equally spatial, meaning that a mitochondrion migbed to be moved from one site to
another to advance in its life-cycle. This is agbik by actively transporting mitochondria —
in axons this amounts to a variant of fast axoraaldport, but similar processes take place in
dendrites (Hirokawa et al., 2010). As a resulterrdgompartmental transport of mitochondria
depends on the same general players as other fifrex®nal transport — motor proteins and
cytoskeletal tracks. What gives the transport ofiraeal mitochondria extra levels of

regulation — and probably answers many questiolaseck to life-cycle homeostasis — is the
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involvement of a series of adaptor and anchoringtgms that determine whether a

mitochondrion moves or stays put.

1.2.1. Motor proteins

Efficient axonal transport of mitochondria is act@d through the action of molecular
motors, which are proteins that use ATP to trar®ba@long the cytoskeleton. Three large
super-families of molecular motors have been idiedti kinesins, dynein and myosinsig.

1.2 Hirokawa et al., 2010). Kinesins and dynein plagucial roles in long-range
mitochondrial transport. Kinesins transport a wideiety of cargoes towards the plus-end of
microtubules (Vale et al., 1985; Hirokawa et aD1@). Many different kinesins have been
characterized, which specialize in the transpod bfnited number of cargos — mitochondrial
transport mostly relies upon KIF&Band KIF5. Given the polarized orientation of
microtubules in axons (“plus-end” towards the syw&gpkinesin-mediated transport in axons
is mostly anterograde. In contrast, the dynein dems involved in transport towards the
minus-end of microtubules — and hence retrogradamalxtransport. In contrast to kinesins,
only one dynein heavy chain (Dynclhl) seems to rgé@dorce for retrograde transport of a
plethora of cargos, while a wide variety of auxyiahains might add flexibility, regulation
and cargo-specificity (Hirokawa et al., 2010). Henthe strategies of anterograde and
retrograde transport differ down to the level of gingle-molecular behaviour of the motors
involved. A single cargo — e.g. a mitochondrionarries multiple kinesin and dynein motors
at the same time (Hendricks et al., 2010), implyihgt the activity of opposing motors is
coordinated. This notion is supported by a numbestwdies showing that depleting one of
the motors has an effect on overall transport ratiten selectively affecting anterograde or
retrograde transport in isolation (Pilling et &006). The nature of the coordination remains
elusive, but probably is more complex than a siniflg-of-war" — and could involve several
levels from motor-to-motor regulation to changescargo flux or fate (i.e. if not enough
cargos are delivered anterogradely, retrogradespian will eventually diminish). Another
area of current uncertainty are the rules that gotansport in settings where tracks are not
polarized, e.g. in mammalian dendrites with theixed microtubule orientation. Indeed,
differences between mitochondrial transport in @&xand dendrites have been shown, e.g. in
the frequency and lengths of stops interspersedthm translocation of a moving
mitochondrion (Overly et al., 1996), suggestingtthargos might interact with tracks of

opposing directionality.
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mitochondrion

motor machinery:
kinesin, syntaphilin, dynein

microtubule

| Milton/TRAK
| Miro | Dynactin
W cargo binding | KHC binding |p150GIued
f domain domain
microtubule binding
motor domain domain
KINESIN SYNTAPHILIN DYNEIN COMPLEX

Figure 1.2. Schematic representation of mitochondal motor machinery.

(A) Overview of molecular motors driving mitochorrmovement and docking. (B) Schematic of singlengonents of
motor machinery including kinesin and adaptor pratdor anterograde movement, syntaphilin for dogkand dynein for

retrograde movement.
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1.2.2. Adaptor and docking proteins

Cargos which move anterogradely connect to theskmsevia a number of adaptor
proteins. These proteins are considered imporagulators of mitochondrial movement and
pausing. The prototypic mitochondrial adaptor prigeare Miro and Milton, which were
identified in Drosophila screens (Stowers et a2 Guo et al., 2005). Two mammalian
Milton orthologues, TRAK1 and TRAK2, have been itieed (also named OIP106 and
GRIF1). Unlike Milton in Drosophila, which exclusly binds to mitochondria, TRAK1 and
TRAK2 are also involved in the transport of endossnand other cargoes (Webber et al.,
2008). Moreover, recent work suggests that thehtmmologues might specialize in targeting
mitochondria into axons or dendrites (van Spronse¢nal., 2013). In parallel to the
Miro/Milton complex, further proteins have been wimoto associate with kinesins and
mitochondria: syntabulin (Cai et al., 2005), FEZLij{ta et al., 2007) and RANBP2 (Cho et
al., 2007). While mitochondria bind to KIFs via atlars, for dynein it is not entirely clear
which, if any, adaptors are involved. The prevailiiew is that the dynein complex binds
directly to mitochondria (Hirokawa et al., 2010hig interaction could be directly mediated
by different combinations of dynein light or intezthate chains. Alternatively, dynein-
associated proteins (such as dynamitin and P4%¥0could mediate motor protein interaction
and specificity (Waterman-Storer et al., 1997). &ddition to coupling motors to
mitochondria, adaptor proteins also appear to besite where molecular signals converge
that regulate whether a mitochondrion rests or rmodter all, it is a striking peculiarity of
neuronal mitochondria that extremely stable mitoxchi@ coexist with highly dynamic ones.
The exact mechanism of the transition between inlityland transport remains unknown.
However, some hints have emerged recently thatvalbsmulating a plausible model. Miro
has been shown to be sensitive to calcium dueet@tbsence of EF hand motifs (Saotome et
al., 2008). This means that at sites of high imHfatar calcium the Miro/Milton complex
would change its conformation and detach carga® fmucrotubules — whether this releases
the cargo from the motor or rather the motor fréwa track is an area of active investigation
(MacAskill and Kittler, 2010). This mechanism endowitochondrial transport in neurons
with activity-dependence and could explain, why aoiitondria accumulate in specific
neuronal compartments, where ion fluxes impose$ mgetabolic demands such as the
synapse (Macaskill et al., 2009), or around nodégamvier (Ohno et al., 2011).

Growing evidence supports this hypothesis: For gtejra recent cell culture study from

the Okabe lab has shown that mitochondria at simates are less probable to initiate
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movement than mitochondria in non-synaptic axomeags. Further experiments showed
that this probability can be altered by blockingirmmal activity (Obashi and Okabe, 2013).
Another line of work, using imaging of mitochondréand synaptic vesicle (SV) release,
provided evidence that repetitive SV release reguihe presence of a mitochondrion at the
synaptic bouton (Sun et al., 2013). Both of thevabstudies implicate activity-induced
energy demand as the main mechanism of mitochdrnidajgping at synaptic sites. However,
a definite answer to the question of how much nhibmdrial distribution in neurons mirrors
local energy demands or rather other roles ofdhgsinelle, is still lacking. Indeed, a number
of mechanisms that regulate mitochondrial movenoseraccumulation have been proposed
and their activity-dependence is not establishedafbof them. Such mechanisms include:
specific proteins that can anchor mitochondria toratubules (e.g. syntaphilin, Kang et al.,
2008), phosphorylation of motors (Morfini et alQ) or adaptors (Wang et al., 2011),
modification of tracks, e.g. by microtubule asstamlaproteins, such as Tau (Mandelkow et
al., 2003). Of those mechanisms syntaphilin gasémt of attention recently as a regulator of
mitochondrial docking. Work of the Sheng lab poitdssyntaphilin as a competitor of the
Miro/Milton complex in binding kinesin. In this we high C&" levels induces a
conformational change in Miro, detaches this profeasm kinesin to which syntaphilin could
then bind and block kinesin's motor activity (Cleer Sheng, 2013).

1.3. Tools to study mitochondrial dynamics in neurns

As discussed above the molecular basis of theclitde of mitochondria is by now well
understood and characterized. In this sectionllbméfly discuss currently available systems

for studying mitochondria and point out their ackeayes and disadvantages.

1.3.1. In vitro systems

For in vitro studies, various neuronal populations have beed,uscluding cortical and
hippocampal neurons. Such cell cultures allow giaiorward labelling with dyes or genetic
constructs (Bakota and Brandt, 2009; Chazotte, R®dualization by wide-field microscopy
(which can be automatized for high-content screassyvell as the potential to ‘scale-up’ for
biochemical analysis. Such systems are also abbess pharmacological and genetic
manipulation. Although primary neuronal culturesvénaproven a powerful model to
investigate many aspects of neuronal cell bioldkgy still lack certain properties of neurons
in vivo, such as three-dimensionality, myelination, contaith other cells (glia or specific
post-synaptic partners) or extracellular cues, Wwhagether result in the absence of a well-
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defined cellular geometry. Moreover, most neurandtures are derived from early stages of
mouse development, which means that their finateegf maturation is hard to define. The
notable exception here is adult-derived dorsal gawtglionic neurons; still, as these cells are
axotomized during isolation, spurious effects @ dtisruptive origin might persist. A number
of options exist to more closely approximate theura environment in the culture dish, for
example co-culture with glial cells or seeding imbicrofluidic devices that impose shape.
Moreover, organotypic preparations, where braicesliare isolated and cultured, e.g. of
midbrain or cerebellum, can be used to study mdadnal distribution and transport (Ohno
et al.,, 2011; Pham et al., 2012). Still, also hdggeloping tissue is mostly required, tissue
remodels after excision and imaging tends to getenddficult due to glial proliferation. So,
while some shortcomings can be remediedjtro studies often requin@ vivo corroboration.
Moreover, some questions can simply not be addiegsdsolated and immature cells,
because they directly relate to aspects of neurgaametry or ageing. Among available
animal models foin vivo mitochondrial studies Drosophila and mouse aretif® most

commonly used.

1.3.2. Drosophila melanogaster

The fruit fly has proven to be an excellent modelstudy mitochondria. It is highly
suitable to perform large genetic screens (shigclycle, of approximately 15 days from the
laying of the egg to eclosion of the adult from thga). Additionally gene expression can be
easily altered by overexpression or knockout of egenThese properties have made
Drosophila a powerful model to study mitochondfihanks to easiness of conducting genetic
studies a number of proteins important for mitoara@ dynamics have been identified
(Stowers et al., 2002; Guo et al., 2005) or charad (Park et al., 2006) in this model.
Finally larvae preparation at the third instar stajows imaging of mitochondrial behavior in
different neuronal populations (sensory and moeurons; Pilling et al., 2006; Tao and Rolls,
2011). Mitochondria can be easily labeled by intimdg transgenes encoding fluorescent
proteins tagged to mitochondria. Such imaging sdielped to characterize kinesin and
dynein mutants and their effect on mitochondriahsport (Pilling et al., 2006). It is important
though to remember that as an invertebrate, Drakoglifers in certain characteristics from
mammalian systems, for example with regards to mg&bn or regeneration. Therefore, the
relevance of findings in fly for vertebrate physigf and disease often needs to be
independently established. Thus the use of veltelsystems is often warranted, albeit at the
cost of losing genetic and optical accessibility.
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1.3.3. Mouse

The mouse remains the most commonly used modstdidlying mitochondrial dynamics.
It is used as a source of neuronal cells (see almyvier studying cells in their natural habitat
either in the form of an explant or directly in tineng organism. Mitochondrial labels can be
introduced into mice through various means suchimsutero electroporation, viral
transfection, or delivery of genes to fertilizedcygt®s to create transgenic lines. The latter
have numerous advantages for research and a nwhb@nsgenic lines were generated in
recent years (Misgeld et al., 2007; Abe et al.,22®ham et al., 2012). The main advantage of
transgenic lines is that they offer stable and wélracterized labelling of mitochondria.
Moreover, the use of specific promoter elements sirict mitochondrial labelling to
neurons or even neuron sub-types, if this is désitéowever, there are a few drawbacks that
should be considered. For example, the generafianonse transgenic lines remains both
costly and time consuming. Additionally, many mousges with labelled (neuronal)
mitochondria that have been created to date ar&leal for studying mitochondrial dynamics
in early developmental stages as the promoter elsmesed to drive expression often only
starts during the first few postnatal weeks. Mormrpwaccess to the tissue can be achieved
only through surgery or explant preparation. Exasmf acute explants that can be used for
studying mitochondrial dynamics are the triangaslaterni muscle explant (Marinkovic et al.,
2012) or acute brain slices (Xiong et al., 2002)e Thain advantage of tlee vivoapproach is
that the observed cells remain in their immediatiral surroundings while at the same time
affording convenient access for observation anderwantion. Still, while acute
pharmacological manipulations are relatively eadsugs can be directly applied to the
explant), genetic interventions require either Ivirmansfection in vivo (for gene
overexpression) or creating a genetically modifieganism. Notably, disadvantages are the
limited life-time of most acutely isolated neuron@lsues, as well as the damage associated
with excision, loss of blood flow and the physidtej milieu. To overcome some of these
issues, neurons can be observed directly in thieaglivorganism. While this approach
resembles the physiological situation more tharexgslant it has certain disadvantages that
mostly relate to surgery and anaesthesia, which heye an impact on mitochondrial
dynamics (Bai et al., 2013). One of the strengththe mouse system is the availability of
well-characterized disease models, in which the adl mitochondria can be studied using
imaging (Sorbara et al., 2012). At the same tirhe, dbility to manipulate mechanisms of
mitochondrial dynamics and function often requirssibstantial efforts in mice.

Pharmacological manipulation of the living organismot trivial and needs to be carefully
12
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controlled for. Such controls would include exam@ifor unspecific effects, as well as
careful control of drug delivery to its target + fexample using appropriate biosensors. This
is especially important for studies in the CNS, whirugs need to cross the blood-brain
barrier. Imaging of mitochondria can also be coraliwith selective gene knock-out, but this
requires availability or generation of the appraf#i knock-out models, which is time-
consuming and expensive, and still entails comfleaeding schemes. In addition, non-
specific effects emerging from other cells (suchgha in the case of studies centered on
neuronal mitochondria) or due to developmental cemsption can confound results. This can
be overcome by using a conditional transgenic (iRajewsky et al., 1996; Hayashi and
McMahon, 2002), when genes can be deleted or intexd with spatial and temporal control
- again generally increasing the time, effort amdources needed to conduct a given

experiment.

So, while all these are powerful approaches toatdtarize mitochondrial behaviour they
do not satisfy all experimental needs. Hence, whatld a "perfect” model to study
mitochondrial dynamics in neurons look like? Finstwould be characterized by ease of
labelling neuronal mitochondria; second, it woudddzcessible for both pharmacological and
genetic manipulations; third, it would allow visizathg cells in their entirety without invasive
access; fourth, it would afford the ability to perh longitudinal studies across developmental
stages; and finally, it would allow studying ale#e aspects of neuronal mitochondria in the
“natural habitat” of an intact organisim vivo. Unfortunately, no currently available system
matches this ideally; and probably none ever Witius, several models will always co-exist -
still, the zebrafish fulfil many of the above-memted criteria. Hence, as outlined in the next
sections, | set out to introduce zebrafish as a megel for studying mitochondrial dynamics

in neurons.
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1.4. Zebrafish model

Zebrafish,Danio rerio, are small (2.5 - 4 cm in length) fresh-water dsts. During the
1980s the work of George Streisinger establishedytbundwork for utilizing zebrafish as an
experimental system. His research established frgloras a model organism for genetic
screens by developing techniques of mutagenesisgandtic mapping as well as clonal
analysis (Streisinger et al., 1981; Streisingealet1989; Grunwald and Streisinger, 1992).
Nowadays zebrafish are not only used as genetils,tbat are also commonly used in

behavioral, developmental, biochemical and mangrogtudies.

Maintenance of adult fish is relatively easy asythan be kept at a high density (e.g. 10
fish per 3.5 liter tank) in slightly brackish watemeutral pH and the temperature at
approximately 28°C. Zebrafish reach sexual matgégerally around 3 months of age and
females can produce 100 - 200 embryos per weekliFion occurs externally and at initial
developmental stages embryos are transparent. Apmpately at 24 hours post fertilization
(hpf) the pigmentation of the embryos begins. Hosvelby adding chemical compounds (e.g.
1-phenyl-2-thiourea, PTU) melanin synthesis can Iblecked (Westerfield, 2000).
Developmental stages of the embryo and larvae bhaga characterized in detail (Kimmel et
al., 1995). Between 48 and 72 hpf zebrafish embhaish and become free swimming larva.
At this early stage of development fish alreadyldig certain behaviors: they swim, show an
escape response and are touch sensitive (QuigkkyParichy, 2002). These characteristics
make zebrafish a very good model for genetic saréfm which they were primarily used),
but also for all sort of developmental studies ifif&a to ex utero development and
transparency). In the following sections | will rew the most common applications for
zebrafish stressing their advantages over othenaninodels and at the same time pointing

out some of the limitations of this model organism.

1.4.1. Forward genetics

Zebrafish first became a popular animal model bseanf the relative ease with which
forward genetic screens could be performed in tebeste species. In this approach fish are
treated with a chemical, which induces random chang the genome. The most commonly
used chemical to induce mutations is ethylnitrosau(ENU) due to its high efficiency
(Mullins MC et al., 1994). Selected fish can thendnalyzed to identify the disrupted gene.
Such genetic screens have proven to be of greaewahen in the '90s the groups of
Christiane Nusslein-Wolhard and Wolfgang Drieveblmhed a set of articles describing

14



INTRODUCTION

approximately 1800 mutants (Haffter et al., 1996nK et al., 1996; Odenthal et al., 1996).
Since then a number of other genetic screens hes demnducted, including targeted screens
(focusing not only on developmental stages but alstish behavior, reactions to stressors, or
reproductive function (Brockerhoff et al., 1998;uga and Goetz, 2001; Wienholds et al.,
2002)) and retroviral-insertion screens in whichtations are introduceda the insertion of

viral DNA (Gaiano et al., 1996). While the lattggpsoach is easier to analyze as disrupted
genes can be identified with PCR, the technicaketspof the screen are more challenging

(production and handling of viruses).

1.4.2. Reverse genetics

While forward genetics starts with a phenotype aimds to identify the responsible gene,
reverse genetics begins with a gene and attemptisd¢over its function by manipulating its
expression and examining the resulting phenotymiods approaches are used in fish to
manipulate gene expression. These include: gaforaftion approaches such as
overexpression (via transient DNA or RNA injectipos the generation of stable transgenic
fish), and loss-of-function approaches, includiremeg knock-down (morpholino injections),
or deletion (e.g. locus-specific mutagenesis). Eaicthese techniques has its strengths and

weaknesses.

1.4.2.1. Gain-of-function approaches

The simplest way to manipulate gene expressionish fs through injecting DNA
constructs into one-cell stage embryos and examithia ensuing effects at appropriate times
during development. The injected construct, cafuge the full coding sequence of a gene, a
dominant negative version, or mutant and truncédeds of genes. A number of systems for
gene delivery have been developed, the most conti@imig direct expression of a gene under
the control of specific promoter elements (Pittreaal., 2008). An alternative, the Gal4-UAS
bi-partite gene expression system, utilizes twonmre plasmids one of which (driver)
contains the promoter driving expression of thesyéanscriptional activator, Gal4 (Kdoster
and Fraser, 2001). To increase expression levedsGal4 gene has been modified by adding
the herpes simplex virus transcriptional activatgomain VP16 (Sadowski et al., 1988).
Once expressed, Gal4 binds to the upstream activagquence (UAS) on another plasmid
construct, which drives the expression of the geheterest. Depending on the promoter
elements in use, the Gal4-UAS system can be useidvi® the expression of genes in specific

cell populations and/or during specific developraéstages. The advantage of this system is

15



INTRODUCTION

its flexibility in combining driver and reporter wstructs, which allows co-expression of
genes in specific cell populations. On one handctmg constructs into the one cell stage
embryo results in mosaic expression patterns, wimatxtreme cases leads to only a single
labeled cell that can be studied in isolation i@ liking animal (Niell et al., 2004; O'Brien et
al.,, 2009). On the other hand, stable transgemeslican be generated with small
modifications to the DNA injection procedures ustm generate so-called ‘transient
transgenic’ fish. For this, the transgene express@ssette is flanked with non-autonomous
transposon elements (Tol2), which are recognizhle specific transposase (Clark et al.,
2011). When such a DNA fragment is co-injected viitinsposase mRNA, the transgene is
efficiently integrated into the genome. Inserti@tsur with sufficient efficiency so that only
a small number of animals need to be screenedettify stable transgenic lines. While the
Gal4-UAS system is very effective and can be uswdniumerous applications, the high
overexpression of genes that results from its dioglion step can interfere with
physiological cellular processes. Injections infvitro transcribed capped RNA offer an
alternative to DNA injections for gene expressi@s (llustrated above for transposase
expression, Ro et al., 2004). Here too, injectimresdone at the one-cell stage. This generally
results in ubiquitous expression of the relevantegeAlternative way to achieve mosaic
expression is injecting can be performed into irmlial blastomeres at later stages (16-128
cell stage, England and Adams, 2011). However, & Begrades over time, expression is

usually limited to the first two days of developrhen

1.4.2.2. Loss-of-function approaches

The most commonly used method of knocking-down gexgession in zebrafish is the
use of synthetic oligonucleotides, called morphadinto block the translation of mRNA or
inhibit pre-mRNA splicing (Nasevicius and Ekker,08). Morpholino injections are rapid,
relatively inexpensive and high-throughput. Oncgeated into one-cell staged embryos,
morpholinos are believed to distribute equally aghdhe increasing number of cells at
progressive stages of development. However, aimnjuéffect over time results in their
effectiveness being generally limited to the fitsto to three days post-fertilization.
Furthermore the extent to which morpholinos knoolrd gene expression is variable
between experiments and laboratories. Observedopymes could be due to off-target
effects, which include widespread cell death, dsfen epiboly and neural degeneration

(Eisen and Smith, 2008). Some of these off-tarffetts can be reduced by carefully titrating
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the morpholino into an effective but non-toxic dod¢evertheless there is a need for

developing techniques which would be more effective

1.4.2.3. Locus specific mutagenesis

Generating specific knock-outs of genes have bebig @hallenge for researchers using
zebrafish as a model organism. On one hand morgw®lare not depleting gene product
completely and their effects are restricted in ti@a the other hand mutagenesis is not target
specific. The first promising results of targeteghg knock outs were obtained using zinc
fingers nucleases (ZFNs, Doyon et al., 2008). Ta@hnique combines sequence specific
DNA binding domains fused with a specific DNA clege module (Fokl restriction
nuclease). When two ZFNs heterodimerize with gegoBINA in close proximity, Fokl
creates double strand breaks in the target gengblBstrand breaks can be repaired through
non-homologous end joining, which is error prond aan result in permanent disruption of
the targeted locus. Despite the initial optimismgZingers probes are still not routinely used.
This is due to the fact that their design is chmjlag and requires a lot of expertise, but also
the high cost of generating a ZFN mutant. Discowaryranscription activator-like effector
nucleases (TALENS), which can recognize specificAD®d¢quences, led to developing an
alternative approach of gene knock out in zebrafiz#dell et al., 2012). TALEs contain 33-
35 amino acid repeat domains that each recogniz@sgée baspair via two hypervariable
residues. TALENSs also provide the possibility ofbkking-in genes. This happens through
homology-directed repair. In this process, the saghomology-containing donor fragment
is inserted at the site of the cleavage. Finally thost recent technique of gene knock-out
named after "clustered regulatory interspaces gtadimdromic repeats” (CRISPR) employs
"programmable” RNA-guided DNA endonucleases (Cawamyy et al., 2013). Briefly,
specially engineered RNA containing the “seed” s&ge (crRNA) transcribes to
transactivating crRNA, which then binds to the &rBNA sequence and results in cleavage
by Cas proteins. Since they were first publishéidpfathe described techniques have been
modified in order to simplify the process of designprobes, as well as to improve their
specificity. One remaining uncertainty is the extenoff-target effects (which after all ended
the "glory days" of the morpholinos), where a finahsensus on the "gold standard" controls
that are required is still outstanding. Moreovesspite the tremendous progress, gene-editing
tools are still not commonly used as only a fewolaktories have fully mastered their use in
the fish model (Schmid et al., 2013). Still, it che expected that over the next few years

"clean" genome-editing will become a routine teghei in all zebrafish labs - and zebrafish

17



INTRODUCTION

will join the ranks of fully genetically accessibganisms, where the extent to which
genome-edits are routinely done is less limiteddaynical feasibility, but by more biological
constraints, such as generation time or genometstes Unfortunately, in this respect, the
zebrafish does not compare too well with inverttdsar even the mouse. Still, the fact that
many questions require combiniimgvivo imaging in vertebrates with genetic tools will mea
that zebrafish will in all likelihood defend andpand its role in experimental biology. One
example for this trend is the fast growing fielddidease modeling in zebrafish.

1.4.3. Fish as a model for neurodegenerative desgas

The techniques of manipulation of gene expressianltdescribed above are not only used
to study gene functions, but also for creating akse models including models of
neurodegenerative diseases. The hope that humaodegeneration could be modeled in fish
is motivated by the fact that the organizationhaf ish CNS in many respects its mammalian
counterpart (Mueller and Wullimann, 2005) - ceryaito a much larger degree than is true for
invertebrates. Many structures of the fish CNS espond to mammalian brain regions and
contain the same cell types ((Sager et al., 2046€¢, for example the fish retina its
mammalian and insect counterparts), with similanrae classes that often use the same
neurotransmitters (for example cholinergic motournes in fish (Clemente et al., 2004;
Mueller et al., 2004) as opposed to glutamatergieromuscular transmission in flies) and a
similar complement of glial cells (including oligexdrocytes (Tomizawa et al., 2000;
Brosamle and Halpern, 2002), and microglia, (Ped Bllsslein-Volhard, 2008; Sieger and
Peri, 2013), which lack strict counterparts in inigbrates). Finally, many of the proteins
involved in the pathogenesis of neurodegeneratigeade are highly conserved between
humans and fish (Howe et al., 2013). It is thescHip proteins that are usually targeted in
order to create an animal model of a disease. Emsimonly fish models are based on gene
knock-downs or overexpression. Gene knock-downclsexed through morpholinos (see
above). So far a number of genes relevant for Reoki's disease have been knocked-down
this way causing disease-relevant phenotypes ssich decrease in dopaminergic neuron
numbers and impairments in the mitochondrial respny chain (Flinn et al., 2009). The
same approach was used to generate models of thiespélromasiewicz et al., 2002) or
Huntington disease (Karlovich et al., 1998). Anealftive approach is to overexpress
mutated forms of genes implicated in disease pathesgjs. An example of such models is an
overexpression of mutated version of Tau (P301iguegtet al., 2009) or huntingtin (Miller et
al., 2005). While such models reconstitute som¢hefdisease pathology, they are usually
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transient phenotypes and the effects of off-tatgeicity are hard to separate from true

disease-related pathology. The recent developnfagere-editing techniques now opens new
possibilities for stable gene deletion or knoclefrmutant genes. Especially ZFN have been
successfully used for deleting genes related t@mwuron disease, remarkably resulting in a
complex phenotype with vascular pathology as welimauscle and motor neuron aberrations
(Schmid et al., 2013).

Despite these methodological advances, fish maalelsstill flawed by the fact that the
observed phenotypes are mostly restricted to dpuedotal stages of the fish and only some
of the mutant models have been studied in the lagkodt (Chapman et al., 2013). The reason
for this being, first, that many of the genuine awages of the fish model (e.g. its
transparency) are lost in adulthood and many reuchniques to characterize disease (such
as behavioral tests or routine pathology) are rotnuell-developed; second, fish have similar
life-spans to mice, hence the "speed" advantagediaelopmental work with fish enjoys is
lost when adult fish are being used. The fact thastly developmental phenotypes have been
characterized raises the question of the relevahcerrent models to age-associated human
pathology. Additionally, despite many similaritiespme fundamental differences exist
between a fish's and higher vertebrate’s brain.s&tdifferences include lack of a layered
neocortex and the constant growth of the fish b(&lneller and Wullimann, 2005; Kizil et
al., 2012). Therefore the validity of neurodegetieraor aging studies in fish still needs to be

firmly established.

1.4.4. In vivo imaging

In vivoimaging of a higher vertebrate’s nervous systequires invasive surgery - which
can be an important confounding factor. Externdiyeloping embryos and transparency of
fish larvae allow performing imaging studies withdhe need of any invasive procedures.
Additionally, fish imaging is not restricted to vely-spaced single frames or short time-lapses
as used in manin vivo imaging studies of mice. In fact, imaging in fishn be done over
long periods of time, often covering days (Godimhal., 2007; Dong et al., 2012; Mateus et
al., 2012). Within this time frame, a significarimber of developmental processes can be
observed from beginning to completion (e.g. formatof the layered structure of the retina
with all its neuronal cell types; Godinho et abD0Z). This rapid development of fish embryos
is another advantage of fish over other vertebeateamal models. The small size and
transparency of fish larvae makes it possible tagena significant part of the nervous

systems with confocal imaging - and in some insgtaneven with wide-field microscopy.
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Some of the deeper brain structures however dareetimo-photon microscopy (Niell et al.,
2004). Labeling of cells and subcellular structucas be done by using a variety of dyes
(Cooper et al., 2005; Ko et al., 2011) as well laprescent proteins introduced either as
transgenes or through DNA/RNA injections, includitng Gal4-UAS system. A variety of
UAS responder constructs allows combining wholé-edleling with labeling of organelles,
such as mitochondria or endoplasmatic reticulumrie#ya of available constructs for
monitoring calcium and ATP levels or ROS product{un et al., 2005; Berg et al. 2009;
Breckwoldt et al. 2013) allows also looking at tlactional state of cells and organelles.
Expression of these fluorescent markers can beatest to specific subsets of cells by using
specific promoters driving Gal4 expression. Formegle, a group of Islet promoters label
sensory neurons (Korzh et al., 1993), vsx-1 promeiements label bipolar cells (Vitorino et
al., 2009), while brn3c marks retinal ganglion s¢Xiao and Baier, 2007). One neuronal cell
type that has lent itself particularly to study axdynamics and homeostasis due to its
geometry, are so called Rohon-Beard sensory neyRIAbIs) that innervate the fish's skin
and that can be easily visualized (see below).

1.4.5. Imaging Rohon-Beard neurons

Sensory neurons are commonly chosen for studyiog @egeneration and regeneration
usingin vivo imaging (Sagasti et al., 2005; Martin et al., 20R@2ger and Sagasti, 2011).
Sensory neurons can be divided into trigeminal oresithat innervate the head, RBNs that
innervate the body at early larval stages and tlovs& ganglia (DRG) that innervate the body
at later stages (Metcalfe et al., 1990). From tllesse types RBNs are particularly interesting
due to their optical accessibility for vivo imaging. Most of these cells are born and begin to
differentiate by the 2 somite stage. The somat@Rifls are located in the dorsal spinal cord
and is easily identifiable in differential interégrce contrast (DIC)/Nomarski microscopy,
which allows electrophysiological recordings withoadditional labelling (Ribera and
Nusslein-Volhard, 1998). RB cells have two thingsilgteral longitudinal axons: one
ascending and one descending. The ascending axendexthrough the spinal cord and
terminates in the hindbrain. The descending axdenels within the spinal cord and then
projects directly to the surface, penetrates thealbaell layer of the skin and branches
profusely as “free endings” between the two lay#drskin (O'Brien et al., 2009). Peripheral
sensory axons begin innervating the skin at eaglyebbpmental stages, when it consists of
just few epithelial layers. At 21 hpf axons startrelay mechanosensory stimuli from the
trunk and tail regions to the CNS (Saint-Amant dhicpeau, 1998). Superficiality and
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relative flatness of RBNs together with easinedalielling this specific neuronal population
by using specific promoters (islet-1, islet-2b; B&edj et al., 2010) makes them a perfect cell
type for performingn vivoimaging using simple tools like wide field microgpy without the
need of surgery. Also, due to the small size di fervae, they can be visualized in their

entirety without the need of performing surgery.

Despite many advantages of using RBNs for imagumpgses, it is also important to keep
in mind some of the disadvantages. First of allNREare a transient population of sensory
neurons and at later developmental stages arecegplay DRGs. According to first studies of
this transition, RBNs undergo apoptosis around & tipf (Reyes et al., 2004), in an activity-
dependent fashion (Svoboda et al., 2001). Howéharetis increasing evidence that they can
survive for much longer and do so under physiolaigeonditions. Secondly, peripheral RB
axons are unmyelinated. Instead they can be emeelbp keratinocytes and project through
the “tunnels” within basal skin cells (O'Brien ét, 009). This makes them more similar to
mammalian nociceptors than to larger-caliber myséd fibers, which are commonly
targeted for regeneration studies (Kang et al. 320ffy et al., 2012; Fricker et al., 2013).
Finally, endings of the peripheral neurites do fooin synapses. While this preclude studies
of synaptogenesis or synaptic plasticity, for stgdsf mitochondrial dynamics is not relevant
or even may be considered an advantage. Theredbrafish RBNs fulfil most of the criteria
of the perfect model for investigating mitochondhi-cycle. These include ease of labelling
by combing sensory promoter and Gal4-UAS systenreladively easy pharmacological and
genetic manipulations. Moreover neurons can bealied in their entirety using cheap and
easy microscopy techniques. Therefore | set opetiorm studies of mitochondrial dynamics

in this vertebrate model organism.

21



AIMS AND RATIONAL

2. Aims and Rational

The aim of my study was to answer a number of samguestions regarding the
mechanisms that contribute to the proper positgpnend homeostasis of neuronal
mitochondria in a popular vertebrate model organiseebrafish. Specifically, | wanted to

accomplish the following aims:

1) To develop tools to label and track neuronabuotibndria over long periods of time in
zebrafish embryos. Zebrafish larvae are opticalbgeasible to a degree that permits
visualizing neurons in their entireiy vivo. Hence, zebrafish allow the parallel study of
cellular and sub-cellular dynamics in multiple soimpartments of a neuron (e.g. its soma and

neurites).

2) To generate a "base-line" data set on mitochahdynamics in both single sensory
neurons of the fish, as well as a transgenic fish (MitoFish). This data-set provides a back-
drop against measurements upon disturbing diffeparts of motor machinery through both
pharmacological and genetic means. Part of this\aas performed in collaboration with
Dominik Paquet, Bettina Schmid and Prof. Christiwass, (LMU, DZNE).

3) To develop tools to study mitochondrial dynamitsingle sensory neurons. In this part
of my work | especially focussed on identifyingesitof mitophagy, a process responsible for
removing damaged mitochondria from the peripheraba This is a topic about which very
little is currently known. Further | established tiveds to study mitochondrial fusion using
photo-convertible and photo-activateable fluorespeoteins. This part of my work forms the

basis of ongoing and future work in my host labomnat
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3. Materials and Methods

3.1. Animals

| used wild-type zebrafish of AB and TLF strainielfollowing transgenic fish were also
used: Isl2b:Gal4 (Ben Fredj et al., 2010), HUC:GE:UAS:DsRed TauFish Paquet et al.,
2009), HuC:Gal4-UAS:DsRedredFish Paquet et al.,, 2009), Huc:Gal4 (neuronal driver;
Paquet et al., 2009). The fish were maintained,ethaand raised as previously described
(Mullins MC et al., 1994) by our lab's techniciasonne Hufnagel and Kristina Wullimann.
Embryos were maintained in E3 or 0.3x Danieau’sitsmh (for recipes see the secti8ri2
Solutions and bufferg at 28.5°C and staged as described (Kimmel et 1895). All
experiments were performed in accordance with lac@inal protection standards and were
approved by the government of Upper Bavaria (Reggrvon Oberbayern, Munich,

Germany).

3.2. Cloning protocols

2.2.1. Standard sticky-end cloning protocol

Restriction digestBoth the vector back-bone and plasmid contaitiveggene of interest
were digested with restriction enzymes that are padible, allowing the annealing of
complementary ‘sticky’ or cohesive ends and thusational cloning. The reaction was set up

according to following protocol:

Reagent Quantity for 50 pL reaction
DNA 5-10 ug
10 x buffer (appropriate for the 5uL

enzyme, NEB)

10 x bovine serum albumin (BS/ SpuL
NEB, B9001S)

Enzyme 10 Units

dH,O up to 50 pL

Gel electrophoresis and fragment purificatiofollowing restriction digest, the DNA
fragments were run on a gel (typically 1% agarasmza, 50004L), dissolved in TAE buffer
(Rotipores® 50 x TAE Puffer, Roth CL86.1). After separatinge thestriction enzyme-
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digested DNA fragments on a gel, bands of the gp@ate size were cut out and purified
using a Gel Extraction Kit (Qiagen, #28704).

Ligation. Purified fragments were ligated overnight at 16°€ing T4 ligase (NEB,
M0202L) in ligase buffer (NEB, B0202S). Vector andert were ligated at a ratio 1:3, taking
into account their respective size (in base paifgpically the vector was used at a final

concentration of 50 ng. The formula used to cateutllde final concentration of the insert was:

3 * ng of vector * insert size (number of base pairs)

ng of insert = vector size (number of base pairs)

Transformation 50 pl of competenEscherichia colicells €. coli, NEB, C2988J) were
defrosted on ice. Half of the ligation mix volumasvadded and incubated together with the
cells on ice for 30 min. Following a brief heat-shd42°C water bath for 30 sec), the cells
were allowed to recover for 2 min on ice. 950 psoper optima