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CHAPTER 1

Introduction

The electric motor converts electrical energy to mechaeitargy. The motors play
a very essential role in industries. Manufacturing linesdustries typically require
one or more than one variable speed motor drives which sergewer conveyor
belts, robot arms, overhead cranes, steel process lingst palls and plastic and
fiber processing lines, etc. [1].

1.1 DC and AC motors

Generally, electric motors could be classified into two gat&es: direct current
(DC) motors and alternating current (AC) motors [2]. AC motorslude induc-
tion motors and synchronous motors. In a DC motor, a mechho@ammutator
reverses the direction of the current flow in the armaturésaehenever the perti-
nent conductors change position from one stator pole pit¢che other. Therefore,
the commutator acts as a mechanical converter that arrdngesagnetic axis of
filed winding in quadrature with the armature winding. A DCtorhas separate
filed and armature windings. Thus, electromagnetic torqueefaux can be con-
trolled independently by the field and armature currentswél@r, a DC motor
has two major disadvantages, the mechanical commutatdsrast assembly. The
presence of the commutator makes the speed of the DC motereinthy limited.
The size and the weight of a DC motor are also large mainly usecaf the com-
mutator. An induction motor (IM) is an asynchronous AC maotdrere power is
transferred to the rotor by electromagnetic induction, Imlilee transformer action.
An induction motor resembles a rotating transformer, bsedhe stator (stationary
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part) is essentially the primary side of the transformer éuedrotor (rotating part)
is the secondary side. IM has many advantages compared to mdd@. Nei-
ther commutator nor brush exists on squirrel cage inductiotors. It means the
higher speeds are possible with the equivalent inductiochinas. The efficiency
of induction motors used for variable speed operation aneigdly comparable and
frequently better than the equivalent DC motor efficienggrethough the presence
of the rotor cage adds an additional loss component not enead in a DC mo-
tor. Since the induction motor cage does not need to be dssigmallow for a
direct on line start when driven from a converter, the cagestance can be selected
solely to provide optimum running performance and minimoss| Also, DC mo-
tor losses such as brush drop can be eliminated. An esspattadf any economic
comparison is the cost of keeping spares as well as the finegued maintenance.
A supply of brushes and brush holders are necessary stoek ftg DC motors. A
DC motor must be regularly taken out of service to check ola@pbrushes and
at less frequent intervals to resurface the commutatorefixor the bearings, an
induction motor has low cost for maintenance. An inducticachine has always
smaller size and less weight than an equivalent DC machma. tB 1970s, the use
of DC motors was popular since AC motors were not capableuefadjustable or
smoothly varying speed [2, 3].

1.2 FOC and DTC control strategies

Field Oriented Control (FOC) was developed in the 1970s [4]CH©a technique
which provides a method of decoupling the air-gap flux andaiter producing

the electromagnetic torque [5, 6]. Therefore, it providedependent control of
torque and flux, similar to a separately excited DC machiniee magnitude and
phase of the stator currents are controlled in such a waylthednd torque compo-
nents of current remain decoupled during dynamic and staticlitions. In FOC,

the stator phase currents are transformed into a synchsnmtating reference.
Field-orientation is achieved by aligning the rotor fluxkiage vector along the d-
axis of the reference frame. With this arrangement, therobdiynamics of the

highly coupled nonlinear structure of the induction maehbecomes linearized
and decoupled. FOC has been one of the most popular conttbbdgesince its
introduction. It is also a main method used by Siemens. A roaimplexity in

FOC is that a coordinate transformation is needed, it irspiteobtain the angle
of the rotor flux, which cannot be directly measured from thechine terminals.
Thus, it is necessary to implement an encoder, estimatoobservers, which are
based on a model of the machine. Unfortunately, these estinsaare very sen-
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sitive to the parameters of the machine, like the statostasce or the rotor time
constant because they change their properties accorditig ttemperature or the
flux level. All these conditions impact on the rotor flux angamputation, thus a
proper decoupled control between torque and flux cannot tierpeed.

Direct Torque Control (DTC) is a control method without a cooade transfor-
mation [7,8]. DTC was published by Blaschke, Takahashi anglibi in the1970s
and 1980s, respectively. The innovation led to a replacéwiethe linear Pl con-
troller by faster hysteresis controllers. DTC offers anedbent torque response
using a less parameter sensitive model than FOC. Sinceritsludtion, DTC have
been used widely because of its simplicity and very fastuergnd flux control
response for high performance drive applications. DTC isaznmontrol strategy
used by ABB.

The standard DTC method [1] has a drawback: torque ripplesansiderable.
Many modified DTC schemes have been researched in orderuoeéle ripples.
In [9] the method minimizes the rms value of the torque rigpiehas an unneces-
sary high switching frequency. Direct mean torque condT C) was developed
to maintain the torque within hysteresis limits and reachednstant switching fre-
qguency [10, 11]. Band-constrained technique for DTC was @egd in [12] and
was verified to be a good approach. This method reduces thedaoipple while
maintaing the structure of the standard scheme. The slidodge control technique
was used into DTC system [13]. The space vector modulativiMiSased DTC
was approved to be a useful solution [14-16]. These methaslsate the torque
ripple successfully. However, they either increase theptexity of the standard
DTC scheme or increase the switching frequencies. Receh#dyreasons of the
big ripples of the standard DTC were analyzed again and adeteey compensated
DTC was verified effectively to lower ripples [17].

1.3 Model predictive control

Model Predictive Control (MPC) is an alternative control stgy. The basic idea
of MPC is to pre-calculate the optimum values for the achgatiariables based
on a mathematical model of the system, the history of padraioactions and an
optimization of a cost function over a receding predicti@miton [18]. MPC has
many advantages: the basic concept is easy to understanalgtbrithm is simple
to implement, it can handle multi-variable systems and ttaimgs can be included.
The main disadvantage of MPC is the big online calculatidorgfespecially with

long horizons [19]. Since the 1970s it has been used in soowe dynamic ap-

plications such as petrochemical industry, where fast sagfrequencies are not



CHAPTER 1. INTRODUCTION

required [20]. Fortunately, the use of digital signal pissiag (DSP) and the devel-
opment of Field Programmable Gate Arrays (FPGAS) have ntauessible to use

MPC in fast dynamic process industries such as power el@ct@nd control of

electrical drives [21-24]. MPC was introduced into the fiefdoower electronics

and electrical drives in the 1980s [25, 26].

1.4 Encoderless strategies

Encoderless strategies have been widely investigated.abbence of a speed en-
coder reduces the cost of the system and possibly improeesetiablity by re-
moving the noise which injected by the cables, as well as idiwe complex of
the system [27]. Encoderless control of electrical drivas been achieved by var-
ious use of state observation techniques. A state obserzeraal time model of
a real process or system, which produces an approximatitimecgtate vector of
that system, and whose characteristics are somewhat fiee determined by the
designer [28]. The state estimation for drives includes tategories: observers
based on the models and observers based on high-frequéactyan which use the
anisotropic properties of the machine [29]. Unfortunatéhe high-frequency in-
jection methods require normally a modulator, which makasi flexible for some
direct control methods, i.e., DTC method. Model based olesethave been devel-
oped widely and they have showen good accuracy and highliteddo The model
based methods include Luenberger observer [30], modekrafe adaptive system
(MRAS) [31], kalman filters [32], sliding mode observer (SM[3}], etc.

1.5 Main work of this thesis

By investigating widely the predictive control strategiestie field of electrical
drives, the thesis concentrates on the application of the-FOS method. The
FCS-PTC method is carried out experimentally and analyzéd foo IM amd for
IPMSM by using a two-level voltage inverter. Different pirettbn horizons are
considered by considering lower calculation time and losvetching frequency.

Furthermore, the FCS-PTC method is adapted to differentdsntass strategies,
i.e., MRAS and SMO. In PTC, not only an accurate estimated rgpeed is re-
quired, but also the fluxes in good quality are essential.réfbes, the observer
must be sometimes compensated for qualified fluxes estimafmfind out a more
comparable PTC method, an inherently encoderless PTC ogpeal, with which
the PTC method has same merit with DTC which is inherentlyodadess con-
troller.
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Therefore, based on a two-level voltage source invertegnaonder based and an
encoderless FCS-PTC methods for electrical drive systeentharmain interest of
this thesis. All proposals are verified experimentally iis tork.
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CHAPTER 2

Models of AC motors and converter

2.1 Three-phase current system

To understand the operation of motor control, it is necgssadescribe the three-
phase current system. In power system, a three-phase taysiem can be rep-
resented by a three-axis coordinate system as it is showigi@.E(a) presenting

a three-phase current system in a three-axis coordinates. tAitee-phase system
can be depicted by using a complex reference frame. In FigpRah equivalent

representation of the states fixed system is presented.

1

3
el

DO | —

- Re E—c el O
1q 2

. RVE]

ic 2
(@) Current System in a three- (b) Current system in a com-
axis coordinate (a,b,c) plex reference frames

Figure 2.1: Coordinates transformation

A three-phase current system with angular frequencgan be defined in a fixed
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three-phase coordinate frame:

iqg =1 - sin(wy - t) (2.1)
2

i, =1 - sin (wo 4+ ?ﬂ) (2.2)
4

i =1 sin (wo 4+ ?ﬂ) (2.3)

The transformation from a three to two-phase system is thestin the equations
2.41t0 2.6:

iy =g+ a-iy,+a’-i. (2.4)
e —1 3

a:e]'23=7+j-§ (2.5)
4w —1 3

a2:eJ‘43:7—j-\/7_ (2.6)

The same vectoi, can be expressed in terms of complex coordinates by using
the Clarke transformation:

is =1q +J 18 2.7)
. 2 (. 1 1
za:§-(za—§-zb—§-zc> (2.8)
2 (VB B
’lﬁ—g’(T'lb—T’Zc) (29)

The subindexy and 5 denotes the use of a complex reference frame. In matrix
form, equations 2.8 and 2.9 can be rewritten as:

7
o | 2 |1 =5 —3 !
2

e

[\

When the system in/3 coordinate needed to be transformed to rotatipgo-
ordinate, the Park transformation is used. Assumingitheoordinate rotates with
an anglgy against thevs system, the realtionship of two coordinate systems are as

following:
i cos(0) sin(0) i
( Iq ) - ( —sin(0) cos(0) ) ( ig ) (2.11)
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The inverse Park transformation frafg to o5 coordinate is:
z:a N 0?3(6’) —sin(6) z'-d (2.12)
i sin(0)  cos(0) iq

2.2 Mathematical model of an IM

An induction machine can be described by a well-known sebafgex equations
using a stator reference frame [34]:

d
R (2.13)
0= Rt thy — ] w9, (2.14)
Wo= Ly-is+ Ly - i, (2.15)
W = Ly -4y + Ly, - 4 (2.16)
T.= 5 op- Im{apl i), (2.17)

Equation (2.13) is the voltage equation of the phase windihgescribes the
relationship of the stator voltage, the stator current &edstator flux linkage of the
winding. In equation (2.14) The rotor voltage vectgris equal to zero because a
squirrel-cage motor is considered. Hence the rotor windrghort circuited. The
winding and rotor fluxes can be calculated by using the statoent and the rotor
current in equation (2.15) and (2.16), respectively. Thleetebmagnetic torque is
proporional to the external product of two state variablacgpvectors in equation
(2.17).

If the mechanical equation of the rotor is considered, ibsgible to note that the
torque depends on the ratio of change of the mechanical spaedo,,,.

dw,y,
J — = T. — 1T, (2.18)
The coefficient/ denotes the moment of inertia of the mechanical shaftZans
equal to the load torque connected to the machine. It carrelspto an external
disturbance, which the control system must be able to cosgtenv,, is the me-
chanical rotor speed and it is related to the electric rqpeesw by the number of
pole pairsp:
W=Dp-wn, (2.19)
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2.3 Mathematical model of a synchronous machine

In synchronous reference framde, the stator voltage equation of a synchronous
machine can be expressed as following:

di)g

Veg = Ryiog - id — Wipsy, (2.20)
dips

Vg = Ryisy + % F Wi (2.21)

The total flux is a sum of the mutual flux generated by the statodings and the
permanent magnet rotor flux. The stator flux linkage is dbsdrior simplicity in
the rotor reference frame by ignoring the leakage indu@asiamd magnetic cross-
couplings and given by:

Ysa = Lisq +Vpur, (2.22)
Vsq = Lylsq- (2.23)

The torque equation consists of electromagnetic torquetfadeluctance torque.
It is calculated by:

.3 . 3 o

T = §pwP]V[qu + §p(Ld — Lq)lsdlsq- (224)
The reluctance torque appears only if the inductances hifeeet values:L, #
L,.
To complete the model, the mechanical equation is included:

dw 1
i j(T -1). (2.25)

where/J is the moment of the inertia arid is the load torque.

2.4 Two-level voltage source inverter

The power circuit of a two-level voltage source inverteréscribed in Fig. 2.2(a).
The switching states of the converter are decided by thagéitie signalsS,, S,
andsS.. They are presented as follows:

(2.26)

. 1 if S; on andS; off
"] 0 ifS;offandS; on
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wherei = a, b andc.
The switching states can be expressed by the vector as fotjow

2
S = g(sa + aS, + a*S.) (2.27)

wherea = e727/3,
Similar to the described three-phase current system altbgeputput voltage
space vectors genergated by this two-level voltage soovegter are defined by:

2
v = §(U” + avy, + a*v,) (2.28)

wherev, ;. denotes the phase to neutral voltages of the inverter. Titiage vector
v is related to the switching stafe by
v ="VgS. (2.29)

Considering all possible combinations of the switching algs, ; ., there are in
total eight reasonable different switching states. Thes@eesented in Fig. 2.2(b).
The equivalent ob, = w7 results in only seven different voltage vectors.

In this work, the inverter is considered as a nonlinear @igcsystem with seven
different states as possible outputs, because only thetdiomtrol methods are

focused.
Im
Gaea o
— /o ) Vy vo\/v7 V1 Re
S, SQJS} sg%}
(%3 Vg

(a) Three-phase two-level inverter (b) Different voltage vectors generated
by a two-level inverter

Vae=

Figure 2.2: Inverter and voltage vectors
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CHAPTER 3

Predictive control in electrical drive systems

3.1 Classification of predictive control

Predictive control is a modern control method which pradales the plant’s be-
havior by means of a mathematical model and use this infeomab calculate
optimum values for the actuating variables via an optinmzracriterion [19]. The
structure of predictive control is presented in Fig. 3.1.e Bystem estimates the
unmeasured variables and feeds them back to the predidook Wwhich includes
variables prediction and optimization. The optimum valudlé be output to the
actuator and finally control the plant. The basic idea is comror all kinds of
predictive control methods, but the specific optimizatiatecions are different.

References Control signals
> .. -, -
Predictions Acutator = Plant

A

Estimations Measured variables

A

Figure 3.1: Block diagram of predictive control method.

Based on the functional principle, the predictive contral ba classified mainly
into three categories [35]: hysteresis-based controljedtary-based control and
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model-based predictive control (MPC) which includies camtus MPC and fi-
nite control state MPC (FCS-MPC) methods. The classificatsopresented in
Fig. 3.2. The hysteresis-based predictive control is tgpkbe controlled variable
within the predefined boundaries of a hysteresis area. DTtBadebelongs to the
hysteresis-based predictive control. DTC method use &equ stator flux mag-
nitude hysteresis controllers to realize the torque coffr@]. Predictive current
control proposed in [25] is another example of hysteresigrotier. The trajectory-
based predictive control forces the variables to followgredefined trajectory, i.e.,
direct speed control proposed in [10]. Hysteresis- an@¢tajy-based predictive
controllers are explained clearly in [36]. Both of them do need modulator and
have variable switching frequencies. The absence of ther icurrent P1 controller

makes the structures of hysteresis- and trajectory-baseticpive control systems
simple.

| Predictive Control |

| I

Hysteresis Trajectory Continuous MPC FCS-MPC
No modulator No modulator Modulator No modulator
Variable switching Variable switching Fixed switching Variable switching
Simple No cascaded Constrains Optimized

Figure 3.2: Classifications of predictive control.

MPC strategies are different ideas. They are capable todemihe past and
to optimize future values of the actuating variables, ndy éor the next sampling
cycle, but up to a specified future cost or control horizon. @arimg the structure
of model-based predictive controllers, it can be seen tiat aire more like state
controllers or Kalman filters rather than the hysteresis-teajectory-based predic-
tive controllers [36]. MPC strategies are also refered teeaeding horizon control
(RHC). The calculation of the plant behavior up to the predictiorizonV, needs
too much time, which makes it impossible to perform a promertol loop. The
calculation complexity can be significantly reduced by tiiteaduction of a control
horizon V.. Only the first set of control actions is applied to the systienthe next
sampling instant a new prediction and optimization processiried out. Fig. 3.3
helps to understand the idea.

Many MPC efforts have been made in the past years, thesalmgiins can be
classified into two main categories: continuous MPC and FGE=Mn continuous
MPC, generalized predictive control (GPC) is a good examplee GPC algo-
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Past Future

Referenc Output

Control action

Figure 3.3: Definition of the control and prediction horiZ86)].

rithm was proposed in 1987 and became one solution in drivesa [37], [38].
In [36], GPC methods are used for electrical drives. The GB@roller uses a
so-called CARIMA model which is based on the transfer functbthe plant. In
the algorithm a Diophantine equation has to be solved. Imttr& GPC controllers
show very good performance. However, the design of GPC iptoated and the
concept is not so easy to understand. Furthermore, GPC ttaasity handle con-
straints and a modulator is required. As another example@wtituous MPC, the
explicit MPC is presented in [39]. Dead-beat control is askind of continuous
MPC which needs a modulator. During every sampling intettvigl approach uses
system model to calculate the required reference voltagedier to reach the refer-
ence value in the next sampling instant. This voltage isiagplia a modulator. The
dead-beat contorl are widely investigately [40—44]. Alhtauous MPC methods
need modulators and have constant switching frequencies.

3.2 FCS-Model Predictive Control

Compared to the continuous MPC Methods, FCS-MPC is concdyptsiahpler
[45, 46]. The notable feature of FCS-MPC is that, it does nedn& continuous
actuating variable and has no modulator [47]. The blockrdiagof FCS-MPC of
motor control considering a single prediction step is déscrin Fig. 3.4. The
algorithm includes three steps: estimations, predictansoptimization. The esti-
mation model calculates the required variables which cabedlirectly measured
such as fluxes by using the measured motor speed and statamtsuiT he state vari-
ables of the system(k), including the estimated and measured values, are used as
initinal condition for the predictions. The predicted veduz(k + 1) are evaluated
by using a cost function. The switching st&fevhich minimizes the cost function
is selected as the gate fire signals of the inverter.

In FCS-MPC the inverter is taken into consideration in thetiier design.
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la

Z »| Cost function Supe 7
Prediction w(kJ“lL Minimization \
model

z(k
wt

Estimation [ 7
model < o

Figure 3.4: The structure of FCS-MPC for motor control.

Every possible inverter switching state is consideredHerdptimization of a cost
function, which normally consists of the errors betweermefices and measured (or
estimated) control variables, but can also have addititarats, e.g., over-current
protection. Then, the switching state which minimizes tbetdunction will be
selected as the output signal during the next time step [#8)cost function, to
reduce the switching losses, some efforts have been impkewhg¢49, 50]. The
weighting factor design in the cost function has also beended on [51,52]. The
MPC method can also be adapted into the encoderless sydi8rE5]. Based on
prediction horizons, MPC is classified into one-step andéomprediction horizons
schemes [35]. With long prediction horizons, it can be exgeto get better perfor-
mance. However, the corresponding calculation effort intkease exponentially
and model errors lead to a worsening of the control varial@esthe other hand, one
step-prediction FCS-MPC has already been successfulljegiipla 2-level voltage
source inverter [56], 3-level neutral point-clamped [5d3scaded H-bridge [58],
flying capacitor [59, 60], matrix converters [61—63], cunrgource rectifiers [64],
modular multilevel converters [65] and multi-phase inducimotor drives [66,67].
MPC has also been applied to renewable energies and poweolcdior example,
in [68] and [69] MPC strategies are applied for photovol&i@ys and direct power
control.

For the FCS-MPC methods with short predictive horizon, theehand the cost
function design are very simple and intuitive. Predictiverent control (PCC) is
introduced in [56]. With an one-step prediction horizon tst function is defined
as: A A

95 = ’i:a - Z.sa| + ’Z:B - isﬁ‘ (31)

where; denotes the different voltage vectors. The cost functiorsicters the error
between the predicted currents and the reference valuépogdible voltage vec-
tors are taken into the calculation of the cost function. ©he which minimizes
the cost functiory; will be selected as the output.
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CHAPTER 4

PTC method for an IPMSM

4.1 Introduction

Due to its high efficiency and high power per volume and weigétmanent magnet
synchronous machine (PMSM) has been widely used in drivesléatric vehicles
and railway vehicles [70]. In these applications, fast tergesponse is always im-
portant. DTC methods are widely investigately for the colaf PMSMs. However,
the DTC methods have large torque ripples. Though many negk®TC methods
can reduce the ripples either by using space vector moduyl&iiV) or by direct
mean torque control (DMTC), they are on the cost of the systamptexity.

MPC methods are applied to PMSMs as new approaches [71, i@]inVestiga-
tions show that the control of PMSM by using MPC methods cdnce the torque
ripples efficiently while keeping the fast dynamics of theteyn. In this chapter, an
interior PMSM (IPMSM) is tested by using a FCS-MPC methoddiiteve Torque
Control (PTC). The design of the PTC method of IPMSM is intrati@nd the
method is carried out experimentally.

4.2 Predictive torque control

The block diagram of MPTC method is described in Fig. 4.1. ACRiiethod for
IPMSM includes mainly three steps: torque estimation,uergnd current predic-
tion and the cost function design. An external speed PI obetris required to
realize the adjustable speed drives. The system does ndtane®dulator. The
switching state which minimizes the cost function will béested as the gate sig-
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Figure 4.1: Block diagram of Predictive Torque Control of aNMBM.

nals of the inverter.

4.2.1 Torque estimation and prediction model

The design of the PTC system of IPMSM is developed in synahesneference
frame. With the measured current values, the required depgalan be transformed
by using Park transformation introduced in Chapter 2. Theicoaus-time dq
stator currents; 4, are presented as follows:

disq R L 1

= ——g+ —Lwig, + —u, 4.1
o Ldz‘d—i_deZq—i_Ldv ds 4.1)
dis, R, . L, . 1

= gy — —Wilgg — — Vg 4.2
o I isq quz 4 — wpy + qu q (4.2)

The torque is not measured by using a torque sensor. Hermrthes is estimated
by using the following equation:

3 . 3 .
T = §p¢PMqu + ép(Ld - Lq)lsdlsm (43)

From the equation, it is easy to see the torduean be calculated by using the,,
and the costant IPMSM parameters.
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An important step for PTC method is to predict the future gadfi the required
signals. In this work, the predicted stator currents anddfgpie in the next step are
essential. By using the Euler forward equation:

dr _x(k+1)—x(k)
dt T, '
The stator current and torque continuous-time model carbtsereed as follows:

(4.4)

isa(k+ 1) —igq(k) R L, . 1
T = Ldzsd(k) + dezsq(k) + Ldvsd(k +1), (4.5)
lsg(k + 1) —igy(k R Ly . 1
o T) olk) _ — g (k) = Trwisa(k) = wibpar + vy (k +1), (4.6)
s q q q
. 3 . 3 . .
Tk+1)= §pprzsq(k +1)+ §p(Ld — Ly)isa(k 4 1)ise(k +1).

4.7)

4.2.2 Cost function design

The core of the PTC method is to design a cost function forceéhe optimum

actuating signals. The main goal of this work is to realize tbrque control by
considering the minimization of the torque error betweenghedicted torque and
the reference value. Therefore, the cost of this error is:

Torr = (T(k+1) = T%)2 (4.8)

In this equation, the torque refereriféis generated by a speed PI controller:
T" =k, (W —w)+k / (W — w)dt, 4.9)

wherek, andk; are PI controllers gains.

A maximum torque per ampere (MTPA) criteria is consideretawee a low ab-
solute current since high currents lead to large losse$(]9,
Lqg

LazLage gy — 2 (k+1)))> (4.10)

Curpa = (isa(k+1) +
Ypm

An merit of the MPC method is to include the system constraassly in the cost
function. In this work, an over-current protection is calgsed to achieve a safe
system.

0 if|i(k+ 1) < |imax,

4.11
v>>0 ifli(k+1)] > |imax- (4.11)

L(k+1) = {
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whereli(k + 1)| = \/z‘fl(k; +1) +i2(k +1). The vectors who generate the sta-
tor current bigger than the limition will never been selécés output. Hence the
overcurrent phenomenon can be avoided and a safe systene easily designed.

By considering equation 4.8 to 4.11, a final cost function o€Riiethod of an
IMPSM is obtained:

L,— L

Z ot Gk D) =% (k1)) 4 L (41,
(4.12)

where;j denotes all possible voltage vectors. Because a two-leWgge source

inverter is used in the test, the valuejok j = 1,2, ..., 7. is the coefficient of the

cost function.

gj = (T(k+1)=T*)?+ (igq(k+1)+

4.2.3 Time delay compensation

In an ideal simulation, the speed and stator current meamsnts are taken at the
discrete instant, and at the same time the optimum voltage veetdk) is ap-
plied to the machine. However, in a real implementation tieroprocessor needs
time to execute the algorithm. It takes one sampling cyclgeteerate the optimum
switching state if the variables are measured at fimdence, the optimum actuat-
ing variables are given to the inverter at the time gtep 1, and not at stepg as in

a simulation.

To compensate this time delay, a compensation scheme isdeoss and de-
scribed in Fig. 4.3. The previous voltage vector is used ffirsa prediction, then
the current voltage vectat, (k) is used to predict the stator flux and torque at time
k + 1. According to these values the controller selects the pregetor which will
be applied at timé& + 1 in order to optimize the reference tracking criterion atgim
k + 2. In this way the control strategy is time-consistent.

In the cost function, the problem can be solved by modifyimg dptimization
step as following:

L;— L
222 (ke +2) — 12, (k+2))) 2 4 L (K +2);,

gj = (T(k+2)=T*)+ (iga(k+2)+
Ypm
(4.13)

Finally, the algorithm of PTC of IPMSM is described in Algthnin 1.
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Figure 4.2: Time delay compensation.

4.3 Experimental results

The performance of the PTC method is experimentally ingagtid with an IPMSM.
The test bench in described in Appendix. The sampling tingeigo 40us. Thus,
the system has a 25 kHz samling frequency. The observeredaibn time of the
algorithm is 12.1us. The samling interval is long enough to complete the catcul
tion of the algorithm of this PTC method.

First test is to show the peformance with and without timege&lompensation.
In this test, the torque ripple is observered. From Fig. #can be seen that with
time delay compensation method the torque ripple is mucleddiaan that without
compensation. In this work, the performance both in steabliartransient states
are observered. One test is developed to observe the belvagteady state. The
motor rotates at rated speed with a %0rated load (1.4 Nm). The results of the
torque and the stator current are presented in Fig. 4.4. Emerpicture, it can be
concluded that the motor works well with a small torque rgpprhe ripple band is
less than 0.2 Nm. Also, the system has a good stator currehbas in the picture.

The other test is to observer the system performance in tlodevdpeed range.
The speed reference changes from negative rated valueity@oate value while a
70 % rated load is alway added to the drive motor. The speed, éongd the stator
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Algorithm 1 The execution of the MPTC algroithm of an IPMSM
1: Initialize the system and build an array of 7 different vgitavectors.

Measurement ab andi,.
Estimations ofl'(k) and, 4, (k).
Delay compensation af (k + 1) andi, 4, (k + 1).
Predictions of['(k + 2) andi, 4,(k + 2).
fori=1,2,3,...,7do

97 = (T(k +2) = T*)? + (isa(k +2) + 2202, (k + 2) — i2,(k +2)))?

+1(k+2);.

The minimum value of;; and the coressponding switching vectoare kept.
8: end for
9: v; is injected into the inverter.

No gk wN

current are described in Fig. 4.5. The PTC system works wehé whole speed
range with a big load. During the transient process, Thestatrrent is limited by

the over-current protection term in the cost function. Tleakpvalue is less than
thein (40 A).

4.4 Conclusion

In this chapter, PTC method is tested on an IPMSM. The staitwoents are directly
measured from a current sensor. The transformation synobssangle can also be
read via an encoder. The system design is very simple. By asiri€uler forward
equation, the next step value of the current and the torqa@mr@dicted. Finally,
a cost function considering the torque error, MTPA critaaral an over-current
protection is developed.

The experimental results show that the system works well inatteady state and
in transient state with a big load. The PTC method generatesyasmall torque
ripple, which is an important feature for the drive contribleanwhile, the system
has very fast dynamics and the constraints are easily iadlut@ihe cost function is
very flexible. A switching frequency cost can also be addethéncost function to
control the switching commutations.
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CHAPTER 5

PTC method for IM: an evaluation with DTC

5.1 Introduction

DTC and PTC methods have many features in common. Both seategve neither
inner current PI controller nor modulator. They are diremtitcol methods. How-
ever, they are conceptually different. DTC method is a hngsis control method. A
torque hysteresis controller and a flux hysteresis coetralie considered in DTC
method to limit the torque and flux magnitude within the hyess$ées bands. The
system selects the output by means of a pre-defined lookblp[tH. PTC method
predicts the torque and flux in advance. The inverter modslnsidered in the con-
torller. A cost function is defined by considering the torqunel flux errors between
the references and the predicted values. All possible bimigcstates are taken into
the calculation. The one which minimizes the cost functiolhlve selected as the
output.

In this chapter, the DTC method and the PTC method are corapsalely com-
pared based on the concept understanding and the expeainmaptementations.
The aim is to evaluate the advantages and disadvantages sirtwar but different
direct control strategies.

5.2 Direct torque control

The mainidea of DTC is to use hysteresis controllers for btdtor flux and electro-
magnetic torque. With the output of the hysteresis cordrs]ithe inverter switching
state can be selected from a predefined look-up table [1FbrDTC there are two
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assumptions which must be considered. The first one is toosepinat the rotor
speed is high enough to neglect the voltage drop caused Istdta resistance in
the stator voltage equation. In this way, it is possible targgout that the stator
flux can be modified by the applied inverter voltage vectoirdua sampling step
as follows:

Aws ~ U - Ts; (51)

whereTy is the sampling time.
In DTC the electromagnetic torque can be calculated as:

T2 g ] sin(d), (5.2)

3 o-Lg-L
wheres =1 — (L2 /L, - L,).

In order to calculate the electromagnetic torque, the stabe, rotor flux and the
flux angle must be considered:

T;br = L ¢5, (53)

o-T,-5+1 '
wherer, = L,./R,., ks = L,/ Ls.

If (5.3) is observed, the second assumption can be conclutdedotor flux is
slower than the stator flux. Therefore, during one sampliag,ghe rotor flux can
be considered as invariant. In this way the electromagmetigie can be modified
by changing the angle of the stator flux by applying an appatgroltage vector.

Based on those assumptions, the electromagnetic torquetatod ffux magni-
tude can be controlled independently of each other. Thetaottre of DTC can
be observed in Fig. 5.1. The electromagnetic torque and étetences are com-
pared to the estimated values obtained from a discrete nobdleé machine. The
voltage equation is used to estimate the stator flux, frontkvttie stator flux angle
can be obtained. The measured current and the estimatedréwapplied to the
torque estimation. The error between the torque referemdehe estimated torque
will be forwarded to the torque hysteresis controllers; én@r between the stator
flux reference and the estimated flux is given to the flux hgsisrcontroller. Then,
the switching vector of the inverter can be found in a preeefilbok-up table by
taking into account the outputs of the two hysteresis cdettoand the stator flux
angle. As in every traditional speed control strategy, dareal Pl-speed controller
is considered to achieve zero error at steady state on tleel spéerence tracking.
This control loop generates the torque reference for theehgsis-based torque con-
troller.
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Figure 5.1: Block diagram of Direct Torque Control.

5.3 Predictive torque control

The architecture of PTC is described in Fig. 5.2. The corel@ i the torque and
flux predictions and the design of a cost function. As in DTCgeaternal speed
Pl-controller is used to control the speed. Both DTC and PT€the same flux
estimation and electromagnetic torque estimation.

5.3.1 The required signal estimations

Firstly, the rotor and stator fluxes need to be estimated. Basehe squirrel-cage
induction machine model presented in chapter 2, the relstiip among stator flux,
rotor flux, and current can be expressed as:

di, :
Y 4
wr + 7 dt m s (5 )
r Lm : 's .
ws - Lm : (flp I : ) + Ls “ s (55)

wherer, = L, /R,.
To discretize (5.5), the Euler backward approximation:

dv _w(k)—x(k—1)

— ~ 5.6
o T, : (5.6)
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Figure 5.2: Block diagram of Predictive Torque Control.

can be taken into account. Then, the discrete equation &rdtor flux can be

written as:
. L, - L .
(k) = L iT R P (k—1)+ = ~15(k). (5.7)
Substituting (5.7) into (5.5), the discrete stator flux éguracan be obtained:
Po(k) =k - Po(k) + 0 - Ly - i(k) (5.8)

wherek, = L,,/L, ando =1 — (L% /L,L,).

5.3.2 Stator flux and electromagnetic torque prediction

In the predictive algorithm, the next-step stator ﬂﬁlg(k: + 1) and the electromag-
netic torquéf(k; + 1) must be calculated [47]. From the induction machine model
described in chapter 2 and [34], the relations between #tersand rotor flux, cur-
rent, speed and electromagnetic torque can be described as:

dps .

dt =vs — R - 15 (5.9)
. 1 dig 1 ,
i = =g lle G e () ) ) (510)
T = § -p- Im{; i} (5.11)

2
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wherek, = L,,/L,, R, = Ry +k?*- R, andL, = o - L,. To predict the electromag-
netic torque and stator flux, the forward Euler discret@ats considered:

d_xwx(k—l—l)—x(k).

~ A2
dt T, (5.12)

The stator flux and current prediction can be obtained agvisI[73]:
Po(k+1) = hy(k) + Ty - vs(k) — Ry - Ty - d(k). (5.13)

4 Ts . Ts 1 1
—J - w(k)) - (k) + vs(K)],
wherer, = o - Li/R,.
With the predicted stator flux and the predicted current, gleEztromagnetic
torque can be predicted:

A

T(k+1) :g-p-fm{w,zs(k+1)*-%$(k+1)}. (5.15)

5.3.3 Cost function

The last step is to develop a proper cost function for thenapttion. The cost
function is very flexible and can handle a multi-variable lpeon. It should be
designed according to the specific control goals. In thiptgrathe cost function
includes four components: torque error, stator flux ermitching transitions and
current limitation as a constraint. The used cost functsoaefinied as following:

gi =T =T+ 1)+ X - [ | = || sl + 1) | |
+ Ao - |S(k) — S(k+1);| + Lu(k + 1),

wherei denotes the index of applied voltage vector for the preaictt is: = 1...7.

The torque referenc@* is generated by a speed Pl-controller. The coefficient
A denotes the weighting factor, which weights the relativpantance of the each
term.

The current limitation term is active when the absolute gabfi the predicted
current is higher than its limit. The current limitation isfthed as:

(5.16)

0 if[i(k+ 1) < |imazl,

. 5.17
v>>0 if|i(k+1)] > |imaxl- ®.17)

[m(k+1):{

whereli(k + 1)| = \/ig(k + 1)+ 2k + 1).
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Figure 5.3: Stator current waveform with a half nominal l@adTC and PTC.

5.4 Experimental results

5.4.1 Experimental results and analysis

In order to develop a fair comparison, an equivalent switgtirequency for both
strategies in steady state should be guaranteed [73]. &r tydnake the switching
frequency of both algorithms equivalent, the average $witgfrequency of PTC at
a specific operation point is taken as a reference. It is ples get a very similar
switching frequency by modifying the bands of the hysteresintrollers in DTC
method.

The stator current performance of both algorithms in stestdie with a load
torque is investigated. Several tests with different ofieggpoints are observed and
both PTC and DTC have similar behavior. One of these testtseisudiscussed.
The speed reference is set to 1500 rpm (half of the nominadpend the two
algorithms have the same speed PI-controller. The motatestwith half of the
nominal load. In PTC method it has an average IGBT switchieguency (3.5
kHz) at this operating point. To ensure an equivalent awesagtching frequency
in DTC system, the torque hysteresis and flux hysteresis hamdonfigured as
0.57 Nm and 0.005 Wb, respectively. The stator current wawes@re presented in
Fig. 5.3. From the picture it can be concluded that both @lgms produce similar



5.4. EXPERIMENTAL RESULTS

31

3 DTCTHD=3.01%

Amplitude p.u.

0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

3 PTC THD=2.97%

Amplitude p.u.
N

0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
Frequency [Hz]

Figure 5.4: Harmonic spectrum of the stator currents of D@RTC.

stator currents for the same IGBT switching frequency. Tduate the distortion
of both stator currents, the spectrum and THD (total harmdistortion) has been
calculated and given in Fig. 5.4. It shows that DTC and PT&hary close THD
values with3.01% versus2.97%.

The second test is designed to show the constant electr@tiatprque and sta-
tor flux behaviour. Without a speed Pl-controller, the t@qeference for both
strategies is set to 7.0 Nm, and the stator flux magnitudetivod271 Wb. The
load motor is controlled with a closed loop speed control.this way, the rota-
tional speed is kept constant. In Fig. 5.5 and Fig. 5.6, theeurs of the torque
and flux are presented. It can be seen that the torque ripp[@%© and PTC are
very similar and they both have a steady state error. Howeuece speed con-
trol is required in most of the applications, this issue careasily avoided by just
considering an outer speed PI-controller. For stator floth Istrategies also reach
similar performance. It is important to point out that in FQRE inner loop based
on current Pl-controllers assures zero error at steady stahe torque, that being
an important advantage of this strategy.

The third test is to verify the performance of a torque stepe Torque step is
7.5 Nm which was generated by a sudden change of the speeenegdrom 1000
rpm to 2000 rpm. From Fig. 5.7 and Fig. 5.8 it can be observatiibth DTC and
PTC can track the torque changes and show very fast dynafriesuprising time
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Figure 5.6: Stator flux behaviour at constant referencefdf Wb of DTC and PTC.
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Figure 5.7: Torque step response of DTC.

for PTC and DTC is 0.49 ms. The figures also show the switchiatgs before,
during and after the torque step response. In these pi¢ct8keigching O means
000, 1 means 001, ... 7 means 111. In steady state, both DT@BOdlternate
the application of active vectors with zero voltage vec{@rand 7) to achieve the
appropriate time average of the stator voltage, behaviiegtafely as a modulator.
On the other hand, during the transient, only active ve@ogsapplied, maximizing
the actuation and hence minimizing the settling time.

The fourth test presents the performances of both stratemider a load torque
impact. While the motor is rotating at 2000 rpm, a 4.0 Nm loadue (more than
a half of the nominal torque) is suddenly applied to the systEhe resulting speed
and torque responses are presented in Fig.5.9 and Figrsiictively. Since the
same speed PIl-controllers are applied, the responsesiavalegt.

To observer the performance of two algorithms in the whokegprange a rated
speed reversal maneuver is tested. The speed alters frpwsits/e nominal value
(2772 rpm) to its negative nominal value (-2772 rpm). Theeapeed Pl-controller
is considered for both control methods. The results of speegue, stator current
are presented in Fig. 5.11 and Fig. 5.12, respectively. ntlma observed that
DTC and PTC can reach very comparable performance. Sincgathe speed PlI-
controllers are used, there is no difference of the transegsponse. However, if the
ripple of the torque signal during transient state is obes@rehe ripple of PTC is
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Figure 5.8: Torque step response of PTC.

lower than that of DTC method.

The last test is developed to verify the robustness of DTC RR@ methods.
Both methods use the same fluxes estimation method. In réladityesistance of
the motor varies with temperature, which could possiblyuierfice the stability of
the system. The measured stator resistance Rs of the drive @ 68(2. In this
test, the stator resistance Rs in the model of DTC and PTC isgelthfrom 1.87
Q (70 % of the measured value) to 4D(150% of the measured value), while the
motor rotates at 300 rpm speed with an euqal average swgtélgquency for both
algorithms. Fig. 6.8 depicits the results. It can be seerbth DTC and PTC have
good and comparable robustness with respect to this pagansetation.

5.4.2 Implementation analysis

To achieve the experimental results presented above, fflenmentation efforts can
be analyzed to figure out the difference and similarity betn®@TC and PTC. Both
algorithms have the same merits: absence of the inner ¢WRterontroller and no
modulator in system. The fast inner loops in DTC and PTC allouwncrease the
bandwidth of the external speed PI controller without if@ence. The systems are
simple and reach very fast dynamics.

The calculation effort is taken into consideration and obese during implemen-
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Figure 5.9: Speed and torque behaviour during a load impabXTcC.

250

w [rad/s]
=

150 | | | | |
0 0.1 0.2 0.3 0.4 0.5 0.6
8
6
E 4
Z,
e 2
0
_2 L
0 0.1 0.2 0.3 0.4 0.5 0.6

Time [s]

Figure 5.10: Speed and torque behaviour during a load ingral{TC.
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Figure 5.11: Speed, torque and stator current waveformsT&@ Buring a speed
reversal maneuver.

4000 T T T
g_ 0 L \\\ |
3 | | |
-4000
125 250 375 500
5 T T T
'g 0 s e el
E _5 - " . ) W -
&~ -10 | _ [ o _ |
0 125 250 375 500

0 125 250 375 500
Time [ms]

Figure 5.12: Speed, torque and stator current waveformsIaf éuring a speed
reversal maneuver.
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Figure 5.13: Robustness of the DTC and PTC system.

tation of both strategies. The measured algorithm caliculaime of DTC and PTC
are 8us and 2Qus, respectively. It can be seen that PTC takes more calonlitne
mainly because of calculation of the cost function. Thisitssn a disadvantage of
the PTC compared to the DTC method.

Both DTC and PTC methods need the same estimated variablstatos flux.
However, PTC needs no estimation of the angle of the statowftuch is necessary
in DTC method.

Regarding the robustness of the systems, both methods simopacable feature.
However, it should be noted that in PTC method the prediatithe stator current
requires the measured rotor speed while DTC is inherentiga@éess. It means
that an incorrectly measured or estimated rotor speedwibict PTC system more
severely than DTC system. From this point of view, the DTQeayshas a better
robustness in its sensorless applications than the PTCouheth

In DTC method, both torque and flux hysteresis controlleesregcessary. To
achieve better results it is necessary to tune the hysteoasids. Therefore, there
are two necessary parameters. In PTC there are two weiglatingrs of the cost
function. They are very easy to be tuned. For the drives whelsetorque and flux
control are concerned the switching transitions term irctys function is neglected
(A2 = 0). Only one parameten\() exists necessarily in the cost function. When th
same importance of electromagnetic torque versus flux abisticonsidered, this

e
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Feature | DTC | PTC
Conceptual complexity Higher Lower
Calculation efforts Lower Higher
Pl-current controllers NO NO
Use of Pulse Width Modulator NO NO
Switching frequency Variable | Variable
Dynamics Fast Fast
Torque ripples (transient) Higher Lower
Stator current THD Equivalent| Equivalent
Robustness Good Good
System Constraints Included Hard Easy

Table 5.1: COMPARATIVE ISSUES BETWEEN DTC AND PTC

parameter can be calculated ag:= \TZ—Z Therefore, compared with DTC, PTC
is more flexible to handle the switching }requency and thguercontrol quality.

In DTC method, in order to avoid damage of the motor, a cudmemtation must
be implemented, especially at start-up. There is no opétiaa for over-current
protection. The only way is to choose a zero voltage vectamdmn over-current
is measured. In PTC, over-current protection can be eagilyded in the opti-
mization of the cost function as described in Section IV. Vé&etor which produces
over-current will not be chosen and never be forwarded tanrerter. Of course, it
must be considered that more technical goals can be inclindibe cost function.
The used cost function in this work is a very simple one.

In a common test bench where the sampling frequency is notisatly high,
both DTC and PTC methods need a time delay compensation. nijpect of the
time delay problem in DTC method is even more obvious thanahd@TC strategy
during tests. Without time delay compensation, only readitvare implementations
are possible to reach a good performance, such as FPGAs vdach very high
sampling rates (e.g. 40 kHz or higher) and can do the calongtvith nearly no
time delay. A model-based time delay compensation is usddsmwork.

5.5 Conclusion

In this chapter both PTC and DTC have been compared expemithenThe ex-
perimental results verify that both strategies can achseveparable torque control
performances both in transient and steady state. In stéatycperation and under
an equivalent number of commutations, both strategies @ak with very similar
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performance. In transient conditions, the experimenglltse verify that both PTC
and DTC can achieve a very fast dynamic response because ab#ience of in-
ner current Pl-controllers and the absence of a modulatoe. SElected switching
vectors during transients minimize the settling time.

The comparative issues are presented in Table 5.1. It caulkbhcluded that
model predictive control emerges as a possible alternatitiee field of electrical
drives. However, there are still some open questions tesaslch as the perfor-
mance of PTC in field weakening and a formal method to find thghtig factor
when the cost function considers more than two control tée&ga
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CHAPTER 6

PTC method with an extended prediction horizon

6.1 Introduction

Various FCS-MPC methods have been investigated. Predativent control meth-
ods (PCC) [54,74] are proposed to solve the current contnaégsim electrical drive
systems. In [74] it is compared with hysteresis and pulsgwmdodulation current
control and shows comparable performance. Predictivedspestrol (PSC) [75]
realizes the direct speed control method by using the FCS-BIB&ithm. With
this PSC a predictive model is built by directly considerihg speed control in the
cost function. Model predictive torque control (MPTC) [46, 46] is an important
one and was already adopted into sensorless applicati@hslfy[73] the MPTC
is experimentally proved to be a powerful alternative colntnethod for electrical
drives. Similar to DTC method, the electromagnetic torque the stator flux are
controlled for minimum ripples in MPTC method. The diffecenis that, MPTC
uses an internal predictive model to replace the hystecesisollers and the look-
up table. Based on the prediction horizon MPTC can be cladsiit® one step
prediction and long prediction horizons 1 step). Like playing chess, longer pre-
diction horizon is alway expected to get better results. ek, longer prediction
horizons mean more extensive online calculation effortcwhs a problem on a
common test bench. The reason is that FCS-MPC method cosisitligrossible
voltage vectors of the applied inverter in every samplingmnval. For example,
with a two-level voltage source inverter, one-step based@MPeds to calculate 7
different voltage vectors within one sampling interval. véwer, two-step based
MPC requires &2 calculations. In [78] by adopting techniques from mathécaht
programming, most notably branch and bound concept, thdauai switching se-
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Figure 6.1: Block diagram of Predictive Torque Control.

guences explored can be significantly reduced by discasilibgptimal sequences.
In [79] a heuristic strategy is introduced for reducing tldcalation effort, but by
cost of the system complexity. In [80] a method is proposeddducing the switch-
ing losses for high power voltage source inverter. Furtloeemthis method gives
a possible solution to achieve long prediction horizondevall advantages of the
original FCS-MPC method are kept, especially the intuitiigoathm and simple
implementation.

In this chapter an extended prediction horizon based MPTi@péemented for
an induction machine (IM). A cost function is constructeccbysidering the torque
error, the stator flux error and an over-current constrdihe method is carried out
experimentally.

6.2 Predictive torque control

The block diagram of MPTC method is described in Fig. 6.1. ARTNC method
includes mainly three steps: the stator and rotor flux estims, the electromag-
netic and the stator flux predictions and the cost functimigie An external speed
PI1 controller is required to realize the adjustable speaasr The system does not
need any modulator. The switching signals selected by nmignthe cost function
are directly switched to the output connected to the inverte

In MPTC, long prediction horizon is expected to get betteultsghan a single
step prediction. As described in Fig. 6.2, one-step anddigp-based MPTC are
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Figure 6.2: Ripple analysis between different predictiorizums.

analyzed. In the pictureAT; and AT; denotes the torque error of a single step
based method at t(k+1) and t(k+2), respectivély;; and AT, are the correspond-
ing torque error for a two-step based method. With an ong{stediction, a low
torque ripple in next step t(k+1) is guaranteed with a selbgbltage vector which
minimizes the cost function. However, this is possible #ala high torque ripple in
t(k+2). It means: AT, > AT;. With a two-step prediction, the controller considers
a minimum torque ripple for both t(k+1) and t(k+2) time stdjne two-step based
controller will select the best voltage vector which coesglthe torque ripple for
two intervals. A minimum value of A7} + AT?}) is evaluated. Itis possible to con-
clude that:AT; < AT}, but (AT, + AT3)/2 > (AT} + AT})/2. Therefore, when
an average torque ripple for two intervals is considerety jorediction horizon has
possibly better results. In this paper, a two-step based ®RTdeveloped, with
which a low average torque ripple can be achieved.

However, with a two-step prediction horizon, MPTC method hgroblem of
the big calculation burden. As depicited in Fig. 6.3, thevemtional method con-
siders all possible switching vectors within a single sangpinterval. With a two
level voltage source inverter introduced in section Il,ast8 different switching
possibilities but 7 different voltage vectors. Therefoxith a two-step prediction,
the controller has to calculate the algoritfitn= 49 times which is not an easy task
for a common test bench. In Fig. 6.3 a reduced switching 8efemethod is also
introduced. The method allows a maximum one switching ttiamsin a sampling
instant [80]. In this way, a two-step based MPTC needs afly 16 times of the
algroithm calculation, which can be applied on most testhes.
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Figure 6.3: Switching state selection rules. Left: the @mional switching vector
selection method. Right: the reduced calculation method.

6.2.1 The stator flux and electromagnetic torque predictions

For an extended prediction horizon, both 1-step and 2-gtegigiion values of the
stator qux¢S(k + h) and the electromagnetic torq(ﬂék + h) must be calculated
[47].

By using the same method described in chapter 5, the statoafidxcurrent
predictions can be obtained. The stator flux in time instant 1) can be obtained
as following:

Po(k+1) = (k) + Ty - vs(k) — Ry - T, - 4(k). (6.1)
With the value ofyb, (k + 1), the predicted stator flux & + 2) can be calculated.
Po(k+2) =P (k+1)+ T, -vy(k+1) =R, - Ty -is(k+1). (6.2
Similarly, the stator current @k + 1) and(k + 2) can be predicted.

k1) = (1= B i)+ B [ 63)
-] w(k)) ’ ¢r(k> + vs(k)L

1.k +2) = ( _—Zﬁ:)-'( +D+ g b (5 (6.4)
—j - w(k)) - Pk + )+vs<k+ D]
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With the predicted stator flux and the predicted current, gleeztromagnetic
torque can be predicted:

~

Tk + h) = ; cp - Im{aba(k + 1) -3,k + B}, (6.5)

whereh =1, 2.

6.2.2 Cost function

A cost function is essential to MPC methods. The use of a costtion is also an
advantage of all MPC methods. In the cost function the regutontrol variables
and system constraints can be easily included. The comaskstof MPTC method
are the torque control and the flux control. Therefore, tihgue and the stator flux
errors between the predicted values and the referencesaeated. The over-
current protection is included as a system constraint. TR& @1 method seeks for
always very fast dynamics, including the start-up prock#ssay generate an over-
current phenomenon. With an over-current limitation thetemn will be very safe.
The cost function of an extended prediction horizon is dediras following:

N
;= T  —T(k+h):|+\- "
9; ;ﬂ (k+h);l + AT 45 | (6.6)

— | sk ) || |+ Lk + h)}

where h is the prediction horizon and h = 1,2,3..;Nmeans the corresponding
voltage vector. In this work, only 4 possible switching pbgsies are considered
within one sampling interval. Thug,= 1,2, 3,4. X is the weighting factor which
weighs the relative importance of the torque control vethesstator flux control.

When their importance is considered equally, the value\is: % An over-

current protection part is included in the cost function agsiem constraint. When
the voltage vector which generates an over-current valuext step, the value of
I,(k + h) is infinitive. Therefore, this voltage vector will not be sefed. The
I,,(k + h) is defined as following:

0 if[i(k+h)| < limazl,

. 6.7
o if |i(k+ h)| > Jimas- ©.

Ln(k +h) = {

whereli(k + h)| = \/zg(k: +h) + 3k + h).
Finally the execution of the MPTC algorithm is explained ilgérithm 2.
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Algorithm 2 The execution of the MPTC algroithm
1: Initialize the system and build a table of voltage vectorgéalizing the maxi-
mum one switching transition method.
Measurement af) andz,.
Estimations ofy, (k) andsp, (k).
Predictions of ,(k + k), ¥, (k+h), ¥, (k+h) andT'(k+h), whereh = 1,2, 3.
for i=1,2,3,4do
= |T* — Tk +2)i
ey 115 1| = [ s (k +2)i || |+ Ln(k +2);
for j=1,2,3,4do
g = gi+ |T* = T(k + 3);]
Ay I = sk +3); (| |+ Ln(k +3);
9: The minimum value ofj; and the coressponding switching vecigrare
kept.
10:  end for
11: end for
12: v; is injected into the inverter.

©

6.3 Experimental results

In experiments the observered calculation time of the #lyoris 50.6s. A sam-
pling frequency of 12.0 kHz is selected to satisfy this alipon calculation time.
Firstly, a torque ripple analysis between one-step priedicind two-step predic-
tion is developed on the test bench. The calculation thesteyprediction based
MPTC is about 12.6:s. The motor works in steady state with a 4 Nm load. Fig.
6.4 depicts torque behaviors for one-step prediction amdsi®p prediction based
MPTC, respectively. It can be seen that the torque ripple rgeee by a two-step
prediction is lower than that produced by a one-step prieti®TC. The torque rip-
ple bands are about 1.6 Nm and 2.0 Nm, respectively. Theeaigple is reduced
approximately by 304 by using a two-step prediction algorithm based on the same
system configurations, i.e., the same sampling time andhiiagyfactors in cost
function.

To observer the performance of a two-step based MPTC methdtitki whole
speed range a rated speed reversal maneuver is tested. ddwe afers from its
positive nominal value (2772 rpm) to its negative nomindligg-2772 rpm). The
overcurrent protection,,,, is set to 10.0 A. The reference of the magnitude of the
stator flux is 0.7 Wb. A speed PI-controller is considered fomdjustable speed
drive. The results of speed, torque, stator current and @gnitude of the stator
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Figure 6.4: Torque behaviour. Top: torque with one-stegipt®n; bottom: torque
with two-step prediction.

flux are presented in Fig. 6.5. It can be seen that the systekswell in the whole
speed range. During the transient state, the electromadogjue reaches its rated
value (7.5 Nm) to achieve the fastest settling time. Theenris limited within the
setting value (10.0 A), which means the system constrainkswell.

The system behaviors in steady state are observered. Tl rotdtes at half
rated speed with a rated load torque. Fig. 6.6 presents thespeed, the electro-
magnetic torque, the stator current and the magnitude dfttter flux waveforms.
From the picture, it can be seen that the torque ripples aadi svith this control
method. The ripples are less than 1.0 Nm. More importartiy,ualue can even be
reduced by tuning the weighting factor in the cost functibhe method gets a good
current quality in steady state with a load. The calculatedant total harmonic dis-
tortion (THD) is 3.9%. The stator flux behavior is very well in this steady state.
The test also concludes that the switching frequency irdgtstate is invariable:
1.2 kHz.

A load torque disturbance test is developed. The motorestthalf rated speed.
A full load torque (7.5 Nm) is suddenly added to the systemdistarbance signal.
Fig. 6.7 depicits this dynamic process. From the pictureait be observered that
the system has a good performance with a very small torqpéerif he last test is
developed to verify the robustness of this two-step base@i®Rethod. In reality
the resistance of the motor varies with temperature, whichdcpossibly influence
the stability of the system. The measured stator resist&sagf the drive motor is
2.68(2. In this test, the stator resistance Rs in the model is chafiged1.87¢
(70 % of the measured value) to 34 (130 % of the measured value), while the
motor rotates at 200 rpm speed. Fig. 6.8 presents the resuttan be seen that
the system has good robustness with respect to this panavaeigtion. However,
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Figure 6.5: Speed, torque, stator current and stator fluxniate waveforms of
PTC during a full speed reversal maneuver.

to get a better robustness with a bigger parameter variamne parameters online
identification methods can be considered [81].

6.4 Conclusion

An extended prediction horizon based MPTC method is pregesmd verified ex-
perimentally in this chapter. By considering a maximum onéching transition
in one interval, the calculation time of the MPTC decreaaegdly. A system con-
straint is easily included and works very well. The expentakresults verify that
this two-step based MPTC method works well both in steadyirmtrdnsient states.
The system has very fast dynamics and a low torque ripple.sye&m is robust
with respect to a 3090 stator resistance variation.

In the cost function, the torque and the stator errors arsidered. By tuning
the weighting factor, the different importance of the taqontroller versus the
flux controller can be decided, which shows a flexibility of PC system. As an
alternative part, the switching transitions can also bé&gted in the cost function
design. A penalty on the switching transition can directifiuence the average
switching frequency. However, it emerges an open questidheoneeded formal
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PTC in steady state with a full load.
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method for the tuning work of the weighting factors when tlostdunction has
more than two control variables.
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MRAS based encoderless PTC method

7.1 Introduction

PTC is also a closed loop adjustable speed controller. lostial closed loop ad-
justable speed drives the measured rotor mechanical spesgliired as a feedback
for system controllers [1, 3]. Therefore, an encoder, speedsurement board and
corresponding software are necessary for PTC design, vilichase system cost
and reduce reliability. The development of sensorlessrobmtethods has been fa-
vorably accepted by industries to solve these problems. Bgidering PTC well
adaptable into sensorless applications, it is very impottafind a proper observer.
During past years, many different and valuable observers been proposed for
speed estimation [27]. The simplest method is based on thueeel order observer
(voltage model) [82]. Itis very easy for concept understag@énd implementation.
But the obtained estimation accuracy is not good due to an lmogndesign. Ex-
tended Luenberger observers and Extended Kalman Filt&sgEare two promis-
ing alternatives due to the robustness to parameter ch§B@e2, 83, 84]. Unfor-
tunately, they are difficult for implementation becausehaiit complexities. Some
more modern methods such as fuzzy logic and neural netwoekseaearched for
speed estimations [85, 86]. However, they also make thesysbmplex. Another
solution is the model reference adaptive system (MRAS) [Blig principal of the
MRAS is to estimate the speed by an adaptation mechanism. a&lgriviRAS
has two models: a reference model and an adjustable moded spsed estima-
tor, the output of the adaptation mechanism is the estingdedd which feedbacks
to the adjustable model as an adjustable parameter. Thé afghe adaptation
mechanism is the error formed by the reference model anddjustable model.
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Figure 7.1: Block diagram of Encoderless Predictive Torquet@b

By forcing this error to be zero, speed estimation can be gbderThe MRAS
has been widely used for sensorless FOC and sensorless OT&3]8 It has been
approved to be a very useful, valuable and reliable obseAimportant advan-
tage of the MRAS is its less cumulative errors compared tangjichode observer
(SMO) which has been applied to PTC [89], where SMO must edérspeed angle
firstly and then calculate the rotor speed by using the pusvestimated values.

In this chapter, MRAS is applied into the PTC design. A MRAS baB&C is
proposed to develop an encoderless PTC system for an inductachine (IM).
The applied MRAS is rotor flux based. The rotor speed is eséichtdirough a Pl
controller by driving the rotor flux error to zero. For obtaig a better result, the
reference model of MRAS is compensated with a flux P1 contrédlesolving the
flux drift problem due to the unbalance of the measured statoents.

7.2 A compensated MRAS based PTC

The execution of the encoderless PTC algorithm includesiBsestimations of the
electrical speed, the stator and rotor flux as well as theérel®agnetic torque; pre-
dictions of the stator flux and electromagnetic torque;rojation function design.
The architecture of encoderless PTC is described in Fig.Ahlexternal speed PI
controller is used for adjustable speed control.
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7.2.1 Model based states estimations

A rotor flux based MRAS is applied as observer for the requirtable estima-
tions. It consists of two models: reference model and aaplstmodel. These
two models are independent rotor flux expressions in a si@tyjoreference frame.
The voltage model based rotor flux calculation is independethe rotor speed.
Therefore, it is taken as reference model:

B, = / <Us _ R, i3>dt (7.1)
b, = LL; (o =0 L) (7.2)

whereR, is the estimated stator resistance.
The current model based rotor flux calculation is dependet.dt is selected
as adjustable model:

b (i (Losd) s)a as

wherer, = LT/RT. The adaptation mechanism of the rotor flux MRAS is designed
by using a conventional Pl controller.

W=Kpy ey + Kiw/ewdt (7.4)

wherek,,, and K;,, are gains of Pl controller, and, denotes the rotor flux differ-
ence between the reference model and the adjustable model:

ew = Im{ap}; -4, } (7.5)

By forcinge,, to zero, the rotor speed is estimated [31].

The estimated speed is fed back to the external speed Pbienand compared
with the speed reference to generate the torque reference.

Encoderless PTC requires not only the estimated rotor speedlso the esti-
mated rotor flux and stator flux. The reference model can dtitelestimated stator
flux and rotor flux in stationary frame. However, the refeenmodel is based on
an open loop voltage model. With this open loop voltage matehn generate the
flux as an internal variable to stabilize the estimator baitgomd enough for a con-
troller. In a real industrial implementation, an offset ntahbe avoided: switches
resistances exist and lead to a voltage drop; measuredamndeal currents result
in flux drift phenomenon. Therefore, the flux estimationsrdrbe directly used
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for control without offset compensations. With such coesations, a compensated
voltage model is designed as reference model:

d*s = / ('vs — és c T — voff>dt (7.6)
In this compensated voltage model,
Voff = Up + Uy (7.7)
v =T g (7.8)
Uy = KpRs *Ey -+ KiRS/ewdt (79)

wherer represents single switch resistanég,, and K, are gains of the flux PI
regulator.e,, is defined as the error of the stator flux:

ep = (s | = 197 1) - (7.10)
1&86

wherej = arctan(—=—).

The offset compgﬁsation is described in Fig. 7.2. By sulistguhis compen-
satech), into (7.1) and (7.2), a new reference model is built up. Witls tompen-
sated reference model, a more accurate stator and rotordtuke estimated. The
output estimated flux can satisfy the controller requireimieven can improve the
accuracy of the estimated rotor speed

The stator resistanck, of the motor varies with temperature. Though the vari-
ation is very slow, the robustness of the system will be impdoby estimating the
acutal value ofR,. The speed estimation can also be impacted by the rotor time
constant, = L, /PZr. Fortunately, this can be compensated for by varying tha rot
resistance in the same ratio as the estimated stator resstaries [90]. A stator
resistance adaptation mechanism is presented as follows:
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ers = Re{(Wh, — Por)" - i} (7.11)

RAS = KpRs - €Rps T KiRS/edet. (712)

The construct of the applied compensated MRAS is describEdjin7.3.

7.2.2 Stator flux and electromagnetic torque predictions

In the predictive algorithm, the next-step stator ﬂﬁ;(k + 1) and the electromag-
netic torque?'(k + 1) must be calculated. To reach a more accurate prediction
model, the offset compensatian; is included into the voltage model. From the

IM model described in chapter 2, the stator flux and the statorent can be de-
scribed as follows:

dip, A

il R - 15— vopy (7.13)
. 1 di r .
ZS:_RAJLU'E—kr-(i_ﬂ-w)~¢r)—vs+voff) (7.14)

wherek, = L,,/L., R, = R, + k- R, andL, = o - L,.
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To predict the electromagnetic torque and stator flux, thevdod Euler dis-
cretization is considered:

dr _x(k+1) —x(k:)

— & 7.1
dt T, (7.15)
The stator flux prediction can be obtained as:
ok +1) = (k) + Ty - vy (k) — Ry - Ty - i5(k) — Ty - oz (7.16)

The stator current can be predicted as:

dk+ 1) =1 =) g,(k)+ &L [k, - (%
b+ 1) = (1= L) iy () + B [y (2 -

—j - @(k)) - e (k) + vs(k) — vorp(K)],
wherer, = o - Ly/R,.
With predictions of the stator flux and the predicted currdrg electromagnetic
torque can be predicted:

~

T(k+1) = ; p- Im{gps(k +1)* - 25(k + 1)} (7.18)

7.2.3 Controller design

The proposed PTC method is an FS-PTC method which is desiya@-considering
a torque-band. The inverter switching state is includedhédost function. Try to
restrict the switching frequency variation and reduce thigching losses are impor-
tant for PTC implementation. During every sampling intéalbpossible switching
states are evaluated. The one which minimizes the costifumwaill be selected
as output. The pre-considered torque-band plays an impauge in this strategy.
The optimization method focuses on the flux error and theckivig state when the
torque error is within the torque-band. Therefore, in thedition that the torque
error is inside the allowed torque-band, better flux resp@ml less switching fre-
guency variation and losses can be expected by using thisocheThe developed
cost function is as following:

N
g =Y AN AT = T(k+h);l+ X | || 97 |

h=1

— [l sk +h); || [+ Xs - [S(k) = S(k + h)sl} + L

wherej = 0...6, because a two-level voltage source inverter is appliediggys-
tem. All possible voltage vectors are presented in Fig. [T i4.easy to see that the

(7.19)
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Figure 7.4: Voltage vectors of two-level voltage sourcesier.

inverter has 8 different switching states but only 7 différeoltage vectors. Thus,
the cost function only needs to be calculated 7 times. Theggf; has 7 different
values. Among these values, the one which minimizegthe selected as the out-
put signal.X is the predictive horizon. In this work an one step PTC is mered
andh = 1.

In this cost function the weighting factor is designed by considering a torque
band. When the torque error is inside this bahgdjs considered as zero\; is
designed as:

. . (7.20)
>0 if|T* —=T(k+ h);| > |Toand-
whereTy,,q Is the value of the torque band.

In 7.19 the coefficienh, denotes the weighting factor, which weighs the relative
importance of the electromagnetic torque versus flux canihen their impor-
tance is considered equally, this coefficient should be ehes: \; = @Zﬁr A3
is the coefficient for the switching state. By choosixigproperly, a reduction of
switching frequency variation and switching losses can{peeted.

The torque referencg* is generated by a speed PI-controller.

\ { 0 if|T* — T(k’Jr h);| < [Thand,
1 =

wherekK,, and K, are gains of the speed PI controller.
As a protection part, the current limitation term is activeen the absolute value
of the predicted current is higher than its limit. The cutr@nitation is defined as:

L0 S il 7.2
") oo it i > |imazl- '
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whereli| = \/zg(k 1) + i3 (k + 1),

7.2.4 Implementation and experimental results

Implementation consideration

One of the disadvantages of PTC is the long calculation tefiecause of the opti-
mization function. The selection of sampling frequenciestibe analyzed. On the
available test bench, the highest sampling frequency i24 With a higher sam-
pling frequency, better current measurements can be @ataidowever, with this
sampling frequency, the system cannot reach the expectéatipence, because
with 24 kHz sampling interval, it means the interval time is#4us. By observing
the execution time including the interrupt latency of theARTinux, the A/D and
D/A conversion time and pure algorithm implementations iabout 47.s which is
longer than sampling interval. To keep a balance betweesaimpling and calcula-
tion, the selected sampling frequency and correspondgyi#thm implementation
time are: 16 kHz and 4/s.

Another problem of FS-PTC is its variable and low switchimgguencies be-
cause of the absence of PWM modulator. It can reduce the icariat the switch-
ing frequency by adding a switching state term in the costtion. However, it
is almost impossible to reach an invariable switching fesgpy as in FOC method
which has a modulator. Therefore, the current performase®i as good as that
of FOC method when the current THD is taken into analysis.[#3pwever, the
MRAS observer strongly depends on the stator currents, idlyeia low speed
range. With 16 kHz sampling frequency, the average switchommutations can
reach almost 2.3 kHz per IGBT at middle and high speed. But atsioged, the
average switching frequency is around 1 kHz. This low andhtée switching fre-
guency leads to a big current THD. An experimental test isbiged to confirm
this. With a speed encoder, the motor rotates at 50 rpm witbad. The stator cur-
rent THD has been calculated. The index is 42Z0Which is very high. Therefore,
it is difficult to reach very accurate speed estimations wéty low speed.

Experimental results

The first test shows the validity of the compensated MRAS. Agamson test be-
tween original MRAS and compensated MRAS is observed. FigpigeSents the
result. From the picture, the stator flux generated by MRASauit compensa-
tion has the obvious drift phenomenon and it cannot be useprédgictive con-
troller. The compensated MRAS works much better. It elimesahe flux drift
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Figure 7.5: Stator flux with and without offset compensation

phenomenon and it can output qualified and reliable estoirfaig for PTC.

The second test is to observe the dynamics of the encod&¥éSsThe torque
step is 7.5 Nm (rated torque value) which is generated by desudpeed change
(200 rpm to 2600 rpm). Fig. 7.6 presents torque step and sworeling IGBT
switching states during this dynamic process. In pictunatching 0 means 000,

. 6 means 110. Before and after the torque step dynamicswhehing state
changes between zero state (0 and 7) and active states (1Howgver, during a
torque step only active states are selected, which resutidast settling time and
fast dynamics.

The third test is developed for the wide range speed estimaiihe speed refer-
ence changes from nominal speed (2772 rpm) to minus nonpeabs(-2772 rpm).
The measured and the estimated speed, the stator curretiteaagtimated torque
are presented in Fig. 7.7. It can be seen that both obserdecanrtroller work
very well during this process. Fig. 7.8 shows the stator flestgrmance. The flux
reference is set to 0.71 Wb. The estimated speed can trackuradaspeed very
well especially at steady states. To read a accurate speedrg. 7.9 presents the
speed error betweeAn estimated speed and measured spesge€terror is calcu-

lated ashw = 2% 4 100%. For each group sampled data from oscilloscope,

W,
has 100 k points. To show a clear and readable error infoomaail the presented
error information in this paper are calculated by using agrage value of every
100 points from the source. During transient, the motorseeshe very low speed

t
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Figure 7.7: Measured speed, estimated speed, stator tanémorque waveforms
during a rated speed reversal maneuver.
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Figure 7.8: Stator flux performance during a rated speedsalvmaneuver.
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Figure 7.9: Speed error during a rated speed reversal maneuv

region (include zero speed). Therefore, the is higher. The mean value dfw at
steady states is 0%. The calculated stator current THD is 120at steady states.

The fourth test is to observe the low speed performance. W spreed reversal
process is observed. The speed reference alters from 601lrpniHg) to -60 rpm.
Fig. 7.10 shows the measured speed, estimated speed,cstatot and estimated
torque response. From the picture, the system is stablevispeed region. How-
ever, the speed error during transient is not so good becdise big current THD
(around 40.0%) at very low speed and variable switching frequency. Figl17.
shows the detailed speed errors during the whole dynamicepso The highest
speed error point during transients is almost 24.0rhe mean value at steady state
is 5.5%.
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Figure 7.10: Low speed reversal maneuver performance.
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Figure 7.11: Speed error during a low speed reversal maneuve
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Figure 7.12: Low speed steady behavior with a load.

The performance of the system over a load torque is also iporA low speed
performance with a load at steady state and a high speediparice with a full
load disturbance are observed in this work, respectivelg. F.12 presents the
performance of the low speed performance with a load. Th@motates at a low
speed (60 rpm) with a 2% of the nominal load. In this picture, the measured and
the estimated speed, the stator current and the torque pietete The system is
stable. A full load is taken into consideration as a disturt added to the system.
The motor rotates at norminal speed (2772 rpm). A 7.5 Nm |lsatiddenly added
to the system as a disturbance. Fig. 7.13 shows the respbtiserneasured speed
and the estimated speed and the torque. The results shoshéhaystem has a
good performance over a full load disturbance. Before aret aiided load, the
calculated stator current THD is 120and 3.0%, respectively.

To analyze the robustness of the system, the influence brdyghe variations
of the stator resistance is observed. Initially, the valtighe stator resistance is
set to 70% of the measured value (2.68. In a few seconds the stator resistance
estimator is turned on. Fig. 7.14 presents the results fer®h estimation pro-
cess. The picture shows that the estimator works well tdkttlae real resistance
value. Furthermore, both the measured and the estimated $@ep almost the
same value during process of this resistance variationshaivs that the applied
encoderless FS-PTC method has a good robustness oveyoavafiations of the
stator resistance.
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Figure 7.13: A full load disturbance at the nominal speed.
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Figure 7.14: The process of the stator resistance estimatio
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7.3 Asliding mode MRAS based PTC

7.3.1 A sliding mode MRAS design

For obtaining the qualified flux estimations, sliding modeeter (SMO) is in-
vestigated for the flux estimations and it has been approvetiable and accurate
observer [33,91]. To compensate the offset and estimat&thaccurately, a SMO
based voltage model is considered as a reference model of MiRIAES work. The
sliding surface is built by using a saturation function feducing the chattering
noise. The sliding function is built as:

-1 ife—2 <A,
Sat(x) =< (x—2)/A iflx—2| <A, | (7.23)
1 ife—2>A.

wherex = i, andig, A is a tuning parameter.
The new reference model by using the sliding mode methodsisriteed as:

d - -

%'@bs = Vs — Rs ' is + k - Sat(is - is)v (724)
N 1 - -
s = ﬁ : (Lr : ’l/)s - Lm : ¢T), (725)

wherel? = ¢ - L, - L, andk is the slding mode gain. To reduce the chattering
problem and compensate the offset, the designed by including the PI dynamics
[92].

ki
k= ky, + ?1 (7.26)

wherek,, andk,; are the gains of the Pl controller.

7.3.2 The required system signals prediction

By considering the proposed prediction model in [73] and #rees SMO compen-
sation method in the observer, a sliding mode based predioibdel is developed.
The stator flux, the stator current and the electromagnetgue can be predicted
as follows:

Pk +1) =P (k) + Ty - vy(k) — Ty - Ry - d5(k) + T, - k - Sat(iy — 2,), (7.27)
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Gk +1) = (1= ) s (k) + g - [ - (5 = 5~ 0 (k)

; To Ro
b, (k) +vs(k) + k- Sat(is — 1s)],

The tuning of the sliding mode gaih is the same with that in the observer,
because they use the same model for predictions and oliseszat

(7.28)

7.3.3 Experimental results

The first test is to verify the system performance in full sheenge without the
load. The speed reference changes from 2772 rpm (nominatype -2772 rpm
and then returns to 2772 rpm. The measured speed, the exdisyaed, the speed
error, the electromagnetic torque and the stator currenpagsented in Fig. 7.15.
From the figure, the system works well in full speed range. pbak value of
the speed error between the measured speed and the estspatztlis less than
18 rpm which is occured in zero speed. But the average valulkeeo$peed error
during the whole working time is zero. During the trajectémym 2772 rpm to -
2772 rpm, the torque reaches reference is let to be set atdkenum value for
achieving a fast dynamics. The stator flux is also observenhgluhe full speed
reversal manuever. Fig. 7.16 shows the measured speedatbefiix value ina
and$ and the magnitude of the stator flux. The stator flux referénset to be 0.91
Wh. Fig. 7.16 verifies that the stator flux is controlled welheTflux control is not
affected even when zero speed is crossed. It shows that spgetation error will
not influence the flux estimation and control.

The second experiment is to test the system performanceavitad impact. A
suddenly load change (from no load to 40 %) is exerted at tme@nt 1.3 s while
the speed was kept at -1500 rpm. Fig. 7.17 shows the systera basd load
disturbance response. At time instant 2.4 s, the speecereferchanges to 1500
rpm from -1500 rpm while keeping the 40 % load connected orsyfstem. Fig.
7.17 presents good speed reversal maneuver with the loach the figure the the
peak value of the speed errors between the measured andithated speed at a
time instant is about 20 rpm. The average value at steadyistaero.

The performance at low speed is important. Fig. 7.18 presihet low speed
reversal maneuver performance. The speed reference change 100 rpm to -
100 rpm without load. From the Fig. 7.18, the system can ttlhelspeed reference
well. The errors during the transient is big because thesaang of the standstill.
The peak value is about 85 rpm while the mean value is abouph5 At steady
states, the peak of the speed errors between the measuréetastimated speed is
10 rpm. However, the average error is almost zero. It shoevsrit of the sliding
mode method.
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Figure 7.15: Measured speed, estimated speed, speed@ngae and stator current

waveforms for the full speed (2772 rpm to -2772 rpm).
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Figure 7.17: Measured speed, estimated speed, speed@ngae and stator current
waveforms during a middle speed (1500 rpm) reversal mameute a 40 % load
impact.
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Figure 7.18: Measured speed, estimated speed, speed aewefonms for a low
speed (100 rpm) reversal maneuver without load.
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Figure 7.19: Measured speed, estimated speed, speed@ngae and stator current
waveforms at low speed (100 rpm) with the variable load (f&h®o to 80 % rated

load).

The load impact at a low speed is observed. Fig. 7.19 prefemtesult of a
variable load torque impact to the system at low speed (101).rpuring the time
(0to 2.5s),a 1.5 Nm (20 %) load is added to the system. Themsyistrobust with
an average speed error: zero. During the time interval %), a 3.0 Nm (40 %)
load is added. The average speed error is about 3 rpm. Duréntgnbe interval (5
to 8.5 s), a 4.5 Nm (60 %) is added. The speed error on averageusd 10 rpm.
Finally, a 6 Nm (80 %) load is added to the system and leads torarh average
speed error. Fig. 7.19 also shows the stator current peaiocenduring this torque
variable process. The value of the current is increasingtandistortion is reducing
with the increase of the load torque. It can be seen thatasang the load torque
reduces the stability of the system. The reason should belsshin the inf-norm
of the uncertainty of the system. when the load torque isE®ed, the margin of
stability is occurred in higher speeds [21].
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7.4 Conclusion

An encoderless PTC is proposed and experimentally verifiekis work. A com-
pensated MRAS is applied as the observer which outputs ngttbal estimated
speed but also qualified stator and rotor flux. A stator rasc estimator is also
included in MRAS. Torque and stator flux are predicted basetherestimated
variables and measured stator current. To achieve an aeqrealictive model, the
offset compensation is taken into account in the same way BIRIAS.

The experimental results show that the compensated MRAShiamaood sta-
tor and rotor flux by eliminating the flux drift phenomenon.€eléncoderless PTC
also reaches very fast dynamics because of the absence iotehaal current Pl
controller. The system works well in full rated speed range laas a good dynamic
response with a full load disturbance. In very low speedeqdd) Hz), the average
value of the speed error at steady state is small. Howevirnivt very good by
crossing the zero speed point during a speed reversal groBes it is normal for
very low speed with a FS-PTC method, because the IGBTs swidnequency is
low and variable and the system does not have good qualityeodrrent THD at
speed less than 1.0 Hz.

The proposed encoderless FS-PTC can work well without adspeeoder and it
makes PTC more comparable with DTC which is inherently sgeedorless. Espe-
cially in traction and steel industries as well as electwehicle control applications
where torque control is favorable, the encoderless PTComising. The variable
and the low switching frequency is a problem which leads toideal speed esti-
mations at very low frequencies. However, this encode# &S TC mehod keeps
the advantages: low cost, simple implementation and fasesydynamics.
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CHAPTER 8

EFOSMO based encoderless PTC method

8.1 Introduction

The traditional PTC method for IM applications requires aexp term included
in the prediction steps [93]. The predicted stator currehties are dependent on
the measured or estimated speed [76]. However, the DTC mheshmherently
encoderless [1]. The simplified block diagrams of the DTC BiA€ methods are
presented in Fig. 8.2. It is easy to see that the DTC method dothave any
speed-dependent term, while the PTC method requires spaaddr predictions.
On this point, the PTC method cannot be applied as flexiblyrahably as DTC.
The speed measurement or speed estimation will certaidliceethe stability of the
system due to either the disturbance caused by the speedne@ant components
or the inaccuracy of the speed estimations [82]. The entesfemodel predictive
control has been widely investigated [53, 94, 95]. Howewethe encoderless FS-
PTC method the model of the prediction is speed dependent.

Based on the above investigations and considerations, dinbeeently encoder-
less PTC method is proposed in this work. The aim of the cbstrategy is to
eliminate the speed component from PTC controller. In trag,whe method could
have the advantage of the DTC as well as the advantages wieicqaaed purely
from the predictive characteristics. To complete the systesign, an inherently en-
coderless observer must be selected and applied. spe®disti is usually the last
step of the estimation process, the estimated speed isabff@gcted by cumulative
errors. The voltage model observer is one which does naidiectpeed-dependent
term and is very easy to implement. However, a known problensidch an open-
loop observer is weak robustness and low accuracy [27].inglichode observer
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Figure 8.1: Simplified block diagrams of the DTC and PTC md#ho

(SMO) is a popular observer [96], which has many merits:udiEnces rejection
and strong robustness to parameter deviations [91]. Maplicapions confirmed
that SMO is a good and qualified observer [33,97]. More imgufy, SMO makes
speed independent design possible [89].

In [89, 98] the inherently encoderless PTC is proposed hygusbmpensated re-
duced order observer and the full order sliding mode obséR@SMO) method,
respectively. They are investigated only with simulatiesults. As mentioned,
though the reduced order observer is speed inherently,lacks of accuracy and
reliability [27]. In this chapter, an inherently encodedePTC by using encoder-
less full order sliding mode observer (EFOSMO) is improvgdcbnsidering the
stator and rotor resistances online identifications anddaggua saturation func-
tion for relieving the undesirable chattering noise. By gdims method the speed
term is completely eliminated from prediction and obsemedels. Like other di-
rect torque control methods, the system is very flexible. WAreadjustable-speed
drive is required, itis very easy to add an external speedittraller to produce the
torque reference for implementing the speed control. Tlegsed system is car-
ried out experimently, demonstrating the performance efatijustable speed and
load disturbance.

8.2 Inherently encoderless PTC system

The inherently encoderless FS-PTC method includes twa:p&bserver design
and FS-PTC design. Both the observer and the FS-PTC must bé ispolependent.
Fig. 8.2 presents the block diagram of the proposed inhgrentoderless FS-PTC
method. The inputs of the torque control system are torgieeeecel™ and stator
flux reference|| ;5; ||. The feedbacks of the whole system are the stator voltage
v, and the measured stator currefits The function of the inherently encoderless
FOSMO is to estimate the flug’ (k) and+)” (k) and complete the coordinate trans-
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Figure 8.2: Block diagram of inherently encoderless FS-PEthod.

formations with the absence of the estimated speed. Thaedidgk + 1) and flux
predictionsy,(k + 1) are implemented in synchronous frame and they are speed
insensitive. Finally, the cost function is built for the bewitching state selection.

8.2.1 Full order sliding mode encoderless observer

The aim of this section is to build an encoderless observechmmeans that the
flux estimations do not need any estimated speed term. Tdrerghe estimated
speed error will not impact the accuracy of the flux observeifull-order SMO
is selected and it has the merit of the sliding mode theorpngtrobustness [91].
In this work, SMO is implemented for IM. According to the IM tha@matic model
and SMO theory, the full-order SMO could be modeled as:

d - -
E’l/)s = Vs — Rs : is + kl : Sgn<is - Zs) (81)
“ 1 ~ ~
s = ﬁ : (Lr . "ps - Lm : ";br) (82)
d - L, . I - Lo .
—p, = g — — .+ ] WY+ ko - sgn(is — ). (8.3)
dt Tr T,

The sliding surface is constructed by using the currentr éretween the measured
and the estimated curreiit — ¢;. Thesgn function is component-wise applied for
is — 5. To reduce the undesirable chattering problems causecketsigh function,
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a saturation function is applied [13] and is defined as:

-1 ifz—z <A,
Sat(x) =< (x—2)/A iflx —2| <A, (8.4)
1 ifx—2>A.

wherex = i, andig, A is a tuning parameter.

In the applied FOSMOE; andk, are the gains of the observer. It is noted that (6)
is based on the voltage model observer. Normally the voltagéel observer has
flux drift phenomenon and DC offset. For removing drifts, gamsating the offset
and reducing chattering problems, the PI dynamics are dieclun the design. By
considering the same parameters tuning method introducg®], the coefficient
k, is defined by using a PI controller:

ki
]{31 - k’lp + ?1 (85)

ko IS set as:
ko = ko1 + J - ka2 (8.6)

wherek,, andk,; are Pl gainsk,; andk;, are sliding mode gains.

The described FOSMO could work for the flux estimation. Hosvethe aim is
to design an inherently encoderless observer. Accordirigganentioned model,
(8.1) and (8.2) are speed independent but rotor flux modg) (kes have a speed
term which cannot satisfy the requirement. Define (8.3) imchyonous frame and
take into account that the imaginary component of (8.3) is.z&hen a new rotor
flux model which only includes the real component can be desadr

d o Ly, o 1 S . 4 N
%= T i bt Be{ky - Sat(i, i) 0] (@)

¢7’B

Whered, is the coordinate transformation angletan(—). And in stator ref-

T

erence, the rotor flux, is:

17;7" - L(Lr : 1725 - Lg : 7’9) (88)

Ly,
By combining (8.1), (8.2) and (8.7) the new encoderless FOJHBOSMO)
is built. It does not employ any rotor speed adaptation. &loee, the applied
EFOSMO is insensitive to speed estimation errors.
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8.2.2 Inherently encoderless states prediction

As a FS-PTC method, the electromagnetic tordue: + 1) and the stator flux
1s(k + 1) must be predicted. It must be mentioned that the converitle®&@TC
methods use the electrical speed for states predictiojs\Wd8ch means that the
accuracy of the prediction is dependent on the measuredioradsed speed. In this
section, the aim is to build an encoderless prediction mbgeémoving the speed
term.

In the next step, in synchronous reference frame, stator:fl(ik + 1) can be
calculated:

PL(k+ 1) = PL(k) + Tu[vi (k) — Ry - dL(k) + k1 - Sat(if(k) —2((k))]  (8.9)

whereT} is the sampling interval. The angle for coordinate tranmsftion (v —
to d — ¢) is described in the last sub-section. The same sliding naaetion as
introduced in the observer is applied towards an accuraidiqgiron model.

To predict the electromagnetic torqli¢k + 1), the IM mathematic model is used
and is considered in synchronous frame:

Tk + 1) = g p Im{ (k1) - 32 (k + 1)) (8.10)

In torque prediction, the predicted stator currérit: + 1) is necessary. Consider
current predictions il — ¢ reference, in this reference, the stator rotor imaginary
component is zero. As proved in the appendix, the currertigiiens can be de-
scribed as following:

Gk +1) = A-ply(k+1) = (B—C-T,) - y(k) = Ty - D - pl,(k)  (8.11)

(k1) = Al (k+1) (8.12)
L L
whereA = — B = — ™ = andD = B -
L, L, — L2 L, L, — L2 ¢ o7
L,
o-Lg-1,

8.2.3 Torque operation mode controller design

The cost function is very flexible and can handle system caimss. It should be
designed according to the specific control goals. The casgdtiion includes three
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Figure 8.3: Woltage vectors of two-level voltage sourcesier.

terms: Torque error, stator flux error and overcurrent taia:

N
9= Y AT" = T(k+h)i>+X-| | ¥ |
; (8.13)

The torque referenc@&™ is either a constant in direct torque control operation
or by an external speed PI-controller for speed-adjustailvesd The coefficieni
denotes the weighting factor which weights the relativeangmce of the electro-
magnetic torque versus flux control.

The overcurrent protection term is actived when the absalatue of the pre-
dicted current is higher than its limit. The current limitet is defined as:

0 if |i(k+ h)| < |imax;

: 8.14
v>>0 if|i(k+h)| > |imax- (8.14)

L(k + 1) = {

whereli(k + h)| = \/zg(k: +h) + 3k + h).

In the cost functiorh (h = 1,2 - - -) is the prediction horizon. denotes the index
of applied voltage vector for the prediction. As a two-leveltage source inverter
is applied, there are in total 8 different switching statesl@scribed in Fig. 8.3.

For the conventional FS-PTC method all switching statestinei€onsidered in
one sampling interval. In this cage= 0...7, which means that the cost function
must be calculated 8 times with a one-step predictién< 1) for selecting the best
switching state. The cost function at time instant k+1 walldalculated correspond-
ing to the 8 inverter switching states from 000 to 111.
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8.2.4 Adjustable-speed drive

In many instances the adjustable-speed drive is requirededan the proposed
inherently encoderless FS-PTC method, it is very easy taagjsked control loop.
To realize a speed control, both speed referericand the estimated speechare
required. The applied FOSMO can estimate the rotor spe¢th®estimated rotor
speed does not inject into either FOSMO or the predictionghotihis means the
FOSMO can output the estimated speed but this output doedfaot the accuracy

of the flux estimation.
Thew* is calculated as the difference between the rotor flux speddtee slip
speed:

Q/Ajra(k - 1) : '[;Tﬂ(k) - &Tﬁ(k - 1) : &ra(l{» - ZRT‘ ) Te(k)
T, - 42(k) v 2(k)

The torque referencg’ is generated by means of a speed PI controller.

w =

(8.15)

' =k, (W' —0)+k / (w* —w)dt (8.16)
wherek, andk; are gains of the Pl modulator. There is no internal currecbitrol
for system, the inner loop of PTC method is very fast and aldvo increase the
bandwidth of the outer speed loop without interference. rétoee, the speed PI
controller can reach very fast dynamics.

8.2.5 Influence of parameter variation

Parameters of the motor can be measured. However, it is bardet the correct
parameters, because they can vary with the motor work dondisuch as motor
temperature. From the observer it can be seen that the aycofdahe observer
could be influenced by detuning of magnetizing inductabge resistance?, and
R,.. The sensitivity to parameter detuning is investigatesgisimulations. Be-
cause in the cost function the torque and the stator flux arealted, the predicted
and actual values of the torque and the flux are observeredgdtire parameter
variations. In Fig. 8.4 the predicted and measured tordueptedicted and mea-
sured stator flux magnitude over the variations.gf are observered. The speed
reference is 20@pm and the motor starts up at time instaht= 0) with the real
value (0.275m H). At time instant { = 0.3 s) the L,, decreases with 0.0 %
magnitude. From the picture, with this variation the meaduorqueTl is influ-
enced by the variation df,,,. A obvious oscillation can be seen. Howeer, the stator
flux magnitude and predicted torque are not impacted. In&ig,. system stability
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Figure 8.4: Predicted and measured torque, predicted aagured stator flux mag-
nitude waveforms with &.,,, variation (-30%).

over the variation of stator resistance is observered.m¢ tinstant{ = 0.3 s) R,

increases with 80.0 % magnitude. The predicted values are not impaceted due to

the values in controller are kept. Both measured torque arabuned stator flux
magnitude are influenced by this variation. The reason cdourel from the stator
flux estimation equation. The stator resistance is an irmpbpiarameter for stator
observation, especially at low speed range. The influencetof resistance with a
60.0 % variation is also investigated. The simulations confirnt tha change oR,
has almost neglected influence on the system observatidmes simulations have
also verified that bigger variations @f,,, R, and R, have more influence on the
system stability.

The stator and rotor resistances are not constants withattyang of the temper-
ature. The simulations have verified that system is almassesitive to the rotor
resistance detuning but is sensitive to stator resistamaese In this work, the stator
resistance is estimated [91] as following:

Ry = Ry — kys / Im(F - Sat (it — it))dt, (8.17)

where thek,, is the gain for the stator resistance estimation.

Considering the similar thermal behavior of stator and rogsistance, it can
be assumed that the rotor resistance varies in a fixed ratioeasstimated stator
resistance varies [30R, can be estimated as:
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Figure 8.5: Predicted and measured torque, predicted aagured stator flux mag-
nitude waveforms with a stator resistance variation (480

. R,—R
Rr - RT kTrRT¥
+ R

where R, is the initial measured value arigl, is a constant for tuning the ratio
between stator and rotor resistance.

(8.18)

8.2.6 Theoretical analysis of the encoderless system

To clarify the difference between the proposed system aadréditional method,
Fig. 8.6 is presented. In traditional encoderless PTC, FOSI€ls the injection
of the estimated speetl. It means that the errors generated by eitheor @y,
will influence the accuracy of the estimated stator and rotor ¢, . Also, the
prediction model takes, as a variable. Flux predictiaﬁts,r(k+1) and stator current
predictions,(k+1) rely on it.

In the proposed encoderless prediction model and EFOSM@myghe esti-
mated rotor electrical speed is injected neither into EFOSMO nor into prediction
model. From the diagram, it can be seen the estimatiab. o$ the last step of
the estimation process, which means thatncludes the accumulated noise and
errors. When this inaccurate estimate is fed back to the ebsehe flux estima-
tion accuracy deteriorates [67]. The same situation careba for the prediction
model. From the view of this point the proposed encoderlesdigtion model and
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Figure 8.6: Structure of the encoderless PTC: (1) traditipnediction model and
FOSMO; (2) encoderless prediction model and EFOSMO.

EFOSMO system have advantages compared with the tradiboea The system
can also work in direct torque mode, which means that torgtexence can be set
as a fixed valud’;. Therefore, the predictive direct torque control methodsdo
not need the, for speed PI controll to generaf€. With predictive direct torque
control operation, the proposed system does not need tbela@bn ofw., which
is only necessary for adjustable-speed drives. .
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Figure 8.7: Stator flux magnitude, torque and stator cumeveforms at steady
state (1500 rpm, 5 Nm load).

8.3 Experimental results and analysis

8.3.1 Experimental results

Like other direct torque control methods, the proposedrieity encoderless FS-
PTC method can work by directly using torque and stator fldgremce, which
makes the external speed PI controller absent. However,casnaleted system,
adjustable-speed application is very important. The fast is to verify the system
performance at steady state. The motor rotates at 1500 rgmavi Nm load. Fig.
8.7 shows the stator flux magnitude, torque and the statoeminwaveforms. The
system shows very good behavior in steady state. The torgple tis lower than
1.5 Nm and the calculated current THD is about 3.5

The second test is developed to observe the system perfoemarthe whole
speed range. The flux reference is set to be a constant 0.71 Whwe&ighting
fact of the cost function is calculated by considering thecebmagnetic torque
and flux control to be of equal relative importance. The dakewdl value is 10.7.
Fig. 8.8 shows the measured speed, the estimated speethttirecsrrent and the
torque performance during the full rated speed reversalga® The result shows
that the proposed method can work in full speed range. Duhadransient stage
(2772 rpm to -2772 rpm), the electromagnetic torque reach8Nm, which is the
maximum value generated by speed PI controller, and is aksodted torque of
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the motor. During the transient stage (-2772 rpm to 2772 rfime)electromagnetic
torque keeps at 7.5 Nm for achieving the fastest dynamiogscA very important
advantage of the FS-PTC is fast torque dynamics. These yastics are due
to the absence of both the inner current Pl controller and dutator. To verify
this feature, a torque step test is developed. Fig. 8.9 pteske torque response
and switching signals during this process. In the pictunagtchiing O means 000,
switching 1 means 001 ... switching 7 means 111. The toregeistgenerated by
a sudden change of torque reference. In this test, torqaeerefe changes from 2.0
Nm to 7.5 Nm (rated torque). From the picture, it can be seantkie dynamics are
very fast: 0.2 ms. Before and after the torque step, the singathanges, among all
available switching states, from 0 to 7. During the torqup girocess, only active
switching signals (switching 1 and 3) are selected. Thihéreason for a fast
settling time. To evaluate the accuracy of the speed estmat the rated speed
reversal process, the speed error. between the measuratl @apdd¢he estimated
speed is calculated ag\w = YY 100%. Fig. 8.10 shows the speed error
Aw. The value is high during thewtransient stage because afiogthe low speed
region, including the zero speed. At steady state the mdae edAw is 0.5%.

The system performance in low speed range (2.0f the nominal speed) is
observed. Fig. 8.11 presents the measured speed, the testispeeed, the stator
current and the torque waveforms during the low speed (60 reversal maneuver.
From the picture, it can be seen that the system can trackptedsobustly. Fig.
8.12 shows the speed errw. At this low speed reference, the mean valué\af

at steady state is 3%. During the transient stage, the system crosses lower speed

range. A high index of\w is generated.

Fig. fig:loaddisturbanceismo presents the performanceafdl rated load dis-
turbance. The measured speed, the estimated speed, treatagnt and the elec-
tromagnetic torque are shown in the picture. The motor estat a rated speed. A
7.5 Nm full load is suddenly added to the system. From theupactt can be con-
cluded that the system has a good response over a load dista@rbAt steady state,
it works almost the same as shown in Fig. 8.8. The speed Awas presented in
Fig. 8.14. During the transient stage, the value is a litildnigh. At steady state,
the index is almost the same as in the full speed reversal Teést mean value of
Aw is 0.5%.

8.3.2 Implementation Analysis

In the adjustable-speed drive tests, the system can trabkitww speed and high
speed references well. However, during the transient teedsprrorAw is high.
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Figure 8.11: Speed, estimated speed, stator current agdetoesponse during a
low speed (60 rpm) reversal process.
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Figure 8.13: Speed, estimated speed, stator current agdetoesponse during a
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Figure 8.14: Speed error during a 100 % load torque distadan

Also theAw at low speed (60 rpm) is much bigger than that at high speedaete.
By observing the current total harmonic distortion (THD)isipossible to explain
the big speed error phenomenon. A test regarding current iBHI2veloped for
the FS-PTC method with a speed encoder. At the low speed gir0the current
THD is very big: 41.07%. Especially in the low speed range, from equation (8.1),
it is easy to see that the measured current affects the flimaggin very much.
The FS-PTC method does not have an invariable switchingiénecy because of
the absence of a modulator. At rated speed, the averagehswgtrequency of
each IGBT is about 2.9 kHz and results in a current THDY14At 60 rpm, the
average switching frequency is around 1.0 kHz and leadsuorart THD: 41.07%.
Therefore, compared to FOC method and the DTC method, wiseb 8VM, the
PTC method exhibits a worse current THD due to its lack of &aniable switching
frequency. A possible approach to get a better THD is to as@ehe sampling
frequency.

However, with the absence of a modulator and the absence aitérnal current
PI controller, the system becomes simpler and the PTC meatraches very fast
dynamics as shown in the torque step test. When the fast dgaand middle or
high speed working range are expected, the inherently enless PTC method can
be a very good alternative strategy.

The proposed method resulted in a better performance cechparncoderless
PTC method with H-inf calculated feedback gains [53]. Thabpem of uncertainty
injected from calculated speed is solved by this inhereatlgoderless method.
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Therefore, the proposed method is more stable in low spaarp@nce and shows
better THD.

8.4 Conclusion

A novel inherently encoderless PTC method is proposed sdhapter. Both the
controller and the observer are speed independent. The MBS applied to es-
timate the flux values, which are required for state preoinsti An inherently speed
independent state predictor is developed and utilized. gaiimozation cost function
is designed to select the best switching signal. An extespeéd PI1 controller can
easily be added to implement the adjustable speed contooteduce the chatter-
ing problem of the SMO, a saturation function is used inst#atie sign function.
The stator and the rotor resistances online identificattsasused for improve the
robustness of the system.

The adjustable speed control is tested and analyzed in tiik. viExperimental
results verify that the system works well. The proposedetgsareaches very fast
dynamics due to the absence of the internal current Pl déerticompared to the
FOC, and it works well in the full speed range. It also has a gesgonse over a
100% rated load torque.

The proposed system is insensitive to the estimated speei.efThis advan-
tage further enhances the competitive features of the PT@ade Specifically,
it achieves the main advantage of the DTC method which isrértily encoder-
less application. The future work will consider an optintiaa algorithm to reduce
the calculation time for a short sampling interval. In thiaywthe quality of the
measured current will be improved and the average of swigcfrequency can be
increased; both of these aspects are important for the rpeaifce improvement
of the inherently encoderless FS-PTC implementation. Taekws accepted for
publication [100].
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CHAPTER 9

Summary and future prospects

In this dissertation, different predictive control stigits in the field of electrical
drives are invesitgated in chapter 3. Predictive contral loa classified into three
main categories: hysteresis- and trajectory-based pneglzontrol and MPC. FCS-
PTC method is one of the MPC methods. Compared to the consni®C, FCS-
PTC has advantages of absence of a modulator and easieiptaomckerstanding.
As a promising control method, FCS-PTC method has been ige¢stl widely in
the field of electrical drive system.

In chapter 4 and 5, FCS-PTC method is applied into PMSM and 1Y witwo-
level voltage source inverter. The method has a straighi#iat algorithm structure,
which makes it easy to implement. FCS-PTC is compared expetatly to the
traditional popular method: DTC method. The two methodslthe same feature:
absence of a modulator, fast dynamics. In experiments, FIS#Rethod shows
even better behavior regarding the torque ripple both iadststate and in transient
state. They produced very similar stator current THD in dyestate with a half
load. When the complex of the system is disscussed, FCS-PT@dvastages
of less parameters and flexibility of the cost function desigrCS-PTC method
needs bigger calculation time. Fortunately, this drawlmedomes lightly due to the
development of FPGAs and DSP. Two methods have good rolasstegarding to
a variation of rotor resistance. However, the DTC methodheirently encoderless
which means the controller will be not impacted by the errothe estimated or
measured rotor speed. From the point of this view, DTC hasleardage. Gererally
speaking, FCS-PTC method shows very strong alternativénéomiotor control.

A future work is to test the FCS-PTC method by using a multeleaverter,
with which a look-up table for DTC method is much more comgéd than that
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with a two-level voltage source inverter. However, for FCBEHnethod, it still has
a straightforward algorithm. It can calculate all possiméage vectors generating
by a multi-level voltage inverter but absolutelly more ed&tion time. Therefore,
a reduced calculation time algorithm has to be considetezhn be predicted that
the application of FCS-PTC method for a multi-level invesalf show big advan-
tages compared with the DTC method regarding the compleleolgorithm and
implementations.

Chapter 6 proposes a two-step FCS-PTC by considering a maxonarswitch-
ing transition in a sampling instant. This method solved @fam of calculation
effort for a two-step prediction horizon. With this idea,veotstep PTC only has
calculation effort oft> = 16 times of the loop, which is much smaller than the orig-
inal way (72 = 49). Furthermore, it reduces the switching frequency of thBTE,
which can decrease the losses of the inverter, especialgofoe high-voltage ap-
plications. However, with a longer prediction horizan §) which needs d? = 64
times of calculation loop, it does not work. The only way isrtorease the sampling
time, which will absolutey reduce the quality of the meaduwrerrents.

A future work could be to find a better solution for long pretino horizon based
PTC method. However, longer horizon does not absolutelynntlea better per-
formance. The accuracy of the prediction model is very dsderAn unaccurate
prediction model will results in even a worse results forggrediction horizon.
Therefore, some online parameter identifications must brided when a very
long prediction horizon is used.

Encoderless applications of FCS-PTC method have been desturs chapter 7
and 8. MRAS system is approved to be a good observer for PT@raystiow-
ever, it must be compensated for better flux in estimatiorityuaA traditional
compensation method which considers the inverter pararastea SMO compen-
sation method are investigated. The disadvantage of tineeioone is the need of
an accurate inverter model. The draw of the latter methotddschattering prob-
lem injected by the SMO. Experimental results verify that tbservers can adapt
the PTC system very well. However, FCS-PTC has a disadvantagerediction
model relies strongly on the measured or estimated speetedhs it is not an in-
herently encoderless method which is a feature of the DTQogetTo overcome
this problem, the system is considered in the synchrondesergce frame and an
encoderless FOSMO is developed. The new designed systenohasly an en-
coderless prediction model but also an encoderless olisetvieh make the system
speed independent. Furthermore, the influence of the p&eesnriations, i.e.,
stator resistance and mutual inductance, is analzed withlations. The param-
eters variation can make system unstable. A stator resistamline identification
method is considered in the work. The experimental restltsvghat this inher-



95

ently encoderless PTC method can work in a wide range of taedspHowever, it

does not show very good performance at very low speed rargereason could be
found by observing the current THD at low speeds. Becausesdbttand variable
frequency, the observer is very hard to estimate the fluxrately. Some possible
solutions are improving sampling frequencies and by camngid a SVM for PTC

method.

A future work could develop a comprehensive study based fi@reint model-
based observers, i.e., LO, EKF, MRAS and SMO. The aim is to fiaahiost appro-
priate observer for FCS-PTC method. Since an advantage &iG8ePTC method
is its intuitive and straightforward feature, the compldxan observer will be an
important criterion for the comparison. The accuracy of ésémated speed and
fluxes is essential to the encoderless PTC method. The de@stimated variables
can guarantee not only the relibility of the prediction mioblet also the control
accuracy.

The above efforts show that the MPC method is emergering asvarful alter-
native control method in electrical drives. For FCS-PTC radtWith- and without
an encoder, different cost functions are developed andegbpHowever, how to
build a formal cost function and to find the weighting factaisen the cost func-
tion considers more than two control variables are still paroquestion. Also, the
performance of PTC method in field weakening condition need investigated
in future.
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Experimental setup

The induction machin test bench is shown in Fig. B.1. It cdas$ two 2.2 kW
squirrel-cage induction machines. One machine, driven Dargfoss VLT FC-302
3.0 kW inverter, is used as load machine. The main machingvsrdby a modified
SERVOSTARG620 14 kVA inverter which provides full control atke IGBT gates.
A self-made 1.4 GHz real time computer system is used. Tha poisition is
measured by a 1024 points incremental encoder. The pananaétiie main motor
are given in Table B.1. The test bench is shown in Fig. B.1.

The IPMSM test bench is shown in Fig. B.2. It consists of an IRM&iven
by an inverter which provides full control IGBT gates, and a BGtor as a load
machine. The test bench has a DC electrical source, whiclesrtak tests possibly
with different power source. The motor temperature can ls=dered by a tem-
perature monitor and power meter helps the analysis of fieegity alalysis. The
actual torque can be directly measured on this test bench. p@hameters of the
main motor are given in Table B.2. The test bench is shown inEig.
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Parameter Value
DC link voltageV,. 582V
Rs 2.68¢)
Rr 2.131)
Lm 275.1 mH
Ls 283.4 mH
Lr 283.4 mH
P 1.0
Whom 2772.0 RPM
Trom 7.5Nm
J 0.005 Kg/nt

Table B.1: PARAMETERS OF THE INDUCTION MACHINE

Parameter Value
DC link voltageV. 12V

Rs 0.018%2
Ld 275.1 mH
Lq 283.4 mH

Ypm, 0.007 Vs
P 5

Whom 1000.0 RPM

Trom 2.0 Nm

Table B.2: PARAMETERS OF THE IPMSM
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Figure B.1: Test bench description: IM system.

Raotor pnamon ’p 4 ‘ Torque and -
PP — = / w
' . S A V&
F - -, v | =
— " . A
==/a '-,ﬁ-mw! E ﬁ

Figure B.2: Test bench description: IPMSM system.
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Encoderless prediction model

To predict the stator current in synchronous reference rgference), the forward
Euler discretization is used:
de _x(k+1) —x(k)
dt T, '
By considering the flux equations in d-q reference, the digaon model can
be obtained:

(C.1)

(k1) = -k +1) = Lo (k4 1) (€2)

B 1
Ly L,— L2
By using (C.3) in (C.2)

k1) (Ls-dr(k+1) = L - 07 (k+1))  (C.3)

Tk+1)=A- 9 (k+1)—B-{"(k+1) (C.4)
1 2 L
hereA= —(1+——"_ jandB= — "™ .
whered = (14 o= =) andB = =7

In d-q reference, the imaginary part of the rotor ﬂ,ﬂ%(k: + 1) is zero. Thus the
i"(k + 1) ongq axis can be described:

k1) = A (k+1) (C.5)

To reach a predicted (k + 1) ond axis, the relationship between rotor flux and
stator flux is taken into account:
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T,- Ly, 7, Ts =

a4 1) = =) = =) k) (C)

With (C.4) and (C.6), the predicté@d(k + 1) can be calculated as:

—

Tk D) = Akt 1) — (B—C-T) - dly(k) —To- D-dly(k)  (C.7)

andD = B - Lom

whereC' = .
o T o-Lg-T,
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Nomenclature

General electrical variables:

labc
2a7ﬁ
ldq

Vou,.,7
Vdc

US

Va,p
P

"pT‘

we

wm

Phase currents

Phase currents in stator reference frame

Phase currents in synchronous reference frame
Moment of inertia of the mechanical shaft

Pair of poles

Switching states of inverter

Electromagnetic torque

Load torque

\oltage vectors generated by a two-level inverter
DC link voltage

Stator voltage vector in stator reference frame
Stator voltage in stator reference frame

Stator flux vector in stator reference frame
Rotorr flux vector in stator reference frame
Electrical rotor speed

Mechanical rotor speed

IPMSM parameters:

R,
Vpm
Lq
L q

IM parameters:

Stator resistance

Flux magnitude of rotor permanent magnet
Mutual stator inductance in direct axis
Mutual rotor inductance in quadrature axis
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Stator resistance

Rotor resistance

Mutual inductance

Stator inductance

Rotor inductance

Rotor time constant
Leakage coefficient

Stator coupling factor
Rotor coupling factor
Effective resistance of both windings
Transient stator inductance
7. Transient time constant

SRy

B

FEEEs

Abbreviations

AC Alternating current

DC Direct current

DMTC Direct mean torque control

DSP Digital signal processing

DTC Direct torque control

EFOSMO Encoderless full order sliding mode observer
FCS-PTC Finite control state-predictive torque control

FOC Field oriented control

FPGAs Field programmable gate arrays
GPC Generalized predictive control

IM Induction machine

IPMSM Interior permanent magnet synchronous machine
LO Luenberger observer

MPC Model predictive control

MRAS Model reference adaptive system
MTPA Maximum torque per ampere
PCC Predictive current control

Pl Proportional-integral

PSC Predictive speed control

PWM Pulse width modulation

SMO Sliding mode observer

SVM Space vector modulation

THD Total harmonic distortion
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