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ABSTRACT

This work presents three techniques for 3D manipulation on mo-
bile touch devices, taking the specifics of mobile AR scenes into
account. We compare the common direct manipulation technique
with two indirect techniques, which utilize only the thumbs to per-
form the transformations.

The evaluation of the manipulation variants is conducted in a
mixed reality (MR) environment which takes advantage of the con-
trolled conditions of a full virtual reality (VR) system. A study with
18 participants shows that the two-thumb method tops the other
techniques. It performs better with respect to the total manipulation
time and total number of gestures.

Index Terms: H.5.2 [Information Interfaces and Presentation]:
User Interfaces—Interaction styles;

1 INTRODUCTION

Experts commonly create AR scenes which thereafter cannot be
modified by the user. An intuitive way for the manipulation of ex-
isting content allows easy interaction with AR content by average
users. Therefore, we present three methods for manipulating 3D
items to fill and edit an augmented world.

The envisaged interaction methods start with the direct manip-
ulation method, which is the primary input modality for smart
phones. Since mobile AR applications require at least one hand
to hold the device, only one hand is available to perform the direct
manipulation gestures. That is why our second variant allows in-
direct manipulation of 3D items. This way both hands can grasp
the device. If the device is grasped with both hands, the thumbs
are always freely available. Consequently, the third method uses
bi-manual thumb gestures. We include three rigid body transforma-
tions of objects in 3D space: translation (3 DoF), rotation (3 DoF)
and uniform scaling (1 DoF).

The main contributions of this work are the evaluation of three
different input variants for 3D transformations on a tracked mobile
device. Furthermore, we show that our new two-thumb gestures are
the favorite method for 3D touch interaction in AR.

Based on the body-centric design space of [5], our scenario can
be described as a combination of mid-air gestures fixed in the world
and on-device touch gestures relative to the body. The mid-air and
on-device gestures control the device’s position and the 3D manip-
ulation, respectively.

This is different from approaches with solid touch walls or table-
tops. The camera position on stationary devices is fixed and can
be manipulated only virtually [2]. Works of indirect interaction
concepts on large stationary devices like tabletops differ from our
mobile scenario as it is required to hold an additional device. These
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Figure 1: One thumb rotation of the virtual trackball approach (left)
and the 2D rotation (right).

characteristics motivate our two indirect methods. Ideas to interact
with AR scenes already exist, but the manipulations are only per-
formed on 2D objects and are less general [1] or the authors do not
focus on different touch-based interaction methods [4].

2 ToucH GESTURES

Direct Touch Gestures The selected 3D item follows the fin-
ger for a translation in the ground plane. The manipulation stops as
soon as the finger loses contact. A detection of two fingers in paral-
lel on the touch screen executes a translation in the third dimension.

The fingers are on opposite sides of the object for a rotation
in 2D. Then the fingers rotate around the object’s center with the
object mirroring the rotation in the same direction. We use a vir-
tual trackball for the missing two directions of rotation. The user
touches the object with a single finger and slides to the desired di-
rection of rotation. The object rotates in the same way as a ball
would rotate in response to this finger movement. The uniform
scaling is based on the two finger-based pinch-to-zoom gesture.

Indirect Touch Gestures We divide the indirect gestures
into one-thumb (uni-manual) and two-thumb (bi-manual) gestures.
Both indirect gestures implement touch gestures which can be re-
alized with just the two thumbs at the sides of the mobile touch
device. The direct gestures consist of one-handed gestures only.
This is equivalent to the indirect one-thumb gestures, which rely on
one-handed gestures. Our third method, the two-thumb gestures,
advances the single-handed gestures to two-handed gestures.

One-thumb gestures: Here, a translation in the ground plane is
equivalent to the direct method. The translation in the third dimen-
sion cannot be accomplished by the two-finger gesture of the direct
method since only one thumb is available. Hence, an additional
menu item is added. The one-thumb method uses the trackball-
based rotation gesture and a new 2D rotation gesture for the miss-
ing direction (Figure 1). When the thumb moves across the vir-
tual trackball, the normal trackball rotation is realized. By the time
the thumb moves outside of the displayed circle, the rotation mode
changes to 2D rotation. The gesture for scaling a 3D item is based
on the movement of the thumb towards and away from the object,
which corresponds to scaling down and up, respectively.

Translation Rotation Scaling
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Figure 2: Indirect two-thumb gestures for the 3D manipulation.

Two-thumb gestures: The main difference to the gestures de-
scribed previously is that every gesture should require both thumbs.
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For translation, the thumbs move into the same direction while
touching the screen as illustrated in Figure 2.

Moving the thumbs horizontally but in opposite directions sum-
marizes the gesture for scaling.
In the same fashion, opposite vertical thumb movements enable the
rotation gesture as illustrated in Figure 2. The gesture is equivalent
to the direct 2D rotation.
The proposed two-thumb gestures allow transformations on one
axis only. As a result, the user picks the desired axis (X, Y or Z) in
the menu. This way the two-thumb gestures separate the transfor-
mation the most. The menu of the other methods includes items for
the gestures.

3 USER STUDY

The proposed gestures are implemented on a 11.6” Windows 8 mo-
bile PC. The user study is performed in a CAVE. Lee et al. [3] show
that the completion times of the same task in MR and AR are not
significantly different. This finding validates our AR study in a
CAVE.

The position of the user’s head determines the rendered scene in
the CAVE, whereas the mobile device’s position describes the scene
on the display of the mobile device in parallel. The scene on the

Figure 3: A person standing inside the CAVE. The head and the
mobile device are tracked. The mobile device shows a machine part
(green). The CAVE does not show this 3D illustration.

tablet PC includes the virtual industrial apparatus of the CAVE, but
also AR elements which are rendered solely on the mobile device.

Scenario Figure 3 presents the main task of the study. The
subject steps into the role of an industrial plant fitter, who inserts
three 3D machine parts (AR objects) at certain positions. We en-
courage the subjects to move inside the CAVE. For that purpose,
the final positions of the three machine parts differ spatially. The
individual AR objects are selected through a menu and are loaded
into the 3D scene dynamically. Based on the proposed touch ges-
tures, the user has to position, rotate and scale the AR object until it
matches the final pose. In addition to the AR parts which are added
to the scene, the colored 3D shadows highlight the final poses of
this AR items.

The AR object is fitted successfully as soon as the metrics of
translation, scaling and rotation meet defined criteria which are es-
timated empirically. As the mobile device is tracked during the
whole process, the subject is able to move around the AR objects.
In total, three different AR objects need to be matched. The or-
der and initial pose of the inserted 3D machine parts are constant
throughout the study.

The evaluation is based on 18 subjects, four women and 14 men,
which completed the study. We applied a within-subject design and
altered the order of the input methods based on the Latin square
method to reduce fatigue and learning effects. Before starting the
task with a new input method, we demonstrated the method and the
subjects were also able to test it.

4 RESULTS

Manipulation Time We investigated the time the participants
needed to perform the manipulations only. This manipulation time
(MT) does not take the time into account where the participants

stand or move inside the CAVE in order to get the best view of
the AR object. Table 1 shows the manipulation times of all three
methods. Based on the Shapiro-Wilk normality test, the MT is dis-

Method MT(s) SDMT(s) Fgoy  SD#gey
Direct 123.64  34.61 59.44 17.68
Ind. Uni-man. 14527 5633 55.56 24.08
Ind. Bi-man. 8732 24.60 41.39 9.36

Table 1: Comparison of the mean and standard deviation (SD) of
manipulation times (MT) and the number of touch gestures (#,¢4)-

tributed normally at significance level of .05. An ANOVA indicated
significant differences between the methods, F(2,34) = 16.83, p =
.00 < .05. The post-hoc Tukey test showed that the MT of the indi-
rect bi-manual method is significantly shorter than for the other two
methods at p < .05. The direct method was hardly different from
the one-thumb method.

Number of Touch Gestures Besides the manipulation times
of the tasks, we recorded the number of touch gestures. Only touch
gestures for the transformation of an AR object are counted. The
mean number of gestures was highest for the direct method, how-
ever, the one-thumb method again had the biggest variance which
is depicted in Table 1. Using the two-thumb method, participants
needed only 41.39 gestures for the whole task on average. The
data is not distributed normally at a .05 significance level. A non-
parametric Friedman test exhibited a significant difference between
the methods, 2°2(2,53) = 13.00, p = .00 < .05. The post-hoc
Tukey test revealed that the number of manipulations with both in-
direct methods was significantly less than with the direct method at
p < .05. The indirect methods did not differ.

5 CONCLUSION

The two-thumb method combines the advantages of easy grasping
and multi-touch input. It was the fastest method. It needed the
least number of gestures and also had the least variance for finishing
the task. Additionally, participants commented that both indirect
methods were physically less straining than the direct method. In
summary, the two-thumb gestures outperformed the common direct
manipulation technique and the one-thumb gestures.

The presented study has only examined the performance of the
bi-manual gestures on a big-sized mobile device. However, we are
confident that the use on small devices such as smart phones shares
the same benefits.
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