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1 Introduction

Visual attributes are high-level semantic description of visual data that are close
to the language of human. They have been intensively used in various appli-
cations such as image classification [1,2], active learning [3,4], and interactive
search [5]. However, the usage of attributes in dimensionality reduction has not
been considered yet. In this work, we propose to utilize relative attributes as
semantic cues in dimensionality reduction. To this end, we employ Non-negative
Matrix Factorization (NMF) [6] constrained by embedded relative attributes to
come up with a new algorithm for dimensionality reduction, namely attribute
regularized NMF (ANMF).

2 Approach

We assume that X ∈ RD×N denotes N data points (e.g., images) represented by
D dimensional low-level feature vectors. The NMF decomposes the non-negative
matrix X into two non-negative matrices U ∈ RD×K and V ∈ RN×K such that
the multiplication of U and V approximates the original matrix X. Here, U
represents the bases and V contains the coefficients, which are considered as
new representation of the original data. The NMF objective function is:

F =
∥∥X − UV T

∥∥2
F

s.t. U = [uik] ≥ 0
V = [vjk] ≥ 0.

(1)

Additionally, we assume that M semantic attributes have been predefined
for the data and the relative attributes of each image are available. Precisely,
the matrix of relative attributes, Q ∈ RM×N , has been learned by some ranking
function (e,.g, rankSVM). Intuitively, those images which own similar relative
attributes have similar semantic contents and therefore belong to the same se-
mantic class. This concept can be formulated as a regularizer to be added to the
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main NMF objective function. This information can be formulated in a regular-
ization term as

R = α
∥∥Q−AV T

∥∥2 , (2)

where V = [v1, ...,vN ]T ∈ RN×K and the matrix A ∈ RM×K . The matrix A
linearly transforms and scales the vectors in the new representation in order to
obtain the best fit for the matrix Q. The matrix A is allowed to take negative
values and is computed as part of the NMF minimization. We arrive at the
following minimization problem:

minF =
∥∥X − UV T

∥∥2 + α
∥∥Q−AV T

∥∥2 s.t. U = [uik] ≥ 0
V = [vjk] ≥ 0.

(3)

2.1 Update rules

For the derivation of the update rules we expand the objective to

O =Tr
(
XXT

)
− 2Tr

(
XV UT

)
+ Tr

(
UV TV UT

)
(4)

+ αTr
(
QQT

)
− α2Tr

(
QV AT

)
+ αTr

(
AV TV AT

)
and introduce Lagrange multipliers Φ = [φik], Ψ = [ψjk] for the constraints
[uik] ≥ 0, [vjk] ≥ 0 respectively. Adding the Lagrange multipliers and ignoring
the constant terms leads to the Lagrangian:

L =− 2Tr
(
XV UT

)
+ Tr

(
UV TV UT

)
+ Tr (ΦU) + Tr (ΨV )

− α2Tr
(
QV AT

)
+ αTr

(
AV TV AT

)
. (5)

The partial derivatives of L with respect to U , V and A are:

∂L
∂U

= −2XV + 2UV TV + Φ

∂L
∂V

= −2XTU + 2V UTU − α2QTA+ α2V ATA+ Ψ (6)

∂L
∂A

= −2QV + 2AV TV

For the derivation of the update rules for U and V we apply the KKT-
conditions φikuik = 0, ψjkvjk = 0 [7]. For A the update rules can be derived
directly by setting its derivative of the Lagrangian to 0. Thus, we arrive at the
following equations:

uik ← uik
[XV ]ik

[UV TV ]ik
(7)

vjk ← vjk
[XTU + α(V ATA)− + α(QTA)+]jk

[V UTU + α(V ATA)+ + α(QTA)−]jk
(8)

A← QV (V TV )−1 (9)
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where for a matrix M we define M+, M− as M+ = (|M | + M)/2 and M− =
(|M | −M)/2. The newly introduced terms depend only on the variables V and
A. The proof of convergence for the update rules for V and A can be found
here4.

3 Experiments

We perform our experiments by applying the proposed method on two borrowed
datasets from [3], namely Outdoor Scene Recognition (OSR) and Public Fig-
ure Face Database (PubFig). The OSR dataset contains 2688 images from 8
categories and the PubFig contains 772 images from 8 different individuals. The
OSR images are represented by 512-dimensional gist [8] features and PubFig im-
ages are represented by a concatenation of gist descriptor and a 45-dimensional
Lab color histogram [3]. We also utilize the learned relative attributes for both
datasets from [3].

First, we reduce the dimensionality of the data using the proposed method
(ANMF) and also PCA, and NMF. Then, we apply K-Means clustering algo-
rithm on the new representation of the data and also on the original data. We
perform the experiments with different number of classes, k, extracted from each
dataset. In order to obtain representative results, we repeat the experiments 10
times for each k, by selecting a random subset of k classes from the dataset and
computing the average results. For the dimensionality reduction techniques (i.e.
PCA, NMF, and ANMF), we always set the new dimension equal to the number
of classes. We use two metrics to evaluate the performance of the compared al-
gorithms, namely accuracy (AC) and normalized mutual information (nMI) [9].
The K-Means runs 20 times in each experiment and the best result are selected.
In ANMF, the regularization parameter is chosen by running cross-validation on
each dataset.
The results of our experiments are depicted in Figure 1. The accuracy and nor-
malized mutual information of clustering results for OSR dataset are depicted
in Figure 1a and 1b, respectively. Figures 1c and 1d show the accuracy and
mutual information of clustering results for PubFig dataset, respectively. As it
can be seen, the proposed method that utilizes the relative attribute outper-
forms largely the other techniques in both datasets. For PubFig dataset we even
achieve 75%−85% accuracy. Additionally, we reduce the dimensionality of both
datasets to 2D for visualization (see Figures 2a and 2b). Here, it is clearly ob-
servable that those image which share similar attributes are located closely. For
instance, in OSR dataset, the images sharing openness attribute are in left down
part of layout. Additionally, the plots of convergence rate of the proposed algo-
rithm applied on both OSR and PubFig datasets are represented in Figures 3a
and 3b, respectively. The convergence plots show that the algorithm converges
after 20 iterations, which means the running time is quite small. The experi-
mental results confirm, that the proposed method learns the bases with different
semantic attributes.

4 http://www.mmk.ei.tum.de/%7Erez/convergenceproof.pdf
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Fig. 1: Clustering results on new representation computed by PCA, NMF, ANMF
and original data evaluated by accuracy (AC) and normalized mutual informa-
tion (nMI). (a) and (b) show the AC, nMI for the OSR dataset, respectively. (c)
and (d) show the AC and nMI for the PubFig dataset, respectively.

(a) (b)

Fig. 2: 2D visualization of the datasets computed by the proposed method
(ANMF); (a) OSR dataset; (b) PubFig dataset.
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Fig. 3: Convergence plot of the proposed algorithm applied on (a) OSR dataset
and (b) PubFig dataset.
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