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Abstract

We present an effective and fast method for statiband gesture recognition. This method is based on
classifying the different gestures according to gewetric-based invariants which are obtained from imae
data after segmentation; thus, unlike many other reognition methods, this method is not dependent on
skin color. Gestures are extracted from each frameof the video, with a static background. The
segmentation is done by dynamic extraction of backgund pixels according to the histogram of each
image. Gestures are classified using a weighted Keldrest Neighbors Algorithm which is combined with a
naive Bayes approach to estimate the probability afach gesture type. When this method was testedtime
domain of the JAST human-robot dialog system, it elssified more than 93% of the gestures correctly to
one of three classes.
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1. Introduction

When humans interact with one another—and with
artificial agents—they make extensive use of a eaofy
non-verbal behavior in addition to communicating vi
speech. Processing and understanding the non-verb .
parts of human communication are crucial to suppgrt . i
smooth interaction between a human and a robot. Figure 1: Pointing, grasping, and holding-out gesttes

We concentrate on the task ofiand-gesture
recognition recognizing and classifying the hand shape#olding out (Figure 1). The paper is organizedais\s.
and motions of a human user in the context of dVe begin by discussing related work in the area of
cooperative human-robot assembly task. Hand gesturgesture recognition: particularly, related appresctio
play an important role in this type of interactitmth as  the sub-tasks of image segmentation and classficat
an accompaniment to speech and as a means ofimputNext, we introduce the JAST human-robot dialogesyst
their own right. For example, if a user wants tb & Which supports multimodal human-robot cooperation o
robot to pick up a certain object among many othef joint construction task, and describe how harstuges
objects, it can be difficult to indicate the dedirebject Play a role in interactions with the system.
using only speech. However, if the user combinginga In the main part of the paper, we present a fabtst
“Pick up that object” with a pointing gesture a¢ target and easy-to-implement gesture recognition algorithm
object, this can be easier to process. Hand gastae Which differentiates between three gesture classes
also themselves provide strong indications of teers ~Mmentioned above, and which can be extended to other
intentions in the absence of speech: for exampkepser ~ similar applications. This algorithm proceeds imeth
might move their hand near an object in preparafisn Main steps. The first step is to segment and I&be!
picking it up, or may hold out their hand to indieahat ~ objects of interest and to extract geometric iraets
they need the robot to hand over a particular abjec from them. Next, the gestures are classified using-

In this paper, we introduce and evaluate a method thearest neighbor algorithm with distance weighting
recognize the following three types of gesturesain algorithm (KNNDW) to provide suitable data for a
human-robot dialog system: pointing, grasping andocally weighted naive Bayes classifier. The inpettor




for this classifier consists of invariants of eaelgion of
interest, while the output is the type of the gestiéfter
the gesture has been classified, the final step iscate
the specific properties of the gesture that arelegédor
processing in the system—for example, the fingddima
pointing gesture or the center of the hand for lihg-
out gesture.

extracted automatically based on a similarity noetri
(unsupervised learning).

A naive Bayeglassifier assigns the most likely class
to a given example given its feature vector, sifpplg

the task greatly by assuming that the features are

independent given a class. Such classifiers arestpb
simple to implement and computationally efficientrda

After the algorithm has been described in detad, w despite the often unrealistic assumption of inddpene,
describe an experiment in which gestures from &®TJ they are frequently very successful in practice.nia
project were recognized and classified with an alWer techniques have been developed to improve the
accuracy of 93%. At the end of the paper, we dramves performance of naive Base classifiers; Zheng antbVe
conclusions and discuss possible extensions ofubik. [2] provide an overview of efforts in this area.

K-nearest neighbors (KNN) classifiers have a good
performance when the attributes of a system aeaiiy
separable. It finds the K nearest (already clasbjfi
vectors in the space to the input. The class whahthe
most vectors in those K neighbors is chosen tohge t
class of the input vector. K-nearest neighbors with
distance weighting (KNNDW) is an improvement which
has been proved to perform better than KNN in many
cases [8]. In this method, the contribution of each
. . neighbor to the overall classification is weighteg its
2.1.Extracting Invariants distance from the point being classified.

Invariants are shape descriptors extracted frormage The most relevant work to our method has been
that are independent of the viewpoint [16]. Usingperformed by Franlet al.[1] which introduces a locally
invariants for recognition greatly simplifies theopess of ~weighted naive Bayes (LWNB) classifier. Their
object recognition because it allows objects to bevaluation on UCI dataset shows that LWNB
compared with reference models regardless of theutperforms KNN and KNNDW when K is big enough.
orientation. Before extracting invariants, it ixassary to  Other refinements, like instance cloning local eaiv
segment the recognized image to extract the relevaBayes (ICLNB) [7], have also been introduced which
objects or regions of interest and to omit theléwant manipulate the training data to get a better pavémce
data. from the Bayes classifier.

For hand-gesture recognition, some researchers have In our implementation, we use a combination of
tried to do the early segmentation process usirig- sk KNNDW and LWNB to get a better performance without
color histograms [3, 4, 5, 6]. The problem with ghe manipulating the training data or any complicated
methods is that they do not work well in cases wihene ~ modification. The complete explanation can be foumd

2. Related Work

Many methods have been developed recently to perfor
successful gesture recognition. Most of these Byste
consist of two main steps: segmentation and extractf
invariants, and classification of gestures. In théstion
we discuss how similar applications perform these t
steps.

are some other objects in the scene with the safbeas  section 5.

skin color, or where the hand has other colorsthim

target JAST application, the background is statid ean 3, The JAST Human-Robot Dialog
easily be eliminated, so we concentrate insteadhen System

geometric characteristics of the objects.
Zhou et al. [3] extracted invariants for gesture The overall goal of the JAST projectJ@int Action

recognition using overlapping sub-windows, andScience andrechnology”) is to investigate the cognitive

characterized them with a local orientation hisamgr and communicative aspects of jointly-acting agebesh

feature description indicating the distance frome th human and artificial. The human-robot dialog system

canonical orientation. This makes the processivelgt bPeing built as part of the project [14, 15] is desid as a

robust to noise, but very time-consuming indeed. platform to integrate the project's empirical finds on
Kuno and Shirai [9] used seven invariants to dadhan cognition and dialog with research on autonomobsts)

gesture recognition, including the position of firger- Py supporting symmetrical, multimodal human-robot

tip. This is not practical when we have not onlynpiag  collaboration on a joint construction task.

gestures, but also several other gestures, likepgre.

However, the invariants they extracted inspiredfars

some future improvements.

2.2.Classification

Classification is a method to assign a class tooiatp
(vector in spaces of more than two dimensions)niiNa
dimensional space. The classes may be predefingd an
learned beforehand (supervised learning), or may be



Figure 3: Result of the general segmentation proces

have been identified, we then extract geometriatiants
from them for use in the classification process.this
section, we describe how these image-processings ste
are carried out.

4.1. Adaptive Segmentation

Within preprocessing of input images, segmentat®n
probably one of the most important steps as héskasis
of any fast recognition approach. Thus we needbasb
and possibly adaptive method to extract Regions of
Interest (ROI) from the image provided by the caamer
Generally speaking, segmentation is done by clasgif
each pixel of the input image and organizing thewo i
groups.

Due to the fact that we have variable lighting
conditions and we also have to deal with changing b
(mainly) uniform background-colors of the table, meed
a segmentation approach that is capable of penfayi@n
adaptive loop when environment parameters are feadif
(e.g. switching a light on or using a differentl&gb We

Figure 2: The JAST human-robot dialog system begin by presenting the basis of our segmentation
approach to computing segments from an input image

The robot (Figure 2) consists of a pair of mechalnic with objects in the foreground and a basically utteted
arms with grippers, mounted to resemble human armbackground. We then describe a segmentation agproac
and an animatronic talking head capable of producinbased on high-level abstraction that searches for a
facial expressions, rigid head motion, and lip-coherent set of ROIs.
synchronized synthesized speech. The input channels The first step in segmentation is applying a thoégh
consist of speech recognition, object recognitimibot in order to classify each pixel as object or baokgd.
sensors, and face tracking; the outputs includ®ne could use a static or dynamic threshold fa tAsk
synthesized speech, head motions, and robot acfities as described in [11]. In our case, we have a minimad
user and the robot work together to assemble a @woda maximum threshold based on evaluation of a multi-
construction toy on a common work area, coordigatin dimensional color histogram. As a second step, we
their actions through speech, gestures, and faméibns. the classified pixels into blobs—the segments wiktbe
Joint action can take several forms: for examplhe t our regions of interest in further analysis. Tlsiglone by
robot may ask the user to provide assistance bgifgl connecting neighboring pixels using a search raditis
one part of a larger assembly, or by assembling aa recursive algorithm. Some additional informatibat is
disassembling components. useful in further processing such as the boundimng-b

Object and gesture recognition in JAST are bottcontour and main-color-components are computed
performed on the output of a single camera which islongside; note that this adds only a constanbfaotthe
installed directly above the table looking downwaeod run-time of the algorithm.
take images of the scene. The output of this pces Crucial to the approach is tleepriori knowledge of
sent to the multimodal fusion component [17], whieis  the threshold, which is usually static as long as
combined with any spoken input from the user tadpoe  environmental conditions are stable and thus candig
combined hypotheses representing the user’s rejuest in advance. However, in the JAST setup, the thiésiso

not stable in this way, and so has to be compuitdiden
4. |mage processing For this task the system implements an adaptive loo
which is initiated by the system when certain
reconditions are complied with. These constraars
%mputed dynamically and include:

The first step in the gesture-recognition procesdoi
process the raw images from the overhead camera
extract the background and to identify Regionsntérest
for the gesture-recognition process. Once thosemsg



1. High fluctuation in number of regions Having computed a global error for the comparison
segmented.
2. Perpetual distortion of regions.
3. Highly non-uniform movements of regions
segmented. e = 3 [E (D) @
Parameters for the preconditions are initiateddvaace e jonee’ P
and adjusted online in a closed loop. When one@®m  As a final step towards an abstract error measuteme

loop is initiated: o _ _ for the current segmentation parameter choice withi
1. Evaluate a multi-dimensional color-histogram of

the image to create a reference valutor the [0,1]. We use the sigmoid functi 1_x as a basis
threshold, typically the peak in the histogram. (1"'9 )
2. Randomly choose a set of parametgréor the  for this task:

thresholds. B = (_,_ —AEr,p)_l_;
3. Apply thresholds and grouping with a set of a(r. p) 2(1 € 2 @)

different grouping-search-radii to the original as  Here the global error is weighted with a factor
well as a set of several downscaled versions oy 0[01] that must be chosen carefully, also considering

. r,p
the imageN ™" . . . _ the feature weightr, . The experimental system in the
4. Compare results for the different images using a
rating function (see below). JAST setup showed good results fbrless than 0.1.

5. Perform a gradient descent to find a (locally) With this quality function we now can easily perfor
optimal set of parameters to be useddradient descent or any other optimization methochs
subsequently. as Gauss-Newton or Downhill-Simplex [11, 12, 13] to

6. Perform a gradient descent to find a (locally)find @ suitable set of parameters in our paramspece
optimal set of precondition-parameters forand so adapt our segmentation to variations in
classifying the old segmentation-parameters a§nvironment conditions.
bad and new parameters as good. _ _

7. Save and exit adaptive loop. 4.2.Extracting Invariants

Step 4 in this loop makes use of a rating function QOnce the regions of interest (ROI) have been ifledtas
enable a high level quality measure. However tBis igescribed in the preceding section, the next stepoi

obviously not an easy task as we neither know th@yiract the geometric invariants from the binarpge for
number nor size or position of objects or gestareshe  ;se in classification.

between an imagé and j of the setN"P we now sum
up considering all images of the set.

table. For this purpose we propose to raise thel lef For each ROl we define the following invariants:
abstraction and evaluate results for a set of satatien 1. Number of the points
parameters. _ 2. Length of the outer contour
First we compute a quadratic error for the selected 3. Change of gradient in x direction
parameter-set by comparing the predefined featofes 4. Change of gradient in y direction
segment (such as size, position, color, etc.). Asomy Since the user's hands enter the image from outside

want to consider the closest matching region in twahe camera view, we consider for gesture recognitialy
processed images dil"P we have to do a minimum those ROIs which end at one of the four sides ef th

operation after comparing the featurés of a segment image (table).

S inanimage to those of another image

i . . 2 § & k - .
EI’,D(S’J)_EEQ(QFaf(fS_ fsj) j (1) i / . 0 o
Within the two best-matching segments of different ' L / :
versions of the original image, we multiply eacgrsent- I b o °§ |
feature error by a feature-specific weighting facto . o T i

Now we have to sum up all minimum quadratic ertors
get a global error-result for all segments extraaotgth
the current parameter-s@t and reference value in an

image.

i N i .
Er'r)(J)_sDZSI (Er'ﬁ(syl)) )

Figure 4: Predefined ROI height

For extracting the invariants, only a specific,
predefined area of the end part of the ROI is psee.
This way a completely stretched hand will be preeds
from the wrist to the finger tips. This area is idégd in



Figure 4. Next, the outer contour of the obje@ytacted
as shown in Figure 5. The length of this contouthis
second invariant.

Figure 5: Extrating the outer contour from the segnented
image

Then we explore the contour to find the x-y gratlien
changes, which corresponds to the number of chainges

direction. We refer to these points gradient points To

samples is sufficient, so at the end of the trgmpmcess
we have a file consisting of 500 to 600 labeledwes.

The vectors in the file have one more dimension in
comparison with the invariant vector because ofcthss-
id. If we assume that there are n vectors in the (fn
samples) then each vector will be:

T (M) ={ig iy i}
i,0C

After constructing this pool of labeled invariargctors,
classification is able to proceed.

()

5.2.Classification: Combining KNNDW &

avoid noise, we inspect only the changes in dioecti LWNB

which last for a known number of steps (three stemair
application).

To classify the extracted invariant, we first fitite K
nearest neighbors which are calculated based on the

Supposing that we have m invariants, we have aeighted distance of each training vector to theufn
vector with m (which is four in our application) invariant. Formally, we define the distance-weigbti

dimensions.

Inv(m) ={a,,a,,...a,} 5)

During the training phase (Secti&nl), the resulting
during the
classification phase (Sectidn?2), it is compared against

vector is added to the training pool;
the three gesture classes for identification.

5. Gesture Recognition

Before performing classification, a training poad i

vector as:

Wdist (m={wDist,,wDist,,..,wDist,} ®)

The distance from the extracted invariant to traini
vector n can then be computed in Euclidean space as
follows:

- 2
distp (Tt Inv) = g (Trn (M) — Inv(m))
i=1

9)

wDistm

created based on a range of gestures produced We also normalize the distance so that all theasluill

different users, where each training instance keelkd
with its gesture class. The invariants from thiolpare
stored for use in the classification process. IctiSe 5.1,
we describe the training process, while in Secfidhwe
describe how classification proceeds. In Seci@ we
then show how the class-specific reference poimes
computed for pointing and grasping gestures.

Note that we are classifying static gestures, witite
user’s hands could be in motion. We therefore vi@it

the system to reach a stable state before perfgrmin -

training or classification. A stable state is de&tdchy
tracking the coordinates of the ROIs and initiatyyggture
recognition only once the coordinates remain conidta
several frames.

5.1.Training Phase

For the training phase, the user moves his or aedlin
different positions and angles for each of the gest
using both the left and right hands. As stated fieefare
have three classes of gestures:

C(m) ={C,,C,, C3} (6)

All the extracted invariants are saved in a sinipid
file. It is recommended that the training is donighva
couple of users with different hand size and stspthat
the classifier becomes more robust. In our apjdtioate
used four users’ hands. For each gesture around

be between 0 and 1.
Next, we choose the K vectors from the traininglpoo
which have the shortest distance to the given iaaar

c(x) ={Tr, (@), dist }
x={1.K}

A normal naive Bayes probability for the class bé t
given invariant will then be

2. 9(C(j).c(x)

(10)

H — x=1 (11)
PC())Ix) = ”
1 if (a=h)

o@b)= 0 otherwise (12)

where j is the index of each class (type of ge¥ture
To improve the result, we add weights to the
neighbors. This weightvB(x)=f(d) is a function of

the Euclidian distance of each vedtgx) , which can be

any monotonically decreasing function. In our
application, we  experimented with  function

like f(dy) =1-dy or f(dy = for various p

(dy)

150



and the function which produced the best clasdiioa is in fact the finger-tip we are looking for. Thus,we
performance was: haveG gradient points, the gradients vector will be

1-dy (13) P@)= Py: P2y Pc} (16)
1+dy

WB(X)= 1 (dy) =

Using these weights, we define our locally weighte
naive Bayes probability by weighting equation (44)

K
~ 2 WB(x)3(C(j),c(x)
P(C())¥) =" — (14)
D WB(Y)
y=1 Figure 7: A pointing gesture with its gradient poirts
Then we can simply choose the class with the highes Consideringbp as base-point to be the point in the
probability. middle of starting and ending points of the outentour
- and d as the Euclidean distance between two pdims,
c(Inv) =argmax  p(C(j)|x) (15)  finger-tip,tip, will be
j=1.3 - :
tip(p;) =argmaxdist(bp, p.
The classification algorithm can be summarized as P( pJ) ng..e (b p’) (17)

follows: In the old version, the finger-tip was assumed ¢o b

the "highest" point of the outer contour. While sthi
assumption is true for upward pointing gestureslogs
not hold when the point is to the right or the .laffe
therefore improved the algorithm by using gradient
points.

Classification Algorithm
1. Find the k-nearest neighbors with weighted
distance from the training pool
2. Find the naive Bayes probability of each, while
weighted disproportional to their distance
3. Choose the class of the vector with the highesg

probability .3.2.Grasping Gesture

In the grasping gesture, finding interesting lomati
(between the grasping fingers) is not as simplénaléng
the finger tip in the pointing gesture. We can obsehat
the

5.3.Localization of gesture

Figure 6: Localization results for

Once the class of the gesture has been selected as
described above, the next step is to identify teation
of the important position of the gesture thatls part of
the gesture that is most important for determinihg
meaning of the gesture in the context of the syste
Figure 6 shows the relevant points for the threstuges

considered in this system.
y To find the coordinate of this center, we do the

For the holding-out gesture, all that is needethés tollowi Fi iah h 0O "
center of the hand, which is very easy to obtain/°lOWiNg steps. First we weight each point accogdto

However, for pointing and grasping gestures, imisre its distance from the other points. The value aheaoint

complicated: for pointing gestures, what the systemds W.i” be the.sum of the rec_iprocal of the normalized
is the position of the finger-tip plus the anglepointing- d|stapcg of it to the other points. Based on (87) (and
finger; for grasping gestures, it is the positiogtvizeen (16) it will be

two grasping fingers. In the following sections we . N6 * 1

describe how we locate these positions in thesesty weight(p) —Zg:1 @=0(p. p,)) di _ (18)
gestures 'stp. py)

gestures

9 &

Figure 8: A grasping gesture with its gradient poirts

space between two grasping fingers is actuallyattea

n){vhere most of the gradient points occur. Therefthe,
goal is to find the center of the smallest areacthias
the maximum number of gradient points.

To avoid noise, we ignore points which are veryselto
the base-point.

Then the center of the area between grasping Bnger
gc, can be estimated by calculating the center of the
gravity of all these weighted points, which is

5.3.1.Pointing Gesture

A pointing gesture with its gradient points (seetiss
4.2) is depicted in Figure 7. As it can be seea ftinthest
gradient point from the starting or ending of tlentour



G performance increases and the fluctuation decre&ées

Zweigh(g)px(g) observed that when K is bigger than 7-8 is the
gc = g=1 performance starts to sink.
G
z We|g h(g) LWNE performance for 580 training samples and 138 test-set
100 T T T T T T T T
g=1
G (19) il |
Z We'gh(g) py (g) -§ e 7Grasping /\é:@;
g=1 o O . 5—
%y 7 S % 941 2
> weigh(g) T e,
ot § %2 'B—e—a/
This method works well and can estimate the locatio % ol A
of grasping center with an acceptable precision. g
:”;’ B8 Pointing
. B Max Average=
6. Experimental Results aof e \
To testing the recognition algorithm we constructed e .
training pool with less than 200 samples for eatkhe toz 8 4 5 5 7 8 910

K

gestures, for a total of 580 samples in the trgirpool. Figure 10: Classification result with distance weigting

These samples were made by three persons in differe

lighting conditions. Then we created a testing poith he b ‘ diob dKb
about 40 samples for each gesture by a person tither The best performance seemed to be around K between

those three whose gestures were represented in tfle@nd 7. Table 1 shows detailed results classifioat
training pool. results for values of K between 4 and 6.

The performance without weighting the invariants fo - )
identification of each of the gesture types, alovith the Table 1: Performance results of classification for iiferent K

overall performance, are shown Figure 9. K=4 K=5 K=6
LWHNBAHNN resultfor 580 training sarmples and 138 test-set (1) iterations Average
98 : ‘ No weighting | 91.29 89.81 91.25
o6 |- Grabbing ] Average (DW) | 93.47 93.47 92.73
ol Pointing 88.88 88.88 88.88
| Grasping 97.77 97.77 95.55
2 ol : Holding out 93.75 93.75 93.75
g gg | Holding aut i ]
° ' Running the full gesture-recognition process on a
e P”M | frame takes less than 50 msec on average. Ofithés t
g 347 1 segmentation takes 20-30 msec, while the recognitio
£ g Mg process takes 10-20 msec.
B0 b
) - - . 7. Conclusions and Future Work
K We have described a static gesture recognition adeti
Figure 9: LWNB and KNN results without distance distinguish between three gestures types: pointing,
weighting grasping and holding out. The process is based on

The x axis of this graph represents the value ok~ classifying invariants of image blocks using a lpca
the K-nearest neighbor selection, while the y akiews Weighted naive Bayes and K-nearest neighbors Gssi

the percentage of gesture instances of each type t The segmentation (pre-processing) is done by an
were correctly classified. The highest overalladaptive method of extracting the background, whsch

performance 91.3% correct classification at K=4. considered to be static (the color of the surfaté¢he
After trying many combinations of weights on the table), and segmenting the remaining pixels ingiores
members of invariants, we found the best weightin@f interest afterwards.

- ; Four invariants of each ROI are then extracted séhe
t Dist) to bew = 6,0611} . That is, th . . -
vector WDisY to disi(m) {0606 atis, e invariants are: Number of pixels, length of the ewut

gradient changes are both weighted at 1.0, whike thcontour and changes in x and y gradients.

number of points and contour length are weighte@. @t The extracted invariants are then compared against

This result is intuitively acceptable: the rangeobject- the invariants in a pool of labeled examples cikate

points and length of contour is much wider than thealuring a training phase for each type of the gesturhe

number of changes in gradients. best suitable type of gesture is then given by qusin
Testing the recognition system with distancelocally weighted naive Bayes classifier which id fgy

weighting, we achieved the results shown in Figifelt  the K-nearest neighbors of each invariant in thaiimnts

is quite obvious that after applying distance waighthe  pool.



After classification, an appropriate algorithm is [7]
applied according to the obtained type of the gesta

get the important information of that certain gest his
required information is the finger-tip and its amdbr (8]
pointing gestures, area of grasping for graspirgfuges

and the center of hand-pit for holding out type.

In an experiment, the whole process takes less3fan
msec in total and has an overall performance olubo [9)
93% at identifying the correct gesture type.

There are several improvements we intend to work on
in the future. First, we will make the K-nearestgh&or
algorithm adaptive. This means that we will modife
value of K in cases where the probabilities of yasture
types are very close in order to produce bettefll]
classification in these difficult cases.

Another improvement will be add and test more
invariants, for example like those used in [9]. Thethod [12]
to extract change in gradient by following the camt
should also be improved to be more precise andstobu
under noisy conditions. [13]

We are also contemplating exploring the performance
of other methods such as genetic algorithms to help
determining the best weighting vector.

[10]

The performance of the full JAST system will shprtl [14]
be tested through a user evaluation. The resultdisf
study will provide a useful indication of how thesgure- [15]

recognition component performs in practice. In fatu
versions of the system, we may incorporate infoionat
from other input-processing components of JAST—for
example, face and gaze tracking—to help make @bett[16]
decision under uncertain conditions.

[17]
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