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Abstract

An investigation is conducted to develop a real-time automatic structural health monitoring technique for the identifica-
tion and prediction of the locations and force magnitudes induced by foreign objects impacting on composite structures.
Accordingly, an in situ ensemble impact monitoring and identification technique is proposed and designed with the usage
of distributed sensor networks. Then, the entire impact monitoring and identification mainly consists of four sequential
procedures, which are the sensor signal preprocessing, the forward model generator, the impact positioning, and the
inverse model operator. In order to achieve good engineering applicability, several uncertainty factors were considered
for the composite structures, which are diverse structure configurations, various carbon fiber prepreg layups in the car-
bon fiber—reinforced polymer specimen panels, and impact conditions. In addition, random interfering noises resulting
from structural vibrations were also taken into account as the essential disturbances. Under the different technical con-
ditions and disturbances arising from practical structure vibration environments, the accuracy of the predictions of
impact forces and locations using the ensemble impact monitoring and identification technique is validated through a
series of impact tests. The errors between estimated and actually measured quantities all fall well within the satisfactory
limited range. It is concluded that the ensemble impact monitoring and identification technique is qualified to reconstruct
the input forces in sufficient precision due to unforeseen impact events under changeable conditions; it is also able to
effectively estimate unknown impact locations in complex adverse environments.
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Introduction signature on the structural surface. In view of this
urgency, the conventional non-destructive inspection
(NDI)/non-destructive evaluation (NDE) solution is
much difficult to satisfy the demand of the modern
design of smart aerospace structures, since the major
limitation of this conventional approach cannot pro-
vide a continuous assessment of the structural material

Modern structures, especially in acrospace application,
make increasing use of fiber-reinforced plastic compo-
sites, taking advantage of their excellent material
properties, such as strength-to-weight ratios, stiffness-
to-weight ratios, and corrosion resistance. Fiber com-
posites have a number of advantages over metallic
materials, as their material properties can be designed
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state.” This situation can be significantly improved
through the implementation of a structural health mon-
itoring (SHM) system on impact monitoring.*

However, over the last 20 years, there has been an
extensive amount of research associated with the devel-
opment of SHM methods including the impact identifi-
cation aspect for composite and metallic structures. But
many researchers did not develop a complete technique
or system for locating and reconstructing unknown
impacts on a structure. For instance, some investiga-
tions* ® use appropriate distance angles, arrival times,
and optimization techniques such as dispersion com-
pensation, probabilistic approach, and distributed coor-
dination only to locate impacts; some researchers apply
various supervised machine learning methods and map-
ping techniques, which include artificial neural net-
works’”® and ordinary genetic algorithms,” and they are
capable of modeling complex relations between input
and output data; in addition, one class of time-reversal
focusing techniques has been applied to locate impact
coordinates on isotropic'®!" and anisotropic'*'? struc-
tures, but most research still adopted the experimental
transfer function measuring method. Likewise, they all
have only taken into account their tested structure sys-
tems under “Perfectly Impracticable Environment
Conditions” without any disturbance factors, such as,
changeable vibration disturbances from existing engi-
neering environments. Hereupon, in order to realize the
engineering applicability for in-service aerospace vehi-
cles, a completely systematic technique needs to be
developed for impact positioning and identification
(IPI) under complex structure conditions and unpre-
dictable environmental disturbances. The realization of
this technique would be very significant for solving
practical aerospace engineering problems.

For most impact detection solutions developed, they
are very difficult in aerospace vehicles to monitor and
identify in real-time unforeseen transient impact events
online on board. Accordingly, a novel efficient tech-
nique, that is the ensemble impact monitoring and iden-
tification (EIMI) technique, is proposed and developed
to automatically monitor and real-time report visually
the events’ occurrences, the occurred locations, and
force magnitudes resulting from the impacts under
diverse adverse conditions, and it would be very mean-
ingful and helpful at safeguarding the safety and relia-
bility of large-scale aerospace structures. To validate
the engineering practicability of the EIMI technique,
changeable environmental disturbances and different
structure configurations and conditions were designed
and applied in this study. In the whole impact monitor-
ing and identification procedure, the functional module
of sensor signal preprocessing (SSP) can effectively
eliminate complex disturbances from random vibra-
tions using a new filter developed and continuously

provide stationary output response signals for the next
sequential processing. Next, the functional module of
forward model generator can establish more accurate
forward models through the fast genetic algorithm esti-
mation (FGAE) for identifying unknown impact events
on structures. A forward model is constructed in terms
of impulse response functions (IRFs) on the basis of
the relations between inputs and outputs, and it can be
applicable to various structure configurations and can
handle various types of impact objects. Since the for-
ward model provides simple model formulations, the
inverse model operator can found rapid calculation mod-
els to reconstruct impact forces. Nevertheless, to achieve
precise impact positioning, the functional module imple-
ments the two-step localization approach, where an ini-
tial location can be estimated using the smoothed energy
distribution method developed; afterward, an accurate
location can be updated further using the time of flight
(TOF)-based quadrilateral positioning method proposed,
based on the initial estimation region. To interpret the
entire IPI procedure, a series of impact tests were per-
formed under different conditions and unpredictable dis-
turbances. The IPI operation becomes more pragmatic,
functional, and fast than the conventional model-based
identification techniques'* 2" because most of the model-
based identification techniques have only established the
analytical models for flat and constant property panels.
Although Seydel and Chang'*!® represented a stiffened
panel as an equivalent flat plate with varying properties,
it is still not easy for complicated structures to obtain a
mathematical model, such as analytical model-based
approaches or finite element (FE) model, for locating
and identifying an unknown impact acting on stiffened
composite structures. Even if the model can simulate the
structural response well, it is difficult to found a simple
inverse formulation to reconstruct impact force from sen-
sor measurement. To sum up, from all the evaluated
results, the EIMI technique is competent to online IPI in
complex environments and conditions.

Method of approach

This EIMI approach developed is an advanced tech-
nique based on global sensor measurements as illu-
strated in Figure 1, which is adaptable to diverse
structure configurations and various types of impact
objects. From Figure 1, when an unforeseen impact
event acted on a structure, a series of the structural
response outputs due to the impact were recorded by
the distributed sensor network laid out in the structure.
Owing to the effect of vibration disturbances, the origi-
nal response output signals collected always involved
useless random interfering noises, thus they had to be
filtered and the effective response outputs are essential
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Figure I. Overview of the systematic frame of the EIMI technique.

to extract through the functional module of SSP.
Subsequently, the effective response outputs obtained
from the developed filter were used to estimate initially
the impact location information, and further the force
identification (reconstruction) process could be imple-
mented based on the initial location information.
Finally, making use of the propagation property of the
stress wave resulting from the impact and the informa-
tion of the TOF captured from sensor response signals,
the location coordinates of the unknown impact would
be calculated and updated with the initial location esti-
mation. However, whether the conventional mechani-
cal modeling approaches - model based identification
techniques or neural networks based identification
techniques, they implement the localizations and force
reconstructions due to impacts both based on local sen-
sor measurements, and both have their own irreparable
flaws, just as, the conventional model-based identifica-
tion techniques cannot overcome complex disturbance
environments, typically random vibration. As well, they
are usually time or labor consuming and are thus
intractable and even impossible for complex structures;
a great disadvantage of the neural networks—based
identification techniques is not applicable for real engi-
neering situations where the types of impactors are not
restricted, and also are much difficult to achieve
real-time or online diagnosis and evaluation, but only
post-processing and estimation. In view of the above
background, the methodology of the EIMI technique is
proposed and described in the following subsections to
indicate its advantages under the complicated

conditions, which was mentioned previously. However,
this research addresses the impact monitoring and
identification problem based on the following
conditions:

1. Impacts are constrained to the condition of low
velocity;

2. Impact durations are short enough (“millise-
cond”) so that damping does not need to be
considered;

3. Impacts do not cause any damage in the tested
composite structures. Actually, this EIMI tech-
nique proposed is a prognosis technique which pre-
dicts impact information under non-damage
conditions in a composite structure. However, a
reliable safety threshold for the force magnitude or
the magnitude of impact energy can be set as the
threshold of possible damage, in order to become
possibility to perform further damage detection.

SSP

In order to de-noise from original sensor signals, a
mode decomposition—based filtering method—fast
empirical mode decomposition?' (EMD)-based hybrid
thresholding filter (HTF)*>*® is adopted to eliminate
the disturbances (e.g. random vibration noises) and
transfer smoothly the nonlinear effects from non-
stationary output signals due to the vibration to the lin-
ear dependence; that is, discovering and extracting the
effective linear relation between the input and the
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Figure 2. Flowchart of the fast EMD-based hybrid thresholding filtering process.

output from the structural response subject to sudden
impact, which is hidden in the nonlinear condition.

The SSP procedure based on the fast EMD-HTF (as
shown in Figure 2) is as follows:

1. Sensor temporal signals S, (£) with random noises
are decomposed by fast EMD, as illustrated in
Figure 3;

2.  From the scales with the valuable information, the
first five scales (such as 1st, 2nd, 3rd, 4th, and 5Sth
scales) with the highest energies are extracted nor-
mally and then an appropriate threshold is chosen
at every scale to remove the interfering noise com-
ponents. Hence, the hybrid threshold function is
defined as

0,

1
/\1 = (1 ) ~C2 (20)
Ps
1+v2
NERLLEP (2d)
Ds
where a specific parameter p; is defined as

ps=1+max(Kurt(Z) — 3,0), since a higher kurtosis
indicates more significant components existed. In order
to make the connection curves tangential at the thresh-
old value, there are two arcs that need to be obtained
through calculating the two radii A; and A,. This
ensures a continuous smooth transition.

The IMF coefficients mainly from the first 5 scales
are combined and reconstructed. Finally, the filtered

if |IMF(D;)|<C)

IMF'(D;) =

sign(IMF(D,)) - [A1 = \/ (A = @) + 2, + IMF (D) ) 1MF (D).

if C\<|IMF(D;)|<C,

IMF(D)),

where IMF'(D;) are the effective components of
response signals obtained from the filtering process
i=1,2, ..., Cyis the threshold which will be determined
by a kurtosis-based approach individually for every
scale and is given by C, =max(|Z|)/(Kurt(Z)/3), where
Z is the intrinsic mode function (IMF) coefficient of a
scale, Kurt(Z) is kurtosis of the decomposed compo-
nents. Nevertheless, C;, Cs;, A1 and A, will be specified
according to the C, value in each scale. They are
expressed as follows

C] = % (23)
1
C3 = <1 + \/Zps> . C2 (2b)

sign(IMF(D;)) - [,\1 + \/ —Cy (205 + Cy) + 2(\; + C)|[IMF(D;)| — |IMF(Di)|2} . if Cy<|IMF(Dy)|<C;

if |IMF(D;)| > Cs
(1)

signal can be obtained from the reconstruction process,
which is illustrated in Figure 4.

Forward model generator

In the procedure of establishing an accurate forward
model, there accomplishes mainly three functions, as
follows:

1. Determination of the forward
structure;

2. Selection of the optimized model order;

3. Minimization of prediction errors and generation
of the optimal system parameters (a;, b;).

system model



Si and Baier

251

Original Sensor Signal S(2) with Noise (SNR=10)
02F T T T T T T T -
N U
-0.2 | 1 | | | | | -
0 5 10 15 20 25 30 35
IMF D,
0.2~ T T T T T T T m
0
-0.2 | | | | | | | -
0 5 10 15 0 25 30 35
IMF D,
0.2~ T T T T T T T m
0
§ -0.2 I I I I I I I ]
B/ 0 5 10 15 IMFD, 20 25 30 35
T 02F l | | | | T —
2 0
= -0.2 I I I I I I I -
o o0 5 10 15 20 25 30 35
E IMF D,
< 0.2F T T T T T T T -
0
-0.2 | 1 | | | | | -
0 5 10 15 0 25 30 35
IMF D,
0.2~ T T T T T T T m
0 ———a————/\/—\—/\/\/\//\_//’_\———
-0.2 | | | | | | | -
0 5 10 15 20 25 30 35
Trend--Residue
0.2~ T T T T T T T m
0
-0.2 | | | | | | | -
0 5 10 15 20 25 30 35
Time (ms)

Figure 3. An original output response signal decomposed by the fast EMD.
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Figure 4. A significant response output de-noised from the
original sensor signal.

Determination of system model structure. Considering a
structure system model can be applicable to any

complex structure, the structure system model of multi-
degree of freedom (MOF) by a discrete-time state-space
expression>* is determined and used

x(k) = Ax(k) + Bu(k)
s(k) = Cx(k) + Du(k)

(3a)
(3b)

where u(k) is called the input (force) signal, x(k) is called
the state vector, s(k) is called the output response sig-
nal, and x(k) is defined as x(k) =dx(k) /dk. A is called a
structural system matrix, B is called an input matrix, C
is called an output matrix, and D is called a feedforward
matrix. However, the impulse response (IR) expression
given by equation (4) can be derived from the MOF
structural system model given by equations (3a) and
(3b)

k

(k)= gliyulk — i)

i=0

N

k=12, ... (4)

where IR function
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g(0)=D  g(i)=CA™'B

the matrix component number i=1,2,... (5

Therefore, now it is much important to find out the
relationship between the input force signals u(k) and
the output sensor signals s(k). In other words, the
objective of forward system modeling is to describe s(k)
as a function of previous outputs and inputs, and
together with noises e(k). Thus, a set of models> is
postulated, within which the best description of the true
structure system will be searched for

s(k)=[1 — A(q)ls(k) + B(q)u(k) + (k) (6)

where the symbol ¢ is the time shift operator defined by
stk —n)=q "s(k). e(k) is a sequence of uncorrelated
random noises. Since e(k) has been de-noised through
SSP procedure as described in the section “SSP,” the
IR representation related between input and output can
be thus modeled through the following equation (7)

n

Sk = Y stk — i)+ S butk—j) ()
j=1

i=1

where the parameterized model vector 6=
[al...an blbm]T

Equation (7) is called the predictor of output
sequence s(k), that is, known as the forward system

model.

Prediction  error  minimization—assisted  model  order
selection. Here, a criterion of model order selection
need to be defined, which is to minimize the prediction
error between the modeled output and the real response
output separately from the simulated system model and
the real structure system. Accordingly, an optimal out-
put model with the best model order will be established
finally. Therefore, to select the appropriate model
order, the following selection criterion is used:

1. Start with a smallest model possible (normally the
model orders 2=n=<y3),

2. Increase model order until the recursive coefficient
Q? is high enough and close to 1

é(k) =2k, 0) = @" (k)6 — s(k) (8)
> 2 (k)
Ql=1-S— 9)
> 52(k)
k=1

where (k) is the prediction error; ¢ (k) is the regression
vector as follows

ok)=[—-stk—1) —s(k —n)

ulk —m)|"

ulk —1)

¢T (k)0 is an predicted output model simulated from
the proposed FGAE, of which the details will be
described in section “FGAE-assisted IR functions
generator.”

3. If ©* is high enough and increasing model order
does not help increasing the value of Q?, select the
model with the smallest order.

FGAE-assisted IR functions generator. To minimize the pre-
diction errors between the real outputs and the modeled
outputs for obtaining the optimized forward system
model, and to further obtain the required IR function
matrix from the system parameters (a;, b;) calculated, a
fast GA?® estimation method?’ is defined and applied
into the optimization procedure of the values of (a;, b;)
solved from the forward system modeling by training
rapidly the input—output data collected.

In the fast genetic algorithm—based error estimation
procedure, there are normally the five genetic
operations need to execute, which are reproduction,
crossover, mutation, new blood, and elite. Then, a
multi-entropy H(a,, b,;) has to be defined shown in
equation (10) to minimize the prediction error through
the FGAE training method proposed

0lan, bwl,,, = H(an, by) (10)

opt
where é[an, bm]opt is an optimized parameter vector, which
serves to found the optimal response output model. The
entropy H(ay, by,) is decomposed into two factors H (a,)
and H (b,,) shown in equations (11) and (12)

H(a,)= — iP(an) log P(ay) (11)
Hby)= — zmjp(bm) log P(by,) (12)
i=1

In contrast to the conventional parameter estimation
methods such as the least squares error estimation
(LSEE), the FGAE shows its more significant advan-
tages over LSEE. First, the FGAE has a distinct fea-
ture of adjustable genetic parameters such as error
tolerance, population size, mutation rate, and number
of iterations, which are illustrated in a graphical user
interface (GUI) (called the fast genetic algorithm iden-
tification interface) developed by MATLAB® as shown
in Figure 5. Owing to the dominant feature of FGAE,
it is more accurate than LSEE for estimating the system
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Figure 5. System parameters (a;, b)) estimation in the developed FGA identification interface.
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Figure 6. Verifications of forward models: (a) model validation with a plastic impact tip and (b) model validation with a steel impact

tip.

parameters (a;,b;) because the LSEE only has a
non-advantageously uniform feature from the linear
parameterization and quadratic criterion to estimate
the system parameters. Second, the accuracy of the out-
puts of the forward model simulated by the FGAE is
higher than that of the LSEE, which is presented in
Figure 6. Third, in order to ensure the robustness and
stability of an estimated system model, a means of
zeros and poles is chosen as a way to inspect the state
of the system model so that the corresponding inverse
model also becomes robust and stable in the impact

force identification (reconstruction). When the system
parameters estimation procedure picks out the “best”
system model within the chosen model structure, the
robustness and stability of the system model need to be
examined by checking the pole-zero plane of the system
model. Through the examination of the pole-zero
plane, the system model and its inversion should be
both robust and stable so that this “best” system model
is “good enough.” In other words, all poles and zeros
from the model should be inside the unit circle. Hence,
as a great many system models built using the FGAE
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and LSEE were examined and compared, the models
generated using the FGAE were more robust and sta-
ble than that of the LSEE.

Finally, the IR function matrix G}, demanded can be
obtained using equation (13)

g(0) 0 0 A 0
g) g(0) 0 A 0
G=| M M 0 0 M (13)
gn—-2) gn-3) O O 0
gn—1) grn—-2) A g(1) g(0)

However, the IR s(k) of a structure system can be
represented in a matrix convolution formulation given
by equation (14)

Sw. =G, Uy (14)
where
impulse input Uy, ) =
[u(0) u(1) u(2) uin —1)1" (15a)
reason output Sgy ) =
[s(0) s(1) s(2) stn—1]" (15b)

In that way, in order to indicate the accuracy of for-
ward models simulated through the FGAE, the simula-
tion results are compared with the real sensor signals
and the modeled outputs using the LSEE, as shown in
Figure 6. This figure reveals intuitively that the pre-
dicted outputs from the FGAE align well with the real
outputs; on the contrary, the predicted outputs using
the LSEE are not better than that of the FGAE.

Inverse model operator

In order to reconstruct impact forces, the force signals
from impacts can be predicted based on the inverse
model operator using the output data of the structure
responses. Then, through applying the structure system
model (equations (3a) and (3b)) combined with the IR

|

u(0) £
u(1) g()
U(x,y) = = :
u(N —r—2) gN—-r-2)

T
==Real Force
* = *Reconstructed Force

Impact Force (N)

Time (ms)

Figure 7. Demonstration of an impact force reconstruction.

expression (equation (4)) described in section
“Determination of system model structure,” the inverse
IR model for force reconstruction is found and the cor-
responding force signals due to impacts can be also cal-
culated by the defined inverse procedure.

Supposing the reconstruction of the impulse force u
at time k is a function of the corresponding response s
at times [k+1 k+r]. Thereupon, the IRFs at
time sequence [0 1 r—1] would be all zero.
Accordingly, on the basis of the assumption of zero ini-
tial conditions, the inverse IR model is established as
follows

k
u(k)=> "gli)s(k+r—i) k=12,...  (16)
i=0

where the inverse IR function matrices are defined by

g(0)=(Ca'B)Tg(i)=CA™'B i=1,2,... (17)

Finally, an impact force which is applied at the loca-
tion (x,y) on a structure can be reconstructed through
equation (18) that is the matrix convolution expression
of equation (16). And an example of force reconstruc-
tion is illustrated in Figure 7

0 0 s(r)

8() 0 str+1)

: L0 ; : (18)
gN-r-=3 . .0 s(N —2)
gN —r—2) g g | LSW=D
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Estimation of impact locations

To determine multi-impacts locations and decrease the
estimation time for impact locations and reconstruc-
tions, an initial estimation method is essential to be
defined and adopted. Hence, a smooth energy distribu-
tion method is proposed to search and identify the sen-
sors closest to the impact points, which is rapid and
accurate to locate the impacted regions without the sus-
ceptibility from any measurement noise. While, this
method allows one or multiple regions of sensor array
to be formed and isolated, afterward distribute to
update the accuracy locations of impact forces.

Extraction of impact region. By comparing the energies in
the chosen time windows of sensor data, the close sen-
sor array are determined and the corresponding ener-
gies from the sensor signals can be calculated as

14
Ei= ) so, (k) (19)
k=t

where E; is the energy of the each sensor interested, sey,
is the experimental signal data recorded from the
selected sensor, #; is the initial time point, and ¢ is the
final time point chosen. As for the selection of the
interested time window, it should be determined from a
chosen sensor signal so that a sensor array close to each
impact detects a great deal of energy but other sensor
arrays far away detect a descending amount of energy
until the amount of energy detected falls close to zero.
Once impacts occur, the energy of each sensor signal
can be calculated in a chosen time window using equa-
tion (19). When the energy values are calculated at each
sensor position in a structure, a smooth energy distri-
bution with minimum curvature can be found using the
Robust Loess Smoothing method,”® and then the
smoothed energy distribution can be expressed in terms
of x and y coordinates, as follows
E; :Ei(xi;yi)

i=1,2, ... (20)

Using the smoothed energy distribution found in
equation (20), an impact location can be estimated in
terms of the centroid of the corresponding impulse
energy. In the x and y coordinates system of a struc-
ture, the centroid can be given by

x:ZEi'xi y:ZEi'yi
©XE ©YE

where x,. is center of the x axis and y, is center of the y
axis.

In experimental tests implemented, a carbon
fiber—reinforced polymer (CFRP) cantilever structure
was used to verify that this method provides a

(21)
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Figure 8. Estimation of the initial location for an unknown
impact event.

reliable and effective way to isolate an impacted
region made up of sensor array, regardless of the condi-
tions of vibration noise contamination. The following
Figure 8 demonstrates the extraction of the impact
region by the smooth energy distribution method
proposed.

Locating impact coordinates. To update the precise loca-
tions of impact forces on a structure, an effective search
parameter index—TOF—is defined and applied, which
is an important characteristic parameter that represents
the propagation of stress waves in a structure. In order
to obtain the parameter of TOF, with the premise of
the zero initial condition, the time of arrival needs to be
determined by selecting the minimum before the maxi-
mum for each sensor response signal.

Within an identified impact zone composed of four
neighboring sensors, using the initially assumed wave
propagation angles 6;, the initial distance L; between an
unknown impact position and every sensor S; can be
calculated first in equation (22), and four initially esti-
mated impact positions resulting from L; are also
obtained simultaneously. Then a quadrilateral is com-
posed of those positions. Finally, to obtain the accurate
impact coordinates, a procedure to minimize the area
of the dashed quadrilateral needs to be executed, as
shown in Figure 9. A final estimation of the unknown
impact coordinates can be calculated with the principle
of the quadrilateral centroid, which is expressed in
equations (23) and (24)

L;=C,(0;)XAT;

i=1,2,3,4 (22)

where C,(6,) is the phase velocity of stress waves with
the deflection angle of the propagation path from the
impact to sensor S;. Meanwhile, four different angles
(namely, 6;, 60, 65, and 64) for wave propagation
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Figure 9. Demonstration of updating impact coordinates with
the quadrilateral centroid.

directions are assumed. Additionally, AT7; is the TOF
for sensor S;. Thus, an unknown impact location
(Ximp> Yimp) can be estimated by

4

1
Kimp = WZ(XI‘ X0 1) (XVie1 — X Vi) (23)
i=1
| &
Yimp = WZ(%‘U’M)(XWM — X+ 1Vi) (24)
i=1
where M is the area of the quadrilateral,

M= %Zf:l (xivis1 — Xis V). X; and y; are the x and y
coordinates for the vertices V; (i = 1, 2, 3, 4), respec-
tively. The entire procedure is presented graphically in
Figure 9 and can be implemented for any configuration
of a quadrilateral sensor network.

Experimental details and procedure

With the theoretical development and computer imple-
mentation of the EIMI technique, it is necessary to set
up the experimental tests for some specific practical
applications so as to validate the EIMI technique’s
effectiveness and practicality. Subsequently, the experi-
mental tests were performed on two CFRP panel struc-
tures with the different impact conditions and various
surrounding noise environments. Among them, speci-
men 1 is a narrow CFRP plate without any stiffener and
specimen 2 is a square CFRP panel with one stiffener.

Experimental specimens

Specimen 1 (as Figure 10(a)) is a CFRP plate with the
dimensions of 660 mm X 150 mm X 5 mm, and its
layups are adopted as [0°, 90°],/[0°/90°]ss/[0°, 90°].-

Meanwhile, the sensor interval is chosen as
110 mm X 110 mm, which is shown in Figure 10(a).
And specimen 2 is also a CFRP panel with a T-beam
stiffener running the length of the panel. Its layups are
adopted as [0°, =45°, 90°]4s. The sizes of specimen 2
are 390 mm X 390 mm X 3 mm, and its sensor inter-
val is shown in Figure 10(b).

Two different distributed piezoelectric sensory net-
works and associated wirings were mounted individually
on the backward surfaces of two CFRP panel struc-
tures, which are considered from the perspective of prac-
tical engineering demands and are also convenient to
impacts on the forward surfaces of two CFRP panels by
an instrumented hammer and several small balls. In
order to ensure good surface conduction at sensor loca-
tions, the surfaces of two CFRP panels were sanded and
a small amount of conductive epoxy was applied.

Experimental setup

They are first more important basis for impact monitor-
ing and identification to select the appropriate sensor
material, to design the rational shape, and to determine
the applied sizes. Accordingly, one kind of small circu-
lar lead zirconium titanate disc sensor (as Figure 11)
was designed and used to measure the non-directional
strain property, which was polarized in the z-direction
that is the thickness direction. The diameter of every
sensor used is 5 mm, and its thickness is 0.25 mm. In
addition, the two CFRP panels as specimens were
impacted by a hand-held, instrumented hammer manu-
factured by PCB Piezotronics. Both the force signals
from the impact hammer and the sensor output data
from the structural responses were recorded using a
computer data acquisition (DAQ) system manufactured
by Labortechnik Tasler. Also, a function/arbitrary
waveform generator and a power amplifier were utilized
to actuate a piezo composite stack to act as a vibrator
(shaker), thereby a series of repetitive random vibration
disturbances were generated from the piezo-vibrator (or
called the piezo-shaker) and were propagated in the
composite structure. All sensor data were collected at
the different sampling rates which are from the sam-
pling rate of 25-50 kHz, and the corresponding ampli-
tudes were controlled in the range of =15 V.

The two specimens were used to verify the adaptive
forward models established, to assess impact locations
estimations, and to evaluate the applicability of the
EIMI technique due to the diversifications of compo-
site materials, structure configurations, the types of
impactors, and the unpredictable environmental distur-
bances that are typically random vibration noises.

Meanwhile, for specimen 1, it was fixed on one side
and the other side was free, which was built as a canti-
lever structure shown in Figure 12. For specimen 2, it
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Figure | 1. Piezoelectric disc sensors used to measure strain data: (a) sensors mounted on a CFRP structure and (b) sensor
prototype.

was supported by four columns at the corresponding For forming the network nodes of the various IRFs,

four corners. force signals and sensor signals from the structural
responses were recorded (1) from 65 points of impact
Impact tests tests on specimen 1 and (2) from 54 points of impact

In order to obtain the various IRFs, the impact experi- tests on specimen 2. Their schematic demonstrations
mental tests were performed over the two specimens. are shown in Figure 13, where the experimental impact
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points were made at evenly spaced locations, and ran-
dom force magnitude was applied at each location.
Once the corresponding networks made up of the IRF
nodes are constructed individually for specimen 1 and
2, various impact tests can be made at any arbitrary
location in spite of on specimen 1 or 2. Additionally, a
series of verifications on impact identifications can be
implemented effectively. In impact tests, a set of origi-
nal multi-sensor response signals due to an impact event
were recorded under random vibration environments,
as presented in Figure 14.

Results

The estimated and reconstructed results are illustrated
to validate the efficacy of the EIMI technique for
impact source identification. Then, the issues around
the assessments of estimated impact locations, the
effects of various anisotropic structure configurations
on force reconstructions, and the effects of random
vibration noise contaminations on force reconstruc-
tions will be discussed in detail as follows.

Impact location estimations and error evaluations

To illustrate the proposed performance of impact posi-
tioning and its accuracy under various impact condi-
tions, two sets of representative impact conditions were
selected from a series of impact validation tests, where
for specimen 1, an unknown impact event acted in the
boundary vicinity of the cantilever structure, and the

other unknown impact event acted in the middle region
of the structure; for specimen 2, an unknown impact
event acted in the stiffener region of the stiffened struc-
ture, and due to the structural symmetry, the other
unknown impact event acted in the right bay of the
structure. Hence, the two sets of the estimated results
for impact locations on specimens 1 and 2 are shown,
respectively, in Figures 15 and 16. Whether specimen 1
or specimen 2, the origins of their x-y coordinate sys-
tem were both selected at the location point of sensor
S1. Nevertheless, as for specimen 1, the x-direction is
defined as the length direction of the CFRP plate; as
for specimen 2, the y-direction is defined as the direc-
tion of the stiffener.

Afterward, in order to assess the estimated impact
locations, the location error evaluated is defined in
equations (25)—(27), which is expressed as the distance
from the calculated impact location to the actual impact
location

AX =Xcal — Xact (25)
Ay:ycal — Yact (26)
L, =/ Ax?+ Ay? (27)

The average positioning error ratio (APER) e, still
needs to be defined as

e :liéxm% (28)
PUN &=
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Figure 17. Location estimation errors for unknown impact
events on: (a) specimen | and (b) specimen 2.

where I; is referred to the interval between the laid
Sensors.

Through a series of impact verification tests on spe-
cimen 1 and 2, generally the average location errors are
mostly in the range of 10.3% and 11.8% of the corre-
sponding sensor interval mounted, respectively, which
are shown in Figure 17.

Impact identifications and error evaluations

Typical impact identification tests were performed to
validate the force-reconstruction function module for
various composite structure configurations. However,
various IR function matrix networks for various types
of composite structures (as specimen 1 and 2) were
obtained firstly from two different approaches, which
are that the one utilizes the simulated output data from
the built FE models and the other one adopts the out-
put data from a series of corresponding impact train-
ing. Hence, using the various IRF matrix networks
found, the procedure of force reconstructions is imple-
mented easily for unforeseen impacts on various types
of composite structures.

The simulated results of force reconstructions on the
different composite structures are shown in Figures 18
and 19. In order to interpret the universal performance
of the EIMI technique, some representative impact
cases were selected. For specimen 1, the impact location
FR1 was selected due to the consideration of boundary
performance validation for the EIMI technique, and
the impact location FR2 was selected due to the consid-
eration of generality performance validation for the
EIMI technique. As well, for specimen 2, the impact
locations of A, B, and C were selected to, respectively,
verify anti-sensitivity capability, anti-inhomogeneous
capability, and generality capability of the EIMI tech-
nique due to the composite structure with varying
structural properties. The chosen impact locations on
specimens 1 and 2 are all illustrated in Figures 18 and
19, separately. As for specimen 2, the impact position

A is located at the vertical top of a specific sensor; the
impact position B is located at an arbitrary point in the
stiffened region; and the impact position C is located at
an arbitrary point in the right bay region.

With the calculated IRF matrix networks, the recon-
struction results match well with the actual force signals
recorded in terms of maximum amplitude, force dura-
tion, and impulse. Furthermore, in order to assess the
accuracies of the reconstructed forces, the relative aver-
age errors e, corresponding to the above three para-
meters are needed for comparison, where the relative
average error is defined as

X100%

e, = n=1,2, ...

1 i calculated value — actual value
T n4
i=1

actual value

(29)

To indicate the efficacy of the EIMI technique repre-
sentatively, the evaluation results for unknown impacts
of FR1 and FR2 on specimen 1 are only presented in
Table 1. Meanwhile, in view of all of cases considered,
for force reconstructions using the IRF matrix net-
works obtained from the training response data of the
finite element method (FEM) simulations, the corre-
sponding average error of maximum amplitude is 6%,
the corresponding average error of force duration is
10.6%, and the corresponding average error of impulse
is 10.1%; and for force reconstructions using the IRF
matrix networks obtained from the training output
data of the sensor measurements, the corresponding
average error of maximum amplitude is 8%, the corre-
sponding average error of force duration is 12.8%, and
the corresponding average error of impulse is 11.3%.

Through the error evaluations and comparisons to
the two approaches, it is easy to see that the force
reconstructions using the training data from the FEM
simulation can obtain better results than the recon-
structions using the training data from the experimen-
tal measurements. However, this leads to the situation
of different errors discovered in all the impact cases,
mainly caused by several disturbed and unstable factors
that may be known or unknown, for instance, from the
constitutive property of CFRP material structure, there
are (1) the deviations of material property of a carbon
fiber prepreg lamina from the technical data sheets and
manufacturing process and (2) the inconsistency of the
structural property (e.g. stiffness) of a CFRP structure
between the FEM calculation and actual CFRP prod-
uct because of possible defects inside the real structure;
from in situ impact experimental tests, there are also
(1) accuracy of beating the training network nodes and
(2) unpredictable impact conditions acting on the struc-
tures and so on.
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Figure 18. Force reconstructions on the cantilevered composite structure.

Table I. Evaluation results for two unknown impact events of FRI and FR2.

Impact events Real Estimation by experimental data Estimation by FEM data
FRI Maximum amplitude (unit: N) 22.1083 21.7480 21.6968

Impulse (unit: N-s) 0.0704 0.0629 0.0658
FR2 Maximum amplitude (unit: N) 18.8395 18.3649 18.6815

Impulse (unit: N-s) 0.0616 0.0543 0.0582

FEM: finite element method.

Impact identifications under random vibration effects

To verify the performance of the EIMI technique
against vibration noise effects, unpredictable random
vibration disturbance conditions were added to
impact experimental tests. Then, through identifica-
tion processing using the EIMI technique, the

different results of force reconstructions are com-
pared as shown in Figure 20, where they indicate that
the impact forces are reconstructed under de-noising,
within vibration noises of signal-to-noise ratio (SNR)
of 20 and within vibration noises of SNR of 10.
Finally, the average errors of force reconstructions
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Table 2. Impact evaluation results within vibration noises of SNR = 10 and 20.

Impact events Real Estimations by de-noising Estimations within noises
SNRI10 Maximum amplitude (unit: N) 18.84 18.38 23.83

Impulse (unit: N-s) 0.0616 0.0543 0.0893
SNR20 Maximum amplitude (unit: N) 54.12 54.26 49.35

Impulse (unit: N-s) 0.1130 0.1216 0.1398

SNR: signal-to-noise ratio.

within various noise contaminations are calculated
out, which are both a little more than the results of
de-noising implementations. The different results of
impact identifications are indicated in Table 2. In
general, in the condition of original output response
signals with SNR = 20, the overall average error in
force reconstruction is approximately 5% more than
that of the de-noising implementation; in the condi-
tion of original output response signals with
SNR = 10, the overall average error in force recon-
struction is approximately 8.6% more than that of
the de-noising implementation.

Discussion

However, it is worth noting that the requirement for
the high accuracy of impact identification relies on the
determination of the network of impulse response func-
tions. However, to construct the appropriate network
of IRFs for a given structure, it is concluded from two
essential prerequisites:

1. More training data sets are indispensable in order
to build a finer network of IRFs for a composite
structure which has complex geometry and diverse
mechanical properties within the whole structure.
Therefore, to achieve this demand easily, the EIMI
technique based on FE calculation models can be
computationally fast to obtain any grid network
from a practical requirement.

2. In view of the applicability of actual engineering,
the transient dynamic responses due to impacts are
duplicable at the symmetrical locations within a
symmetric structure. But this may result in a chal-
lenge for large-scale structures if the location of
each sensor was individual due to the practical
demand. The response data from sensors may still
need to be collected even if similar regions are at
symmetrical locations in a complex structure.
Nevertheless, the FE model-based EIMI technique
can be flexible and fast to obtain the database from
structural responses and overcome completely the
above shortcoming, but also it can obtain any

required response data set easily from any complex
structure. Consequently, it could be qualified for
applying the EIMI technique to monitor in real
time any accidental impact event that causes possi-
ble damage in a large-scale aerospace composite
structure.

Conclusion

This article presents a systematic impact monitoring and
identification scheme. With the use of the smart distribu-
ted sensor networks defined, a novel real-time EIMI tech-
nique is developed to estimate the impact locations and
force histories, including the information of the force
magnitudes. In the entire automatic identification proce-
dure, a precise forward model for a given structure can be
established rapidly using the function module of the for-
ward model generator. Meanwhile, by incorporating the
dynamic state-space model, the impact forces can be
reconstructed with a small number of IR functions from
the optimal system parameters (a;, b;), calculated using
the proposed FGAE during structure system modeling,
which eliminates the need of numerous impact training
tests for constructing the network of IR functions that
cover a whole structure. Nevertheless, in impact position-
ing procedure, the initial impact locations can be esti-
mated using the developed smoothed energy distribution
method; afterward, on the basis of the results from the
initial location estimations, each impacted region made
up of four sensors can be determined. Subsequently, the
accurate location coordinates of each impact can be
updated further using the TOF-based quadrilateral sensor
network positioning method proposed. This in situ real-
time EIMI technique shows satisfactory success in pre-
dicting impact locations and estimating force histories for
various composite structure configurations and under
unpredictable vibration environments and thus verified its
capability of impact monitoring and identification in com-
plex adverse conditions. All the cases indicate that the
EIMI technique is a good basis and potential tool for
online onboard rapid diagnosis for impact monitoring of
large-scale aerospace composite structures.
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