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Abstract 

Background: Biomedical research requires collecting and analyzing sensitive 

multidimensional datasets. In recent years, the domain has shifted towards collaborative 

and multidisciplinary approaches. Simultaneously, increasing public awareness of privacy 

threats has led to high social and political pressure to prevent misuse of personal data. 

Several national and international data protection laws and regulations demand the 

separation of data that may identify patients from biomedical data used for research 

purposes. The process, in which a confidential link between both types of data is 

maintained, is commonly known as pseudonymization. Besides traditional security and 

privacy measures, pseudonymization provides additional protection for sensitive personal 

health information. 

Objective: Legal requirements and regulatory recommendations cannot function as a blue-

print for implementing pseudonymization. Existing concepts for pseudonymization often 

do not sufficiently cover details on implementation. As a result, most pseudonymization 

solutions have been developed empirically, lacking a systematic methodology regarding a 

risk and threat analysis as well as technical design and implementation. The aim of this 

work is to provide the groundwork for such a methodology and, in addition, to provide a 

basis for the comparison of existing solutions. Finally, this work aims at simplifying future 

developments, by describing core requirements for a reference architecture and 

implementation options for generic solutions.  

Methods: In this thesis, we examine existing pseudonymization concepts and extract basic 

requirements for managing pseudonymized data and define a reference architecture 

fulfilling these requirements. In addition, we describe security and privacy requirements 

for identified or known threats. Secondly, we systematically model the design space of 

countermeasures for enforcing these requirements.  

Results: We identified core requirements and developed a generic solution that supports 

the collection and management of distributed pseudonymized data. We showed how 

different combinations of countermeasures result in different pseudonymization 

architectures with different security and privacy characteristics. Next, we presented a risk 

and threat analysis for our approach and show which countermeasures were used to guard 

against identified threats. Our approach has been successfully used to implement a 
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national and an international rare disease network where data about more than 1400 

individuals has been collected to date. 

Conclusions: This work provides a first step towards a model for pseudonymity in 

biomedical research. The formal definition of requirements, especially for security and 

privacy as described in this thesis should become a fundamental basis for designing secure 

and privacy-preserving research data management systems. 
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1 Introduction 

1.1 Background 

Collaborative data collection and data sharing are crucial to biomedical research. Examples 

are international projects which aim at making data available to research communities 

[00a] or to help to create better access to large datasets [PeOm13]. While collaborative 

research is growing fast a series of publications has shown relevant privacy1 threats2 in this 

context [ACCH13, ApJo10, Mali05]. Well-known regulations which address these aspects 

are the General Data Protection Regulation (GDPR) of the European Union [Jour16], 

national regulations for adaptation of GDPR, e.g., [Fede17] and the European 

Recommendation on Research on Biological Materials of Human Origin [Coun06] as well as 

in the US the HIPAA Privacy Rule [Usde13]. Data protection and privacy-preserving access 

to data have become topics of relevance not only for data but also for biomaterial [00b, 

PKLK15, Publ00, WKWS11].  

As longitudinal data collection is required, demographic and nominal data must be stored 

to allow recognizing individuals during follow-up visits. After the collection of data, the next 

phase consists of allowing other researchers to get an overview over available data for the 

purpose of sharing and collaboration. For this provision of access, public databases and 

catalogs providing read-only views with metadata about the available microdata are 

important resources [PKLK15]. Examples include NCBI’s database of Genotypes and 

Phenotypes (dbGaP) [MFJK07], the BBMRI catalog [WKWS11], BBMRI ERIC [OTBD15] or the 

Danish National Biobank [Niel12]. When researchers have identified data of interest, they 

                                                      

 

1 “the right of […] a person […] to determine the degree to which it [...] is willing to share its personal 
information with others” [Shir07]. 
2 “[a]ny circumstance or event with the potential to adversely impact organizational operations (including 
mission, functions, image, or reputation), organizational assets, or individuals through an information system 
via unauthorized access, destruction, disclosure, modification of information, and/or denial of service. […]” 
[Nist06]. 
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request permission for accessing the original dataset. If access is granted, the data is 

released and shared with the researcher for further processing under certain restrictions 

to which a researcher needs to agree. Here, a system must provide read-only access to a 

representation of the individual-level microdata that is sufficiently detailed to perform the 

desired analyses. This phase is often supported by the same systems as the previous phase. 

Finally, the data is integrated, cleaned and analyzed [PKLK15].  

In all the systems utilized in these phases, special techniques are employed to ensure 

confidentiality3. The use of protected network communication, strong authentication, role-

based access control are popular means to ensure confidentiality by preventing 

unauthorized access by attackers4. Further mechanisms that can be applied on top of the 

measures mentioned, are measures against privacy risks5. These measures are de-

identification and anonymization. Both methods aim at removing or altering potential 

identifiers. We will not go into further details regarding anonymization or de-identification 

for it exceeds the scope of this thesis.  

As stated in ISO/TS 25237, anonymization is a measure to irreversibly “remov[e] the 

association between the identifying data set and the data subject6” [Inte00], in order to 

avoid re-identification of individuals by attackers [PKLK15]. In the remainder of this work, 

we will use the well-known terminology defined by the ITU [Itut10]. According to their 

Recommendation X.1252, each (digital or real-world) entity has a set of characterizing 

attributes7. Each set of attributes whose values allow for recognizing an entity in a specific 

                                                      

 

3 “property that information is not made available or disclosed to unauthorized individuals, entities, or 
processes” [Isoi09]. If data about individuals is collected and privacy has to be guaranteed, this requires 
ensuring confidentiality. 
4 “Any kind of malicious activity that attempts to collect, disrupt, deny, degrade, or destroy information 
system resources or the information itself” [Syst10]. 
5 “[…] the potential impact of a threat and the likelihood of that threat occurring.” [Nist06]. We note that to 
measure risk is often a significant challenge, and different methodologies exist. In practice, risks prevented 
and risks remaining need to be contrasted with the costs of measures, and a balance should be sought 
[Nist12]. 
6 “[…] an identified natural person or a natural person […] who can be identified, directly or indirectly 
[…]”[Jour16]. 
7 „Information bound to an entity that specifies a characteristic of the entity“ [Itut10]. 



 

Introduction 

 

R. Lautenschläger - Pseudonymization in Biomedical Research (2018)                         14 / 134 

 

context is called identifier8. The process of recognizing an entity is called identification9. 

Recognizing an entity means distinguishing it from others [Itut10, PKLK15]. An entity can 

have multiple identifiers in the same context as well as different identifiers in different 

contexts [Itut10]. The entities for which breaches of privacy must be prevented in 

biomedical research are individuals [PKLK15]. In this context, for a definition of 

identification, we refer to it as the “process of recognizing an entity by contextual 

characteristics” [Itut10]. 

1.1.1 Pseudonymization in Biomedical Research 

While anonymous data are not considered personal data in a regulatory sense, 

pseudonymous data remain personal data [Jour16]. Patient privacy would be best served 

if all research data were anonymous but there is often the need for follow-up and also the 

need to combine data from different sources as well as tracing back to patient (e.g. when 

new cure for a disease is available). This means that the link to a patient’s identity may not 

be destroyed. This leads to an alias or pseudonym10 which is used to hide a patient’s true 

identity, as long as the data resides in research environments [PKLK15]. 

Pseudonymity or pseudonymization in biomedical research describes the separation of 

directly identifying data from genotypic and phenotypic data. Pfitzmann describes 

pseudonymity as “the use of pseudonyms as identifiers” [PfHa10]. There is a distinction 

between irreversible and reversible pseudonymity: In this work, we will focus on the latter. 

A pseudonym is a special type of identifier for which the link to the corresponding entity11 

is kept confidential, e.g., by protecting the mapping relation [Itut10]. A newly assigned 

name of an individual assumed for a specific purpose is a typical example of a pseudonym 

[Room10]. In biomedicine, alphanumerical pseudonyms are often employed as identifiers 

                                                      

 

8 “One or more attributes used to identify an entity within a context” [Itut10]. Identifiers can be open or secret 
[Itut10]. The latter means that the binding to the corresponding entity is kept confidential in a specific 
context. Moreover, the visibility of identifiers can differ between contexts. Keeping it invisible means that it 
will not be shown to users [WiJo91]. 
9 The process of recognizing an entity by a subset of its characterizing attributes [Itut10]. The subset is called 
identifier [Itut10] and the characterizing attributes that can cause harm are called sensitive attributes. 
Recognizing an entity also implies distinguishing it from others [Itut10]. 
10 “An identifier whose binding to an entity is not known or is known to only a limited extent, within the 
context in which it is used” [Itut10]. We note that this means that a pseudonym is a secret identifier. Further 
definitions exist, e.g., [Inte00]. 
11 „Something that has separate and distinct existence […]“ [Itut10]. 
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instead of real names for data protection [Inte00]. This is consistent with Pfitzmann where 

a pseudonym is “an identifier of a subject other than one of the subject’s real names” 

[PfHa10]. 

Pseudonymization adds an additional layer of protection for person-related data. It has 

been implemented in many projects (e.g. by the UK Biobank [Ukbi07], the Icelandic biobank 

run by deCode Genetics [HaGS03] and the German National Cohort [00c]) and it has 

become an important security measure required by laws and regulations. The term 

“separation” plays a central role in various definitions and regulations. The General Data 

Protection Regulation of the Council of the European Union data can no longer be 

attributed to a specific data subject without the use of additional information, provided 

that such additional information is kept separately defines: “data can no longer be 

attributed to a specific data subject without the use of additional information, provided 

that such additional information is kept separately”, and in the German Federal Data 

Protection Act [Fede09]: “characteristics enabling information concerning personal or 

material circumstances to be attributed to an identified or identifiable individual shall be 

stored separately”. The Italian Personal data protection code sates: “identification data 

shall be stored separately from all other data“ [Repu03]. There are, however, different 

definitions of pseudonymity and even synonyms for the term itself (including “coding” and 

“aliasing” [Fede09, Lowr03]). In [Garf15], pseudonymization is defined as “particular type 

of anonymization that both removes the association with a data subject and adds an 

association between a particular set of characteristics relating to the data subject and one 

or more pseudonyms.” 

ISO Technical Specification 25237 - “Health informatics - Pseudonymization” also mentions 

the mechanism of separation: “identifying and payload data shall be separated” [Inte00]. 

Separation is a popular method in the related literature but there is no description of the 

data which is to separate. In order to separate data, one needs a minimum of two data 

sinks. ISO TS 25237 refers to one data sink as “data enabling the attribution […] to an 

identified or identifiable data subject”. ISO TS 25237 calls the second data sink “other data” 

or “payload data” [Inte00][LKPK15]. These high-level descriptions make it difficult to 

distinguish between data or attributes belonging to one or the other sink. ISO 25237 and 

Pommerening et al. [PDHG14] have addressed but not completely clarified this [PKLK15]. 

Pseudonymity is of high relevance for biomedical research, and it has been implemented 

in a series of projects. We will show that current concepts lack a basic requirement analysis 
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and a sound model. We will have a look at the deficits and then present first steps towards 

such a model [PKLK15]. 

1.1.2 Disease Networks 

The analysis of phenotype-genotype relations improves the understanding of diseases and 

supports personalized diagnostics and therapeutic efforts in medicine. Detailed medical 

follow-up data, solid numbers of patients as well as annotated specimens are essential for 

analyses. To increase the knowledge on diseases, recruitment of patients using pre-defined 

inclusion and exclusion criteria are crucial as well as networking. In Europe there are a large 

number of projects funded by European Commission FP7-Health Work Programme 

[Euro12] dealing with disease networks.  

These networks can be categorized into medical research networks like large disease-

oriented networks (e.g. for HIV, Diabetes, etc.), centers for common diseases like 

neurodegenerative or cardiovascular and networks for rare diseases. Most of which are 

national multi-site networks containing data from thousands of individuals. Their goal is to 

improve care for patients and improving the understanding of certain diseases. Disease 

network systems are highly specialized with regards to design and workflow. They focus on 

specific needs of research and comprise data from different domains (e.g. identification 

data, clinical data and biospecimen data). Data entry and re-use has to be performed 

according to the needs of a specific research group. Security and privacy of patient data 

must be guaranteed as well as laws and regulations for research data must be adhered 

[Fkoh10]. 

Several national and international research networks collect identifying data of participants 

and associated biomedical data. These data are separated into different pools, potentially 

combined with specifications of valid data flows and further implementation constraints. 

The German organization “Technology, Methods, and Infrastructure” (TMF) has developed 

a generic data protection concept [PDHG14] which serves as quasi-standard for German 

research networks that are affected by these regulations [PKLK15]. 
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1.2 Problem Statement12 

“Pseudonymization can be seen as a multi-step process: Firstly, data is separated from each 

other to prevent re-identification. Secondly, it is distributed amongst different data stores, 

which must be protected from unauthorized access” [PKLK15]. In the related literature, we 

discovered the following problems: 

Problem 1: No comprehensive analysis of requirements is available for the development of 

pseudonymized data management systems. Therefore the approach of designing and 

developing pseudonymization concepts has been of an empirical nature. Measures were 

introduced which should increase security. That way, “double coding” or “double 

pseudonymity” has been introduced. The term has been used with different meanings, and 

it is not completely clear at which process steps and to what entities or data it should be 

applied. Neither the concept nor its use is sufficiently understood. 

Problem 2: Only rudimentary threat and risk analyses have been carried out for previous 

approaches, covering only single aspects of proposed architectures. There is no guideline 

for assessing threats and risks in the context of pseudonymized data management in a 

comprehensive manner. 

Problem 3: Neither commonly accepted concepts nor evidence exist to guide the 

protection of (separate) data repositories. Most solutions distribute data amongst different 

backend servers, but concrete implementations differ. Some approaches additionally use 

encryption, others introduce operationally and legally separated storage providers. 

Problem 4: The question, which of the measures applied are effective and which properties 

they have in terms of complexity of implementation and performance impact, has not yet 

been answered systematically. 

                                                      

 

12 Parts of this chapter have been published in [PKLK15] 
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1.3 Contributions 

We consider the contributions of this work as first steps towards a model for 

pseudonymization approaches with stringent privacy guarantees implemented with 

comparable and well-defined security techniques. The contributions in detail are as 

follows: 

Requirements on Pseudonymized Data Management 

We describe requirements on pseudonymized data management for a common and typical 

use case: collaborative electronic collection of biomedical research data and further 

payload data, such as annotations of biosamples. The data themselves may be 

heterogeneous (structured and unstructured text, images, “omics” data). We will focus on 

separation and on the management of pseudonyms, and we will restrict the view on data 

to structured forms as a core element. We derived these requirements from two 

pseudonymization models ([Inte00, PDHG14] and an overview of standard requirements 

for GCP-compliant data management in multinational trials [OKCL11]). 

Reference Architecture for Pseudonymized Data Management  

For the development of our framework, we will use our description of fundamental 

requirements and then present a high-level architecture of a system that fulfills these 

requirements. Next, we will provide an overview and a comparison of different technical 

options for implementing this architecture. Finally, we present a comprehensive 

implementation framework for pseudonymized data management and show its feasibility 

by describing how a national [BGLK12] and an international [KLKB12] research network 

have been implemented. We consider the methods presented here technical blueprints, 

which can be used to implement different pseudonymization schemes. 

Risk and Threat Analysis for the Reference Architecture  

For our reference architecture, we performed a thorough risk and threat analysis according 

to the STRIDE/LINDDUN methodology [DWSP11, MHLO14]. We were herby able to 

systematically model threats and assess associated risks. Furthermore, we identified 
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countermeasures13 to mitigate the risks. Regarding the related work on pseudonymization 

concepts and solutions, we are the first to present a sound and comprehensive threat and 

risk analysis for our solution. 

 

                                                      

 

13 “Actions, devices, procedures, or techniques that meet or oppose (i.e., counters) a threat, a vulnerability, 
or an attack by eliminating or preventing it, by minimizing the harm it can cause, or by discovering and 
reporting it so that corrective action can be taken” [Syst10]. 
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2 Requirements on Pseudonymized Data 

Management14 

From a functional perspective the basic idea of biomedical research data collection is to 

provide a system for capturing and managing research data. Data needs to be managed for 

physical entities, like patients and biosamples, and also for events like encounters. 

Encounters are typically managed as electronic case report forms. Slightly simplified, such 

a system only needs to manage one logical type of entity: documents describing instances 

of a specific physical entity or event. Additionally, the relationships between the entities 

must be managed, typically in a tree-like structure. Different physical entities are 

represented by different types of logical documents. Often the entity real-world “subject” 

(person, biosample) is modelled explicitly because it represents the root element of a 

document structure. The document associated with an instance of this entity contains a 

subject’s master data. The basic idea of any pseudonymization concept aims at distributing 

documents across databases depending on their type (i.e. the entity or type of entity 

described by them). In order to gain solid numbers for statistical analyses, studies often 

have to be set up in a multicentric manner. Depending on the nature of a study, solid 

numbers in terms of patients are only achievable by cooperation and networking. Medical 

research tends to be increasingly organized as research associations, mostly with a highly 

disease specific focus [PDHG14]. Pommerening names in [PDHG14] the following scenarios 

for data collection in medical research databases: 

o Establishment of new diagnostic and therapeutic options 

o Standardization and optimization of treatment 

o Forming new hypotheses as a basis for controlled clinical trials 

o Analyses of genetic causes of diseases 

o Identification of precautionary measures 

o Exploration of psychosocial consequences of diseases 

o Recruitment of eligible patients for studies or trials 

                                                      

 

14 Parts of this chapter were published in [LKPK15] and [Fkoh10]. 
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2.1 Methods 

In order to get a conceptual basis, we have started our work with an analysis of two 

comprehensive concepts that are most cited in the relevant literature in the context of this 

work ([Inte00, PDHG14]). While ISO/TS 25237 [Inte00] is an international standard by 

definition, [PDHG14] is being considered a guideline which integrates a set of quasi-

standard requirements and best practices in Germany. From these two sources, we 

compiled a set of fundamental requirements for pseudonymized data management. 

Functional requirements were taken from related work on electronic data capturing 

systems and complemented with results from our own analyses15. Ohmann et al. presented 

in [OKCL11] a list of requirements, that were identified in several national and international 

standards and publications in order to define standard requirements for GCP-compliant 

data management in multinational clinical trials. As a basis for this list, the following 

publications are important: ISO 27001 Information Security Management Specification 

[Iso16], EU Directive for the implementation of GCP 2001/ 20/EC [Euro01], EU Directive 

95/46/EC [COEC12], EU Directive 2005/28/EC [Euro05], Computerized Systems EudraLex - 

Volume 4 - Annex 11 [Euro08a], EMEA Reflection paper on expectations for electronic 

source documents used in clinical trials [Gcpi07], ECRIN deliverable D10 - GCP-compliant 

data management in multinational trials [Euro08b], Good practice for computerized 

systems in regulated GXP environments PIC/S Inspectors Guide [Phar07], Good Clinical 

Data Management Practice - Version 4 - of the Society for Clinical Data Management 

[Soci05], Data and Information Management Systems Project (DIMS) System Standards of 

UKCRC/NIHR (UK) [Is09], IT-Grundschutz - Methodology of the Bundesamt für Sicherheit in 

der Informationstechnik (BSI) [Bund08], FDA - Guidance for Industry - Computerized 

Systems Used in Clinical Trials [Fda00] and 21 CFR Part 11 [FlKe02]16. Although Ohmann et 

al. were focused on a slightly different use case, the identified requirements apply in our 

case as well. From Ohmann’s collection of requirements, we extracted those which we 

considered relevant in our context. 

 

                                                      

 

15 Parts of this section were published in [LKPK15] 
16 The list comprises a few other national publications and project results which we have not listed here. 
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2.2 Results 

In this section, we will describe a set of requirements that (1) are specified in 

pseudonymization concepts [Inte00, PDHG14] and thus define our implementation of 

pseudonymity, and, (2) result from the influence of data separation on the system in terms 

of support for our requirements. The selected requirements are broad enough, to result in 

a generic solution for different types of data. To describe the central aspect of “separation”, 

we have started by focusing on the data layer. Typically, however, information systems are 

described by further layers, comprising an application and a presentation layer [ACKM04], 

which support (and to some degree model) real-world processes [DaRK98]. We 

substructured the requirements following [OKCL11] into “data entry”, “data 

management“, “physical security”, “logical security”, “business continuity”, software 

development”, “database management”, “export” and “reporting” requirements. In 

[LKPK15], we identified the following roles in our system: 

o Physician: Responsible for examination and treatment of a patient as well as data 

entry. 

o Nurse: Member of the physician’s team, responsible for data entry.  

o Researcher: Performs research using provided data or biomaterial. Responsible for 

feedback to physician about results of analyses on data or biomaterial.  

o Lab personnel: Member of a researcher’s team. Responsible for feedback to 

physician about results of analyses on data or biomaterial. 

o Data manager: Responsible for access rights assignment, quality assurance and 

quality control of patient data entries and query management. 

o Study nurse: Responsible for quality assurance and quality control of patient data 

entry and query management. 

o Server administrator: Responsible for administration of servers. 

o Application administrator: Responsible for administration of clinical data 

management application. 

o Software developer: Responsible for development and maintenance of clinical data 

management application. 

o Data protection officer: Responsible for control of security infrastructure, user 

trainings and user information. 
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2.2.1 Data Entry Requirements 

The following requirements apply to the roles physician, study nurse and lab personnel, as 

described in [LKPK15]. They represent the users of the system that perform remote data 

entry. 

Table 1. Data entry requirements 

Req.ID Requirement Description 

DER-1 Data collection The system shall support collection of research data and metadata about associated entities in 

electronic forms or documents (eCRFs). [ASWS08, Fkoh10, JAHC09, MOFH12, OKCL11]. 

DER-2 Data structuring The system shall maintain links between electronic forms or documents (eCRFs) [ASWS08, 

Fkoh10, JAHC09, MOFH12, OKCL11]. 

DER-3 Follow-up The system shall provide follow-up data entry. In scenarios with follow-up data collection 

additional information about a patient or proband needs to be entered [ASWS08, Inte00, 

PDHG14]. 

DER-4 Integrated view The system shall support integrated views of different forms or documents between which an 

association exists [BBHP15, KLKB12, MOFH12]. 

DER-5 Data quality and 

validation checks 

The system should support checks for validation of eCRF data entry [ASWS08, OKCL11]. 

DER-6 User friendliness of 

eCRFs 

eCRFs shall follow consistent design principles and shall have simple and clear instructions 

[ASWS08, OKCL11]. 

DER-7 Standard web 

browser client 

The system shall not need any additional client software installation apart from a standard web 

browser [Fkoh10]. 

2.2.2 Data Management Requirements 

The following requirements apply to the roles data manager, physician, study nurse and 

lab personnel. These roles perform management of single entries of a user‘s site as well as 

the management of all entries by, e.g., a data manager.  

 

Table 2. Data management requirements 

Req.ID Requirement Description 

 DMR-1 Management of 

missing eCRFs 

The System shall report missing data [OKCL11]. 
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 DMR-2 Design of eCRFs eCRF design process shall be documented and reviewed [OKCL11]. 

 DMR-3 Cross-disciplinary 

team 

The clinical data management application and eCRF design and development shall be 

performed inter-disciplinary [OKCL11]. 

 DMR-4 Standardized 

questionnaires/ 

instruments 

Standardized/validated questionnaires and scales shall be used, if possible [OKCL11]. 

 DMR-5 Integrity and 

completeness 

The system shall provide means to maintain validation of data completeness and integrity. 

[BBHP15, Fkoh10, OKCL11]. 

 DMR-6 Query creation 

and tracking 

The system shall support the creation and tracking of queries. Queries shall be supported for 

patients and for biospecimen [ASWS08, OKCL11]. 

 DMR-7 Locking of data The system shall support the locking of single and multiple data entries [PDHG14]. 

 DMR-8 Deletion of data The system shall support the deletion of single data entries [PDHG14]. 

 DMR-9 Distributed CRUD17 The system shall implement distributed create-, read-, update- and delete operations on top of 

a set of distributed databases [Inte00, PDHG14]. 

 DMR-10 Re-identification18 The system shall support the de-pseudonymization of data in order to re-identify single data 

subjects [ASWS08, Fkoh10]. 

DMR-11 Usability The system should adhere to well-established usability guidelines [Beva97]. 

DMR-12 Patients attending 

multiple sites 

The system shall support the detection and reconciliation of patients that attended multiple 

sites [Fkoh10]. 

DMR-13 Feedback of 

researchers 

The system shall provide researcher means to enter their results on data- or biomaterial 

analyses into the system [Fkoh10]. 

                                                      

 

17 The two concepts [Inte00] and [PDHG14] define pseudonymization of a dataset as a separation into subsets 
containing different types of data. The records within these subsets are stored in different locations and they 
are interlinked with identifiers. As suggested in [LKPK15] and [PKLK15] Data collection and management can 
be modeled as a set of CRUD operations on documents: (1) Create: creates a new document, (2) Read: 
provides a view of the data contained in one document or a list of other documents related to one document. 
(3) Update: provides a view of the data contained in a document while allowing updating its content. (4) 
Delete: deletes a document. The above aspects are covered by the requirement DMR-9. As a result of DMR-
9, operations on documents must be performed across different data pools. 
18 DMR-10 plays an important role in re-contacting a patient or proband based on the informed consent. To 
re-contact a patient is often a mandatory process for research networks. The network needs a patient’s 
consent in order to do this (DMR-15). Reasons for re-contacting are a reminder for a follow-up visit, the 
feedback of findings or the recruitment for other projects. Re-contacting is performed by the personal 
physician or staff [PDHG14]. 
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DMR-14 Adherence to 

patient consent 

All operations performed on the data must adhere to the patient informed consent [Inte00, 

PDHG14]. 

DMR-15 Re-contacting a 

patient 

The system shall provide means to re-contact a patient in case of relevant events. The system 

shall also remind the persons responsible for data entry, when a patient needs to be re-

contacted (e.g. reminder for yearly follow-up) [PDHG14]. 

2.2.3 Physical Security Requirements 

The following requirements are directed towards peripheral hardware devices and 

locations where the devices are operated. These requirements describe physical 

protection. 

Table 3. Physical security requirements 

Req.ID Requirement Description 

PSR-1 Physical access 

restrictions to client and 

server hardware 

Physical servers location must be in a dedicated and locked room with unescorted 

access only for specified persons [OKCL11]. 

PSR-2 Secured power supply The server’s power supply should guarded by a UPS [OKCL11]. 

PSR-3 Encryption of non-

physically secure data 

Storage of patient data should only be allowed on protected servers. Patient data 

stored on mobile devices must be encrypted [OKCL11]. 

PSR-4 Server failure - response Alerts on server failure should be sent automatically to relevant personnel [OKCL11]. 

PSR-5 Controlled environment Servers should be located in a temperature controlled environment [OKCL11]. 

PSR-6 Server room/building 

linked to response 

centers 

The server room and the building should be linked to a central response center and 

have an alarm for emergencies [OKCL11]. 

PSR-7 Hazard control - fire 

alarms 

The server room should have permanently monitored heat and smoke alarms 

[OKCL11]. 

PSR-8 Hazard control - fire 

response 

The server room should have automatic fire response [OKCL11]. 
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PSR-9 Physical separation and 

spatial distribution of 

data19 

The system shall support the hosting of data on different backends and different 

physical machines with different host names [ASWS08, PDHG14]. 

PSR-10 Separation of powers and 

duties 

Servers hosting the different backend systems must be spatially and organizationally 

separated. This includes as well different rooms and staffing for the separated 

backend servers [PDHG14]. 

2.2.4 Logical Security Requirements 

The following requirements comprise logical protection mechanisms for data and 

transmission of such as well as best practices regarding staffing and standard procedures. 

Table 4. Logical security requirements (I) 

Req.ID Requirement Description 

LSR-1 Security management 

system 

“Regular reviews of IT security systems, practices and documentation, […], should occur 

as part of an ongoing Security Management System” [OKCL11]. 

LSR-2 Commitment to data 

protection 

A data protection officer shall keep watch over relevant security policies and trainings 

[OKCL11, PDHG14]. 

LSR-3 External firewalls The system should be secured by external firewalls [ASWS08, OKCL11, PDHG14]. 

LSR-4 Encrypted 

transmission 

All data transmitted over the internet must be encrypted with state of the art encryption 

technology, e.g., TLS with server certificates, SHA-256 encryption for files [ASWS08, 

OKCL11, PDHG14].  

LSR-5 Server admin role A servers admin role should be in place with appropriate password protection and only 

limited to certain individuals [OKCL11].  

LSR-6 Admin password 

management 

The administrator password should comply to password policies and have an off-site 

emergency backup [OKCL11]. 

LSR-7 Server maintenance “Necessary patches and updates should be identified and applied in a timely but safe 

manner to: the operating system, anti-malware systems, backup systems and major apps 

(e.g. Clinical DBMSs, Web servers, Remote Access systems, etc.)” [OKCL11]. 

LSR-8 Commitment to 

information security 

The unit and/or parent organization should be committed to information security and 

advocate for according policies, trainings and dedicated roles [OKCL11, PDHG14] 

LSR-9 Internal firewalls The system should be protected by internal firewalls [OKCL11]. 

                                                      

 

19 The hosting of different backends on different physical machines with different host names is summarized 
in PSR-9 “physical separation and spatial distribution of data”. 
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LSR-10 Security testing Frequent security testing should be conducted and documented [OKCL11]. 

LSR-11 Intrusion detection 

with traffic monitoring 

Traffic should be monitored and suspicious behavior and/or anomalies identified and 

investigated [OKCL11]. 

LSR-12 Logical access 

procedures 

Standard operating procedures with policies for access control should be in place 

[OKCL11]. 

LSR-13 Access control 

management 

Access should be differentiated and managed using role-based access control 

mechanisms [ASWS08, OKCL11, PDHG14]. 

LSR-14 Granularity of access Access control granularity should comply with the Need-to-Know Principle [Fkoh10, 

OKCL11, PDHG14]. 

Table 5. Logical security requirements (II) 

Req.ID Requirement Description 

LSR-15 Password 

management 

Password management policies should be in place for all users [OKCL11]. 

LSR-16 Desktop lockout Desktop logins should perform an automatic logout and/or specified shut down period 

[ASWS08, OKCL11]. 

LSR-17 Review of data and 

system access rights 

“Access rights […] should be regularly reviewed, changes to access requested and actioned 

according to defined procedures, by designated individuals, with records kept of all rights, 

when granted, why and by whom.” [OKCL11]. 

LSR-18 Data security All authorized personnel involved will keep data secure and confidential at all times 

[OKCL11, PDHG14]. 

LSR-19 System security Data shall only be accessible to authorized individuals [OKCL11]. 

LSR-20 Client-side re-

combination20 

Systems need to be designed in a way that the reconstruction of the logical global dataset 

can only be performed at the client-side to reduce the number of attack vectors [PDHG14]. 

LSR-21 Confidentiality of 

internal identifiers 

Clients must not be able to learn the pseudonymous identifiers used in the distributed 

databases. Pseudonymized datasets may only be joined by authorized users [PDHG14]. 

                                                      

 

20 Pommerening et al. [PDHG14] added the requirements LSR-20 and LSR-21 on application-layer. LSR-20 
describes the client-side re-combination of the logical global dataset to reduce the number of attack vectors. 
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LSR-22 Two-tier 

pseudonymization21 

The system shall provide support for two-tier pseudonymization, implemented with an 

additional mapping service [Inte00, PDHG14].  

LSR-23 Restriction of data 

access 

The system shall support a site-based view where a physician and staff have access 

restricted to data of their site. The system shall support researchers having access restricted 

to data concerning biospecimen. Furthermore, the system shall support data managers 

having access to patients medical data without having access to identification data [OKCL11, 

PDHG14]. 

LSR-24 Logging procedures Every request to a system must be logged in a separate file [ASWS08, OKCL11, PDHG14]. 

2.2.5 Business Continuity Requirements 

In case the system should be unreachable to its users, a Business Continuity plan should 

assure established procedures for restoring the system to its last working point and 

comprise offline procedures to maintain business continuity. 

Table 6. Business continuity requirements 

Req.ID Requirement Description 

BCR-1 Business continuity 

Plan 

A plan for Business Continuity should exist in case of emergency [OKCL11].  

BCR-2 Backup policies Backup policies and procedures for restoring and testing must exist [OKCL11]. 

BCR-3 Backup frequency Backups must be made at a specified frequency that ensures minimal loss in case of emergency 

[ASWS08, OKCL11]. 

BCR-4 Backup storage Backups should be stored fire proof [ASWS08, OKCL11]. 

BCR-5 Off-site archiving Backups should be also stored off-site [OKCL11]. 

BCR-6 Back up - 

environment 

“The server / DBA environment (groups, log-ins, jobs etc.) should be captured and restorable” 

[OKCL11]. 

BCR-7 Maintainability The system should allow for centralized installation and maintenance [Fkoh10, MOFH12]. 

BCR-8 Virtualization The system should be hosted on virtual servers [LKPK15]. 

                                                      

 

21 Our aim is to provide a generic solution and both pseudonymization concepts require two-tier 
pseudonymity (LSR-22) when some types of data are involved (e.g. links to biospecimen). Therefore, a generic 
system needs to implement two-tier pseudonymization, which must be realized with an additional mapping 
service. 
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2.2.6 Software Development Requirements 

The software development requirements are not in the scope of this work. We therefore 

picked only the most important in our context. For a comprehensive list of software 

development requirements, we refer to Ohmann et al. [OKCL11]. 

 

Table 7. Software development requirements 

Req.ID Requirement Description 

SDR-1 Documentation of 

in-house software 

Software documentation should adhere to state-of-the-art guidelines and best practices 

[OKCL11]. 

SDR-2 Open-source 

software 

The system shall be developed using open-source software components to avoid license costs 

and software sharing as well as restrictions on publication [Fkoh10]. 

2.2.7 Database Management System Requirements 

The following requirements apply to database management systems and represent only 

the most important ones in our scenario. For a comprehensive list of database 

management system requirements, we refer to Ohmann et al. [OKCL11]. 

Table 8. Database management system requirements 

Req.ID Requirement Description 

DBR-1 Development and production 

Instances 

The system offers a development and production environment [ASWS08, OKCL11]. 

DBR-2 Audit trail All transactions to the database are recorded in an audit trail [ASWS08, OKCL11]. 

2.2.8 Export and Reporting Requirements 

Export and reporting are common functionalities in the context of our solution. There is a 

huge demand for exports and reports on a regular basis for quality assurance and project 

management purposes. For a comprehensive list of export and reporting requirements, we 

refer to Ohmann et al. [OKCL11]. 
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Table 9. Export and reporting requirements 

Req.ID Requirement Description 

DBR-1 Report access 

control 

Access control mechanism should guard access to reports [OKCL11]. 

DBR-2 Single subject data 

export 

The system should support “to examine and export a full record of a single subject’s data 

(excluding personal identifying data)” [OKCL11]. 

DBR-3 Standard reports Standard reports should be available to authorized personnel [ASWS08, OKCL11]. 

DBR-4 Data export 

procedures 

Standard operating procedures as well as dedicated policies for exporting data should exist 

[OKCL11]. 

DBR-5 Purpose recorded All data transfers and purpose of transfer should be documented and recorded [OKCL11]. 

DBR-6 Assuring security Data Use Agreements must be in place that cover aspects of maintaining protection of 

transferred data [OKCL11][LKPK15]. 
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2.3 Discussion 

2.3.1 Principal Results 

As users interact with the system on presentation layer, these requirements also relate to 

our functional requirements. Re-identification (DMR-10) is a core element related to 

(reversible) pseudonymity. On the real-world level, re-identification means revealing the 

hidden identity of a subject. For re-identification the separation between identifying data 

and payload data needs to be reversed (at least on the presentation layer). There are 

several activities of data management which require re-identification. Also, in the context 

of follow-up data collection re-identification must be performed in order to retrieve the 

corresponding dataset. The requirement DMR-10 is implied by functional requirement 

DER-4 (Integrated view).  

The system should adhere to well-established usability guidelines (DMR-11). While often 

technical details of solutions are not described in publications, there are reports on systems 

in which the linkage of different data subsets must be performed manually, i.e., by copying 

and pasting an identifier displayed by the interface of one application into the interface of 

another application [LaBÜ15]. This process is time-consuming and error-prone [GoNT08]. 

Furthermore, implementing a consistent user interface for several distributed systems 

while ensuring a continuous workflow means that there should be no need for users to 

separately authenticate on the multiple systems involved. 

Data separation will ultimately lead to more complex system architectures which in turn 

may be more difficult to maintain. We have therefore added (BCR-7) “maintainability”. 

Supporting a large set of users that are distributed geographically requires methods for 

centralized installation and maintenance. Integration into enterprise security architectures 

of clinical or research facilities will bring up challenges like institutional firewalls or software 

installation policies. Furthermore, as pseudonymization architectures consist of several 

servers where the sub-components are deployed, there is also a strong emphasis on 

maintainability. 

As basic requirements we identified the support of longitudinal studies (follow-up, DER-3), 

the identification of patients moving between study centers (DMR-12), the patient 

information in case of relevant events (DMR-10). Furthermore, the regional and national 

collection, storage, management of identification data, clinical data, specimen- and image 

associated data. Web-based structured forms are needed for data entry (DER-1). Any 
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installation of additional client software should be avoided to assure platform 

independence, little maintenance effort and broad availability (DER-9). The integration in 

enterprise security architectures has constraints like company firewalls, software 

installation policies. Access rights are based on informed consent (IC), institutional review 

boards (IRB) and country-specific laws and regulations. The specific research workflow from 

patient admission to release must be supported and system must reflect the permissions 

given by a patient through informed consent. In case of a revocation of consent by the 

patient, there has to be a way of data-deletion or anonymization (DMR-8). Patients always 

have right to withdraw their consent. This includes that a research alliance may lose the 

right to store, process or use the data provided by the patient. It depends on the patient’s 

consent what exactly needs to happen in case of consent revocation. The data may be 

locked, anonymized or deleted (DMR-7, DMR-8) [PDHG14]. The system has to keep 

protocol of all data accesses and modification operations to assure confidentiality and 

integrity (DBR-2).  

As required by PSR-9 and PSR-10 a pseudonymization process for data and specimen must 

be in place. In addition, data must be separated spatial and organizational. The re-labeling 

of specimen-tubes in the collection phase should be avoided, because it is likely to cause 

mistakes. Furthermore the security of patient data is related to consent and IP aspects. A 

role based access control (RBAC) is needed to support roles like physician, researcher and 

lab personnel with different rights and permissions (LSR-23). Site-based views should 

ensure that only the personal physician and authorized team-members can access 

identification data of patients (e.g. names, addresses) (LSR-23). Reliability, robustness, 

performance and user-friendliness are important features that are obligatory (DER-8, BCR-

7). It is important to make the software available to other workgroups or networks 

therefore it should be scalable, extensible and a generic, re-usable solution without license 

costs (SDR-2). 

According to [PDHG14] the handling of sensitive medical data in a research network 

requires a carefully designed role-based access control mechanism. It needs to be 

structured along the “nee-to-know” principle. The basis for access control is formalized in 

the study protocol of a research alliance. Access rights are assigned to roles, and roles in 

turn are assigned to user accounts. The person that assigns these access rights to roles and 

the latter to a user’s account is the data manager (LSR-13, LSR-14). 

The collection of data is an error prone process. Data are often incomplete, have typos, 

were collected for another purpose or have deviations in coding. Quality assurance 
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processes must be in place that data are prepared in a way that they are consistent with 

the required format and specification (DMR-5, DER-5). Data can be sanitized at data entry, 

e.g., they may be checked for completeness and plausibility depending on the EDC system 

used. In case of doubt or inconsistencies the data source is requested for a revision of the 

entry (source data verification) [PDHG14]. 

 

Reporting of data is an important functionality for statistical analyses. The data manager 

can generate simple reports for quality assurance, benchmarking and formulation of 

hypotheses (ER-3). These reports need to conform with data minimization and should be 

anonymous [PDHG14].  

The sharing of data with researcher represents the final step of a research network’s 

purpose. Data may be shared with other research projects or be reconciled with other 

cohorts or data pools. The sharing of data is also subject to a patient’s informed consent 

and needs as well to be conforming data minimization. Data are shared in form of an 

exported dataset according to the researcher’s need (ER-4) [PDHG14]. 

The risk or unauthorized re-identification must be minimized. Therefore, the principle of 

separation of powers and duties is in place (PSR-9). This includes the physical separation of 

data as well (PSR-10). It results in a combination of technical and organizational protection 

measures. The technical measures, e.g., access control, encryption and logging procedures 

(LSR-24) are supplemented by additional organizational measures, e.g., standard operating 

procedures, clearly defined responsibilities and four-eyes-principle. Data transmission shall 

always be encrypted with state of the art encryption (LSR-4) [PDHG14].  

2.3.2 Comparison with Prior Work 

In [PKLK15], [Fkoh10] and [LKPK15] we systematically examined the requirements on 

pseudonymized data management, which represent the cornerstone of this work. Bialke et 

al. present in [BBHP15] a short overview of functional and non-functional requirements of 

their system. The requirements presented by Angelow et al. in [ASWS08] address central 

security issues. They were set up for a central biosample and data management solution. 

However, it is only a short overview over important security requirements, lacking central 

considerations regarding the characteristics of pseudonymization. The most elaborate 

approach is the work by Ohmann et al. [OKCL11], although it has a different focus. Since 

our system does not need to be GCP-compliant, many of the formulated requirements do 
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not apply in our case. It still represents a comprehensive overview for the intended use 

case.  

2.3.3 Limitations 

We left out requirements that are specific to clinical trial management systems, because 

our system does not require to be GCP compliant. Furthermore, we did not perform a 

prioritization of requirements. Our selection of requirements represents the very essence 

of our system’s functionalities and workflows. Therefore all are requirements mandatory 

and as a result, they need to be implemented.  

There are many articles that focus on application-level aspects of pseudonymization and 

do not describe technical details about the information systems that manage these data 

and implement the described processes [ClMM03, IvGr96, MaSc12, MoCM03, NoLL07, 

WyMi03]. Some articles on pseudonymized data management focus on different real-world 

applications than this thesis. This results in other functional requirements. An important 

group consists of approaches in which re-identification is only supported as an exceptional 

procedure [HeKN11, Iaco07, KSMM05]. Articles on pseudonymization in which patients 

control access to their data (e.g. via smart cards [NeHe11, RiGN08]) were not examined 

here.  

2.3.4 Conclusions 

We have presented the first comprehensive overview of requirements for medical research 

networks. This should serves as a basis for the design of a reference architecture and 

ultimately for the development of a generic solution for pseudonymized data management. 

Both will be presented in the next chapter. 
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3 A Reference Architecture for 

Pseudonymized Data Management22 

Pseudonymization is most important during data collection and management phase as it 

allows mitigating identifiability threats while enabling the management of individual-level 

microdata and supporting all required operations. Furthermore, pseudonymization 

techniques support longitudinal studies, which require the ability to re-identify a subject 

during a follow-up visit. Additionally research systems require the ability to re-associate the 

collected medical data to identifying data, e.g., in case of adverse events or new 

therapeutic options, which is also possible using pseudonymization techniques. When 

releasing data, pseudonymization can be used to separate nominal and demographic data 

from research data to derive a de-identified dataset. As pseudonymity is a reversible 

process it is of relevance when re-identification is needed for follow-up or when a disease 

is detected which may result in a direct threat to a patient or his/her environment. In 

addition, if biosamples must be returned, the use of (temporary) pseudonyms is essential 

for their management. 

In this section we describe a generic solution for implementing pseudonymized data 

management for a common and typical use case: collaborative electronic collection of 

biomedical research data and further payload data, such as metadata about associated 

entities (e.g. biospecimen). We will include pseudonymous identifiers for associated 

biospecimen. We will not go into depth concerning entities managed in biobanks, but 

present a generic solution that is based upon requirements that allow for managing a broad 

spectrum of data. Furthermore, we will not address data resulting from imaging or genetic 

analyses. We will focus on structured forms as a core element, on separation, and on the 

management of pseudonyms. This also means that we will restrict the view on data 

maintaining links to structured forms as a core element. 

We will describe a generic solution which offers a seamless integration and transparent 

access of multiple distributed data stores into a holistic information system with 

                                                      

 

22 Parts of this chapter were published in [LKPK15] and [Fkoh10]. The concerned sections are marked 
accordingly.  
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transparent user access. It was designed for an integrated management of pseudonymized 

data. The solution has successfully been used to implement international and national 

research networks and can serve as a blueprint for the development of future systems. 

 

Figure 2. Data-layer separation: examples for pseudonymized datasets23 

As separation of data is a core characteristic of pseudonymization, we illustrate it by Figure 

2, showing two different options. Here, Attr1 can be considered “identifying”, whereas 

Attr2 are “payload”. Option 1, which we call “one-tier pseudonymized” has been used in 

trials for decades, the “two-tier pseudonymized” approach is more recent and it is 

recommended by ISO 25237 [Inte00] and by Pommerening et al. [PDHG14]. According to 

the terminology of ISO 25237, attributes A, B, C are considered as “identifying” whereas D, 

E, F are considered as “payload”. Two-tier pseudonymity describes a dataset that is 

interlinked with identifiers. In two-tier pseudonymized architectures, each data sink has a 

separate namespace for identifiers. Dedicated identifiers of other namespaces are mapped 

via a mapping table or mapping service. 

We will refer to this (simplified) data-centric view of Figure 2 throughout this chapter. As 

noted above, we will focus on separation without further address the specifications of 

addressing definitions of terms like “identifying”, “quasi-identifying” or “indirectly 

identifying”24 data and “payload” [Inte00], but recommend clarification by further work. 

Pommerening et al [PDHG14] have introduced additional types of data: 1) identifying data, 

2) medical- or clinical phenotype data, 3) data associated with the management of 

biospecimens, and 4) data resulting from the analysis of biospecimens. 

                                                      

 

23 Cf. [LKPK15] 
24 Data that can identify a single person only when used together with other indirectly identifying data 
[Inte00]. 
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3.1 Methods 

Based on the identified requirements on pseudonymized data management (cf. chapter 2), 

we wanted to describe a solution for pseudonymity architectures. Therefore, the next step 

was to design a system architecture fulfilling the requirements identified. We examined 

several architectural designs and created an overview of technical options for 

implementation. With this we were able to implement a generic solution. Its feasibility has 

been demonstrated in research networks of which we will shortly describe ([BGLK12, 

KLKB12]). As regulations are not precise enough to directly provide an implementation 

guideline, we based our work on the pseudonymization concepts [Inte00, PDHG14]. Both 

do not sufficiently specify attribute types in the data pools, and both contain only 

rudimentary process descriptions, so we had to add specifications based on user 

feedback25. 

                                                      

 

25 Parts of this section were published in [LKPK15] 
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3.2 Results 

3.2.1 Architectural Options 

In [LKPK15], we have analyzed techniques for integrating distributed databases into one 

interface. In Figure 3 this design space is illustrated. In the following, we will go into detail 

regarding technologies to build modern web applications. 

Loose coupling: Describes presentation-layer integration performed by a client. Here, a 

user has to access different interfaces of separate systems in a sequential order. These 

interface can be displayed next to each other or be embedded (potentially combined with 

methods for context management such as HL7 CCOW [Hl00]). Loose coupling only supports 

a very limited handover of data between single interfaces (interface-to-interface 

communication). CRUD-Operation (create, read, update, delete) on entities need to be 

manual operations, performed on multiple interfaces of the systems over which the data 

of an entity is spread. Identifiers must also be copied manually between the systems, to 

maintain consistency. This workflow is highly error-prone and inefficient and may cause 

massive data quality issues. A user’s acceptance of such a system may also be very low due 

to the different systems involved potentially have different workflow and interaction 

design (look-and-feel) [LKPK15]. The majority of articles we found in the literature 

regarding pseudonymized data management are based on the principle of loose coupling 

[EWAG07, FaPo05] and [DDGH10]. 

 

Figure 3. Design space for distributed data management26 

Tight coupling: Describes an integrated access to several data pools (shown in Figure 3). 

Here, the primary service is a special endpoint that provides the main application and 

                                                      

 

26 Cf. [LKPK15] 

Client

HTML/
(API)

Client

HTML/
(API)

HTML/
(API)

Client

HTML/
(API)

Loose 
coupling

Tight 
coupling

HTML/
(API)

Client

API

Single-page 
application

Client

HTML/
(API)

HTML/
(API)

API

plugin, API, 
manual transfer

Primary service



 

A Reference Architecture for Pseudonymized Data Management 

 

R. Lautenschläger - Pseudonymization in Biomedical Research (2018)                         39 / 134 

 

integrates user interfaces of other endpoints on presentation layer. Each endpoint can also 

provide a programming interface to access its data. Compared to loose coupling, the 

primary service needs to manage data from different data pools and also different domains. 

This results in a much more complex business logic for the primary service because of the 

orchestration of access and interaction between the separated endpoints [LKPK15]. 

Single-page application: Describes a design with a single graphical interface provided by 

one endpoint. This endpoint is able to access data of all other endpoints via dedicated 

interfaces (cf. Figure 3). The data pools need only provide very light weight data access 

interfaces (i.e. Web Application Programming Interface) which results in a small business 

logic to implement. Suitable candidates would be Representational State Transfer (REST) 

interfaces or Web Services (WS). For data exchange in between these interfaces JavaScript 

Object Notation (JSON) or Extensible Markup Language (XML) could be used. For 

implementation a client-side Model-View-Whatever (MVW) framework (e.g. AngularJS 

[00d] or Backbone.js [00e]) would be possible [LKPK15]. 

3.2.1.1 High-level Architecture 

Based on our requirements analysis and the architectural options outlined in [LKPK15] and 

[PKLK15], we designed a high-level system architecture. We wanted reduction of 

installation efforts and ensuring compatibility with other systems. Therefore, we 

implemented a web-based system that can be accessed with a broad spectrum of browsers 

by adhering to web standards. Hereby, the distribution of updates to our software was 

simplified (BCR-7)27. 

Regarding the architecture, a loosely coupled system was not an option due to the issues 

mentioned above. The problem with Single-Page Application (SPA) is that the frameworks 

and technologies are not supported by legacy web browsers. Therefore, we made a tightly 

coupled design that fulfills the requirement of seamless integration (DMR-10) as well as 

good usability (DMR-11). 

The requirement (LSR-20) describes the reconstruction of the dataset at client side. It is 

fulfilled by the usage of client-side mashup-techniques. Here, data from different origins is 

displayed integrated within a user’s local browser. The support of multi-tier pseudonymity 

                                                      

 

27 Please cf. chapter 2 for referenced requirements. 
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(LSR-22), was realized by a mapping service. It maps pseudonymous identifiers of the 

involved systems to each other. The client-side mashup makes sure that distributed data is 

only combined at the client side. Furthermore, data is exclusively delivered to the clients. 

There is no data exchanged in between the data pools. Clients should also not be aware of 

pseudonymous identifiers used (LSR-21). This is realized in the data pools before data 

exchange by substitution of identifiers with temporary identifiers. Ensuring consistency and 

the support of common database operations (DMR-9), is realized by the management of 

data in several distributed relational database management systems (RDBMSs). 

The above design decisions have massive implications to a system. For having a fluent 

workflow, Single-Sign-On (SSO) must be in place (DMR-11). Furthermore, the Same-Origin-

Policy (SOP) of common web browsers complicates client-side mashups by restricting the 

retrieval of data from multiple origins. The SOP states that “only the site that stores 

information in the browser may later read or modify that information”[JaBo06]. Cross-

domain communication is hereby prohibited. However, cross-domain communication is 

required to recombine a dataset from different data pools, stored on different physical 

servers (PSR-9). In addition, mapping services must be integrated. As described earlier, 

pseudonymous identifiers are substituted with temporary identifiers before data leaves a 

data pool. To enable the reconstruction of the separated data the temporary identifiers 

must be synchronized between the different data pools. Therefore, a secure server-to-

server communication channel is needed that cannot be accessed by a client [LKPK15]. 

3.2.1.2 Implementation Options 

To implement the described architecture, different methods can be utilized. We will 

compare the different possibilities for the realization of the crucial elements of the system 

which are: 

 Client-side web mashup 

 Single-sign-on mechanism 

 Secure server-to-server communication channel 
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 Web Mashups28 

[JaWa07] defines a mashup as “a website […] that seamlessly combines content from more 

than one source into an integrated experience”. In this context, the challenge is the 

implementation of a mashup from data that is stored in different physical locations. The 

data need to be accessed via multiple interfaces provided by endpoints different domains. 

This in turn raises problems with the Same-Origin Policy (SOP). As described earlier, this 

security mechanism prohibits cross-domain communication. The idea was the protection 

of a user’s privacy by prevention of user behavioral tracking. The corruption of a user’s 

actions is also prevented by SOP and in addition websites cannot perform transaction on 

the user’s behalf [JaWa07]. Therefore, the SOP allows scripts to only modify the contents 

of a website of the same origin (i.e. from the same domain). The article by De Ryck et al. 

shows a variety of state-of-the-art mashup techniques [RDDP12]. Most used components 

in today’s mashups are HTML Frames, PostMessage, XMLHttpRequest (XHR) and JSON with 

Padding (JSONP) [RDDP12]. However, the SOP can be circumvented by only a few of them. 

In the following we will explain the techniques in detail. 

HTML Frames: An HTML-frameset subsumes a group of HTML-frames. The frame contents 

are dynamically loaded. Each frame and its contents are independent form the other 

frames in a frameset. With the introduction of IFrames (inline frames) in HTML 4.0. it was 

possible to embed HTML-frames in the body of other HTML-documents. Iframes and 

Framesets can be employed to display information from different origins. However, they 

do not support any interaction in between [LKPK15]. 

PostMessage: HTML postMessage allows for cross-domain communication. It enables 

scripts to send data to HTML Frames or windows of arbitrary origin. This technique is 

available with the introduction of HTML 5. The idea is that the recipient of a message 

verifies that the message origins from a valid/authorized sender [SoSh13]. Legacy browsers 

do not support this technique [LKPK15]. 

XMLHttpRequest (XHR): Most web browsers support the XHR API. It allows to send HTTP 

requests to a server. The server answers in return with XML-, TEXT/HTML- or JSON-

formatted data. XHR API can be implemented web scripting languages (e.g. JavaScript). 

Cross-domain communication can be supported by XHR if a client supports Cross-Origin 

                                                      

 

28 Cf. “Web mashups” in [LKPK15] 
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Resource Sharing (CORS). Since CORS is a W3C recommendation from early 2014, it is not 

supported by legacy browsers [LKPK15]. 

JSON with Padding (JSONP): JSONP is a mechanism which uses the src-attribute of an HTML 

script tag, to which the SOP does not apply. The endpoint from which data should be loaded 

is defined in the src-attribute of the script tag. The endpoint embeds the requested data 

into a callback function of a local JavaScript function. The function to call is encoded the 

Query String of the endpoint’s URL specified in the src-attribute. The name JSONP 

originates from the fact that JSON encoded data is transformed into JavaScript objects 

[LKPK15]. 

Server-side mashups: This can be realized with a proxy which integrates data from different 

endpoints into a common context. The data is then delivered to the clients. With the help 

of a proxy different origins can be masked and therefore SOP can be circumvented 

[JaWa07]. For this work, server-side mashups are not applicable because the proxy would 

know all the information which is only allowed to join a client side [LKPK15]. 

 Single-Sign-On29 

Complex systems for collaborative research require authentication and authorization. To 

guarantee a continuous workflow user should not authenticate separately on multiple 

systems. Therefore the combination of web mashup with a Single-Sign-On mechanism is 

mandatory. Design decisions regarding authentication and authorization are almost the 

same:  

(1) Implementation in a dedicated component within the system. 

(2) Implementation of authentication and authorization mechanisms for each 

component involved.  

In this section we provide an overview of these design dimensions and present several 

techniques that can be used to implement the various aspects involved. 

Non-delegated authentication: Here, authentication is handled by each component. One 

way to implement this is to simply encode user credentials in every request to a 

component. When having stateful communication, the sessions must be bound to a client. 

                                                      

 

29 Cf. “Single-sign-on” in [LKPK15] 
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For session identification a random ID is commonly generated. The client needs to manage 

all the active IDs for the different servers in case of stateful communication [LKPK15].  

Cookies: These are indirectly related to authentication and authorization because cookies 

are a common way for persisting user sessions in a given request context. The session ID is 

stored to a local file at client side which represents the cookie. It is transmitted to the host 

for every request. One cookie cannot be sent to various endpoints in different domains 

because the SOP also applies to cookies. Therefore cookies cannot be utilized to realize 

cross-domain Single-Sign-On. In order to persist sessions at the endpoints, cookies can be 

used in combination with SSO techniques [LKPK15].  

Server-to-server communication30: Single-Sign-On can also be implemented with server-

to-server communication. Here, opening a session at one endpoint transparently creates 

sessions on the other endpoints as well by implementing a communication mechanism 

between servers. As a result, it (a) can be ensured that a single user session is identified by 

the same token on different endpoints, and, (b) there is no need to send the user’s 

credentials to the endpoints with every request. This technique can be implemented, e.g., 

with a multicast protocol such as JGroups [00f], sockets or a shared file system. Such an 

approach is difficult to integrate into Enterprise Security Architectures. 

Access tokens31: Typically, SSO solutions are implemented with cryptographic access 

tokens. Basically, a token is an object that encapsulates the identity and potentially roles 

of a user as well as a session ID. Tokens generated by one system can be used to perform 

operations on another system. A token can (and must) be validated by the target system. 

From a conceptual perspective, using access tokens is not different from the server-to-

server communication approach. The only difference is that server-to-server 

communication is indirect, i.e., performed via the client. This makes this approach feasible 

for implementing SSO between several isolated services on the World Wide Web. 

Consequently, the approach is, e.g., implemented by Kerberos [NeKo05] and Shibboleth 

[13]. Access tokens provide a secure communication channel between servers, meaning 

                                                      

 

30 Cf. “Server-to-server communication” in [LKPK15] 
31 Cf. “Access tokens” in [LKPK15] 



 

A Reference Architecture for Pseudonymized Data Management 

 

R. Lautenschläger - Pseudonymization in Biomedical Research (2018)                         44 / 134 

 

that the client cannot read or modify the content of a token. This is especially useful in our 

scenario, because it can be used to fulfil an additional non-functional requirement. When 

implementing access tokens, the main challenges are (1) transferring tokens from the 

clients to the server, and, (2) key management. 

Rights and roles32: The handling of authorization of a user’s actions is typically coupled with 

authentication. As a consequence, the design space is closely related to the design space 

for Single-Sign-On solutions. Role-based access control (RBAC) is an authorization 

mechanism in which rights are granted to users depending on their associated roles. A role 

encapsulates a set of permissions. Analogously to SSO, RBAC can be realized with a) a 

centralized component that authorizes users as well as b) a decentralized solution where 

every system implements a RBAC component and manages authorization by itself. 

Important standards for authorization in distributed environments include SAML and 

XACML [AnLo04].  

 Secure Server-To-Server Communication33 

For synchronizing temporary pseudonyms between backend services, secure 

communication channels are needed. In this context, secure means that the contents of 

messages are hidden from the clients. This can be implemented with two different 

mechanisms. Firstly, backend servers can manage exclusive communication channels 

between them and use these to synchronize information about temporary pseudonyms. 

Secondly, a secure channel between servers can be built that is routed through the client 

by using cryptographic tokens. 

                                                      

 

32 Cf. “Rights and roles” in [LKPK15] 
33 Cf. “Secure server-to-server communication” in [LKPK15] 
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Figure 4. Two basic methods for joining distributed data with temporary identifiers34 

Direct communication35:  

Figure 4a shows how the reconstruction of a pseudonymized dataset using temporary 

identifiers can be performed with direct server-to-server communication. In step 1, the 

client requests a data item (A) from backend B1. The backend creates a temporary 

pseudonym for the data entry and persists its association to the actual identifier from its 

namespace (step 2). The data entry with substituted identifier is then delivered to the client 

(step 3). Next, the client requests the data item associated with the temporary identifier 

(step 4) from backend B2. In step 5, the backend requests a mapping of the temporary 

identifier from backend B1. B1 resolves this request by looking into its set of persisted 

temporary mappings (step 6). The answer to B2 must be routed through the mapping 

service (steps 7 and 8). Finally, in step 9, B2 delivers the data entry to the client. Problems 

with this approach include that (a) it is unclear when exactly the persisted substitution of 

an identifier may be deleted without implementing complex protocols for transactional 

guarantees, and, (b) at least seven messages must be exchanged to recombine data 

distributed amongst two databases via mapping service. 

Indirect communication36:  

                                                      

 

34 Cf. [LKPK15] 
35 Cf. “Direct communication” in [LKPK15] 
36 Cf. “Indirect communication” in [LKPK15] 
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Figure 4b shows the reconstruction of a pseudonymized dataset with indirect server-to-

server communication. Analogously to the previous example, the client requests a data 

item from backend B1 (step 1). In step 2, the backend creates an association with a 

temporary identifier, replaces the actual identifier for the data item and sends it back to 

the client. In contrast to the previous scenario, where the mapping from the actual 

identifier to the temporary pseudonym is persisted, B1 also sends an encrypted token 

containing the association. The client forwards the token to the mapping service (step 3) 

where it is decrypted and the ID from backend B1 is translated in the associated ID at 

backend B2. Next, the mapping service generates a second token for B2, containing the 

mapping from the temporary pseudonym to the original identifier. This token is sent to the 

client (step 4) where it is forwarded to backend B2 (step 5). Finally, in step 6, B2 decrypts 

the token, performs a lookup for the data item and sends the result back to the client, along 

with the temporary pseudonym. At the client side, the data from both backends can be 

joined using the temporary identifier. Compared to direct server-to-server communication, 

the number of exchanged messages is reduced. Fewer communication channels must be 

managed, because the same communication channels are used for client-to-server and 

server-to-server communication. Moreover, as already noted above, indirect server-to-

server communication can also be implemented relatively easily, if access tokens are 

already used for implementing Single-Sign-On. In the remainder of this section, we will 

elaborate on ways to implement cryptographic (access) tokens. 

Transferring Tokens37: While tokens can easily be sent from servers to clients in our 

context, sending tokens from clients to servers is more challenging. Tokens can be 

embedded into three different segments of an HTTP request: (1) HTTP request line (URL), 

(2) HTTP header fields, (3) HTTP message body. These techniques have different properties 

in terms of compatibility to legacy browsers, implementation complexity and compatibility 

with other techniques required to implement pseudonymized data management, 

especially JSONP. Here, all parameters must be encoded into a request URL, because, by 

specification, requests embedded into  

src-attributes are executed as HTTP GET-Requests by browsers. The only approach that 

ensures backwards compatibility and that is compatible with JSONP is embedding tokens 

into the HTTP request line via URL Rewriting. An additional challenge when implementing 

                                                      

 

37 Cf. “Transferring tokens” in [LKPK15] 
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this method is to overcome a length restriction that is enforced to URLs by most browsers 

(e.g., 2083 characters per URL in Internet Explorer). This can be solved by implementing 

packet fragmentation mechanisms, i.e., splitting a request into multiple sub-requests at the 

client-side, which are recombined into one request at the server-side [Ietf81]. Tokens can 

also be embedded into the header of HTTP GET- and POST-Requests but this method can 

only be realized with JavaScript calls and is thus not compatible with JSONP. Finally, tokens 

can be embedded into the HTTP Body of POST-Requests. Again, this is not compatible with 

JSONP, because JSONP requires GET-Requests to be performed.  

Key management38: To maintain confidentiality for the contents of a token, symmetric or 

asymmetric (or hybrid) cryptography can be employed. Depending on the topology of the 

infrastructure (hierarchical or peer-to-peer), encryption also affects key management. In a 

hierarchical infrastructure, a single component can be employed to manage all keys needed 

for the encryption of tokens, whereas in a peer-to-peer infrastructure each component 

needs to manage key pairs for every other component. In web-based applications, tokens 

can be implemented with JSON Web Tokens (JWT) utilizing related technologies such as 

JSON Web Encryption (JWE), JSON Web Signatures (JWS) and JSON Web Keys (JWK) 

[Jone11]. 

3.2.2 Evaluation39 

Considering maintainability (BCR-7), our aim was to develop a solution that is robust while 

only relying on technologies supported by common web browsers (including wide-spread 

legacy browsers). We therefore decided to build a client-side Web Mashup with HTML 

Frames for parts of the application that do not require any interface-to-interface 

communication and with utilization of JSONP for all other cases. To support data collection, 

as defined by DER-1, we realized interfaces for CRUD operations on this tree with two 

functional views: “create, list & delete” and “view & update”. The former provides a list of 

documents and allows creating new or deleting existing documents. The latter shows the 

content of a document and allows updating it. Several instances of these two types of views 

may be displayed next to each other, thus providing an integrated interface as required by 

DMR-10 to fulfill our functional requirements DMR-7, DER-3 and DER-4. JSONP is a good 

                                                      

 

38 Cf. “Key management” in [LKPK15] 
39 Cf. “Technical design” in [LKPK15] 
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solution for interfaces in which data of many entities has to be displayed, i.e. the “create, 

list & delete” view. In the other cases, i.e. the “view & update” interface, we leverage HTML 

Frames because of their ease of implementation and therefore increased productivity 

when developing the software. 

For Single-Sign-On (see DMR-11) our solution implements non-delegated authentication 

where each component handles authentication and authorization autonomously. This 

design decision is driven by the fact that many pseudonymization schemes require at least 

one trusted third party (TTP), which is organizationally and physically separated from the 

rest of the system. As a result, decentralized authentication and authorization is performed 

for each request and each component provides its own administrative interface and RBAC 

model. Keys are distributed in a peer-to-peer topology. Non-delegated authentication is 

implemented with cryptographic access tokens that also provide a secure communication 

channel between servers that is routed via the client. Tokens are created by backend 

servers. At the client side, they are always appended to the URL. When using JSONP this is 

implemented with JavaScript, otherwise a server-side URL rewriting mechanism is used. 

Session-IDs are persisted with cookies. As defined in requirement LSR-22, our solution 

supports two-tier pseudonymization. This makes joining distributed data more complex, 

because pseudonyms need to be translated from one namespace into another namespace. 

Moreover, requirement LSR-20 specifies that this linkage can only to be performed at the 

clients. We use the same token infrastructure for SSO and for implementing an indirect 

communication channel between backend servers (cf. Section 3.3.2.3 and Figure 4b). There 

are multiple frameworks for implementing token infrastructures, but we decided to 

develop our own solution that is tailored to our requirements for the following reasons. 

JSON Web Tokens were at the time of implementation still in a draft-phase and therefore 

immature. XACML and SAML come with a significant overhead regarding the size of the 

exchanged messages because they use an XML-Syntax. This is problematic when 

transmitting data via URLs. Furthermore, XACML and SAML are complex, resulting in a 

rather high implementation effort. In our system, tokens are encrypted with a hybrid 

method combining AES and RSA. The payload is encrypted symmetrically and integrity 

protected and the key for decryption K1 is encrypted asymmetrically with the public key K2 

of the receiver. Tokens contain the key K1, username, password, counter and payload data 

P (e.g. encoded in JSON syntax): EK2(K1), EK1(username, password, counter, P). Replay 

protection is implemented with a counter that is continuously incremented and prevents 

repeated acceptance of tokens by any receiver. 
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Figure 5. System architecture for a tightly coupled solution with pseudonymization40 

The design of our solution supports two or more physically distributed data stores (PSR-9) 

and one or more mapping services (LSR-22). All endpoints have to provide API access and 

all services but the mapping service must be able to provide HTML-formatted data to clients 

as well. However, the mapping service must provide HTML-Frames that embed HTML-

formatted data from other services, as will be explained below. A basic design fulfilling all 

requirements of the model by Pommerening et al. [PDHG14] must implement separation 

of master data and clinical data [Fede09]. A minimal solution is shown in Figure 5. The 

central component is implemented by the backend managing master data (primary 

service), because it stores the root nodes of the tree and is thus the starting point for user 

interactions. 

Our final solution combines the above techniques into a Web-Mashup that integrates 

pseudonymized data  

(LSR-20). The first variant, which uses HTML-Framesets, is sketched in Figure 6. Here, a 

static frame at the top displays selected data of a single entity from the primary service. 

The content of the second frame, which is located at the bottom, is provided by the 

mapping service and contains an additional nested frame (nested frame), which shows the 

corresponding clinical data. Please note that in Figure 6 pseudonyms are represented as 

clear text instead of being encoded into tokens for the sake of readability. In our solution 

pseudonyms are encoded into encrypted tokens and therefore never visible to the client 

(LSR-21). 
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Figure 6. Mashup with nested HTML frames41 

The design of a mashup using HTML-Framesets or IFrames is depicted in Figure 7a. A 

frameset comprising a top-frame where data from data-store1 displayed and a second 

frame displays data from data-store2. Due to SOP, the contents of top-frame will be loaded 

separately and isolated from the contents of frame-2. Only the top frame is able to control 

the content displayed in frame-2. An interaction of frame-2 with top-frame is not possible. 

In Figure 7b data from two different domains is displayed together using an IFrame. The 

IFrame, displaying data from data-store2, is nested in the body of the HTML-document 

from data-store1. Analogously, to the HTML-frameset the SOP applies in this case as well. 

The IFrame content is not able to interact with the surrounding contents of the other 

domain. 
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Figure 7. Mashup with HTML-framesets and nested HTML frames or HTTP redirects42 

A typical workflow in which the above method is utilized is the creation of a new eCRF. 

Firstly, the user logs into the primary service and selects a specific subject. The primary 

service returns a HTML-Frameset as response, where the top-frame contains an HTML-

document with the master data of the selected subject. A new instance of a predefined 

eCRF is generated and the resulting document is displayed using the previously described 

method. In this process, a chain of HTTP-Requests is generated, in which the user’s 

credentials are encoded into tokens and distributed to all endpoints to implement SSO.  
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Figure 8. Information flow between services43 

A basic version of this process is shown in Figure 8. To simplify our illustration, we assume 

that the first request, which also logs the user into the system, already contains the ID of 

the subject for which a new document is to be created. In a real-world scenario, the login 

process would already have been performed earlier. It can be seen that the user’s 

credentials and the id of the data element that is to be displayed are sent to the primary 

service with the first request. From there on, the operation to be performed, on which data 

it is to be performed and for which user, is encoded into tokens. These tokens are 

generated at the backends. This also provides a transparent SSO mechanism. As an 

alternative to embedding nested frames, this process can also be implemented by using an 

HTTP-Redirect to route the request from the mapping service to the secondary service. 

The second variant of our Web-Mashup uses JSONP requests to display distributed 

pseudonymized data. It is especially suitable for scenarios in which a larger set of 

distributed but related entities, e.g., a list of all subjects and an overview of associated 

clinical data, is to be displayed. The method is sketched in Figure 9 and Figure 10. 
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Figure 9. Workflow and assembly (i) of pseudonymized data using JSONP44  

First, a HTML-document is delivered to the client by the primary service, e.g. containing the 

master data of multiple subjects as well as a set of pseudonyms of related data items for 

each subject.  

 

Figure 10. Workflow and assembly (ii) of pseudonymized data using JSONP45 

Via JavaScript code, the client then performs a set of AJAX requests to translate the 

pseudonyms from the primary service’s namespace to the namespace of the secondary 

service. Finally, the data items identified by those pseudonyms are requested from the 

secondary service and the content of the HTML document is updated dynamically. The 
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described process is shown in Figure 10a and its result is depicted in Figure 10b. The basic 

information flow is very similar to the one which is depicted for the method implemented 

with HTML Frames in Figure 7. The only difference is that the primary service and mapping 

service only return tokens, which are then passed to the next receiver, thus implementing 

the previously described communication channel that is routed via the client. 

 

 

Figure 11. Basic information flow for mashups using HTML-framesets or JSONP46 

Figure 11 illustrates information flow and structure of the system depending on the 

techniques utilized (HTML-framesets Figure 11a or JSONP Figure 11b). The client sends a 

request to data-store1 and receives a HTML page which contains a pointer to data-store2. 

This pointer invokes another request to data-store2 where data is retrieved and sent back 

in HTML format. 

3.2.2.1 Security Concept 

The design of our security concept was driven by adherence to European General Data 

Protection Regulation [Jour16] and the German Data Protection Act for Data Security in 

Research Networks [Fede09] and compliance with the well accepted concept of TMF 

[PDHG14]. Our concept is based on three principles: “Keep the outsiders out”, “Principle of 

least privilege” and “Defense in depth”. It has a multi-layer security model with spatial and 
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organizational separation of identification data, clinical data, specimen and image related 

data. 

 

Figure 12. Security concept overview47  

We divided the collected data into different types according to [PDHG14]. Identification 

data, IDAT (e.g. Name, address, contact information, etc.), medical or clinical phenotype 

data, MDAT (e.g. diagnosis, symptoms, weight, etc.). Data resulting from the collection and 

management of biospecimen (PDAT) as well as data related to imaging (IMGDAT). These 

data have to be pseudonymized and separated (PSR-9, PSR-10). Therefore separate 

subsystems (IDATsys, PSNsys, MDATsys) are introduced which store and manage the 

different types of data. The concept and workflow are illustrated in Figure 12 and was 

published in a similar version in [Fkoh10]. 

The Identification Service subsystem (IDATsys) stores identification data of all patients. 

Furthermore, it manages all visible identifiers of patients, biospecimen and images and 
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maps them to first-level, system internal pseudonyms that are invisible. The term ‘invisible’ 

indicates that such a pseudonym will never be revealed to a user or application 

administrator (LSR-21). All internal pseudonyms are unique random alphanumeric strings. 

Furthermore, IDATsys also generate visible identifiers which are random strings as well. An 

example is a study identification code (SIC). The SIC serves as a visible identifier for filing at 

site and to establish a link to a patient’s electronic health record (EHR). In addition, the SIC 

can be utilized for communication, e.g., when a patient has agreed to move from one site 

to another (DMR-12). Here, administrators use the SIC to assign the registry record of the 

patient to a new site according to established SOPs. Due to encryption, the identification 

data of a newly entered patient cannot be compared with existing entries of all sites, e.g., 

for the detection of duplicates. Possible duplicate patient entries are indicated to a user by 

the IDATsys (DMR-12). This is performed by automatically generating pattern via phonetic 

algorithm and hashing using the entered identification data. These patterns are stored for 

each patient and can be compared with one another. If a match is found, the system 

displays to a user that a similar entry exists and indicates to ask the patient if recruitment 

has already been performed by another site. A found match is afflicted with certain 

likelihood, because there may be different persons with similar identification data. In case 

of a match that is confirmed by a patient and consent has been granted to merge the 

records, identification data records can be merged by an administrator according to SOPs. 

The basic task of the Pseudonymization Service (PSNsys) is the mapping of invisible system 

internal pseudonyms to one another (LSR-22). PSNsys maps internal first-level pseudonyms 

for identification- , biospecimen and image related data that were generated by IDATsys to 

second-level pseudonyms, generated by PSNsys. The pseudonyms for biospecimen and 

images subdivide into second-level pseudonyms to establish a link to a patient’s encounter 

in the clinical data (MDAT) and second-level pseudonyms for the image- or biospecimen 

related data itself (PDAT, IMGDAT). The second-level pseudonyms for PDAT and IMGDAT 

are utilized to create an indirection between the link of biospecimen and images to an 

encounter. Hereby, it is possible to separate the information of biospecimen- or image 

management data (e.g. identifiers, dates) and clinical data in general. By mapping only 

pseudonyms, the PSNsys is not aware of any kind of other data but crucial as linking 

component for data of all other subsystems. PSNsys realizes a two-tier pseudonymization 

between identification- and clinical data, between specimen/image- and identification data 

as well as between specimen/image- and clinical data (LSR-22). It distributes the second-

level pseudonyms to MDATsys where they are assigned to clinical- and biospecimen- or 

image related data. 
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The subsystem MDATsys stores second-level patient pseudonyms and all clinical 

parameters as well as the mapping of second-level biospecimen- or image pseudonyms to 

a patient’s encounter. Furthermore, MDATsys stores image- and biospecimen related data 

(PDAT, IMGDAT) with the corresponding second-level pseudonyms. 

Rights and Roles 

When implementing a pseudonymization architecture, the permission model for access to 

data has to be designed carefully (e.g. following the need-to-know principle as well as the 

principle of least privilege) (LSR-13, LSR-14, LSR-19). Audit trails are essential in any case 

(DBR-2). Context-dependent rights and roles of users are an important factor: who (in 

which role) has the right and the need to know which data in which context.  

 

Figure 13. Access rights of subsystems and actors48 

In general, a health care professional treating a patient will have more permissions than a 

researcher (LSR-23). User-roles comprise application-administrators, monitors, physicians 

and lab personnel. Each role has different permissions which are create-, read-, update- 
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and delete-operations (CRUD). These transactions are executed distributed (DMR-9). An 

overview of permissions in the system can be seen in Figure 13. CRUD Permissions of user 

accounts is granted to application-administrators. These administrators do not have access 

to any patient data, neither identification nor clinical data (LSR-23). For review purposes 

data manager permissions cover read-operations for clinical data of patients. For physicians 

and their team CRUD permissions are enabled for patient, biospecimen and image related 

data (of affiliated site). Data managers can access clinical data from all patients without 

having access to any identification data. In case inconsistencies or missing information was 

found, data managers can add queries to a patient’s encounter (DMR-6). This result will be 

displayed to physicians or staff. After the physicians have revised entries, data managers 

can lock single encounters which will set the clinical information to read-only and no further 

modifications are possible (DMR-7). Data managers can unlock an entry at any time, if 

necessary. In case of questions of a data manager concerning single subjects that need to 

be communicated personally via telephone between physician and data manager, the 

study identification code (SIC) to retrieve the entry (DMR-10, LSR-18).  

Permissions for lab personnel cover create-, read- and update-operations for biospecimen 

in the system. Lab personnel do not have access to any identification or clinical data of 

patients in the system. For QA-purposes lab personnel can review biospecimen entries 

made by physicians and cross-check the information with the biospecimen documentation 

sheet which is sent by physicians to the lab along with the biospecimen. In case of 

inconsistencies or missing information, lab personnel can add a query to the biospecimen 

entry in the system (DMR-6). This query will be presented to the physician after login. If 

biospecimen arrive at the lab, without having already been entered into the system by 

physicians, lab personnel can create an orphan entry in the system. Here all information of 

the accompanying documentation sheet is entered. The physician or staff can afterwards 

assign the entry created by the lab to the corresponding patient encounter using the 

biospecimen identifier. The entry can always be revised by the physician or staff. 

For researchers, a formal process of data release has been established. Researchers 

formulate their request in a Data Use Agreement (DUA) which is checked for adherence to 

the patients’ informed consent (ER-4, ER-5, ER-6). A DUA describes the exact purpose and 

the research question, and the signers confirm data will not be misused (DMR-14, LSR-18). 

Next, the request undergoes a review process, led by a scientific steering committee (ER-

4). Requests of researchers for data export and access to samples and to results of 

corresponding analyses always have to adhere to the patients’ consent (DMR-14). After 
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approval of the steering committee, the DUA is signed by all data controllers (ER-4). 

Exported data are annotated with a random pseudonym which is generated for each 

exported dataset. The exported data are in conformance with HIPAA limited data set 

[Usde13]. Furthermore, exported data are encrypted with for secure handover to 

researchers. Internal identifiers and pseudonyms are never exported (LSR-21). 

3.2.2.2 System Instances49 

We have used the described solution as a basis for implementing the data management 

software for two large research networks for rare diseases. The primary actors are health 

care professionals in an observational study. No specific intervention takes place, and data 

used for research are collected during health care activities. We will not further describe 

the associated biobanks, which use prepared “kits” (tubes with identifiers sent to sites and 

returned to a central biobank) with pseudonymous labels. Our first system instance is being 

used in the mitoNET project [BGLK12]. MitoNET is a research network for mitochondrial 

disorders which was started in 2009 and has been funded by the German Federal Ministry 

of Education and Research (BMBF). It serves as a platform for over 18 centers in Germany 

and is currently in its second funding period. By February 2015 about 1100 patients have 

been recruited. Data is managed by 35 eCRFs, which comprise over 900 attributes. Our 

second system instance also supports a research network for neurodegenerative diseases, 

TIRCON [KLKB12]. This project was started in 2012 and is funded by European Commission 

FP7-Health Work Programme [Euro12]. Here, our software provides an integrated EDC 

system for 13 partners from 8 countries (including the US, UK and Germany). Institutional 

Review Boards (IRBs) and data protection officers of the participating sites have approved 

the concept. By February 2015 about 200 patients have been recruited. Data is collected in 

34 eCRFs consisting of almost 1000 attributes. Both systems are compliant with the German 

pseudonymization concept by Pommerening et al. [PDHG14]. 

In these projects the following separated and two-tier pseudonymized data pools are 

managed by our solution: a) master data, b) clinical phenotype data and c) biospecimen 

registration data. 
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In both projects our solution was implemented with Java-Server-Faces as the driving 

technology for the backends, jQuery for client-side functionalities, MySQL as a database 

system as well as Tomcat application servers and Apache web servers as runtime 

environments. Both systems use two-factor authentication with One-Time-Passwords 

(OTP) following the OATH standard [00g] for user accounts with high privileges. Users are 

provided with time-based dongles that generate short-living passwords, which can be used 

to access the system exactly once. Communication between endpoints and the clients is 

secured with Transport Layer Security (TLS/SSL). Automated penetration-tests have been 

performed to detect weaknesses. Master data is stored encrypted in the according 

backend. Accountability and integrity are ensured by an audit-trail that keeps protocol of 

every data modification on each backend. We use virtual servers to provide fail-over 

mechanisms. All endpoints are secured by firewalls. Encrypted backups are created daily 

and transferred to one dedicated location per backend. Both systems were designed and 

implemented at our institution in close collaboration with the involved physicians and 

researchers using an agile development process with short feedback cycles.  

Both systems provide web-based data entry, support of cross-validation and plausibility 

checks, a (logical) central database, and an elaborated security concept with multi-tier 

pseudonymity for patient-, specimen- and image-identifiers. A web-browser is the only 

software needed to access the system. The informed consent serves as basic agreement 

for the patient’s research participation. The systems use controlled vocabularies [RKBS08] 

as well as standardized questionnaires [BaVA99, ScPE12, SMBB06]. Access roles comprise 

application administrators, monitors, physicians and lab personnel. Each role has different 

permissions in terms of create-, read-, update- and delete operations (CRUD) for certain 

types of documents and system objects. Application administrators are able to perform all 

CRUD-operations on user accounts but do not have access to any type of research data. 

Monitors may perform read-only operations on clinical data to perform quality assurance. 

Physicians may perform all CRUD-operations on master data and clinical data. Each 

physician and patient is associated to his or her home institution. Physicians are only able 

to access data from patients related to the same institution. 



 

A Reference Architecture for Pseudonymized Data Management 

 

R. Lautenschläger - Pseudonymization in Biomedical Research (2018)                         61 / 134 

 

Data type: Specimen registration data
View type: Create, list & delete
Source type: Secondary service

Data type: Clinical data
View type: Create, list & delete
Source type: Secondary service

Data type: Master data
View type: Create, list & delete

Source type: Primary service

 

Figure 14. List of patients (JSONP mashup)50 

An example screenshot of the EDC system implemented for the TIRCON project is shown 

in Figure 14. Here, a seamless integration of data from different pools is implemented, 

providing the “create, list & delete” functionality defined previously. The view shows an 

overview and summary data about all subjects, which can be managed by the current user. 

For each subject, the list is substructured into master data used for  

re-identification and an overview of the documents used to track biosamples and to collect 

clinical data. The view is realized with JSONP. 
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Data type: Master data
View type: View & update
Source type: Primary service

Data type: Clinical data
View type: View & update

Source type: Secondary  service

Data type: Clinical data
View type: Create, list & delete
Source type: Secondary  service

 

Figure 15. eCRF for entry of clinical data (Mashup with HTML-Framesets)51 

A second screenshot from the TIRCON application is presented in Figure 15. It shows an 

integrated view of master data and clinical data from an eCRF realized with a HTML-

Frameset, which is provided by the primary service. The view implements the previously 

defined functionality of view & update. A top-frame displays the master data of a select 

subject, whereas the bottom-frame shows the associated documents with clinical data, 

which are stored at the secondary service. The bottom-frame is organized into two 

interlinked regions. Firstly a document tree provides an overview of the different 

documents available for the subject. Secondly, the currently selected document from the 

tree is displayed. 

The informed consent serves as basic agreement for the patient’s research participation. 

After consent was granted, data entry is performed at each encounter of a patient. 

Controlled vocabularies [RKBS08] are used for data entry of clinical-phenotypical data, as 

well as standardized questionnaires [BaVA99, ScPE12, SMBB06]. Specimen are taken, 

prepared according to SOPs and stored and managed in a central repository. The collection 

of specimen is performed using sealed pre-configured kits issued by a central lab. Those 

kits contain an informed consent, affidavit, documentation sheet and several specimen 

tubes which are tagged with the kit’s identifier. An affidavit, comprising only a pseudonym 
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and physician’s signature, is sent to the lab to keep record whether the patient’s informed 

consent was granted and archived at site. 
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3.3 Discussion 

3.3.1 Principal Results52 

In this work, we have presented a systematic overview of challenges that may be faced and 

techniques that may be used when implementing pseudonymized data management with 

web technologies. The presented methods match the use cases requiring an integrated 

view on the distributed data. Moreover, we have described a solution that can be tailored 

to different pseudonymization schemes by using a well-defined subset of the presented 

techniques. Our solution is independent of the actual distribution of data and it is able to 

manage associations between patients or visits and further external entities. The aim of 

our solution is to build integrated applications, in which the actual distribution of data is 

transparent to users, providing a virtual central database. Our solution features single-sign-

on, supports multi-tier pseudonymity and does not require direct server-to-server 

communication. By providing various features, our solution can be used for the collection 

of a broad spectrum of different types of data in compliance with national and international 

laws. Moreover, as a basis, we chose a set of techniques that are supported by modern 

state-of-the-art browsers as well as legacy browsers. We have shown the practical 

applicability of our approach, by using it as a basis for implementing two geographically 

large research networks. Both systems have been in productive use for several years. 

Several national and international Institutional Review Boards (IRBs) and Data Protection 

Commissioners of the participating sites have approved the concept. 

As a result of separating a datasets, relationships between data subsets must be 

maintained. The properties of the relationships and their management are also relevant to 

the privacy properties of the overall architecture. Moreover, they determine the ability of 

an IT system to support specific functionalities.  

Central questions to be asked when designing a pseudonymization scheme are: 

1. What are the threats and threats/vulnerabilities relevant to our context? 

2. How can separation/pseudonymization be used to mitigate them? 
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3. What implications in terms of potential threats do different implementations 

have? 

4. How can re-identification be performed when having separation be 

implemented? 

5. Where do high costs of different implementation variants occur? 

 “A key principle of pseudonymization is the separation of contexts” [PKLK15]. Here, our 

approach covers a broad spectrum of logical, physical, technical and organizational 

measures.  

This definition of pseudonymization allows for a broad spectrum of technical and 

operational measures to be used for its implementation. Currently, multi-tier 

pseudonymization is understood as multiple coding of surrogate identifiers.  

“In typical information system architectures of our domain, separation is implemented by 

distribution. Distribution is realized by combinations of technical and organizational 

measures. Partitions are deployed on different backend servers, and servers are placed in 

different locations in different organizational units. On a technical level, this results in 

different physical access controls and separate hardware, often combined with different 

logical access controls” [PKLK15].  

On an operational level, different persons are responsible for the backend servers, and they 

report to different supervisors [PSMS08]. 

In our solution, confidentiality of identification data in case of server maintenance 

procedures is ensured by encryption in IDATsys. Here, server administrators can only see 

encrypted patient data without being able to access the key for decryption. The informed 

consent with directly identifying data (e.g. name, signature) remains at each recruiting site. 

As a result, the lab does not learn any identification data. This solved a general problem 

concerning data privacy of the postal transport of specimen. If problems or questions with 

patient entries arise (e.g. during monitoring by a data manager) that need to be discussed 

between monitor and physician, the Study Identification Code (SIC) is utilized as identifier 

for a patient. The SIC is a random alphanumeric pseudonym which is searchable in the 

system for physicians or monitors to find the corresponding entry. This helps with avoiding 

that identification data is communicated outside the system (e.g. name or birthdate of 

patients). 
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The design of symmetric integration of identification data, clinical data, biospecimen- and 

image related data allows other data sources to be integrated in the same manner. This 

can be important in case of re-use of clinical data. Decentralized labs, analogous to the 

central lab presented here can easily be integrated in the architecture. There is no need of 

re-labeling specimen identifiers during collection and management, because the specimen 

data is stored with the invisible system internal pseudonym and without link to clinical 

information. If biospecimen are handed out to researchers according to Data Use 

Agreements (DUAs), biospecimen are re-labeled with additional random identifiers, 

generated during export process.  

3.3.2 Comparison with Prior Work53 

The work presented is not the first solution that has been proposed for pseudonymized 

data management. It is one of the very few contributions, however, asking fundamental 

questions. We have presented a systematic solution for a typical use case, but we strongly 

suggest further work. Moreover, we have put emphasis on detailed descriptions of 

alternatives that are available for implementing the methods described here. 

Already on the concept level, there is a variety of different approaches to 

pseudonymization. We refer to the overview presented by Aamot et al [AKRK13]. In this 

work, we will focus on two models: the ISO Technical Specification 25237 [Inte00] on 

“Health informatics - Pseudonymization”, which describes concepts fundamental to 

pseudonymity in biomedical research environments, and the German model by 

Pommerening et al. [PDHG14], which is closely related to ISO 25237. For [PDHG14], there 

is no comprehensive description in English, so we can only refer to overviews presented in 

[HDRP10, PSMS08]. The articles by Brinkmann et al. [BKGÜ05], Spitzer et al. [SpUU09] and 

Lablans et al. [LaBÜ15] are also based on the German model and contain short summaries. 

When creating a mashup, there are various approaches to overcome the limitations of SOP. 

The work by Crites et al. [CrHC08] proposes an object abstraction model that utilize public 

interfaces for websites from different domains to communicate with each other. De 

Keukelaere et al. present in [KBSC08] an approach that encapsulates contents from trusted 

domains in components which are loaded in an IFrames. These IFrames again contain 

                                                      

 

53 Cf. “Comparison with related work” in [LKPK15]. 
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invisible “tunnel” IFrames with are employed to communicate with the main application. 

In the paper by Jackson and Wang [JaWa07] a proxy is used to mask the different origins of 

the content to the client. The communication logic in [JaWa07], [CrHC08] and [KBSC08] is 

provided by a custom JavaScript libraries. 

Several articles have described systems that implement loose coupling. For an in-depth 

comparison of loosely coupled and tightly coupled architectures we refer to Section 

“Architectural Options”, but we feel that the most important drawback is that users may 

need to manually transfer pseudonyms between component systems. The work by Eggert 

et al. uses a paper-based core process in which pseudonyms are printed on documents 

[EWAG07]. Physicians use the pseudonym from the paper-based documents for remote 

entry of clinical data. Moreover, a trusted third party is involved in the re-identification 

process. Demiroglu et al. have published two articles describing loosely coupled systems 

that implement one-tier pseudonymity [DeSS11, DSQS12]. Both systems manage links to 

two external systems: Starlims [00h], which is used for managing biospecimen and secuTrial 

[00i], which acts as a clinical phenotype database.  

The most elaborated approach for loose coupling has been presented by Lablans et al. in 

[LaBÜ15]. Their work describes a reference implementation of a REST-based interface for 

the realization of clinical research networks. Its main functionality is to support identity 

management, i.e., to store master data together with an associated pseudonymized link 

(e.g. identifier) to an external data pool. In the article, the EDC system secuTrial [00i] is used 

as an example. Analogously to our approach, the authors utilize tokens for the 

communication between the clients and the RESTful backend but these tokens are not 

cryptographically protected. Other differences to our solution include that their system 

only supports one-tier pseudonymization and that internal pseudonyms used for storage 

are visible to users.  

The work by Brinkmann et al. [BKGÜ05] is an implementation of the model by 

Pommerening et al. The system provides an integrated view on data from two separated 

pools in a web browser. It employs IFrames for a tight coupling of one-tier pseudonymized 

master data and DICOM images. Temporary identifiers are utilized to integrate these data 

without making pseudonyms visible to clients. While these design decisions and 

implementation methods are similar to our solution, it is much narrower in its scope. The 

system focusses on associating a collection of images with patient master data, which is a 

rather simple setup with a data model that is not too complex. The system only uses 

Iframes for providing an integrated view on distributed data. IFrames are well suited for 
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simple data structures, but have technological limitations when dealing with more complex 

data. We have also verified this with experiments. It can therefore be assumed that the 

system is not able to efficiently provide comprehensive views on complex structures 

consisting of multiple different entities that are interlinked with high multiplicities. 

Moreover, the system provides a smaller set of features than ours. Important examples 

include not supporting multi-tier pseudonymity and not providing alternatives to direct 

server-to-server communication for the synchronization of temporary identifiers. 

In [SpUU09] Spitzer et al. extend this work by utilizing JSONP to overcome these limitations. 

The resulting client-side JavaScript library has been published as DSLib [Inst00]. This library 

is used by the project Open Source Registry System for Rare Diseases in the EU (OSSE) for 

seamlessly integrating two data pools [MLWÜ14, MuLÜ14]. Moreover, the system uses the 

identity management component by Lablans et al. [LaBÜ15]. The system provides tight 

coupling of this component with a newly developed EDC system for clinical data. All of 

these solutions do not support two-tier pseudonymity as shown in [LKPK15, PKLK15]. 

Moreover, they focus on integrating master data with clinical phenotype data, whereas our 

solution is more generic. In our research networks we integrate various types of complex 

data in several different views (of course, only if permitted and required).  

On an application level, pseudonymized research data management systems can be 

distinguished by whether they implement centralized or decentralized (de-) 

pseudonymization of data and whether information from different partitions is integrated 

on data layer, presentation layer or functional layer. These design alternatives can also be 

assessed from a privacy perspective. Furthermore, different designs are differently well 

suited for implementing the techniques described in this work. For example, some 

approaches utilize pseudonymization to integrate off-the-shelf applications into research 

system, e.g. [PrRi11]. A potential benefit of this approach is that the technology underlying 

the individual systems is often very heterogeneous which makes it difficult for an attacker 

to breach multiple components. In contrast, this directly leads to a functional distribution 

of data. It is therefore very important that the individual systems employ effective 

mechanisms to protect their data from various privacy risks. In contrast, a research system 

that is implemented from scratch allows incorporating a consistent system-wide privacy-

preserving partitioning scheme from the beginning (privacy by design). 

Multiple privacy concepts employing pseudonymization have been discovered in literature. 

De Moore et al. proposed a pseudonymization scheme utilizing a TTP to maintain mappings 

between identifying and medical data at data sources and data registries [MoCM03]. Kalra 
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et al. focused on generic methods for developing privacy-preserving integrated biomedical 

data repositories for scientific research, which were exemplified with a cancer care 

scenario [KSMM05]. Pommerening et al. proposed a generic data protection scheme 

[PRDS05]. Neubauer et al. presented a generic and patient-controlled pseudonymization 

concept for primary and secondary use of health care data [NeHe11]. The ISO 25237 

technical specification, which has been summarized in [MeMR08], aims at providing a 

comprehensive conceptual and practical guideline for implementing pseudonymization 

technologies [Inte00]. 

None of these proposals builds upon a comprehensive model. Most of them do not discuss 

even basic threats [KSMM05, MoCM03, PRDS05]. A threat analysis is outlined in [NeHe11], 

but the scenarios are not focused on privacy. The work from [Inte00] presents an isolated 

threat model as a starting point for risk analyses but it is not described how this model is 

related to the concept and how it can be used to build secure systems. “Most articles only 

consider high-level models of security and privacy that intermingle aspects of protecting 

data at rest, data flow and authorization” [PKLK15] (e.g., gradual access to microdata, 

aggregate data and anonymous data) [KSMM05, MoCM03, NeHe11, PRDS05]. 

3.3.3 Limitations54 

Access statistics55 for our applications show that about 25% percent of our users still access 

the systems with legacy browsers, such as Internet Explorer 8. As a consequence, we 

decided to implement our solution with technologies that are supported in older versions 

of widespread web browsers and did not utilize modern HTML 5 features, such as CORS, or 

client-side frameworks for building Single-Page Applications, such as AngularJS. Compared 

to the technologies currently utilized in our solution, these methods have a great potential 

to reduce system complexity. The main reason is that instead of distributing business logic 

over several backend servers, more functionality can be bundled into the client application, 

reducing the need for logic that orchestrates distributed operations. Moreover, application 

development and system maintenance are simplified, because the complexity of the 

backend services can be reduced to a minimum. As support for modern HTML features 

                                                      

 

54 Cf. “Limitations” in [LKPK15]. 
55 i.e. from July 2015 
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increases, we plan to upgrade our solution from a tightly coupled application with server-

side rendering to a single-page application. 

The general problem is that it remains unclear, how exactly data is to be separated into 

subsets. The ad-hoc classification into “identifying data” and “other types of data” is 

insufficient. For example, it is well understood that data which may fall into the second 

category can be used to re-identify individuals (see [LoDM10] for a discussion regarding 

diagnosis codes). To the best of our knowledge, ISO 25237 [Inte00] is the only work in the 

context of pseudonymization that lists a set of common identifiers with a high risk of re-

identification. But still, no countermeasures against this inherent problem of pseudonymity 

have been proposed. This situation makes it difficult to find an adequate balance between 

privacy concerns and support for workflows that require re-identification of data and 

subjects. For example, the pseudonymization and de-pseudonymization process may be 

designed differently. The work by Aamot et al. [AKRK13] suggests an efficient routine 

process that requires to contact multiple selected persons called “ombudsmen”, each of 

which controls a horizontal subset (i.e. data about a certain set of patients) of the data, to 

de-pseudonymize datasets. In contrast, the concept of Pommerening et al. [PDHG14] 

involves two additional parties in the process of de-pseudonymizing research data, each of 

which controls a vertical subset of the data (i.e. a certain set of attributes for all patients).  

3.3.4 Conclusions56 

A fully web-based single-page application design as illustrated in Figure 16 can be realized 

as a client-side JavaScript Application that communicates cross-domain with REST-based 

services exchanging JSON-formatted data with the client. Since todays JavaScript 

frameworks have overcome the drawbacks of the past, this technology is well suited for 

the purpose of disease networks. 

                                                      

 

56 Cf. “Conclusions” in [LKPK15]. 
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Figure 16. Single-page application design57 

The frameworks have improved in terms of maturity, support and they have been 

employed for multiple every day applications. Advantageous for the implementation of a 

disease network with a JavaScript framework would be that server-side application 

business logic could be held simple. A lightweight JavaScript-Application would run on the 

client with the data seamlessly integrated a priori. Disadvantageous however, is the 

fragmented IDE support for JavaScript-frameworks which impedes development, 

depending on the technology employed. JavaScript is interpreted differently depending on 

the web browser. Therefore, server-side calculation and rendering could be considered 

more predictable. 

Pseudonymization models are very heterogeneous, already on a conceptual level. Most 

importantly it remains unclear how exactly data is to be separated into distributed subsets. 

What is lacking is a thorough risk and threat analysis for pseudonymization schemes, 

covering at least the data- and the application level. Different architectural solutions exist 

for managing a set of pseudonymized data subsets, each of which has different properties 

in terms of usability, support for functional requirements and software complexity. 

Additionally, these architectures can be implemented with different technologies. In this 

work, we have analyzed this broad spectrum of architectural options and implementation 

                                                      

 

57 Cf. [PKLK15]  

REST/JSON

Client

REST/JSON

data-store2.orgdata-store1.org

6. request

7. retrieve

8. JSON

4. retrieve

9. render

3. request

5. JSON

Application
/JavaScript

2. App.js

1. request



 

A Reference Architecture for Pseudonymized Data Management 

 

R. Lautenschläger - Pseudonymization in Biomedical Research (2018)                         72 / 134 

 

techniques and we have presented a solution that is generic because it is independent of 

the actual distribution of data and supports a large set of features. In the future, we will 

investigate how using more modern HTML features can help to reduce system complexity 

and thus simplify application development as well as system maintenance. 
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4 Risk and Threat Analysis for the 

Reference Architecture 

In this chapter, we will examine our reference architecture presented in chapter 3 for a 

detailed risk and threat analysis. 

4.1 Background 

Biomedical data is often personal and highly sensitive. National laws, e.g., the HIPAA 

Privacy Rule [Savo96], and international regulations, e.g., the General Data Protection 

Regulation of the European Union [Jour16], mandate stringent protection of such data. As 

a result, countermeasures must not only be implemented to mitigate security threats but 

additional measures need to be employed to mitigate privacy threats. Often a combination 

of different techniques is used. Important security measures include using protected 

network communication and strong authentication mechanisms to prevent unauthorized 

access by attackers [PKLK15]. 

Classical security threats include unauthorized access to data or manipulation of data and 

disruption of service. In this context, common countermeasures include using protected 

network communication, strong authentication mechanisms, redundant hardware, secure 

software development processes and clearly defined operating procedures. Systematic 

methodologies exist that help to consider security threats, risks and countermeasures 

throughout the whole software lifecycle, e.g., ISO 27001 [Iso16], Microsoft’s STRIDE 

[HoLi06, MHLO14] and DREAD [Msdn11]. These aim at protecting systems from classical 

threats, such as unauthorized access to or manipulation of data and ensuring the 

availability of the system. In this context, common countermeasures include using 

protected communication between components of the IT system and the user, fine-grained 

access control, recording the users’ actions, redundant hardware, secure software 

development processes and clearly defined operating procedures [PKLK15]. 
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4.1.1 Breaches of Privacy and Confidentiality 

While confidentiality is related to data and can be seen as “an agreement about 

maintenance and who has access to identifiable data” [Schu99], privacy is related to 

persons as “a sense of being in control of access that others have to ourselves” [Schu99]. 

According to [Shir07], a core element of privacy is “[...] the degree to which [one] is willing 

to share [...] personal information”. The biggest threat to privacy is access to personal data 

without the consent of the data owner. Authorization should directly reflect a person’s 

degree of consent for sharing data. In order to ensure privacy, confidentiality needs to be 

implemented. Privacy-enhancing techniques (PET) are utilized to establish multiple levels 

of defense that an attacker needs to overcome in order to get access to personal data. 

Pseudonymity can be considered an additional measure to classical security measures: 

Data is distributed to multiple pools. Ideally, each pool contains only personal data of 

limited value to an attacker. If an attacked successfully gains access to one pool, it will not 

necessarily lead to disclosure of an identity or essential information on such. The challenge 

is to separate the data accordingly and to determine which attributes will be combined in 

one pool. This separation of data is still not driven by proven concepts from research 

[PKLK15]. Personal information58 and the protection of it “is the aspect that a direct relation 

between some data and a person must not be revealed. This also means that a person must 

not be identifiable by characteristics of the given data” [PKLK15] (i.e. data contained in one 

pool). 

In [EmAr13] four plausible attacks on a data set were sketched: 

1. Deliberately re-identification of data by recipient. 

2. Spontaneous re- identification of data by recipient. 

3. Data breach at recipient’s site. 

                                                      

 

58 “[…], especially information […] that could cause harm or pain to that person if disclosed to unauthorized 
parties […]” [Shir07]. Examples include: “Any information a) that identifies or can be used to identify, contact, 
or locate the person to whom such information pertains; b) from which identification or contact information 
of an individual person can be derived; or c) that is or can be linked to a natural person directly or indirectly 
“[Itut10]. 
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4. Demonstration attack on data launched by an adversary. 

Liu et al. have reported over 900 data breaches from 2010 to 2013 affecting 29 millions of 

records only in the United States [LiMC15]. Application-layer pseudonymity in biomedical 

research aims at preventing breaches of privacy resulting from one or multiple attacks. We 

define an attack59 as an unauthorized access to data, e.g., by compromising a system. Every 

successful attack results in a breach of confidentiality but not necessarily in a breach of 

privacy. Privacy enhancing technologies (PET) do not primarily aim at avoiding attacks but 

try to restrict privacy breaches. A privacy breach means that the data obtained by a breach 

of confidentiality allows one or multiple individuals to obtain new knowledge about one or 

multiple identified individuals. This can be a direct or indirect process, involving several 

actors of which not each needs to be an attacker. Actors collected data with their own 

knowledge and pass it on to others until the dataset enables someone to recognize one or 

more contained individuals. 

4.1.2 Security Measures 

These efforts are often supported by IT systems, which manage highly sensitive personal 

health information. Increasing public awareness of privacy threats has led to social and 

political pressure to prevent the misuse of personal data. As a result, national laws and 

international regulations mandate stringent data protection. Examples include the HIPAA 

Privacy Rule [Savo96] or the General Data Protection Regulation of the European Union 

[Jour16]. Both require IT systems to fulfill all state-of-the-art security properties, as, e.g., 

specified by ISO/IEC 27000 [Isoi09]. These include guaranteeing confidentiality and 

integrity, e.g., by exclusively using protected communication. Strong authentication 

methods and fine-grained authorization mechanisms must be implemented, e.g., using a 

role-based model. Accountability must be ensured, e.g., by logging the users’ actions in an 

audit trail. Redundant hardware and intrusion detection systems help to ensure 

availability. A secure software development process with extensive testing reduces 

                                                      

 

59 Any kind of malicious activity that attempts to collect, disrupt, deny, degrade, or destroy information 
system resources or the information itself [Syst10]. 
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software vulnerabilities60. On an organizational level, security threats can be mitigated by 

educating users and developing clearly defined operating procedures [PKLK15]. 

4.1.3 Privacy Measures 

Privacy measures include de-identification and pseudonymization. De-identification 

methods remove or alter potential identifiers. The aim is to permanently and irreversibly 

“remov[ing] the association between the identifying data set and the data subject.” [Inte00] 

making re-identification difficult for attackers. In contrast, pseudonymity is a reversible 

measure that inserts separative measures against attackers [PKLK15]. 

To protect datasets from privacy threats, different techniques are most relevant in 

different phases of our process from Figure 1. De-identification is the most important 

privacy measure when releasing and sharing research data. Examples include de-

identification according to the HIPAA privacy rule [Savo96], restriction to HIPAA’s limited 

data set, and statistical methods, such as k-anonymity [Swee02]. These methods introduce 

fuzziness, e.g., via generalization or suppression, and therefore allow balancing the level of 

detail and identifiability. The metadata that is used to provide other researchers with an 

overview of existing data in the second phase is often created by means of aggregation. 

Again, this allows balancing the level of detail and identifiability as individual-level data 

items are summarized and counts are provided that do not allow identifying specific 

individuals. 

Pseudonymization as a Privacy Measure 

Apart from standard security measures, separate storage of different types of data is an 

increasingly popular method to mitigate privacy risks [PKLK15]. For example, the European 

General Data Protection Regulation requires that “[…] data can no longer be attributed to 

a specific data subject without the use of additional information, provided that such 

additional information is kept separately […]”[Jour16].. This is commonly known as 

pseudonymization, which aims at preventing attackers from relating research data to 

individuals. These sensitive relationships are protected with pseudonyms, which are 

                                                      

 

60 “Weakness in an information system, system security procedures, internal controls, or implementation that 
could be exploited by a threat source” [Syst10]. 
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artificial identifiers for which the link to the corresponding entity is kept confidential 

[Itut10].  
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4.2 Methods 

In this chapter we will perform a threat analysis according to well-known methodologies 

(STRIDE, LINDDUN). The STRIDE [MHLO14] methodology designed to model security 

threats. This is complemented with the LINDDUN [DWSP11] methodology that focuses on 

privacy threats. This process consists of several steps that range from the definition of use 

scenarios, to the modelling of threats and risks to appropriate countermeasures. We will 

explain the details in the following. 

Threat Modelling using STRIDE 

The STRIDE [MHLO14] methodology provides an appropriate means to analyze threats and 

countermeasures systematically. STRIDE is an acronym for the security threat types 

addressed by the methodology which are (1) spoofing, (2) tampering, (3) repudiation, (4) 

information disclosure, (5) denial-of-service, and (6) elevation-of-privilege. We will relate 

these principles to the basic security principles of ISO 27000 [Isoi09] and RFC-4949 [Shir07]: 

1. “Authenticity – property that an entity is what it claims to be” [Isoi09] 

2. ”Integrity – property of protecting the accuracy and completeness of assets” 

[Isoi09] 

3. “Accountability – responsibility of an entity for its actions and decisions” [Isoi09] 

4. “Confidentiality – property that information is not made available or disclosed to 

unauthorized individuals, entities, or processes” [Isoi09] 

5. “Availability – property of being accessible and usable upon demand by an 

authorized entity” [Isoi09] 

6. “Authorization – approval that is granted to a system entity to access a system 

resource” [Shir07]  

Privacy Threat Modelling using LINDDUN 

LINDDUN is an extension to STRIDE suggested by Deng et al. [DWSP11] and allows for 

modeling privacy threats software systems. LINDDUN supports the identification of threats 

based on information flows and enables the selection of suitable countermeasures. 

LINDDUN is acronym that is formed by the basic privacy threat types: Linkability, 

Identifiability, Non-repudiation, Detectability, Disclosure of information, Content 
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unawareness, and Policy and consent non-compliance. These threat types are defined as 

follows: 

Table 10. LINDDUN threat types 

# Type Description 

1 Linkability “Linkability of two or more items of interest (IOI) (IOIs, e.g., subjects, 

messages, actions, etc.) allows an attacker to sufficiently distinguish whether 

these IOIs are related or not within the system”[DWSP11]. 

2 Identifiability “Identifiability of a subject means that the attacker can sufficiently identify 

the subject associated to an IOI”[DWSP11]. 

3 Non-repudiation “Non-repudiation allows an attacker to gather evidence to counter the claims 

of the repudiating party, and to prove that a user knows, has done or has said 

something”[DWSP11]. 

4 Detectability “Detectability of an IOI means that the attacker can sufficiently distinguish 

whether such an item exists or not”[DWSP11]. 

5 Information 

disclosure 

“Information disclosure threats expose personal information to individuals 

who are not supposed to have access to it”[DWSP11]. 

6 Content 

unawareness 

“Content unawareness indicates that a user is unaware of the information 

disclosed to the system”[DWSP11]. 

7 Policy and 

consent non-

compliance 

“Policy and consent non-compliance means that even though the system 

shows its privacy policies to its users, there is no guarantee that the system 

actually complies to the advertised policies”[DWSP11]. 

 

The privacy properties these threats compromise are, respectively: 

Table 11. Privacy properties 

# Type Description 

1 Unlinkability “Unlinkability of two or more IOIs … means that within the system …, the 

attacker cannot sufficiently distinguish whether these IOIs are related or not“ 

[PfHa10]. 
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2 Anonymity “Anonymity of a subject … means that the attacker cannot sufficiently identify 

the subject within a set of subjects, the anonymity set” [PfHa10]. 

3 Pseudonymity “Pseudonymity – A subject is pseudonymous if a pseudonym is used as 

identifier instead of one of its real names” [PfHa10]. 

4 Plausible 

deniability 

“Plausible deniability … means that an attacker cannot prove a user knows, has 

done or has said something” [DWSP11]. 

5 Undetectability 

and 

unobservability 

“Undetectability and unobservability … of an IOI … means that the attacker 

cannot sufficiently distinguish whether it exists or not” [PfHa10]. 

6 Confidentiality “Confidentiality means preserving authorized restrictions on information 

access and disclosure, including means for protecting personal privacy and 

proprietary information” [McGK10]. 

7 Content 

awareness 

“Content awareness – The user needs to be aware of the consequences of 

sharing information” [DWSP11]. 

8 Policy and 

consent 

compliance 

“Policy and consent compliance ensures that the system’s (privacy) policy and 

the user’s consent … are indeed implemented and enforced” [DWSP11]. 
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4.3 Results  

4.3.1 Threat Modelling using LINDDUN/STRIDE 

According to Deng et al. STRIDE modeling process can be substructured into the following 

nine steps [DWSP11]: 

1. Definition of use scenarios where the key functionality is described. 

2. Definition of external dependencies of the system to examine. 

3. Definition of security assumptions of the system.  

4. Identification of external security dependencies and restrictions. 

5. Creation of data flow diagrams in order to analyze the system.  

6. Determination of threat types according to STRIDE taxonomy. 

7. Identification of threats using the data flow diagram.  

8. Determination of risk levels for threats identified.  

9. Planning risk mitigation by introducing countermeasures.  

We will follow these steps in order to perform our analysis of threats and countermeasures. 

4.3.1.1 Definition of Use Scenarios 

We described a generic solution for implementing pseudonymized data management for a 

common and typical scenario: collaborative electronic collection of biomedical research 

data and further payload data, such as metadata about associated entities (e.g. 

biospecimen). Fort a detailed definition of use scenarios, we refer to section 1.1.2 and 

chapter 2. 

4.3.1.2 External Dependencies 

In this section we will define the external dependencies of our solution. External 

dependencies are the components on which our solution relies (i.e. technology stack). 

These components range from the operating system of a server to the database used. In 

Table 12 we listed the most important dependencies in our context. 
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Table 12. External dependencies 

Type Description 

Operating system Windows Server 2008 R2  

Operating system Ubuntu 12.x LTS  

Webserver  Apache 2.x 

Application Server Tomcat 7.x 

Java Version Java 8.x 

Database MySQL (5.x) 

Frameworks & Libraries61 e.g. Hibernate, Richfaces 

4.3.1.3 Security Assumptions 

In this section the basic security assumptions are defined. In the context of our system, 

these assumptions comprise the security requirements from chapter 2. These 

requirements are listed in the following tables (cf. Table 13, Table 14, Table 15). 

Table 13. Physical security requirements 

Req.ID Requirement Description 

PSR-1 Physical access 

restrictions to client 

and server hardware 

“Servers must be housed within a dedicated locked room with unescorted access limited to 

specified individuals” [OKCL11]. 

PSR-2 Secured power supply “The power supply to servers should be secured, e.g. by a UPS unit, to allow an orderly 

shutdown on power failure” [OKCL11]. 

PSR-3 Encryption of non-

physically secure data 

“No patient data should be stored on anything other than protected servers (e.g. on laptops, 

desktops, USB sticks etc.) unless it is encrypted” [OKCL11]. 

PSR-4 Server failure - 

response 

Alerts on server failure should be sent automatically to relevant personnel [OKCL11]. 

                                                      

 

61 For the sake of brevity, we will not list all libraries and frameworks that were employed. An exhaustive 
analysis would need to take all components into consideration. 
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PSR-5 Controlled 

environment 

“Servers should be housed in a temperature controlled environment” [OKCL11]. 

PSR-6 Server room/building 

linked to response 

centers 

“The server room/building should have an alarm system with the alarm linked to a central 

response center” [OKCL11]. 

PSR-7 Hazard control - fire 

alarms 

“The server room should be fitted with heat and smoke alarms, monitored 24/7” [OKCL11]. 

PSR-8 Hazard Control - fire 

response 

“The server room should be fitted with automatic fire response measures (e.g. inert gas)” 

[OKCL11]. 

PSR-9 Physical separation of 

data 

The system shall support the hosting of different backends on different physical machines 

with different host names [PDHG14]. 

PSR-10 Separation of powers 

and duties 

Servers hosting the different backend systems must be spatially and organizationally 

separated. This comprises as well different rooms and staffing for the separated backend 

servers [PDHG14]. 

Table 14. Logical security requirements (I) 

Req.ID Requirement Description 

LSR-1 Security management 

system 

Regular reviews of IT security systems, practices and documentation, […], should occur as part 

of an ongoing Security Management System” [OKCL11]. 

LSR-2 Commitment to data 

protection 

A data protection officer shall keep watch over relevant security policies and trainings 

[OKCL11, PDHG14]. 

LSR-3 External firewalls External firewalls should be in place and configured to block inappropriate access [OKCL11, 

PDHG14]. 

LSR-4 Encrypted 

transmission 

All data transmitted over the internet must be encrypted with state of the art encryption 

technology, e.g., TLS with server certificates, SHA-256 encryption for files [OKCL11, PDHG14].  

LSR-5 Server admin role “Servers should be protected by a highly restricted administrator password (i.e. known to 

essential systems staff only)” [OKCL11].  

LSR-6 Admin password 

management 

“The administrator password should be changed regularly according to locally agreed policies, 

and stored securely for emergency use (e.g. off-site)” [OKCL11]. 

LSR-7 Server maintenance “Necessary patches and updates should be identified and applied in a timely but safe manner 

to: the operating system, anti-malware systems, backup systems and major apps (e.g. Clinical 

DBMSs, Web servers, Remote Access systems, etc.)” [OKCL11]. 

LSR-8 Commitment to 

information security 

“The unit or its parent organization can demonstrate management commitment to 

information security, including relevant groups, policies, training and individuals with 

designated roles (e.g. 'IT security officer')” [OKCL11, PDHG14] 
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LSR-9 Internal firewalls “Internal firewalls should be in place and correctly configured, e.g. blocking access to other 

departments, students” [OKCL11]. 

LSR-10 Security testing “Regular security testing should be carried out and is documented” [OKCL11]. 

LSR-11 Intrusion detection 

with traffic monitoring 

“Traffic activity should be monitored and hacking attempts identified and investigated” 

[OKCL11]. 

LSR-12 Logical access 

procedures 

“SOPs and policies for access control to the network(s) and specific systems should be in 

place” [OKCL11]. 

LSR-13 Access control 

management 

“Each system requiring access controls should have mechanisms, e.g. using roles, group 

membership, etc., that can be used to effectively differentiate and manage access” [OKCL11, 

PDHG14]. 

LSR-14 Granularity of access “Access control mechanisms should be granular enough so that users only see the data they 

need to see” [OKCL11, PDHG14]. 

Table 15. Logical security requirements (II) 

Req.ID Requirement Description 

LSR-15 Password 

management 

“Network password management should be enforced on all users, including regular password 

change and password complexity” [OKCL11]. 

LSR-16 Desktop lockout “Desktop logins should post a blank screen or screensaver after a locally determined shut 

down period, and require password re-activation” [OKCL11]. 

LSR-17 Review of data and 

system access rights 

“Access rights […] should be regularly reviewed, changes to access requested and actioned 

according to defined procedures, by designated individuals, with records kept of all rights, 

when granted, why and by whom.” [OKCL11]. 

LSR-18 Data security All authorized personnel involved will keep data secure and confidential at all times [OKCL11, 

PDHG14]. 

LSR-19 System security “System security and access control is ensured, data is only accessible to authorized 

personnel” [OKCL11]. 

LSR-20 Client-side re-

combination 

Systems need to be designed in a way that the reconstruction of the logical global dataset can 

only be performed at the client-side to reduce the number of attack vectors [PDHG14]. 

LSR-21 Confidentiality of 

internal identifiers 

Clients must not be able to learn the pseudonymous identifiers used in the distributed 

databases. Pseudonymized datasets may only be joined by authorized users [PDHG14]. 

LSR-22 Two-tier 

pseudonymization 

The system shall provide support for two-tier pseudonymization, implemented with an 

additional mapping service [Inte00, PDHG14].  
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LSR-23 Restriction of data 

access 

The system shall support a site-based view where a physician and staff have access restricted 

to data of their site. The system shall support researchers having access restricted to data 

concerning biospecimen. Furthermore, the system shall support data managers having access 

to patients medical data without having access to identification data [OKCL11, PDHG14]. 

LSR-24 Logging procedures Every request to a system must be logged in a separate file [OKCL11, PDHG14]. 

4.3.1.4 External Security Notes 

As already noted, our solution utilizes several external components (cf. Table 12). 

Regarding security implications of external dependencies, we oriented towards the 

Security Technical Implementation Guides (STIGs) listed in [Unif15]. STIGs list known 

vulnerabilities with weighted severity and therefore allow for minimization of 

vulnerabilities when using standard components. In the following, we will present a brief 

overview of the requirements concerning the external components utilized by our solution 

(cf. Table 16 and Table 17). We will only present the requirements weighted with a high 

severity. For a comprehensive list, we refer to [Unif15]. 

Table 16. External security requirements (I) 

Req.ID Ext. Component Requirement 

ESR-1 Apache 2.x “Server side includes (SSIs) must run with execution capability disabled” [Unif15]. 

ESR-2 Apache 2.x ”All web server documentation, sample code, example applications, and tutorials must be 

removed from a production web server” [Unif15]. 

ESR-3 Apache 2.x ”Web server software must be a vendor-supported version” [Unif15]. 

ESR-4 Apache 2.x ”Administrators must be the only users allowed access to the directory tree, the shell, or other 

operating system functions and utilities” [Unif15]. 

ESR-5 Java 8.x ”Java Runtime Environment (JRE) versions that are no longer supported by the vendor for security 

updates must not be installed on a system” [Unif15]. 

ESR-6 Windows Server 

2008 R2 

”Systems must be at supported service pack (SP) or release levels” [Unif15]. 

ESR-7 Windows Server 

2008 R2 

”Named pipes that can be accessed anonymously will be configured to contain no values” 

[Unif15]. 

ESR-8 Windows Server 

2008 R2 

”Anonymous enumeration of SAM accounts will not be allowed” [Unif15]. 
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ESR-9 Windows Server 

2008 R2 

”Anonymous enumeration of shares will be restricted” [Unif15]. 

ESR-10 Windows Server 

2008 R2 

”Autoplay will be disabled for all drives” [Unif15]. 

ESR-11 Windows Server 

2008 R2 

”The LanMan authentication level will be set to Send NTLMv2 response only\refuse LM & NTLM” 

[Unif15]. 

ESR-12 Windows Server 

2008 R2 

”The Recovery Console option will be set to prevent automatic logon to the system” [Unif15]. 

ESR-13 Windows Server 

2008 R2 

”Anonymous access to Named Pipes and Shares will be restricted” [Unif15]. 

ESR-14 Windows Server 

2008 R2 

”Local volumes will be formatted using NTFS” [Unif15]. 

Table 17. External security requirements (II) 

Req.ID Ext. Component Requirement 

ESR-15 Windows Server 2008 

R2 

”Unauthorized accounts must not have the Debug programs user right” [Unif15]. 

ESR-16 Windows Server 2008 

R2 

”Unauthorized accounts must not have the Create a token object’ user right” [Unif15]. 

ESR-17 Windows Server 2008 

R2 

”The Enhanced Mitigation Experience Toolkit (EMET) v5.x or later must be installed on the 

system” [Unif15]. 

ESR-18 Windows Server 2008 

R2 

”The Windows Installer Always install with elevated privileges must be disabled” [Unif15]. 

ESR-19 Windows Server 2008 

R2 

”Unauthorized remotely accessible registry paths must not be configured” [Unif15]. 

ESR-20 Windows Server 2008 

R2 

”The default autorun behavior will be configured to prevent autorun commands” [Unif15]. 

ESR-21 Windows Server 2008 

R2 

”Solicited Remote Assistance will not be allowed” [Unif15]. 

ESR-22 Windows Server 2008 

R2 

“The system will be configured to prevent the storage of the LAN Manager hash of passwords” 

[Unif15]. 

ESR-23 Windows Server 2008 

R2 

”Network shares that can be accessed anonymously will not be allowed” [Unif15]. 
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ESR-24 Windows Server 2008 

R2 

”The use of local accounts with blank passwords will be restricted to console logons only” 

[Unif15]. 

ESR-25 Windows Server 2008 

R2 

”Unauthorized remotely accessible registry paths and sub-paths must not be configured” 

[Unif15]. 

ESR-26 Windows Server 2008 

R2 

”Unauthorized accounts must not have the Act as part of the operating system user right” 

[Unif15]. 

4.3.1.5 Data Flow Diagram 

Data flow diagrams can be used to show the relationships between and among processes 

and data. We will start with describing the elements used in the data flow diagram. 

Table 18. Components of the data flow diagram 

Graphical 

Notation 
Name (Acronym) Description 

 
Data store (DS) Repositories of data in the system [Vie00]. 

 
Data flow (DF) Data flow of the physician’s (or staff) workflow. 

 
Data Flow (DF) Data flow of lab personnel. 

 Material flow (MF) Flow of physical material (e.g. biospecimen, paper documents). 

 
Process (P) “A process transforms incoming data flow into outgoing data flow” [Vie00]. 

 
Entity (E) 

“External entities are sources and destinations of the system's inputs and outputs” 

[Vie00]. In our context, an entity is a user of the system. 

 
External entity (EE) In our context, external entities are patients about whom data is collected.  

 
Permanent storage (PS) This element illustrates a permanent storage of information. 

 
Temporary storage (TS) Data is only available for a limited time (e.g. user session). 

 
Pseudonymization (PZ) Translation of one identifier into another. 

 
Paper document (PD) Paper documents important in the process (e.g. informed consent). 
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Trust boundary (TB) Trusted hard- and software infrastructure. 

In Table 18 the elements we used for modeling the data flow diagram can be seen. We 

introduced further custom elements for a more detailed illustration of the workflow. The 

result is shown in Figure 17. 

 

Figure 17. Data flow in the system62 

                                                      

 

62 A similar diagram has been published in [Fkoh10] 
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4.3.1.6 Identification of Threats 

In Table 19 we show the mapping of basic security properties from ISO 27000 [Isoi09] and 

RFC-4949 [Shir07] to STRIDE security threats. Furthermore, we show the data flow 

elements from Table 18 that are related to STRIDE security threats as well. An “X” marks a 

relation of a data flow element to a threat. 

Table 19. Mapping STRIDE security threats to data flow elements63  

Security property STRIDE security threats (E) (EE) (DS) (P) (PD) 

Authentication Spoofing X X X X X 

Integrity Tampering  X X X  

Non-repudiation Repudiation X  X X X 

Confidentiality Information disclosure X X X X X 

Availability Denial of service   X X  

Authorization Elevation of Privilege X   X  

The relation of data flow elements listed in Table 18 to LINDDUN privacy threats are shown 

in Table 20. The symbol „X“ indicates a potential privacy threat for a data flow element in 

the system.  

Table 20. Mapping LINDDUN privacy threats to data flow elements 

LINDDUN privacy 

threats 

Examples [DWSP11] 
(E) (EE) (DS) (P) (DF) (PD) 

Linkability An attacker can relate different data items to an item of 
interest. 

X X X X X X 

Identifiability An attacker can identify a single data entity in a set of 
entities. 

X X X X X X 

Non-repudiation An attacker can undeniably verify that certain actions have 
been performed by an entity. 

  X X X X 

Detectability Possibility for an attacker to distinguish whether data related 
to a particular entity exists or not. 

  X X X X 

                                                      

 

63 Cf. Data flow elements from Table 18 
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Information disclosure Exposure of information to unauthorized entities. X X X X X X 

Content unawareness The data subject is unaware of the data processed, stored or 
deleted. 

X X     

Policy/consent 

noncompliance 
The system or single components are not compliant with 
policies or consent.  

  X X X X 

In compliance with Deng et al. [DWSP11], we will now display the identified threats as 

threat trees. Each intersection marked with “X” of a data flow element and each threat can 

be represented by a dedicated threat tree. We modeled the corresponding trees for each 

intersection in the following. 

Table 20. Data flow elements for threat trees64  

Graphical Notation Description 

 

Root threat 

 

Concrete threat 

 Relation 

                                                      

 

64 Cf. Figure 2 in [DWSP11] 
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Figure 18. Threat tree for linkability and identifiability of an external entity 

Linkability of an external entity (EE): „refers to an attacker can sufficiently distinguish 

whether two or more entities are related or not within the system [DWSP11].” The goal of 

an attacker is to disclose information of a data flow or a data store. In our context, this 

means that an attacker can learn about pseudonymous relationships of data items. The 

threat tree is shown in Figure 18. The preconditions are that data flow or data store are not 

fully protected or an attacker has successfully intercepted client-server communication. 

The information disclosure of an external entity can as well lead to identifiability of an 

external entity. Preconditions are the successful attack on a data store and the decryption 

of identifying data. 
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Figure 19. Threat tree for linkability and identifiability of data store 

The goal of linkability and identifiability of a data store is to disclose information of a data 

store. Here, an attacker needs to exploit the vulnerabilities in the data store protection. A 

successful attack will lead to information disclosure of the data store. The threat tree is 

shown in Figure 19. 

 

Figure 20. Threat tree for a data flow 

An attack on a data flow aims at disclosure of information of a data flow (cf. Figure 20). The 

precondition is that an attacker has intercepted client-host communication based on 

eavesdropping or modification of communication. 
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Figure 21. Threat tree for a process 

Linkability of a process (P): The threat tree shown in Figure 21 depicts the linkability of a 

process. The goal is to link multiple actions to an entity (i.e. user) and hereby disclose 

information about a process. 

 

Figure 22. Threat tree for a paper document 

Linkability, detectability and non-repudiation of a paper document aim at information 

disclosure, linkability and identification of entities and external entities. The attack may be 

directed towards paper transfer routes or archives where paper based documents are 

stored by, e.g., theft or espionage. The threat tree is shown in Figure 22. Paper documents 

are likely to contain identifying information (e.g. informed consent) and therefore bear the 

risk of identifiability and linkability for entities or external entities. The attack may also lead 

to information disclosure of the paper document. 
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Figure 23. Threat tree for information disclosure and identifiability of an entity 

The threat tree shown in Figure 19 depicts the preconditions of information disclosure and 

identifiability for an entity. In our context, entities are users of the system having access to 

certain information in data stores, depending on role-based access. The precondition is 

compromising a user account. This can be achieved based on espionage, eavesdropping, 

blackmailing, bribe, brute-force of passwords and fraud. Compromising a user account will 

lead to information disclosure of a data flow or data store. 
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Non repudiation and detectability of a data store are closely related as shown in Figure 24. 
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which can lead to information disclosure of a data store. An additional precondition for 

non-repudiation is that users of the system cannot edit the database in order to achieve 

deniability of their actions. 

 

Figure 25. Non-repudiation and detectability of a process 

Non repudiation and detectability of a process share the precondition of a not fully 

protected process (cf. Figure 25). This can lead to information disclosure of a data flow or 

data store. Non-repudiation also results from a securely logged process. 
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Figure 26. Non-repudiation of a data flow 

Non-repudiation of a data flow has the preconditions of insufficient data flow obfuscation 

and no or weak encryption. Both can lead to linkability and information disclosure of a data 

flow. 

 

Figure 27. Threat tree for information disclosure of data store 

Information disclosure of a data store (DS): This scenario requires the attacker to 

successfully compromise a data store. This can be performed either by attacking the data 

store hardware or data store software as depicted in Figure 27. This can lead to linkability 

or identifiability for an external entity as well as identifiability for an entity. 

 

 

 

Information 
disclosure of data 

store

Attack on client or 
host software

Based on malware 
(virus, worm, trojan)

Unauthorized access 
to operating system 

or application

Based on DoS

Based on priviledge 
escalation

Based on (e.g. XSS, 
CSRF)

Based on brute force 
of passwords

Attack on client or 
host hardware

Based on access to 
memory

Based on DoS

Based on hardware 
keylogger

Based on theft [loss]

Based on access to 
hard disk

Data store 
successfully 

compromised

Identifyability of 
an external entity

Decryption of 
identifying data

Linkability of an 
external entity

Identifyability of 
an entity

Based on  saved/
written down 

password



 

Risk and Threat Analysis for the Reference Architecture 

 

R. Lautenschläger - Pseudonymization in Biomedical Research (2018)                         97 / 134 

 

 

Figure 28. Content unawareness and policy/consent noncompliance 

Content unawareness of entities and external entities and non-compliance of the other 

diagram components (paper documents, processes, data-stores, data flows) are closely 

related. Paper documents, (e.g. informed consent, data use policies) must be consistent 

with the workflows and processes inside a system. If this is not the case, workflows and 

processes may be non-compliant and/or entities may be unaware about the content of 

data stores, processes and data flow in the system. 

4.3.1.7 Estimation of Risk 

For the estimation of risk we followed the process described in NIST Special Publication 

800-30 [Nist12]. This risk management process consists of four components:  

1. Risk framing: Describes “the environment where risk-based decisions are made”. 

2. Risk assessment: Estimation of risk within the risk frame. 

3. Risk response: Respond to risk based on risk assessment. 

4. Risk monitoring: Observation of risk over time in the context of implemented risk 

responses. 

According to [Nist12] the risk is a function of (i) the adverse impacts in case of occurrence, 

and (ii) the likelihood of occurrence. Next, we will describe the basic elements NIST utilizes 

for risk assessment. 

o Threat sources: The intent, method or situation to exploit a vulnerability (e.g. a 

special type of attack). 

o Threat shifting: Response of adversaries to countermeasures. 

o Vulnerabilities and predisposing conditions that can be exploited by a threat 

source (i.e. technical and organizational). 

o Likelihood of occurrence: “Probability that a given threat is capable of exploiting a 

given vulnerability (or set of vulnerabilities)” [Nist12]. For adversarial threats, the 

likelihood of occurrence is based on intent, capability and target. For other threat 
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events, the likelihood of occurrence is estimated using historical evidence, empirical 

data, or other factors [Nist12]. 

o Impact: “The level of impact from a threat event is the magnitude of harm that can 

be expected to result from the consequences of unauthorized disclosure of 

information, unauthorized modification of information, unauthorized destruction of 

information, or loss of information or information system availability” [Nist12]. 

o Risk: “is a function of the likelihood of a threat event’s occurrence and potential 

adverse impact should the event occur” [Nist12]. 

Table 21. Example template for risk assessment 

Threat 

Event 
Threat Sources Vulnerabilities 

Likelihood 

of Threat 

Level of 

Impact 
Risk Countermeasures 

STRIDE 

LINDDUN 

- Malicious 

insider 

- Denial-of-

service 

- Administrative 

error 

- Hardware 

fault 

- Power failure  

- etc. 

- System security 

procedures 

- Internal 

controls 

- Lack of risk 

management  

- Poor intra-

agency 

communications 

- External 

services 

- Not risk aware 

processes 

- etc. 

low, 

medium, 

high 

low, 

medium, 

high 

low, 

medium, 

high 

Countermeasures 

implemented 

In Table 21 examples for the basic elements of risk assessment according to [Nist12] can 

be seen. The “threat event” column contains basic threats from STRIDE and LINDDUN as 

described previously. “Threat sources” comprises the origin of the attack as shown by the 

examples. The vulnerabilities column shows the component that an attack tries to exploit. 

We leave aside aspects like uncertainty, aggregation and threat shifting which do not apply 

in our context. For the assessment of likelihood of threat, the level of impact and finally the 

overall risk, we decided to utilize a qualitative scale comprising the values: low, medium 

and high. The countermeasures column describes the countermeasures implemented by 

the system to mitigate the attack. 
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Table 22. Level of risk assessment 

Level of Risk 

Likelihood of 

Threat 

Level of Impact 

low medium high 

Low low low med 

Medium low med high 

high low med high 

As can be seen in Table 22, we chose color coding for level of risk assessment. The function 

of “likelihood of threat” multiplied with “level of impact” results in the following results for 

assessment: The color green indicates a low risk level, yellow respectively a medium risk 

level and red a high risk level [PKLK15]. 

4.3.1.8 Description of Countermeasures of the Reference Architecture 

We have described the countermeasure implemented in our solution in chapter 3. We will 

now list these and describe their features in the following: 

Table 23. List of countermeasures (I) 

ID Countermeasure 

CM-1 Auditing and logging  

CM-2 Automatic logout after inactivity 

CM-3 Automatic updates of external components (OS, JVM etc.) 

CM-4 Backups/disaster recovery plan 

CM-5 Client-side recombination of distributed data 

CM-6 Confidentiality of internal identifiers 

CM-7 Consent Management 

CM-8 Data Use Agreements 

Auditing and logging procedures (CM-1) are a common functionality in web-based 

registries, for it assures accountability and integrity. Every request is logged and every data 
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modification recorded in the database. The automatic logout after inactivity (CM-2) is a 

standard mechanism that needs no further explanation. The timeout however should be 

determined by the use case specific needs and workflows. Automatic update of external 

components (CM-3) serves for closing newly discovered vulnerabilities of external 

components as soon as possible. Backups and a disaster recovery plan (CM-4) are essential 

in case of an attack or simply a hardware failure. The client-side recombination of 

distributed data (CM-5) as well as the confidentiality of internal identifiers (CM-6) is an 

aspect we have discussed in the previous chapter. Data use agreements represent a 

contract between the data controllers and a researcher to prevent the misuse of data and 

to report conspicuities of any kind. Consent management (CM-7) and Data Use Agreements 

(CM-8) are best practices in medical research networks which we will not explain in detail 

here. 

Table 24. List of countermeasures (II) 

ID Countermeasure 

CM-9 Database encryption 

CM-10 Distributed authorization 

CM-11 Encrypted backups 

CM-12 Encrypted tokens for communication between backends 

CM-13 Encryption of non-physically secure data 

CM-14 Ethics committee review 

CM-15 Firewalls and virus scanners (external and internal) 

CM-16 Granularity of access adjustable 

Database encryption (CM-9) and encrypted backups (CM-11) should protect against inside 

attacks of people who have access on the database level but it also protects against theft 

of hardware. Distributed authorization (CM-10) and encrypted tokens for communication 

(CM-12) were extensively described in the previous chapter (cf. chapter 3). The encryption 

of non-physically secure data (CM-13) is a very important aspect, even though it is not an 

aspect of our solution itself. When data is handed out via USB-sticks or other media, it must 

be encrypted. Ethic committee reviews (CM-14) should protect against workflows or 

functionalities that are not in line with the informed consent or other policies of a research 

endeavor. Firewalls and virus scanners (CM-15) on both, backends and client-workstations 
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are obligatory. The granularity of access must be adjustable following the need-to-know 

principle. 

Table 25. List of countermeasures (III) 

ID Countermeasure 

CM-17 Input validation/sanitization practices 

CM-18 Intrusion detection system with traffic monitoring 

CM-19 IP-based filtering of requests 

CM-20 Limit for login attempts 

CM-21 Non-delegated authentication 

CM-22 One-time access tokens 

CM-23 Penetration testing 

CM-24 Physical access restrictions to client and server hardware 

Input validation/sanitization practices (CM-17) were also discussed in the previous chapter 

(cf. 3). An intrusion detection system with traffic monitoring (CM-18) is recommended to 

increase the level of network security. Traffic monitoring for backends allows for 

monitoring the web activity of backends as well as bandwidth and internet usage. The IP-

based filtering of requests (CM-19) prevents data stores from receiving unauthorized 

requests. Communication within the trusted server environment requests are only allowed 

from known IP ranges. A limit for login attempts (CM-20) assures that an account is locked 

after a certain number of unsuccessful login attempts. After each unsuccessful attempt the 

response time of the backend increases exponentially. This mitigates brute force attacks 

on passwords. Non-delegated authentication (CM-21) as well as one-time access tokes 

(CM-22) were described in the previous chapter 3. Penetration testing (CM-23) of external 

components and the internal software stack is an obligatory measure. Physical access 

restrictions to client and server hardware ensures that no unauthorized person can access 

servers or client workstations.  

Table 26. List of countermeasures (IV) 

ID Countermeasure 

CM-25 Redundant server hardware/raid 
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CM-26 Role-based access control 

CM-27 Secure server rooms including UPS and fire extinguisher 

CM-28 Separation of powers and duties 

CM-29 Server admin role and application admin role 

CM-30 Admin password management 

CM-31 Server rooms linked to response center 

CM-32 Server hardening (Configuration management) 

The usage of redundant server hardware (CM-25) assures fast recovery and fail safety. In 

connection with secure server rooms including UPS and fire extinguisher (CM-27) as well 

as server rooms linked to response centers (CM-31) represent state-of-the-art 

infrastructure. Role-based access control (CM-26) and the separation of powers and duties 

(CM-28) was described in the previous chapter (cf. chapter 3). This is also important in the 

context of server admin- and application admin roles (CM-29). Admin password 

management (CM-30) should assure secure handover and alternation according to agreed 

policies. Server hardening (CM-32) aims at reduction of vulnerabilities by minimization of 

software on a server, by closing ports not in usage, by regular revision of user accounts and 

permissions etc. 

Table 27. List of countermeasures (V) 

ID Countermeasure 

CM-33 Data access restrictions (Site-based view) 

CM-34 Software installation policies 

CM-35 Physical separation and spatial distribution of data 

CM-36 
Standard operating procedures (Patient 

information) 

CM-37 Standard operating procedures (Data release) 

CM-38 Standard operating procedures (Paper documents) 

CM-39 TLS with server certificates 
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Data access restrictions in terms of a site-based view (CM-33) are a supplement of RBAC 

for assuring confidentiality. Software installation policies (CM-34) on client workstation as 

well as on backends are an important measure for mitigation of malicious software being 

installed. Physical separation and spatial distribution of data (CM-35) on different backends 

is also interlinked with the separation of powers and duties. Furthermore, it mitigates the 

impact of theft of single hardware components. Standard operation procedures for patient 

information, data release and paper documents are best practices and obligatory in a 

research network. TLS with server certificates (CM-39) represent state-of-the-art 

communication security for assuring confidentiality, integrity and authenticity. 

Table 28. List of countermeasures (VI) 

ID Countermeasure 

CM-40 Two-factor authentication 

CM-41 Two-tier pseudonymization 

CM-42 User account management policies 

CM-43 User security and compliance trainings 

CM-44 Username/password policies 

CM-45 Virtualization 

CM-46 Vulnerabilities of external components fixed 

We have explained two-factor authentication and (CM-40) two-tier pseudonymization 

(CM-41) in the previous chapter (cf. chapter 3) extensively. User account management 

policies (CM-42) describe who is authorized to order the creation of new user account and 

who is allowed to execute it. Furthermore, it is defined who has the authority to create 

roles and determine the lifetime for an account. Security and compliance trainings for users 

(CM-43) are primarily directed against social attacks (e.g. bribe, fraud, blackmailing etc.). 

Username and password policies (CM-44) define how usernames and passwords are 

chosen and which rules apply. It also defines how often passwords must be altered which 

length and characters they must contain. Virtualization (CM-45) of server environment 

describes the usage of virtual machines emulating physical servers. This allows for a flexible 

configuration and fast disaster recovery. 
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4.3.1.9 Risk Assessment and Mitigation 

In this section we will perform the assessment of likelihood impact and overall risk. We will 

show how we mitigate threats with implemented countermeasures shown in Table 23 - 

Table 28. For the assessment of risk we do not go into detail concerning countermeasures 

dealing with the exploitation of external components (cf. Table 12). This would exceed the 

limits of this work. For the list of countermeasures dealing with these threats, we refer to 

Table 16 and Table 17. The following risk assessment is performed as previously described 

in the template for risk assessment in Table 21. The acronym “L o T” and “L o I” stand for 

“Level of threat” and respectively “Level of Impact” (cf. Table 29 - Table 34). The risk is 

assessed according to Table 22. 

Table 29. Risk assessment (I) 

Scenario 
Threat 

Event 

Threat 

Sources 

Vulnerabilities 

and 

Predisposing 

Conditions 

L 

o 

T 

L 

o 

I 

R 

i 

s 

k 

Countermeasures (Elements of the 

Security Architecture) 

User 

(Researcher) 

poses as 

something or 

somebody else 

Spoofing, 

Information 

Disclosure 

Malicious 

insider 

Weak 

authentication 

system, poorly 

secured 

workstations, 

insufficient 

protection of 

system 

L 

O 

W 

M 

E 

D 

L 

O 

W 

(1) Role-based access control, (2) 

Granularity of access adjustable, (3) 

Distributed authorization, (4) IP-based 

filtering of requests, (5) Limit for login 

attempts, (6) Encrypted one-time access 

tokens, (7) Two-factor authentication, 

(8) Data access restrictions (Site-based 

view), (9) Automatic logout after 

inactivity 

User (physician 

or staff) poses 

as something 

or somebody 

else 

Spoofing, 

Information 

Disclosure 

Malicious 

insider 

Weak 

authentication 

system, poorly 

secured 

workstations, 

insufficient 

protection of 

system 

L 

O 

W 

M 

E 

D 

L 

O 

W 

(1) Role-based access control, (2) 

Granularity of access adjustable, (3) 

Distributed authorization, (4) IP-based 

filtering of requests, (5) Limit for login 

attempts, (6) Encrypted one-time access 

tokens, (7) Two-factor authentication, 

(8) Data access restrictions (Site-based 

view), (9) Automatic logout after 

inactivity 
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Unauthorized 

escalation of 

privileges for 

an account 

Spoofing, 

Policy and 

Consent 

non-

compliance 

Information 

Disclosure 

 

 

External 

attacker,  

Malicious 

insider 

Insufficient 

access control 

or granularity 

of access not 

adjustable, No 

RBAC 

L 

O 

W 

H 

I 

G 

H 

M 

E 

D 

(1) Role-based access control, (2) 

Granularity of access adjustable, (3) 

Separation of powers and duties, (4) 

Data access restrictions (Site-based 

view), (5) Penetration testing, (6) User 

account management policies, (7) 

Distributed authorization 

Sql Injection, 

Input 

validation/ 

sanitization 

failure, Over 

capacity failure 

Tampering, 

Denial of 

Service 

External 

attacker,  

Malicious 

insider 

Missing Input 

validation/ 

sanitization, No 

server 

hardening 

L 

O 

W 

M 

E 

D 

L 

O 

W 

(1) Input validation/sanitization 

practices, (2) Server hardening, (3) 

Penetration testing 

Table 30. Risk assessment (II) 

Scenario Threat Event 
Threat 

Sources 

Vulnerabilities 

and 

Predisposing 

Conditions 

L 

o 

T 

L 

o 

I 

R 

i 

s 

k 

Countermeasures (Elements of the 

Security Architecture) 

Data flow 

between user 

and data stores 

(Man-In-The-

Middle, Replay 

attacks) 

Tampering, 

Detectability, 

Information 

Disclosure, 

Identifiability 

External 

attacker 

Insufficient 

secure 

connection 

L 

O 

W 

L 

O 

W 

L 

O 

W 

(1) TLS with server certificates, (2) IP-

based filtering of requests, (3) 

Firewalls and virus scanners, (4) Non-

delegated authentication, (5) 

Encrypted one-time access tokens 

Data flow 

between lab 

workstation 

and data stores 

(Man-In-The-

Middle, Replay 

attacks) 

Tampering, 

Detectability, 

Information 

Disclosure, 

Identifiability 

External 

attacker 

Insecure data 

transfer 

L 

O 

W 

L 

O 

W 

L 

O 

W 

(1) TLS with server certificates, (2) 

Software installation policies, (3) 

Encrypted one-time access tokens, (4) 

Firewalls and virus scanners, (5) Non-

delegated authentication 

Manipulation 

of client 

software 

Linkability, 

Information 

Disclosure, 

Identifiability 

External 

attacker 

No or weak 

workstation 

protection 

M 

E 

D 

H 

I 

G 

H 

H 

I 

G 

H 

(1) Software installation policies, (2) 

Physical access restrictions, (3) 

Firewalls and virus scanners, (4) Role-

based access control 



 

Risk and Threat Analysis for the Reference Architecture 

 

R. Lautenschläger - Pseudonymization in Biomedical Research (2018)                         106 / 134 

 

Manipulation 

of host 

software 

Linkability, 

Information 

Disclosure, 

Identifiability 

External 

attacker, 

Malicious 

insider 

No or weak 

protection of 

data stores 

L 

O 

W 

L 

O 

W 

L 

O 

W 

(1) Role-based access control, (2) 

Distributed authorization, (3) Physical 

access restrictions to server hardware, 

(4) Automatic updates of external 

components, (5) Encrypted backups, 

(6) Database encryption, (7) 

Penetration testing, (8) Intrusion 

detection system, (9) Firewalls and 

virus scanners 

Table 31. Risk assessment (III) 

Scenario Threat Event 
Threat 

Sources 

Vulnerabilities 

and 

Predisposing 

Conditions 

L 

o 

T 

L 

o 

I 

R 

i 

s 

k 

Countermeasures (Elements of the 

Security Architecture) 

Web-based 

attack on data 

store(s) 

Information 

Disclosure 

External 

attacker,  

Malicious 

insider 

Insufficient 

access control 

M 

E 

D 

M 

E 

D 

M 

E 

D 

(1) Role-based access control, (2) 

Physical access restrictions to 

client/server hardware, (3) Automatic 

updates of external components, (4) 

Encrypted backups, (5) Database 

encryption, (6) Penetration testing, (7) 

Firewalls and virus scanners, (8) Two-

factor authentication 

Denial of 

Service of data 

stores 

Denial of 

Service 

External 

attacker 

Insufficient 

protection of 

system or 

missing input 

validation/ 

sanitization, 

not enough 

resources 

L 

O 

W 

L 

O 

W 

L 

O 

W 

(1) Server hardening, (2) Input 

validation/sanitization practices, (3) IP-

based filtering of requests, (4) 

Penetration testing 

Released data 

is linkable to 

patients/ 

users/ 

researchers 

Linkability,  

Information 

Disclosure, 

Identifiability 

External 

attacker, 

Malicious 

insider 

Released data 

contains 

information 

that can be 

linked to a 

patient/ user/ 

researcher. 

H 

I 

G 

H 

M 

E 

D 

M 

E 

D 

(1) Standard operation procedures 

(Data release), (2) Data Use 

Agreements, (3) Encryption of non-

physically secure data 

Patient does 

not know for 

what his/her 

data is used. 

Content 

unawareness 

Organizatio

nal failure 

Patient was not 

informed well 

enough. 

L 

O 

W 

M 

E 

D 

L 

O 

W 

(1) Standard operating procedures 

(Patient information), (2) Data Use 

Agreements, (3) Ethics committee 

review 
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Table 32. Risk assessment (IV) 

Scenario Threat Event Threat Sources 

Vulnerabilities 

and 

Predisposing 

Conditions 

L 

o 

T 

L 

o 

I 

R 

i 

s 

k 

Countermeasures (Elements of 

the Security Architecture) 

User does not 

know for what 

his/her data is 

used. 

Content 

unawareness 

Organizational 

failure 

User was not 

informed well 

enough. 

L 

O 

W 

L 

O 

W 

L 

O 

W 

(1) Standard operating procedures 

(patient information), (2) Data Use 

Agreements 

Consent does 

not cover how 

data are 

managed, 

processed and 

shared. 

Policy and 

consent non-

compliance 

Organizational 

failure 

None or 

insufficient 

consent 

management 

M 

E 

D 

M 

E 

D 

M 

E 

D 

(1) Consent Management, (2) 

Ethics committee review 

Social 

engineering 

attack on user 

Information 

disclosure 

Identifiability 

External 

attacker 

Basic security 

unawareness 

of users or 

patients 

L 

O 

W 

H 

I 

G 

H 

M 

E 

D 

(1) Username/Password policies, 

(2) User security and compliance 

trainings, (3) Two-factor 

authentication 

Overcapacity 

failure of data 

stores 

Tampering, 

Denial of 

service 

External 

attacker 

Missing Input 

validation/sanit

ization, Missing 

handling of 

overcapacity 

failures 

L 

O 

W 

M 

E 

D 

L 

O 

W 

(1) Input validation/sanitization 

practices, Server hardening, (2) IP-

based filtering of requests, (3) 

Backups/disaster recovery plan, 

(4) Redundant server 

hardware/raid, (5) Virtualization, 

(6) Intrusion detection system, (7) 

Penetration testing 
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Table 33. Risk assessment (V) 

Scenario Threat Event 
Threat 

Sources 

Vulnerabilities 

and Predisposing 

Conditions 

L 

o 

T 

L 

o 

I 

R 

i 

s 

k 

Countermeasures 

(Elements of the Security 

Architecture) 

Data entry and 

changes by 

physician or lab 

not logged 

Repudiation Systemic 

shortcoming 

Weak logging, 

Missing audit trail 

L 

O 

W 

L 

O 

W 

L 

O 

W 

(1) Auditing and logging 

Hardware 

theft, brute 

force 

Linkability, 

Information 

Disclosure, 

Denial of service 

External 

attacker 

No or Insufficient 

hardware 

protection 

L 

O 

W 

M 

E 

D 

L 

O 

W 

(1) Physical separation and 

spatial distribution of data, 

(2) Physical access 

restrictions to server 

hardware, (3) Server rooms 

linked to response center 

 

Paper 

document 

compromised 

Non-repudiation 

Linkability 

Detectability 

Information 

disclosure 

Identifiability 

External 

attacker 

Insecure storage 

or transfer 

L 

O 

W 

L 

O 

W 

L 

O 

W 

(1) Standard operating 

procedures (Paper 

documents) 

Data changes 

in the data 

stores (not 

traced) 

Repudiation External 

attacker,  

Malicious 

insider 

Weak logging, 

Missing audit 

trail, No or weak 

physical access 

control 

L 

O 

W 

M 

E 

D 

L 

O 

W 

(1) Auditing and logging, (2) 

Physical access control 
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Table 34. Risk assessment (VI) 

Scenario Threat Event 
Threat 

Sources 

Vulnerabilities 

and 

Predisposing 

Conditions 

L 

o 

T 

L 

o 

I 

R 

i 

s 

k 

Countermeasures 

(Elements of the Security 

Architecture) 

Server room 

fire 

Denial of service External 

attacker,  

Technical 

failure 

No or 

Insufficient fire 

protection 

L 

O 

W 

M 

E 

D 

L 

O 

W 

(1) Secure server rooms 

including UPS and fire 

extinguisher, (2) Physical 

access restrictions to server 

hardware, (3) Server rooms 

linked to response center 

Brute 

force/social 

engineering of 

admin 

password 

Tampering,  

Linkability 

Detectability 

Information disclosure 

Identifiability,  

Denial of service 

External 

attacker,  

Malicious 

insider 

No admin 

password 

management 

L 

O 

W 

H 

I 

G 

H 

M 

E 

D 

(1) Server and application 

admin password 

management, (2) 

Penetration testing (3) Two-

factor authentication 

Attacker tries 

to exploit 

vulnerability of 

external 

component 

Tampering,  

Linkability 

Detectability 

Information disclosure 

Identifiability,  

Denial of service 

External 

attacker, 

Malicious 

insider 

No or 

insufficient 

protection of 

external 

components 

(cf. Table 12) 

L 

O 

W 

H 

I 

G 

H 

M 

E 

D 

(1) Automatic updates of 

external components, (2) 

External security 

requirements (ESR-1 – ESR-

26, cf. Table 16 and Table 

17) 
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4.4 Discussion 

4.4.1 Principal Results 

Many of the countermeasures deployed and implemented in our systems are well-known 

and in widespread use. First, we apply hardware-level protection, including restricted 

access to hardware, secure server rooms with a UPS, and redundant server hardware. 

Second, we implement network-level measures, such as communication based on TLS with 

certificates and IP-based filtering of requests. On the host-level, we perform backups and 

maintain disaster recovery plans, deploy intrusion detection systems, firewalls, virus 

scanners, perform penetration testing and server hardening and use virtualization as well 

as automated server updates. On the application-level, our software uses common 

methods, such as limits for login attempts, automated logout after a certain time period, 

two-factor authentication, role-based access control, input sanitization (e.g. against SQL 

injection) and input validation. Additionally, our software implements various 

pseudonymization methods, as described previously. On the client-level, we employ 

account management policies and perform user trainings. 

Additionally, there are some more-specific security measures implemented by our system. 

We have covered many of them in the previous sections: prevention of replay attacks on 

the token infrastructure (one-time access tokens), distributed non-delegated 

authentication where each component handles authentication and authorization 

autonomously (distributed authorization), an audit trail that keeps protocol of every data 

modification on each backend (audit trail) and the encryption of master data in the 

according backend (database encryption). Additionally, users from a specific participating 

site are only allowed to access data of patients recruited at their site (site-based view). This 

is implemented with the role-based access control mechanism. 

The site-based view of data is resulting in logical separated but physically central 

identification service which needs special protection due to the sensitive data stored. We 

decided to introduce strong authentication to better secure user-accounts. The OTP-

Tokens used for this step are autonomous, time-based and do not need any kind of 

connection to the system. They assignment of strong authentication to a user’s account is 

optional and done centrally by an administrator. Attacks like Phishing or Brute-Force are 

mitigated by using OTP-Tokens. Furthermore, exponentially increased response time, in 

case of a failed login attempt, additionally mitigates those attacks. While strong 
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authentication makes compromising an account using standard attacks like Brute-Force 

almost impossible, a successful attack on one user account would only affect data of one 

site. Since all data are pseudonymized compromising an entire subsystem would not lead 

a disclosure of all data. To link the data, an attacker would need to compromise at least 

two other subsystems which are spatially, organizationally separated from each other and 

partially secured by encryption. 

Identifying patient data on paper, e.g., the informed consent, remains in control of the 

recruiting site. Access to information is depending on roles. While researchers can have 

multiple roles in a project, different roles of a single researcher imply possible conflict of 

interest; a potential misuse of data must be taken into consideration.  

The effects of pseudonymization are twofold. Firstly, an attacker might only be able to 

access sensitive data, which makes it difficult to re-identify the data subject. Secondly, an 

attacker might only have access to identifying data, which makes it difficult to cause any 

harm. The relationships between the separated data are protected with pseudonyms, 

which are artificial identifiers for which the link to the corresponding entity is kept 

confidential [Itut10]. 

Therefore, the separation of powers and duties can prevent the misuse of organizational 

powers. The unauthorized escalation of privileges is an attack that can be performed from 

the in- and outside. Besides policy and consent non-compliance, the information disclosure 

of one or multiple data stores is a threat with high impact. If no separation of powers and 

duties realized, the likelihood of escalation of privileges attack increases. Organizational 

structures concerning supervision might conflict with project internal structures. It is 

obvious, that the RBAC must be in place following exactly the need-to-know-principle as 

well as principle of least privilege. This requires the possibility of precise adjustment of the 

rights for each role. Further data access restrictions like a site-based view are 

recommended as well and covered by the need-to-know principle. User account 

management policies are essential in this context.  

The manipulation of client software systems is a serious threat that must be taken into 

consideration. The attack can be performed from an insider or an external attacker. It can 

lead to linkability, information disclosure and in the worst case to identifiability. The 

multitude of clients accessing the system cannot be completely controlled. In a clinical 

environment, client systems are protected with firewalls and virus scanners, software 

installation policies as well as physical access restrictions. However, one has to rely upon 

clinical and IT staff on each site to take precautionary measures concerning state-of-the-
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art security of hardware and software as well as passwords management. A successful web-

based attack on a data store may lead to information disclosure. The attacker may be an 

external person or an insider. Insufficient logical access control mechanism can lead to a 

successful attack. The countermeasures that need to be in place are RBAC, physical access 

restrictions to client and server hardware, automatic updates of external components, 

encrypted backups, database encryption, firewalls and virus scanners. To identify 

vulnerabilities, penetration testing on a regular basis is recommended. The data for release 

has to be distinguished from data that is published. Data which is released for research is 

likely to contain many quasi identifiers. The risk of released data being linkable to a patient, 

a user or a researcher has a medium risk. Countermeasures for mitigation of linkability 

comprise encryption of the data for secure handover as well as data use agreements. In the 

latter, researchers agree to make no attempt of re-identification and to report 

conspicuities. Standard operating procedures for data release comprise transformation of 

data to comply with HIPAA standard. The threat of policy and consent non-compliance of 

managed, processed and shared data can results from none or insufficient consent 

management. This can be mitigated by regular consent management practices and ethics 

committee reviews. A successful social engineering attack on a user would have a high 

impact and could lead to information disclosure and/or identifiability, depending on the 

level of access. The basic security unawareness of users might be a vulnerability in this 

context. For mitigation we recommend username/password policies as well as user 

security and compliance trainings. A brute force attack on a server or application admin 

password would have a high impact. It could result from insufficient password 

management strategies. To mitigate the threat, we recommend two-factor authentication 

mechanisms, server and application password management as well as penetration testing. 

The threat of an attacker exploiting vulnerabilities of external components could also have 

a high impact. The insufficient protection of external components makes a system 

vulnerable to known exploits. It is recommended to perform automatic updates for 

external components and to orient towards the security and technical implementation 

guides (STIGS) for the concerning components. Furthermore, CERT-notifications from the 

Computer Emergency Readiness Team should also be considered. 

4.4.2 Comparison with Prior Work 

From a security and privacy perspective, current pseudonymization concepts should be 

based on risk and threat analyses. This may be the reason why multiple schemes have been 
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proposed but international consensus is missing. Overviews have been provided by 

[Chur03], [AKRK13] and [NeKo09]; the schemes described differ in their requirements on 

application level as well as on data level. Some of these differences can be explained with 

the fact that the schemes have been developed for different use cases (e.g. for data 

warehouses [KSMM05] as compared to research networks [PDHG14]). But still, many of 

the inherent design decisions seem to be ad-hoc and lack thorough justification, which 

could have been provided by a risk and threat analysis. Some requirements can be well 

justified with general principles in IT security, e.g., the need-to-know principle and the 

principle of least privilege. Other methods specified by pseudonymization concepts, 

however, have a strong impact on system design but lack such justification. Among the 

important open questions are motivations for the application-level requirements LSR-20 

(client-side re-combination only) and LSR-21 (confidentiality of internal identifiers) as well 

as the data-layer requirement LSR-22 (two-tier pseudonymization).  

As already noted, a thorough risk and threat analysis is needed to determine to which 

extent pseudonymity and related methods, such as multi-tier pseudonymity or client-side 

re-combination of data, offer protection against common security threats at which costs. 

This in turn requires an analysis of potential attack vectors, risks associated with common 

types of data, methods for quantifying re-identification risks, and a consideration of results 

from related research areas. An analysis of this kind would exceed the scope of this thesis. 

In this work, we do not focus on the methodical basis of pseudonymity, but on its 

implementation. Analogously to related work [AKRK13, DSQS12], we will therefore simply 

assume that implementing pseudonymity as currently conceptualized offers protection 

against information disclosure. 

4.4.3 Limitations 

We agree with Deng et al. [DWSP11] that privacy principles depend on security principles. 

When analyzing both together, conflicts might occur. Good examples are non-repudiation 

and plausible deniability, where preserving the one can negatively affect the other. The 

qualitative assessment of likelihood of threat, level of impact and overall risk is a first 

approach to a sound and comprehensive risk and threat analysis. It does not cover the 

complexity of possible re-identification attacks and has to be formalized with a model. 
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4.4.4 Conclusions 

The current use of concepts has been critically reviewed by some authors, e.g., [KaAD04, 

NeHe11]. We observe a tendency to separate research data into repositories related to 

data relevance for functional units, e.g. clinical data, lab data, analysis data [DSQS12, 

HDRP10]. Hereby, only fragments of the data may be disclosed if a particular data pool is 

successfully attacked. Likewise, if an attacker is eavesdropping on a communication link, 

pseudonymity is a relevant countermeasure, as data is distributed over several servers and 

therefore exchanged via different channels [PKLK15].  

Many (if not most) potentially identifying attributes are not collected for re-identifying data 

subjects during follow-ups but for characterizing the phenotype [LoDM10] or the genotype 

of individuals [GMGH13, HSRD08]. Distinguishability of both attribute types may be high, 

and for the important example of genomic data an extreme case, i.e. uniqueness of a 

sequence, is reached. Linkage to a person requires reference sets, which have different 

availability for different attributes. For genomic data, such references may be technically 

easy to obtain (e.g. by analyzing a hair of a known person), leading to a discussion on legal 

measures. Sensitive attributes which could be used for re-identification or which are even 

quasi-identifiers are not necessarily collected for (re-)identifying data subjects during 

follow-ups but for characterizing the phenotype [LoDM10] or (even) the genotype of 

individuals [GMGH13, HSRD08]. On the other side, the stringent separation of attributes 

considered “identifying” from the medical data does not make any difference between the 

potential of these attributes to be useful in re-identification attacks. It has been shown 

however that it is often specific subsets of such attributes that can cause privacy breaches 

[CiVF07, Swee00].  

The main security risk remains the user (e.g. physician or researcher) with the device, its 

software and environment that is used to connect to the system. Due to decentralized and 

heterogeneous environment of clinical workstations malicious software can cause 

problems on client systems. To minimize these risks we recommend special trainings for 

physicians using the system and we are considering preconfigured devices for usage. This 

would partially eliminate the threat of malware on client systems. It would also offer the 

possibility for patients to enter data (e.g., quality of life data) at home. Although the 

exported data is in conformance with HIPAA limited data set, the risk of re-identification 

for patients contained in the exported dataset cannot be entirely excluded. 



 

Risk and Threat Analysis for the Reference Architecture 

 

R. Lautenschläger - Pseudonymization in Biomedical Research (2018)                         115 / 134 

 

A proper risk assessment is the basis for identifying countermeasures for the biggest 

threats (i.e. threats most likely, and causing the most harm). The systematic measurement 

of risk is challenging and existing approaches address the problem of risks assessment for 

pseudonymization architectures only partially [PKLK15]. 

A comprehensive methodology for achieving pseudonymity in biomedical research is 

inevitable for fostering the development of consistent and secure solutions. We consider 

the steps proposed in this work the basis for such a model any beyond that, we hope that 

our results act as a stimulus for developing more elaborated systems with stringent privacy 

guarantees and consistent solutions to similar problems. 
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Definitions 

We will subsume the necessary definitions in this paragraph. 

Threat “[a]ny circumstance or event with the potential to adversely impact 

organizational operations (including mission, functions, image, or 

reputation), organizational assets, or individuals through an 

information system via unauthorized access, destruction, disclosure, 

modification of information, and/or denial of service. […]” [Nist06]. 

Attack “Any kind of malicious activity that attempts to collect, disrupt, deny, 

degrade, or destroy information system resources or the information 

itself” [Syst10]. 

Vulnerability “Weakness in an information system, system security procedures, 

internal controls, or implementation that could be exploited by a 

threat source” [Syst10]. 

Risk “[…] the potential impact of a threat and the likelihood of that threat 

occurring.” [Nist06]. We note that to measure risk is often a 

significant challenge, and different methodologies exist. In practice, 

risks prevented and risks remaining need to be contrasted with the 

costs of measures, and a balance should be sought [Nist12]. 

Privacy “the right of […] a person […] to determine the degree to which it [...] 

is willing to share its personal information with others” [Shir07]. 

Personal 

information 

is “[…] information […] that could cause harm or pain to that person 

if disclosed to unauthorized parties […]” [Shir07]. Examples include: 

“Any information a) that identifies or can be used to identify, contact, 

or locate the person to whom such information pertains; b) from 

which identification or contact information of an individual person 

can be derived; or c) that is or can be linked to a natural person 

directly or indirectly“ [Itut10]. 
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Data subject “[…] an identified or identifiable natural person […] who can be 

identified, directly or indirectly […]”[Jour16].. 

Identification is the process of recognizing an entity by a subset of its characterizing 

attributes [Itut10]. The subset is called identifier [Itut10] and the 

characterizing attributes that can cause harm are called sensitive 

attributes. Recognizing an entity also implies distinguishing it from 

others [Itut10]. 

Indirectly 

identifying data 

data that can identify a single person only when used together with 

other indirectly identifying data [Inte00]. 

Attack Any kind of malicious activity that attempts to collect, disrupt, deny, 

degrade, or destroy information system resources or the information 

itself [Syst10]. 

Countermeasure “Actions, devices, procedures, or techniques that meet or oppose 

(i.e., counters) a threat, a vulnerability, or an attack by eliminating or 

preventing it, by minimizing the harm it can cause, or by discovering 

and reporting it so that corrective action can be taken” [Syst10]. 

Privacy “the right of […] a person […] to determine the degree to which it [...] 

is willing to share its personal information with others” [Shir07]. This 

requires that individuals trust all involved parties that their data is 

adequately protected and only shared and processed in a pre-

specified manner [Schu99]. We will use this definition, without 

covering the complete legal and social/societal perspectives. For a 

broader view, we refer to [AnRo01], which clarifies that the concept 

“privacy” is not only related to data or information access, but also 

to access to persons and personal spaces. 

Confidentiality “property that information is not made available or disclosed to 

unauthorized individuals, entities, or processes” [Isoi09]. If data 

about individuals is collected and privacy has to be guaranteed, this 

requires ensuring confidentiality. 
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Entity „Something that has separate and distinct existence […]“ [Itut10]. 

Attribute „Information bound to an entity that specifies a characteristic of the 

entity“ [Itut10]. 

Identification “The process of recognizing an entity by contextual characteristics” 

[Itut10]. Recognizing an entity also implies distinguishing it from 

others [Itut10]. 

Identifier “One or more attributes used to identify an entity within a context” 

[Itut10]. Identifiers can be open or secret [Itut10]. The latter means 

that the binding to the corresponding entity is kept confidential in a 

specific context. Moreover, the visibility of identifiers can differ 

between contexts. Keeping it invisible means that it will not be shown 

to users [WiJo91]. 

Pseudonym “An identifier whose binding to an entity is not known or is known to 

only a limited extent, within the context in which it is used” [Itut10]. 

We note that this means that a pseudonym is a secret identifier. 

Further definitions exist, e.g., [Inte00]. 
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List of Abbreviations 

AJAX  Asynchronous JavaScript and XML  

CCOW  Clinical context object workgroup  

CDISC  Clinical Data Interchange Standards Consortium 

CDMS  Clinical Data Management System 

CORS  Cross-Origin resource sharing  

CRF  Case Report Form 

CRUD  create read update and delete  

DBMS  Database Management System 

DoS  Denial of Service 

DUA  Data Use Agreement 

EC  Ethic Committee 

eCRF  Electronic case report form  

EDC  Electronic data capture  

EHR  Electronic health record 

ELSI  Ethical, Legal, and Social Implications 

FP7  Seventh framework programme  

GCP  Good Clinical Practice 

HIPAA  Health Insurance Portability and Accountability Act  

HL7  Health Level Seven  

HTML  Hypertext Markup Language 

HTTP  Hypertext transfer protocol  
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IFrame  Inline frame  

IOI  Item of interest 

IRB  Institutional review board  

ISO  International Organization for Standardization  

JS  JavaScript  

JSON  JavaScript object notation  

JSONP  JSON with padding  

JWE  JSON web encryption 

JWK  JSON web keys  

JWS  JSON web signatures  

JWT  JSON web tokens  

LINDDUN 

 Linkability, Identifiability, Non-repudiation, Detectability, Disclosure of 

information, Content Unawareness, Policy and consent non-compliance 

MVW  Model-View-Whatever  

NIST  National Institute of Standards and Technology 

OATH  Initiative for open authentication  

OSSE  Open source registry system for rare diseases in the EU 

OTP  One-Time-Password  

RBAC  Role-based access control  

RDBMS  relational database management system  

REST  Representational state transfer  

SAML  Security assertion markup language 

SDL  Secure Development Lifecycle 
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SOP  Same-Origin-Policy  

SPA  Single-page application  

SSL  Secure Socket Layer 

SSO  Single sign-on 

STRIDE 

 Spoofing, Tampering, Repudiation, Information Disclosure, Denial of service, 

Elevation of privilege 

TLS  Transport layer security  

TTP  Trusted third party  

UPS  Uninterruptible power supply 

URL  Uniform resource locator  

USB  Universal Serial Bus 

W3C  World Wide Web Consortium  

Web API  Web application programming interface  

WS  Web service  

XACML  eXtensible access control markup language  

XHR  XMLHttpRequest  

XML  eXtensible Markup Language 

 


