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N,R,C natural, real and complex numbers.
x := (x1, . . . , xn)> ∈ Rn column vector, n ∈ N where “>” and “:=”
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lumns of matrix or vector) and “is defined as”,
respectively.

0n := (0, . . . , 0)> ∈ Rn zero vector.
0n×m ∈ Rn×m zero matrix.
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a>b := a1b1 + · · ·+ anbn scalar product of the vectors a := (a1, . . . , an)>

and b := (b1, . . . , bn)>.

‖x‖ :=
√
x>x =

√
x2

1 + · · ·+ x2
n Euclidean norm of x.

A ∈ Rn×n (square) matrix with n rows and n columns.
A−1 inverse of A (if exists).
det(A) determinant of A.
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α
(#1)=
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Abstract

This thesis discusses the modelling and control of large-scale direct-drive wind turbine systems
(WTSs) under open-switch faults in the machine-side converter. The two machine types used in
direct-drive WTSs are the permanent magnet synchronous machine (PMSM) and the electrically
excited synchronous machine (EESM). For the EESM, a nonlinear dynamic model including
damper windings is derived. A method is developed to measure the nonlinear flux linkage maps
of the EESM. Current and torque controllers are designed based on the nonlinear flux linkage
maps. For linear PMSMs and nonlinear EESMs, post-fault control strategies are developed. Such
strategies cover an improved anti-windup strategy, a modified space-vector modulation, and an
optimal d-axis current injection for PMSMs and a fault-optimal current reference generation
for EESMs. The impacts of the post-fault control strategies on WTSs are investigated in the
laboratory. For that, the dynamics of large-scale wind turbine systems are down-scaled for real-
time emulation to small-scale laboratory setups based on the ratios of physical SI-units. The
measurement results show that it is possible for both machines to produce almost the same
amount of energy as in the fault-free case, when the proposed post-fault strategies are applied
to WTSs with open-switch converter faults.

Kurzzusammenfassung

Diese Arbeit befasst sich mit der Modellierung und Regelung von Windkraftanlagen (WKAn)
mit Schalterfehlern im maschinenseitigen Umrichter. Die in diesen WKAn eingesetzten elek-
trischen Maschinen sind die Permanentmagnet-Synchronmaschine (PMSM) und die elektrisch
erregte Synchronmaschine (EESM). Für die EESM wird ein nichtlineares dynamisches Modell
hergeleitet welches auch die Dämpferwicklungen berücksichtigt. Für diese Modellierung der
EESM werden Flusskarten benötigt. Hierfür wird eine Methode zur Messung der Flusskarten
von EESMn entwickelt. Mittels dieser Flusskarten werden die Stromregler ausgelegt und eine
Momentensteuerung entworfen. Sowohl für lineare PMSMn als auch für nichtlineare EESMn
werden Regelstrategien für den Fehlerfall entwickelt. Diese beinhalten ein angepasstes “Anti-
windup” in der Stromregelung, eine modifizierte Raumzeigermodulation und für PMSMn eine
fehleroptimale d-Stromeinprägung, bzw. für EESMn eine fehleroptimale Stromreferenzgenerie-
rung. Die Auswirkungen der Regelstrategien für den Fehlerfall auf WKAn werden im Labor
untersucht. Dafür wird die Dynamik von WKAn großer Leistung auf Laborprüfstände kleiner
Leistung skaliert. Diese Skalierung basiert auf den Verhältnissen physikalischer SI-Einheiten.
Die Messergebnisse zeigen, dass es, unter Verwendung der für diesen Fall angepassten Regelstra-
tegien, für beide Maschinentypen möglich ist, auch im Fehlerfall annähernd die gleiche Energie-
menge wie im fehlerfreien Fall zu erzeugen.
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Chapter 1

Introduction

Wind turbine systems (WTSs) generate renewable electric energy at competitive costs. Accor-
ding to [10], onshore WTSs are already today one of the most cost-efficient renewable energy
sources to produce electric energy in Germany. Also, the costs are expected to decrease furt-
her [10]. In Germany in 2017, a total capacity of 56 356 MW of wind power was installed [11]
(worldwide: 513 547 MW [12]). The WTSs in Germany produced 107.5 TW h of electric energy,
which corresponds to 16.4 % of the total energy generation or 49.7 % of the renewable energy
generation in 2017 [11]. Therefore, wind energy already today plays a crucial role in the electric
power system [13]. As it is planed to further increase the total capacity of wind power [11], the
importance of wind power for the overall power system will increase in the future. Hence, the
reliability of WTSs would directly influence the reliability of the overall power system.
This chapter is divided as follows: Section 1.1 illustrates the motivation for this work. In
Sect. 1.2 the state-of-the-art is depicted and Sect. 1.3 highlights the contributions of this thesis.
The following sections are partially based on [1, 2] in which parts have already been published.

1.1 Motivation
Direct-drive WTSs using a permanent magnet synchronous machine (PMSM) or an electrically
excited synchronous machine (EESM) as generator account for about 40 % of the totally in-
stalled onshore WTSs in Germany [10]. Figure 1.1 shows an overview of the components of
a direct-drive WTS. In the direct-drive configuration, the gear box is waived between turbine
and the generator (PMSM/EESM). The stator of both machines is connected to a back-to-back

turbine

PMSM/
EESM

back-to-back
converter

dc-source

filter PCC grid

Figure 1.1: Overview of the components of a direct-drive wind turbine system with PMSM or EESM.
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CHAPTER 1. INTRODUCTION

converter. Additionally, for the EESM, the exciter is connected to a dc-source for powering the
electromagnets. The back-to-back converter feeds the power via a filter at the point of common
coupling (PCC) into the grid.
As these direct-drive systems do not have a gear box between turbine and generator (see Fig. 1.1),
a subsystem that causes long downtimes and high maintenance costs is already absent in this
type of WTSs [14–16]. According to [14], the electric subsystems of WTSs cause 25 % of the total
failures and 14 % of the total down time of WTSs. For power converters—the heart of the electric
subsystem—the power semiconductors are within the top three reasons for failures. In the survey
[17], the power semiconductors were named as the most fragile components. Capacitors and gate
drivers followed on rank two and three, respectively.
A typical fault of a power semiconductor is the open-switch fault. Open-switch faults in conver-
ters for electric drives have gained increasing attention in the last years. An open-switch fault
can be caused by thermic cycling, driver failures, or by a rupture of the insulated-gate bipolar
transistor (IGBT) that is induced by a short-circuit fault [18–20]. Unlike short-circuit faults,
open-switch faults do usually not trigger a system shutdown, but degrades the system perfor-
mance and can cause—without proper countermeasures—secondary faults in other components
(see [21, 22]). Without adequate fault-tolerant modifications, the faulty converter will cause in-
creased losses and large torque ripples/oscillations which will harm the mechanical components
and the generator of the wind turbine [23]. Open-switch faults are therefore a crucial type of
faults in converters and should be considered in the design of a robust and fault-tolerant (hence
more reliable) electric drive system.
This far, especially the detection of faults in the converter and the identification of the faulty
switch have been the focus of research. Various detection methods have already been repor-
ted [18,21–35]. Therefore, fault detection will not be discussed in this thesis.
After the detection of an open-switch fault, the WTS is usually shut down—to avoid secondary
faults—until maintenance is carried-out. Especially for offshore WTSs, the maintenance is
challenging. Depending on the weather conditions and reachability such fault might cause long
downtimes of the WTS. Hence, a huge portion of energy production is lost and the revenue is
significantly decreased due to an open-switch fault [36]. Developing a post-fault control strategy
without the need of additional hardware equips the WTS operator with a simple option to
reliably produce electric energy and gain earnings even in the faulty case. It is shown at the
end of this thesis that it is possible to produce (almost) the same amount of energy as in the
fault-free case when the proposed post-fault control strategies are used. Hence, with simple
control strategy manipulations (no changes in the hardware necessary), the WTS is still able to
produce energy instead of being shut down.

1.2 State-of-the-art

In this section, a brief overview on the state-of-the-art of this thesis’s topics are provided and
the corresponding contributions of this work are highlighted. First, a literature review on the
post-fault control of electric machines for open-switch converter faults is given1. Afterwards,
the state-of-the-art for modelling and control of electrically excited synchronous machines is
discussed. Finally, the scaling approaches of wind turbine systems for laboratory setups found
in literature are reviewed2. The following sections describe the strengths and weaknesses of the
existing approaches.

1This review (for PMSMs) was already published in [2] and was extended for this thesis.
2This review was already published in [1] and was extended for this thesis.
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1.2. STATE-OF-THE-ART

1.2.1 Post-fault control of electric machines for open-switch converter faults
To ensure a safe and uninterrupted operation of electric drives for open-switch converter faults,
a fault-tolerant control strategy has to be implemented. In [37–40], a modified space-vector
modulation (SVM) is proposed for two-level converters. These publications adapt the switching
patterns and replace those space-vectors which cannot be applied due to the open-switch fault.
However, these papers neither consider optimal phase shift angles between applied voltage and
current vector nor adapt their current controllers to the post-fault operation, although—as will
be shown later—these measures additionally and significantly improve the overall post-fault
control performance.
For three-level converters using neutral-point clamped (NPC) or T-type configurations, the
redundancy in the switching states can be used to compensate for the infeasible switching states
and to generate the desired voltage output, see [24,26,41,42]. In addition, [42] proposes to inject
an additional d-axis current to shift the phase angle between reference voltage and current to 0° if
an open-switch fault occurs in one of the outer switches. This helps to avoid infeasible switching
states, and therefore reduces the current distortion in the faulty phase of the generator. However,
the use of redundant switching vectors can not be used for two-level converters, since there is no
sufficient redundancy within the available switching states. The impact of an open-switch fault
reduces the feasible voltage area in the voltage hexagon of a two-level converter significantly.
Moreover, in [24,26,41,42], the current control system and its impact on the control performance
during faults are not discussed in detail.
In [43], it is proposed to consider converters with open-switch faults as three-switch three-phase
rectifiers (all upper or lower switches are assumed to be simply diodes). This publication investi-
gates the possible avoidance of infeasible zero switching vectors in space-vector modulation. To
achieve a minimal current distortion, a phase shift of 180° between current and voltage vector is
proposed. This phase shift is achieved by injecting an appropriate d-current. Further investiga-
tions in this thesis will show that, for the considered permanent magnet synchronous machine,
180° is not the optimal phase shift angle to guarantee a minimal current distortion. Moreover,
in [43], the impact of the open-switch fault on the control performance of the current controller
(such as windup effects) is neither addressed nor tackled, and a generic converter model covering
open-switch faults e.g. for simulation purposes is not provided.
Another possibility to ensure a continued operation of the generator is the use of fault-tolerant
converter configurations. Different topologies and methods to control faulty converters are des-
cribed in [43–48]. For example, in case of open-switch faults, a fourth converter leg can be used,
or the neutral point of the machine can be connected to the midpoint of the dc-bus. Both solu-
tions can compensate for the loss of the phase with the faulty switch. However, additional and
costly hardware components or reconfigurations are required in contrast to standard converter
configurations.
As shown above, there exist publications on the post-fault control of PMSMs. In [49], the post-
fault control of an induction machine is discussed. But to the best knowledge of the author, there
are no publications tackling the issue of post-fault control of EESMs for open-switch converter
faults.
Investigations in [50] show that the machine-side converter of WTSs fails more often than the
grid-side converter. Hence, this thesis will focus on post-fault control of the machine-side con-
verter of a WTS under an open-switch fault.

1.2.2 Modelling and control of electrically excited synchronous machines
While the dynamic modelling and control of a PMSM including saturation effects and magnetic
cross-couplings can be found in literature (see [51, Sect. 14.3.2], [52]), obtaining such a model
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for EESMs is more complex. The modelling approaches for EESMs found in textbooks usually
assume linear magnetization, neglecting iron-core saturation and cross-coupling (mutual) induc-
tances [53, Chap. 6], [54, Chap. 6], [55, Chap. 2,5], [56, Chap. 16], [57, Chap. 6,7]. The modelling
is performed in field orientation. It is a well known fact that, especially for high torques, EESMs
are affected by magnetic saturation [58]. Hence, some books do consider saturation effects but
only for steady state operation, or for direct connection to the power grid, or only in d-direction
of the stator [59], [60, Chap. 5], [61, Chap. 4], [62, Chap. 5].

Papers focusing on the dynamics of the EESM usually do not model damper windings [63–74].
Also in these papers, the modelling in most cases assumes linear magnetization (no satura-
tion) and neglects cross-coupling inductances. But some approaches in literature try to include
saturation effects in the modelling. The authors in [67] consider the impact of saturation on
the machine torque by measuring the torque for different stator and rotor currents and storing
this information in a torque lookup table. In [58], finite element analysis (FEA) data of the
nonlinear flux linkage maps is approximated by polynomials and used for online computation
of a maximum torque per current (MTPC) trajectory. FEA flux linkage maps are used in [68]
for the online computation of the MTPC trajectory and to switch the control strategy when
reaching the voltage limit. In [72], also FEA flux linkage maps are used for the computation of
the MTPC trajectory and additionally the cross-coupling (mutual) inductances are considered
for the stator. But the excitation current, its dynamics, the (coupling) inductances and its flux
linkage is not taken into account. The authors in [73] derive a dynamic model of an EESM allo-
wing for saturation. Therefore, current dependent secant/absolute and differential inductances
(including cross-coupling) are used for the model. A model for the damper windings is missing
and no information on obtaining these inductances is given. In most cases, the excitation resis-
tance is assumed to be constant or only depending on temperature. A model considering the
dependency of this resistance on the excitation current was not found. To the best knowledge of
the author, a nonlinear dynamic model of the EESM with damper windings, excitation current
dependent excitation resistance, measured flux linkage maps and current dependent differential
inductances including cross-coupling (mutual) inductances does not exist in literature.

For the current controller, usually field-oriented control using PI-controllers (see [53, Chap. 6],
[54, Chap. 6], [55, Chap. 2,5], [68], [71]), sliding mode controllers (see [64, 66]), passivity based
controllers (see [63]) or state-feedback controllers (see [65]) are used. However these controllers
do not consider the cross-coupling inductances and the stator-exciter coupling inductances.

As described above, nonlinear machine modelling is usually only used to compute better current
references for feedforward torque control. This is done offline and numerically. Using a linear
model for the magnetization of the machine, analytical solutions for the MTPC trajectory and
field weakening (FW) can be calculated (see [68, 69, 71]). As these models do not consider
saturation effects, the resulting torque might differ from the demanded torque for large regions
of operation.

Some publications use FEA data of EESMs to consider saturation in machines as described
above (see [68, 69, 72, 75]). Unfortunately, in many cases it is not clear for how many operation
points these flux linkage maps are available and whether they cover the whole operation range
for the stator currents and the excitation current [74, 76]. Obtaining FEA data is only possible
with precise knowledge of the machine geometry, material properties, winding diagram, etc. This
information is usually not available. Hence, measuring flux linkage maps is a more convenient
approach. To the best knowledge of the author, the measurement of EESM flux linkage maps
covering both stator flux linkages and the excitation flux linkage has not been reported in
literature.
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1.3. CONTRIBUTIONS

1.2.3 Scaling of wind turbine systems for laboratory setups
To be able to quantify the effects of a post-fault control strategy on the overall WTS, mea-
surements are necessary. Measurements at a large-scale WTS or at a full-size wind turbine
test-bench [77] were not possible. Hence, the dynamics of the large-scale WTS have to be scaled
to a small-scale laboratory test-bench with reduced power rating. The test-bench comprises one
electric machine, which emulates the wind turbine coupled to a second machine emulating the
generator (see Fig. 1.2).

RSM/DFIM
(turbine

emulation)

PMSM/EESM
(generator
emulation)

Figure 1.2: Laboratory test-bench for emulation of the WTS by using a scaled WTS model.

Using the model of a small-scale WTS is not suitable for modelling the behaviour of a large-scale
WTS. The relations governing the interaction between the wind speed, torque and rotational
speed of WTSs for small power ratings are different to the relations of multi-mega-watt turbines.
Hence, a realistic emulation of large-scale WTS by a well-founded and structured down-scaling
method is crucial. A few guidelines for a proper scaling of the WTS dynamics exist in literature
to achieve a realistic behaviour emulated by the small-scale test-bench. While the scaling of
the turbine aerodynamics (e.g. for wind tunnel tests) is well known and proven guidelines do
exist [78–83], the scaling of the turbine power and its drive train for drive train emulation with
small-scale electric drive test-benches is not that mature. Most papers which conduct small-
scale laboratory experiments (i) do not explain on what basis the scaling has been performed,
e.g. [84, 85]. Others (ii) scale only the turbine output torque by a scaling factor [86], (iii) scale
the active and reactive power output [87] (for setups without electric machines), (iv) achieve
scaling based on the transfer function of the flexible shaft [88, 89], or (v) simply use data from
small-scale WTSs [90].
Some of the proposed models used for small-scale WTS emulation in the laboratory take into
account (a) friction of the test-bench, [88, 89], (b) inertia emulation [86, 90] and (c) a flexible
shaft [88,89]. But the respective models do not consider (α) the scaling of the wind turbine [88],
(β) inertia emulation [88,89], or (γ) friction [86,90], or simply do not scale (δ) the overall wind
turbine drive-train system based on the ratios of physical SI-units [86,88–90]. Summarizing, all
available models this far do either neglect some crucial physical aspects or use simplified scaling
methods.

1.3 Contributions
After reviewing the state-of-the-art, the contributions of this thesis can be stated as follows:

(i) Dynamic modelling of an EESM with damper windings including magnetic saturation by
using nonlinear flux linkage maps, differential inductances (including cross-coupling (mu-
tual) inductances) and excitation current dependent excitation resistance (see Sect. 2.3.3);

(ii) Development of a method for measuring EESM flux linkage maps for stator and exciter and
providing step-by-step instructions (due to readability reasons, this is placed in Appendix B
of this thesis);
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(iii) EESM controller design including saturation effects, by using the obtained flux linkage
maps for current control and torque control (see Sect. 3.2.3);

(iv) Derivation of a mathematical model for a converter with open-switch fault (see Sect. 2.4.3);

(v) Development of a post-fault control strategy for open-switch converter faults in WTSs
with PMSM (see Sect. 3.3.1);

(vi) Development of a post-fault control strategy for open-switch converter faults in WTSs
with EESM (see Sect. 3.3.2);

(vii) Deriving a scaling method of the drive train dynamics of large-scale WTS for real-time
emulation by small-scale laboratory setups based on the ratios of physical SI-units (see
Sect. 4.2);

(viii) Experimental investigation of the impact of the post-fault control strategy on the overall
performance of WTSs with PMSM (see Sect. 4.3.1); and

(ix) Experimental investigation of the impact of the post-fault control strategy on the overall
performance of WTSs with EESM (see Sect. 4.3.2).

The focus of this thesis is on a fault-tolerant modification of the WTS control system such that,
even in presence of an open-switch fault in the machine-side converter, a continuous operation
of the turbine is feasible. This is of particular interest for offshore wind turbine systems, where
maintenance is expensive and depends on the weather conditions (e.g. whether ships can access
the turbine or not). It will be shown that with the proposed fault-tolerant control system, the
wind turbine can still be used until regular maintenance is planned and weather conditions are
suitable. Consequently, instead of shutting down the WTS, continuous operation and energy
production are ensured, limiting the corresponding financial losses.
This thesis is structured as follows. Chapter 2 introduces the mathematical models for all
relevant components of the WTS. For the considered two-level converters, also the model for
open-switch faults is presented. Chapter 3 explains the controller design for the turbine and the
drive. Modifications of the control system for the post-fault control are derived for PMSM and
EESM. In Chapter 4, the impact of the post-fault control strategy on WTS will be investigated.
The scaling of a large-scale WTS to the laboratory setup is derived and the experimental results
are discussed. Chapter 5 concludes this thesis by summarizing the results and providing an
outlook.
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Chapter 2

Modelling of large-scale direct-drive
wind turbine systems

Modelling of the wind turbine system—including the mechanics—is necessary to fully understand
the impacts of open-switch faults. For the investigation (in Chap. 4) of the usability of the
post-fault control strategy—that will be proposed in Sect. 3.3—for wind turbine systems, a
WTS model including the fundamental mechanical components is indispensable. This chapter
is partially based on [2–4] were parts have already been published. The fundamental components
of a wind turbine system, as depicted in Fig. 2.1, are

• turbine (see Sect. 2.1),

• drive train (see Sect. 2.2),

• electric machine/generator (see Sect. 2.3),

• power converter (see Sect. 2.4.2 without open-switch fault and Sect. 2.4.3 with open-switch
fault),

• filter (for further information see e.g. [3, 4, 8, 91]),

• grid (for further information see e.g. [3, 4, 92]).

In the following, only the modelling of turbine, drive train, electric machine and power converter
will be explained in detail. For all other components details can be found in the references above.

turbine

PMSM/
EESM

back-to-back
converter

dc-source

filter PCC grid

Figure 2.1: Overview of the components of a direct-drive wind turbine system with PMSM or EESM.
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CHAPTER 2. MODELLING OF LARGE-SCALE DIRECT-DRIVE WIND TURBINE
SYSTEMS

2.1 Turbine
The modelling of the fault-free components of a WTS starts with the turbine/rotor itself. There
are different ways of modelling a turbine (see [93–96]). As the focus of this thesis is on the electric
components of a WTS, the approach using a power coefficient is used. Hence, the turbine torque
can be calculated based on the wind power. The wind turbine extracts from the wind power

pW (vW ) = 1
2ρπr

2
T v

3
W (in W), (2.1)

the turbine power

pT (vW , ωT , β) = cP (vW , ωT , β)pW (vW ) (in W), (2.2)

related by the power coefficient

cP (λ, β) := 0.73
[
151

( 1
λ− 0.02β −

0.003
β3 + 1

)
−0.58β−0.002β2.14

−13.2
]
· exp

(
−18.4

( 1
λ− 0.02β −

0.003
β3 + 1

))
.

(2.3)

The wind power depends on air density ρ (in kg
m3 ), turbine radius rT (in m) and (time-varying)

wind speed vW (in m
s ). The power coefficient cP (λ, β) = cP (vW , ωT , β) is a function of the

tip speed ratio λ := rTωT
vW

(depending on turbine radius rT , turbine rotational speed ωT (in
rad
s ) and wind speed vW ) and the pitch angle β (in °). It is a mathematical approximation of

the aerodynamical behaviour of the wind turbine. For more details and limitations of this way
of modelling of the turbine (aerodynamics), see [3, 4, 94, 96–99]. For this thesis, the model is
sufficient.

024681012
0

20
40

60

0

0.2

0.4

λ = rT ωT
vW

β / ◦

cP (·, ·)

Figure 2.2: Graph of the power coefficient for a 2 MW wind turbine.

The graph of a power coefficient3 cP (λ, β), as in (2.3), for a 2 MW turbine [4] is shown in Fig. 2.2.
The curve has its maximum value cP,opt at λopt and βopt. cP decreases for increasing pitch angle

3For βopt = 0°, cP (·, βopt) has its maximum at λopt :=
( 151

18.4 +13.2
151 + 0.003

)−1
≈ 6.91 with cP,opt :=

cP (λopt, βopt) = 0.441.
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2.2. DRIVE TRAIN

βref
−

1/Tβ −β̇max β̇max

β̇♦

0° 90°
β♦

β

Figure 2.3: Approximation of pitch system.

β and tip speed ratios λ veering away from λopt in positive and negative λ-direction.
In view of (2.1) and (2.2), the turbine torque τT (in N m) can be expressed as

pT = τTωT ⇒ τT (vW , ωT , β) = pT (vW , ωT , β)
ωT

(2.1)=
(2.2)

1
2ρπr

2
T v

3
W

cP (vW , ωT , β)
ωT

. (2.4)

The pitch system allows to control the pitch angle β to its reference value βref (in °). The
nonlinear dynamics of the pitch control system are approximated by [3]4

d
dtβ♦ = satβ̇max

−β̇max

(
1
Tβ

(− β + βref
))
,

β = sat90°
0°

(
β♦
)
,

 (2.5)

with unsaturated pitch angle β♦ (in °) and initial value β♦(0) = β♦,0 ≥ 0 (in °), where β̇max > 0
(in °

s) and Tβ (in s) are the maximally feasible change rate of the pitch angle and the (approx-
imated) pitch control system time constant, respectively. Figure 2.3 shows the block diagram
of approximation (2.5) of the pitch system. The underlying current, speed and position control
dynamics are neglected (for details see e.g. [51, Sec. 11.2]). The overall approximated dyna-
mics show the dynamic behaviour of a first-order lag system where output and change rate are
saturated.

2.2 Drive train

ϕT ,ωT ,
τT ,τM

turbine machine /
generator

Figure 2.4: Drive train of a direct-drive wind turbine system.

The shaft of a direct-drive wind turbine system connects the turbine to the generator without
gear box (see Fig. 2.4). As the focus of this thesis is on the electric components of the wind
turbine system, the following assumption is imposed:
Assumption (AS.1) The shaft of the wind turbine system is assumed to be rigid. Hence,
turbine speed ωT and machine speed ωM are equal, i.e. ωT = ωM (both in rad

s ). The same holds
for turbine angle ϕT and machine angle ϕM , i.e. ϕT = ϕM (both in rad).

4A simplification of the pitch system dynamics given in [94, Sect. 2.3, 5.5].
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CHAPTER 2. MODELLING OF LARGE-SCALE DIRECT-DRIVE WIND TURBINE
SYSTEMS

Then, the drive train dynamics are given by

d
dtωT = 1

ΘT+ΘM
(
τT + τM − νTωT − fT (ωT )

)
d
dtϕT = ωT

}
(2.6)

depending on turbine torque τT , machine torque τM (both in N m), turbine inertia ΘT , machine
inertia5 ΘM (both in kg m2), linear friction coefficient νT (in N m s

rad ) and nonlinear friction torque6

fT (in N m). ωT (0) = ωT,0 and ϕT (0) = ϕT,0 are the initial values of the turbine speed and
turbine angle, respectively.

Remark 2.2.1. To obtain a more precise approximation of the drive train dynamics, many
publications recommend to model the drive train of a wind turbine system at least as two-mass-
system7 (TMS) (see [100]). As the drive train dynamics are not the focus of this work, modelling
with rigid shafts is sufficient. For details on the modelling of a wind turbine system with TMS,
see [1].

2.3 Electric machines

After modelling turbine and shaft, the two relevant types of electric machines for direct-drive
wind turbine systems—PMSM and EESM—are modelled. The models are chosen to be simple,
but to still cover all the relevant physical effects. Using these models, the physics can be emulated
in simulations and the mathematical models are used for the controller design. Hence, precise
modelling is indispensable for a good overall result.

2.3.1 General assumptions for machine modelling

For the analytical modelling of the overall electric machine (instead of modelling the electro-
magnetic processes in each finite element of the machine) some assumptions are necessary.
These assumptions are reasonable for the investigated electric machines (this can be seen by the
matching of simulation results and experimental results, e.g. see Sect. 3.2.3.3 or Appendix B.3).
Hence, following assumptions are imposed:
Assumption (AS.2) The machine is designed symmetrically. The windings of three-phase
winding systems are sinusoidally distributed over the surface with a electric shift of 120° and the
number of windings for each phase is equal. Harmonics are not considered.
Assumption (AS.3) The three-phase windings are star-connected. Hence, the sum of the phase
currents is zero.
Assumption (AS.4) Stator and rotor of the machine are laminated. Hence, eddy currents are
negligible.
Assumption (AS.5) Hysteresis effects are not considered.
Assumption (AS.6) Changes of the electric machine parameters with temperature, like resis-
tances and inductances are not considered 8.

5Machine and turbine inertia may also comprise the respective inertias of shaft, etc.
6Not only the turbine, but also the electric machine and all elements of the drive train are affected by friction.

Here, all friction effects are summarized in νT and fT . For details on modelling friction see [51, Chap. 11].
7For the modelling of a TMS see e.g. [51, Chap. 12].
8This assumption is reasonable, as WTS usually work for a longer period of time and are usually equipped

with a cooling system to regulate the temperature.
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2.3. ELECTRIC MACHINES

2.3.2 Permanent magnet synchronous machine (PMSM)

In this section two analytical models of a PMSM will be derived. The nonlinear model is valid
for all types of PMSMs. The linear model is only valid for PMSMs especially designed to behave
linear9. The modelling of the PMSM is based on the ideas given in [51, Sect. 14.3.2]. For further
modelling approaches see e.g. [56, 101,102].

ias

Ras

d
dtψ

a
s

uas

ibs
Rbs

d
dtψ

b
s

ubs

ics

Rcs

d
dtψ

c
s

ucs

uc-asua-b
s

ub-cs

Figure 2.5: Electric equivalent circuit of the stator of a PMSM.

2.3.2.1 Nonlinear machine model

Figure 2.5 shows the electric equivalent circuit of the stator of a PMSM. The stator phase10 volta-
ges uabcs := (uas , ubs, ucs)> (in V)3 depend on the stator resistance matrix Rabc

s := diag(Ras , Rbs, Rcs)
(in Ω)3×3, the stator currents iabcs := (ias , ibs, ics)> (in A)3, the stator flux linkages ψabcs :=
(ψas , ψbs, ψcs)> (in V s)3 and the electric angle ϕpm (in rad) of the permanent magnet (see Fig. 2.6).
The stator voltage equation is given by

uabcs = Rabc
s iabcs + d

dtψ
abc
s

(
iabcs , ϕpm

)
. (2.7)

The derivative of the flux linkage can be expressed as

d
dtψ

abc
s

(
iabcs , ϕpm

)
=
∂ψabcs

(
iabcs , ϕpm

)
∂iabcs︸ ︷︷ ︸

=:Labcs (iabcs ,ϕpm)

d
dti

abc
s +

∂ψabcs

(
iabcs , ϕpm

)
∂ϕpm

=:ωpm︷ ︸︸ ︷
d
dtϕpm︸ ︷︷ ︸

=:Γabcs (iabcs ,ϕpm)

(2.8)

9This implies higher production costs, due to e.g. usage of more expensive materials. As the PMSM in the
laboratory behaves linear throughout its whole operation range, the linear model will be used for this machine.

10The stator line-to-line voltages are denoted by ua-b-c
s := (ua-b

s , ub-cs , uc-a
s )> (in V)3.
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α

β d

q

a

b

c

ϕpm

Figure 2.6: Cross section of an isotropic PMSM (for one pole pair, i.e. np = 1) with:

• stator windings (a, b, c)

• stator-fixed coordinate system (α, β)

• permanent magnet oriented k-coordinate system (d, q)

by using directional differentiation with differential stator inductance matrix Labcs (in V s
A )3×3,

permanent magnet induced voltages Γabc
s (in V)3 and angular velocity ωpm (in rad

s ) of the
permanent magnet in the rotor.
The machine torque τm (in N m) calculates to (see [51])

τm(iabcs , ϕpm) = np
(
iabcs

)> 1
3

 1 1−
√

3 1 +
√

3
1 +
√

3 1 1−
√

3
1−
√

3 1 +
√

3 1

ψabcs (iabcs , ϕpm)

[51]= −npψ̂pm


ias sin (ϕpm)

ibs sin
(
ϕpm − 2

3π
)

ics sin
(
ϕpm − 4

3π
)
 ,

(2.9)

depending on stator currents iabcs , pole pair number np, flux linkage amplitude ψ̂pm (in V s) of
the permanent magnet and electric permanent magnet angle ϕpm.
Figure 2.6 shows the cross section of an isotropic PMSM with one pole pair. It shows the (three-
phase) stator windings (a, b, c) and the permanent magnet. The stator-fixed abc-coordinate
system is aligned with the three stator windings. The α-axis of the stator-fixed (orthogonal)
αβ-coordinate system is aligned with the a-axis of the abc-coordinate system. The d-axis of
the rotor-fixed (orthogonal) k = dq-coordinate system is aligned with the permanent magnet.
Hence, the dq-coordinate system is rotating.
Transforming equations (2.7)-(2.9) into permanent magnet flux linkage orientation (commonly

12



2.3. ELECTRIC MACHINES

known as field orientation), the k = dq-reference frame (see Fig. 2.6), using the reduced Clarke
transformation and the reduced Park transformation (with reduced Clarke transformation ma-
trix Tc and reduced Park transformation matrix Tp, see Appendix A) and choosing the transfor-
mation angle to ϕk = ϕpm with its derivative ωk = d

dtϕk = ωpm leads to (see [51, Example 14.24])

udqs = Rdq
s (ϕk)idqs + d

dtψ
dq
s

(
idqs

)
+ ωkJψ

dq
s

(
idqs

)
(2.10)

with transformed stator voltages udqs := (uds , uqs)> (in V)2, stator currents idqs := (ids , iqs)> (in
A)2, flux linkages ψdqs := (ψds , ψqs)> (in V s)2, rotation matrix11 J and stator resistance matrix
Rdq
s (in Ω)2×2, which depends for different line resistances Ras , Rbs, Rcs on the transformation

angle ϕk (see [103]).
Assumption (AS.7) The stator resistances in each phase are equal and constant, i.e.

Rs := Ras = Rbs = Rcs > 0 (in Ω).

Expressing

d
dtψ

dq
s (idqs ) =

∂ψdqs

(
idqs

)
∂idqs︸ ︷︷ ︸

=:Ldqs
(
idqs
)

d
dti

dq
s =

[
Ldds (idqs ) Ldqs (idqs )
Lqds (idqs ) Lqqs (idqs )

]
d
dti

dq
s (2.11)

in terms of differential inductances and invoking (AS.7), (2.10) simplifies to

udqs = Rsi
dq
s +Ldqs (idqs ) d

dti
dq
s + ωkJψ

dq
s (idqs ). (2.12)

The machine torque τm (in N m) in dq-reference frame is given by

τm(idqs ) = 2
3κ2np

(
idqs

)>
Jψdqs (idqs ) (2.13)

and depends on the scaling factor κ of the Clarke transformation, see Appendix A.

2.3.2.2 Linear machine model

For an isotropic PMSM with linear flux linkages (neglecting saturation), the stator flux linkages
ψdqs simplify to (see [51, Example 14.24])

ψdqs

(
idqs

)
=
[
Ls 0
0 Ls

]
︸ ︷︷ ︸
=:Ldqs =LsI2

idqs + ψ̂pm

(
1
0

)
, (2.14)

with constant stator inductance Ls (in V s
A ). Solving (2.10) for the derivative of the current idqs

and invoking Assumption (AS.7) leads to the current dynamics

d
dti

dq
s

(2.10)=
(2.14)

1
Ls

(
udqs −Rsidqs − ωkLsJidqs − ωkψ̂pm

(
0
1

))
τm

(2.13)=
(2.14)

2
3κ2npψ̂pmiqs,

 (2.15)

11For details on the Park transformation see Appendix A; J =
[

0 −1
1 0

]
.
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of an isotropic PMSM with linear flux linkages with initial currents idqs (0) = T−1
p (ϕk(0))Tciabcs,0 :=

idqs,0 (in A)2.

2.3.3 Electrically excited synchronous machine (EESM)
The second machine type typically used in direct-drive WTS is the electrically excited synchro-
nous machine. The modelling will at first be conducted for the most general case, an anisotropic
(salient-pole) nonlinear EESM with damper windings. Afterwards the model will be reduced
for an anisotropic nonlinear EESM without damper windings, usually used for speed-variable
drives. The modelling of the EESM will be conducted in a similar manner as the modelling of
the PMSM.

α

β

αr
βr

d

q

a

b

c

ar

br

cr

e

ϕr

ϕe

ϕer

Figure 2.7: Cross section of an anisotropic (salient-pole) EESM (for one pole pair, i.e. np = 1) with:

• stator windings (a, b, c)

• rotor windings (ar, br, cr)

• excitation winding (e)

• stator-fixed coordinate system (α, β)

• rotor-fixed coordinate system (αr, βr)

• excitation-oriented coordinate system (d, q)

2.3.3.1 Nonlinear machine model with damper windings

Figure 2.7 shows the cross section for such an EESM with one pole pair. It shows the three win-
ding sets, the (three-phase) stator windings (a, b, c), the (three-phase) rotor windings (ar, br, cr),
and the excitation winding (e). For the stator-fixed (orthogonal) αβ-coordinate system, the
α-axis is aligned with the a-axis of the stator. For the rotor-fixed (orthogonal) αrβr-coordinate

14
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ias

Ras

d
dtψ

a
s

uas

ibs
Rbs

d
dtψ

b
s
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ics

Rcs

d
dtψ

c
s

ucs

uc-a
sua-b
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(a) Stator.

iar
r

Rar
r

d
dtψ

ar
r

uar
r
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r
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d
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br
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r

Rcr
r

d
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cr
r

ucr
r

(b) Rotor.

ie Re

d
dtψe

ue

(c) Exciter.

Figure 2.8: Electric equivalent circuits of the EESM.

system, the αr-axis is aligned with the rotor ar-axis. The d-axis of the excitation-oriented (ort-
hogonal) dq-coordinate system is aligned with the excitation e-axis. The electric angle ϕr (in
rad) is the angle between stator a-axis and rotor ar-axis. The excitation angle ϕe (electric) is
the angle between stator a-axis and excitation e-axis. The electric angle ϕer is defined as angle
between rotor ar-axis and excitation e-axis.
In Fig. 2.8 the electric equivalent circuits for stator, rotor and exciter are depicted. The stator
of the EESM (see Fig. 2.8(a)) has the same equivalent circuit as the PMSM, see Fig. 2.6. The
damper windings in the rotor (see Fig. 2.8(b)) are modelled as a short-circuited three-phase
winding set. The excitation is a single-phase system (see Fig. 2.8(c)). Based on the electric
equivalent circuits in Fig. 2.8, the basic equations for stator, rotor and excitation dynamics can
be derived as follows

uabcs = Rabc
s iabcs + d

dtψ
abc
s

(
iabcs , iarbrcrr , ie, ϕe

)
uarbrcrr = Rarbrcr

r iarbrcrr + d
dtψ

arbrcr
r

(
iabcs , iarbrcrr , ie, ϕe

)
ue = Re(ie) ie + d

dtψe
(
iabcs , iarbrcrr , ie, ϕe

)
,

 (2.16)

with stator voltages uabcs := (uas , ubs, ucs)> (in V)3, rotor voltages uarbrcrr := (uarr , ubrr , ucrr )>
(in V)3, excitation voltage ue (in V), stator resistance matrix Rabc

s := diag(Ras , Rbs, Rcs) (in
Ω)3×3, rotor resistance matrix Rarbrcr

r := diag(Rarr , Rbrr , Rcrr ) (in Ω)3×3, (excitation current
ie dependent) excitation resistance Re (in Ω), stator currents iabcs := (ias , ibs, ics)> (in A)3, ro-
tor currents iarbrcrr := (iarr , ibrr , icrr )> (in A)3, excitation current ie (in A), stator flux linkages
ψabcs := (ψas , ψbs, ψcs)> (in V s)3 with initial flux linkage values ψabcs (0) = ψabcs,0 , rotor flux linka-
ges ψarbrcrr := (ψarr , ψbrr , ψcrr )> (in V s)3 with initial values ψarbrcrr (0) = ψarbrcrr,0 , excitation flux
linkage ψe (in V s) with initial flux linkage value ψe(0) = ψe,0 and electric excitation angle ϕe
(in rad). Based on the electric equivalent circuits in Fig. 2.8, the EESM in (2.16) has to fulfil
the following constraints

∀t ≥ 0 : ias(t) + ibs(t) + ics(t) = 0,
iarr (t) + ibrr (t) + icrr (t) = 0,
uarr (t) = ubrr (t) = ucrr (t).

(2.17)
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Rewriting (2.16) in matrix-vector notation, by introducing the overall quantity vectors iabc :=
(iasbscss , iarbrcrr , ie)>, uabc := (uasbscss ,uarbrcrr , ue)>, ψabc := (ψasbscss ,ψarbrcrr , ψe)> and Rabc :=
diag(Rasbscs

s ,Rarbrcr
r , Re), leads to

uabc = Rabc(ie) iabc + d
dtψ

abc(iabc, ϕe). (2.18)

Transforming (2.18) into the orthogonal αβγ-reference frame, by using the extended Clarke
transformation and its inverse (see Appendix A.1)

TC :=

 TC 03×3 03×1
03×3 TC 03×1
01×3 01×3 1

 , T −1
C :=

T
−1
C 03×3 03×1

03×3 T−1
C 03×1

01×3 01×3 1

 , (2.19)

yields

TC u
abc = TC R

abc(ie) iabc + TC
d
dtψ

abc(iabc, ϕe)

⇒ uαβγ
(A.1.2)= TC R

abc(ie) T −1
C︸ ︷︷ ︸

=:Rαβγ(ie)

iαβγ + d
dt

(
TC ψ

abc(T −1
C iαβγ , ϕe)

)
︸ ︷︷ ︸

=:ψαβγ(iαβγ ,ϕe)

⇒ uαβγ = Rαβγ(ie) iαβγ + d
dtψ

αβγ(iαβγ , ϕe) . (2.20)

In a next step the system will be transformed into the excitation oriented dqo-reference frame.
While the excitation quantities do not have to be transformed at all, the stator quantities have
to be rotated by the (time varying) angle ϕe (with its derivative ωe = d

dtϕe (in rad
s )) and the

rotor quantities by the (constant) angle ϕer (see Fig. 2.7).
Applying the extended Park transformation matrix and its inverse (see Appendix A.2)

TP (ϕe) :=

TP (ϕe) 03×3 03×1
03×3 TP (ϕer) 03×1
01×3 01×3 1

 , T −1
P (ϕe) :=

T
−1
P (ϕe) 03×3 03×1
03×3 T−1

P (ϕer) 03×1
01×3 01×3 1

 (2.21)

to (2.20), leads to

T −1
P (ϕe)uαβγ = T −1

P (ϕe)Rαβγ(ie) iαβγ + T −1
P (ϕe) d

dtψ
αβγ(iαβγ , ϕe)

⇒ udqo
(A.2.15)= T −1

P (ϕe)Rαβγ (ie) TP (ϕe)︸ ︷︷ ︸
=:Rdqo(ie,ϕe)

idqo + T −1
P (ϕe) d

dtψ
αβγ

(
TP (ϕe)idqo, ϕe

)
︸ ︷︷ ︸

(A.2.15)
= d

dtψ
dqo(idqo)− d

dt(T −1
P (ϕe))ψαβγ(iαβγ ,ϕe)

= Rdqo(ie, ϕe) idqo + d
dtψ

dqo(idqo)− d
dt

(
T −1
P (ϕe)

)
︸ ︷︷ ︸

(A.2.13)
= −ωeJ dqo T −1

P (ϕe)

ψαβγ(iαβγ , ϕe)

= Rdqo(ie, ϕe) idqo + d
dtψ

dqo(idqo)

+ ωeJ dqo T −1
P (ϕe)ψαβγ

(
T −1
P (ϕe)idqo, ϕe

)
︸ ︷︷ ︸

=:ψdqo(idqo)

⇒ udqo = Rdqo(ie, ϕe) idqo + d
dtψ

dqo(idqo) + ωeJ dqoψdqo(idqo) (2.22)
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where
J dqo :=

[
J3×3 03×4
04×3 04×4

]
(2.23)

and
d
dtψ

dqo(idqo) = ∂ψdqo(idqo)
∂idqo︸ ︷︷ ︸

=:Ldqo(idqo)

d
dti

dqo. (2.24)

Using additional knowledge about the EESM, the zero component in (2.22) is not necessary any
longer and a reduced-order model can be derived. The following assumption is imposed:
Assumption (AS.8) The resistances in each stator and rotor phase are equal and constant,
respectively, i.e.

Rs := Ras = Rbs = Rcs > 0 and Rr := Rarr = Rbrr = Rcrr > 0 (all in Ω).

Remark 2.3.1. Assumption (AS.8) makes Rdqo independent of ϕe, i.e.

Rdqo(ie)
(AS.8)= Rdqo(ie, ϕe) (2.25)

Remark 2.3.2. Assumption (AS.2) causes the flux linkage derivatives to sum up to zero, i.e.

∀t ≥ 0 : d
dtψ

a
s (t) + d

dtψ
b
s(t) + d

dtψ
c
s(t) = 0, d

dtψ
ar
r (t) + d

dtψ
br
r (t) + d

dtψ
cr
r (t) = 0. (2.26)

Combining this with Assumption (AS.8) leads to

∀t ≥ 0 : uas(t) + ubs(t) + ucs(t)
(AS.2)=
(AS.8)

0, (2.27)

on the stator-side and to

∀t ≥ 0 : uarr (t) + ubrr (t) + ucrr (t) (AS.2)=
(AS.8)

0, (2.28)

on the rotor-side. So for the rotor voltages follows

∀t ≥ 0 : uarr (t) = ubrr (t) = ucrr (t) (2.28)= 0, ∀t ≥ 0, (2.29)

see [102, Chap. 1.8]. This leads to udqr (t) = 02 for all t ≥ 0 in the dq-reference frame.

In view of Assumption (AS.2), Assumption (AS.8) and Remark 2.3.2, the zero components in
(2.22) are not necessary any longer and can be neglected. Hence, (2.22) reduces to

udq = Rdq(ie) idq + d
dtψ

dq(idq) + ωeJ dq ψdq(idq) (2.30)

with reduced-order vectors and matrices

udq :=

udqs02
ue

 , idq :=

i
dq
s

idqr
ie

 , ψdq(idqs ) :=

ψ
dq
s (idq)

ψdqr (idq)
ψe(idq)

 ,
Rdq(ie) :=

RsI2 02×2 02×1
02×2 RrI2 02×1
01×2 01×2 Re(ie)

 , J dq :=
[
J 02×3

03×2 03×3

]
.

(2.31)
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Replacing
d
dtψ

dq(idq) = ∂ψdq(idq)
∂idq︸ ︷︷ ︸

=:Ldq(idq)

d
dti

dq, (2.32)

by the representation with differential inductances, (2.30) can be written as

udq = Rdq(ie)idq +Ldq(idq) d
dti

dq + Γdq(idq, ωe) (2.33)

where

Ldq(idq) (2.32)= ∂ψdq(idq)
∂idq

=:


Ldds (idq) Ldqs (idq) Lddsr (idq) Ldqsr(idq) Ldse(idq)
Lqds (idq) Lqqs (idq) Lqdsr(idq) Lqqsr(idq) Lqse(idq)
Lddrs(idq) Ldqrs(idq) Lddr (idq) Ldqr (idq) Ldre(idq)
Lqdrs(idq) Lqqrs(idq) Lqdr (idq) Lqqr (idq) Lqre(idq)
Ldes(idq) Lqes(idq) Lder(idq) Lqer(idq) Le(idq)

 ,

Γdq(idq, ωe) := ωeJ dqψdq(idq) (2.31)= ωe

[
Jψdqs (idq) 02×3

03×2 03×3

]
(2.34)

are the differential inductance matrix and the matrix of the flux linkage induced voltages, re-
spectively. (2.33) now provides a relation between the voltages udq of the EESM, the currents
idq in the EESM (states) and the rotational speed ωe. The matrices Rdq, Ldq and Γdq only
depend on idq and ωe, but do not depend on ϕe any longer.
The torque calculates to

τm(idq) = 2
3κ2np

(
idqs

)>
Jψdqs (idq) . (2.35)

2.3.3.2 Reduced-order model without damper windings

For variable-speed drives usually EESMs without damper windings are used. The reduced-order
model for an EESM without damper windings can be derived from (2.33) by neglecting the
damper/rotor entries in the vectors and matrices. The model can be written in a more compact
form

u = R(ie)i+ d
dtψ(i) + ωeJ3×3ψ(i), (2.36)

with simplified vectors and matrices

u :=
(
udqs
ue

)
=

udsuqs
ue

 , i :=
(
idqs
ie

)
=

idsiqs
ie

 , ψ(i) :=
(
ψdqs (i)
ψe(i)

)
=

ψds (i)
ψqs(i)
ψe(i)

 ,
R(ie) :=

[
Rdq
s 02

0>2 Re(ie)

]
=

Rds 0 0
0 Rqs 0
0 0 Re(ie)

 .
(2.37)

Inserting
d
dtψ(i) = ∂ψ(i)

∂i︸ ︷︷ ︸
=:L(i)

d
dti, (2.38)
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into (2.36), yields

u = R(ie)i+L(i) d
dti+ Γ(i, ωe) (2.39)

where

L(i)
(2.38)
:= ∂ψ(i)

∂i
=:

 Ldqs (i) ldqse(i)(
ldqes(i)

)>
Le(i)

 =:

Ldds (i) Ldqs (i) Ldse(i)
Lqds (i) Lqqs (i) Lqse(i)
Ldes(i) Lqes(i) Le(i)

 ,
Γ(i, ωe) :=

(
ωeJψ

dq
s (i)

0

)
= ωe

−ψqs(i)ψds (i)
0

 .
(2.40)

The torque calculates to

τm(i) = 2
3κ2np

(
idqs

)>
Jψdqs (i) . (2.41)

A step-by-step explanation, how the parameters of model (2.39) with (2.40) can be estimated,
is given in Appendix12 B.

2.4 Power converters
Power converters are used in electric drive systems, to transform a dc-voltage into a three-phase
ac-voltage with variable amplitude and frequency. The state-of-the-art 2-level voltage source
converter (VSC) consists of six power switches and parallel diodes.

Odc
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udc

idc,x
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Sa
x

Da
x

Da
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Sb
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Sb
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Db
x

Db
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x
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ideal converter with diodes

sabc
x := (sa

x, sb
x, sc

x)>

ia
x

Ux

ib
x

Vx

ic
x

Wx

ua-b
x

ub-c
x

uc-a
x

Figure 2.9: Converter with ideal switches and parallel diodes.

Figure 2.9 shows a converter with ideal switches and parallel diodes without connected load.
The switches are denoted by S, the diodes by D. A bar above the symbol � denotes an element
(switch or diode) in the lower branch; an element without bar is in the upper branch. The
superscripts a, b, c signify the branch of the switches and diodes. The “x” in the subscript

12Due to readability reasons, this is not explained here, but in the Appendix.
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denotes the connected load and can be replaced e.g. by “s” when connected to the stator of an
electric machine. The currents idc,x, iax, ibx and icx are defined with positive direction towards the
terminals Ux, Vx, Wx. ua-b

x , ub-cx and uc-ax are the voltages between the terminals Ux, Vx, Wx. The
switching vector sabcx provides the switching states of the converter. More details will be given
in the following sections.
For the modelling of the VSC, following assumptions should hold.
Assumption (AS.9) The load of the VSC is delta or star connected with floating neutral point,
such that the sum of all currents is zero, i.e. iax(t) + ibx(t) + icx(t) = 0 for all t ≥ 0.
Assumption (AS.10) The switches and diodes are assumed to be ideal elements; e.g. on-
resistance or threshold-voltage are neglected.
Based on these assumptions, in the next sections, the diodes and switches are analysed separately
as diode rectifier (only diodes) and ideal converter (only switches). For the fault-free converter,
the diodes do not have to be modelled (see Sect. 2.4.2). But for a converter with open-switch
fault, the diodes are relevant and have to be considered in the modelling (see Sect. 2.4.3.1). To
simplify matters, the diode rectifier will at first be addressed separately.

2.4.1 Diode rectifier

For applications in electric drives, the diode rectifier is often used to supply a dc-link with power
from the three-phase grid (see Fig. 2.10). Instead of state-of-the art modelling, where the line-
to-line voltages ua-b-c

x are considered as input and udc as output, the modelling approach here
applies this vice-versa. This is done in view of the converter modelling with open-switch fault in
Sect. 2.4.3.1. For ideal diodes, the switching state of a diode (conducting on or blocking off)
only depends on the sign of the current in the respective branch (e.g. iax for diodes Dax and Dax).
For a positive current iax > 0, the diode Dax is conducting and Dax is blocking. For a negative
current iax < 0, the diode Dax is conducting and for a zero current iax = 0, the diodes work as
voltage divider13.
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Da
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Da
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diode rectifier
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ua-b
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ub-c
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uc-a
x

Figure 2.10: Diode rectifier.

13Details on this modelling for iax = 0, its validity and limitations will be discussed in Sect. 2.4.3.1.
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Using the function

f<0 : Rn → Rn, x :=



x1
...
xi
...
xn


7→ f<0(x) :=



f<0,1(x1)
...

f<0,i(xi)
...

f<0,n(xn)



where f<0,i(xi) =


1 , xi < 0
1
2 , xi = 0
0 , xi > 0.

, i ∈ {1, · · · , n}



, (2.42)

the dc-link current idc,x can be calculated to

idc,x =
(
iabcx

)>
f<0

(
iabcx

)
. (2.43)

Introducing the voltage uOdc (in V) at the potential Odc of the dc-link capacitor, the dc-link
voltage udc (in V), the voltage uw (in V) with w ∈ {Ux, Vx, Wx} at the terminals Ux, Vx, Wx for
each phase z ∈ {a, b, c} can be calculated14 to

uw =


udc + uOdc , iz < 0
1
2udc + uOdc , iz = 0
uOdc , iz > 0.

(2.44)

Invoking matrix-vector notation and using f<0, yields

uUxVxWx :=

uUx

uVx

uWx

 = udcf<0
(
iabcx

)
+ 13uOdc . (2.45)

The line-to-line voltages are then given by

ua-b-c
x :=

ua-b
x
ub-cx
uc-ax

 (A.3.22)= Tltl uUxVxWx

(A.3.22)=
(2.45)

 1 −1 0
0 1 −1
−1 0 1

(udcf<0
(
iabcx

)
+ 13uOdc

)

= udc

 1 −1 0
0 1 −1
−1 0 1

f<0
(
iabcx

)
.

(2.46)

As usually an electric grid or an electric machine is connected to the terminals Ux, Vx, Wx, the
following assumption is made:
Assumption (AS.11) The load of the converter is symmetric, i.e. uax(t) + ubx(t) + ucx(t) = 0
for all t ≥ 0.

14According to Assumption (AS.10), the forward threshold voltage is neglected. udc and the amplitudes of
ua-b-c

x are for electric drive applications usually much bigger than the threshold voltage.
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Assumption (AS.11) allows to transform the line-to-line voltages into phase voltages as follows

uabcx
(A.3.24)= (T ?ltl)

−1 ua-b-c
x

(AS.11)=
(2.46)

(T ?ltl)
−1 Tltl uUxVxWx

(A.3.22)=
(A.3.23)

 2
3 −1

3 −1
3

−1
3

2
3 −1

3
−1

3 −1
3

2
3

uUxVxWx

(2.45)= udc
3

 2 −1 −1
−1 2 −1
−1 −1 2

f<0
(
iabcx

)
.

(2.47)

The validation of this modelling approach will be provided implicitly by validating the open-
switch fault converter model in Sect. 2.4.3.2.

2.4.2 Converter
Figure 2.11 shows an ideal converter. In the fault-free case for a star-connected (see Assump-
tion (AS.9)), symmetrical load (see Assumption (AS.11)), the output voltages of the converter
ua-b-c

x depend only on the switching vector sabcx = (sax, sbx, scx)> and the dc-link voltage udc [4].
A "1" in the switching vector sabcx means the upper switch is closed. A "0" represents a closed
lower switch. For example, the switching vector sabcx = (1, 1, 0)> yields closed switches Sax, Sbx
and Scx. The negated switching vector is given by

sabcx = 13 − sabcx . (2.48)
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ub-c
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Figure 2.11: Converter with ideal switches.

The line-to-line output voltages can be calculated as follows (see [4])

ua-b-c
x = udc

 1 −1 0
0 1 −1
−1 0 1

 sabcx . (2.49)

Using Assumption (AS.11), the phase voltages uabcx = (uax, ubx, ucx)> can be derived from the
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line-to-line voltages as

uabcx
(AS.11)=
(A.3.24)

(T ?ltl)
−1 ua-b-c

x (2.50)

(A.3.23)=
(2.49)

udc
3

 2 −1 −1
−1 2 −1
−1 −1 2

 sabcx
(2.48)= udc

3

−2 1 1
1 −2 1
1 1 −2

 sabcx . (2.51)

The dc-current is given by (see [4])

idc,x =
(
iabcx

)>
sabcx

(AS.9)=
(2.48)

(
−iabcx

)>
sabcx . (2.52)

2.4.3 Converter with open-switch fault
The basic idea of the presented modelling of a power converter with open-switch fault, was
already published in the article [2]. For the relevance of this fault recall Sect. 1.1.
To analyse the impact of open-switch faults on electric machines and drives, a model of a faulty
converter is needed. In [104–107] such models are proposed. However, these models are only
given for a fault in only one specific switch and the models determine the phase voltages of
the electric machine connected to the faulty converter by using so called “pole voltages” of the
converter. If there is an open-switch fault in one of the switching devices, a deviation in the pole
voltage of the respective phase occurs which affects all three phase voltages. The pole voltages
are, however, a rather unintuitive quantity compared to, for example, the switching state of
the power electronic devices or the phase voltages of the machine. Moreover, the use of pole
voltages in simulations makes the converter model complicated. Additionally, the computation
of the dc-current idc,x at the dc-link capacitor is neglected (see Fig. 2.9). Therefore, a more
comprehensive model of converters with open-switch faults is needed which:

• computes line-to-line voltages ua-b-c
x and phase voltages uabcx ,

• depends on switching state sabcx ,

• allows for faults in each switch and

• considers the calculation of the dc-current idc,x.

Such a model will be derived in the following section. It will be based on the following two
assumptions:
Assumption (AS.12) It is assumed that only one switch is faulty at a time. The switch does
not close, regardless of the corresponding switching signal (open-switch fault).
Assumption (AS.13) The corresponding diode to the faulty switch is undamaged and still
works properly15.

2.4.3.1 Switching model

The idea of modelling a converter with open-switch fault will first be explained for a fault in Sax
and afterwards a general model will be presented.
Figure 2.12 shows an ideal converter including free-wheeling diodes and a three-phase load
consisting of resistances, inductances and voltage sources (e.g. an electric machine). For an
open-switch fault in Sax, the only remaining path for the current in the upper branch is using

15This assumption is reasonable according to [50].
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Figure 2.12: Converter with ideal switches, parallel diodes and load (e.g. electric machine).

diode Dax. As the conducting behaviour of the diode depends on the sign of the current iax (see
Sect. 2.4.1), the output voltages of the faulty converter also depend on it. There are three cases,
(i) iax < 0, (ii) iax = 0 and (iii) iax > 0. Figure 2.13 shows the equivalent circuits for each case (i)-
(iii) for an open-switch fault in Sax and switching vector sabcx := (1, 1, 0)>. Conducting devices
(switches and diodes) are omitted and displayed as conducting paths. Hence, only blocking
devices are depicted. Converter and load were redrawn and differ from the presentation in
Fig. 2.12 to emphasize the voltage drops at the branches of the load. For simplification, the
load is just represented by inductances. It can be observed, that for iax < 0, the converter shows
the same behaviour as without fault. For iax = 0 and iax > 0, the behaviour deviates from the
fault-free case. For a fault in Sax and a switching vector sabcx := (1, 1, 0)>, the output voltages16

become (see Fig. 2.13)

uabcx =



(
udc
3 , udc

3 , −2udc
3

)>
, for iax < 0(

0, udc
2 , −udc

2

)>
, for iax = 0(

−udc
3 , 2udc

3 , −udc
3

)>
, for iax > 0.

(2.53)

Generalizing this insight for all admissible switching vectors sabcx ∈
{

(0, 0, 0)>, . . . , (1, 1, 1)>
}
,

for an open-switch fault in Sax, the relation in (2.51) has to be extended. The converter output

16The load can be imagined to act as voltage divider. For iax = 0 the potential of the star-point of the load and
the potential of terminal Ux are equal. For the connected load in Fig. 2.12, this holds for eax = 0 and d

dt i
a
x = 0 (i.e.

no voltage drop over the inductance). Depending on state and kind of the connected load, also cases of iax = 0 and
uax 6= 0 are possible. Hence, the imagination of the voltage divider does not hold any longer. But for these cases
the model stays only for an infinitely small time instance at iax = 0. Before and afterwards, the current is iax < 0
or iax > 0. For these currents, the modelling holds in any case. Hence, a possibly incorrect simulated voltage
uabcx for iax = 0 has no impact on the overall current evolution. So this modelling approach secures a simple and
modular modelling of a converter with open-switch fault for investigations on the system level (e.g. converter and
electric machine), see agreement of simulation and measurement results in Sect. 2.4.3.2. For a detailed modelling
of the switching transitions of an converter with open-switch fault, this model should not be used. But in this
case also Assumption (AS.10) does not hold.
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Figure 2.13: Impact of an open-switch fault in Sax on the equivalent circuit of a symmetric electric three-
phase load when switching vector sabcx := (1, 1, 0)> is applied for iax < 0 (top), iax = 0
(middle) and iax > 0 (bottom); conducting diodes and switches are displayed as conducting
path.
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voltages are then given by [2]

uabcx = udc
3



 2 −1 −1
−1 2 −1
−1 −1 2

+



03×3, for iax < 0−1 0 0
1
2 0 0
1
2 0 0

 , for iax = 0

−2 0 0
1 0 0
1 0 0

 , for iax > 0




︸ ︷︷ ︸

=:SSax (iax)

sabcx . (2.54)

Like the relation between output voltage uabcx and dc-link voltage udc depends in the faulty case
on iax, the same holds for the relation between iabcx and idc,x. For an open-switch fault in Sax and
e.g. switching vector sabcx := (1, 1, 0)>, the dc-link current is given by (see Fig. 2.13)

idc,x =
{
iax + ibx, for iax ≤ 0
ibx, for iax > 0 .

(2.55)

Generalizing this for all possible switching vectors, extends the relation given in (2.52) to

idc,x =
(
iabcx

)>

1 0 0

0 1 0
0 0 1

+



03×3, for iax ≤ 0−1 0 0
0 0 0
0 0 0

 , for iax > 0




︸ ︷︷ ︸

=:RSax (iax)

sabcx . (2.56)

Generalizing all these relations for faults in all switches and all possible switching states, leads
to the comprehensive model

ua-b-c
x =

{
udcQy(izx) sabcx for fault in upper switch
udcQy(izx) sabcx for fault in lower switch

(2.57)

uabcx =
{
udc
3 Sy(izx) sabcx for fault in upper switch
udc
3 Sy(izx) sabcx for fault in lower switch

(2.58)

idc,x =


(
iabcx

)>
Ry(izx) sabcx for fault in upper switch(

iabcx
)>
Ry(izx) sabcx for fault in lower switch

(2.59)

with y ∈
{

Sax, Sbx, Scx, S
a
x, S

b
x, S

c
x
}

and z ∈ {a, b, c}. The matrices Qy for calculating line-to-line
voltages and Sy for phase voltages are listed in Tab. 2.1. The matrices Ry to calculate the
dc-current idc,x are listed in Tab. 2.2.

Remark 2.4.1. The model of the faulty converter is derived for an amplitude correct scaling of
the Clarke transformation (i.e. κ = 2

3). For details and impacts of this choice see Sect. 3.2.1.1
and Appendix A.1.
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Table 2.1: Voltage model of a faulty converter with switching matrices Qy (for calculating the line-to-
line voltages) and Sy (for calculating the phase voltages) for faulty switches Sax, Sbx, Scx or
Sax, Sbx, Scx.

ua-b-c
x = udcQy(izx) sabcx

y = Sax, z = a y = Sbx, z = b y = Scx, z = c

Qy (izx < 0)
[

1 −1 0
0 1 −1
−1 0 1

] [
1 −1 0
0 1 −1
−1 0 1

] [
1 −1 0
0 1 −1
−1 0 1

]
Qy (izx = 0)

[ 1
2 −1 0
0 1 −1
− 1

2 0 1

] [
1 − 1

2 0
0 1

2 −1
−1 0 1

] [ 1 −1 0
0 1 − 1

2
−1 0 1

2

]
Qy (izx > 0)

[
0 −1 0
0 1 −1
0 0 1

] [
1 0 0
0 0 −1
−1 0 1

] [
1 −1 0
0 1 0
−1 0 0

]

ua-b-c
x = udcQy(izx) sabcx

y = Sax, z = a y = Sbx, z = b y = Scx, z = c

Qy (izx < 0)
[

0 1 0
0 −1 1
0 0 −1

] [
−1 0 0
0 0 1
1 0 −1

] [
−1 1 0
0 −1 0
1 0 0

]
Qy (izx = 0)

[
− 1

2 1 0
0 −1 1
1
2 0 −1

] [
−1 1

2 0
0 − 1

2 1
1 0 −1

] [−1 1 0
0 −1 1

2
1 0 − 1

2

]
Qy (izx > 0)

[
−1 1 0
0 −1 1
1 0 −1

] [
−1 1 0
0 −1 1
1 0 −1

] [
−1 1 0
0 −1 1
1 0 −1

]

uabcx
(AS.11)= udc (T ?ltl)

−1
Qy(izx) sabcx = udc

3 Sy(izx) sabcx

y = Sax, z = a y = Sbx, z = b y = Scx, z = c

Sy (izx < 0)
[

2 −1 −1
−1 2 −1
−1 −1 2

] [
2 −1 −1
−1 2 −1
−1 −1 2

] [
2 −1 −1
−1 2 −1
−1 −1 2

]
Sy (izx = 0)

[
1 −1 −1
− 1

2 2 −1
− 1

2 −1 2

] [
2 − 1

2 −1
−1 1 −1
−1 − 1

2 2

] [
2 −1 − 1

2
−1 2 − 1

2
−1 −1 1

]
Sy (izx > 0)

[
0 −1 −1
0 2 −1
0 −1 2

] [
2 0 −1
−1 0 −1
−1 0 2

] [
2 −1 0
−1 2 0
−1 −1 0

]

uabcx
(AS.11)= udc (T ?ltl)

−1
Qy(izx) sabcx = udc

3 Sy(izx) sabcx

y = Sax, z = a y = Sbx, z = b y = Scx, z = c

Sy (izx < 0)
[

0 1 1
0 −2 1
0 1 −2

] [
−2 0 1
1 0 1
1 0 −2

] [
−2 1 0
1 −2 0
1 1 0

]
Sy (izx = 0)

[−1 1 1
1
2 −2 1
1
2 1 −2

] [
−2 1

2 1
1 −1 1
1 1

2 −2

] [−2 1 1
2

1 −2 1
2

1 1 −1

]
Sy (izx > 0)

[
−2 1 1
1 −2 1
1 1 −2

] [
−2 1 1
1 −2 1
1 1 −2

] [
−2 1 1
1 −2 1
1 1 −2

]
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Table 2.2: Dc-link current model of a faulty converter with switching matrices Ry for faulty switches
Sax, Sbx, Scx or Sax, Sbx, Scx.

idc,x =
(
iabcx

)>
Ry(izx) sabcx

y = Sax, z = a y = Sbx, z = b y = Scx, z = c

Ry (izx ≤ 0)
[

1 0 0
0 1 0
0 0 1

] [
1 0 0
0 1 0
0 0 1

] [
1 0 0
0 1 0
0 0 1

]
Ry (izx > 0)

[
0 0 0
0 1 0
0 0 1

] [
1 0 0
0 0 0
0 0 1

] [
1 0 0
0 1 0
0 0 0

]

idc,x =
(
iabcx

)>
Ry(izx) sabcx

y = Sax, z = a y = Sbx, z = b y = Scx, z = c

Ry (izx < 0)
[

0 0 0
0 −1 0
0 0 −1

] [
−1 0 0
0 0 0
0 0 −1

] [
−1 0 0
0 −1 0
0 0 0

]
Ry (izx ≥ 0)

[
−1 0 0
0 −1 0
0 0 −1

] [
−1 0 0
0 −1 0
0 0 −1

] [
−1 0 0
0 −1 0
0 0 −1

]

2.4.3.2 Model verification

For the verification of the mathematical model of a converter with open-switch fault, simulation
results (using the model derived in Sect. 2.4.3.1) are compared with measurement results. The
converter is connected to the stator17 of a PMSM that is current controlled (see Fig. 2.12). The
PMSM is connected to a speed controlled reluctance synchronous machine (RSM) (for details
see Sect. 4.1.2). Three simulation and measurement experiments have been conducted:

(E2.1) Open-switch fault in Sas for a PMSM in motor mode.

(E2.2) Open-switch fault in Sas for a PMSM in generator mode.

(E2.3) Open-switch fault in Sas for a PMSM in generator mode.

Figures 2.14–2.16 show results for open-switch faults comparing simulation and measurement
results. In Fig. 2.14 (Experiment (E2.1)) and Fig. 2.15 (Experiment (E2.2)), switch Sas of the
upper branch is faulty during motor and generator mode of an electric drive, respectively. In
Fig. 2.16 (Experiment (E2.3)), switch Sas of the lower branch of the converter has a fault (see
Fig. 2.12). In each figure, the first subplot shows the mechanical speed ωm. The speed varies,
due to the varying torque of the PMSM due to the open-switch fault. The second subplot shows
the currents ids and iqs and their references. The lower subplot shows the currents ias , ibs, ics.
Experiment (E2.1): The lower subplot of Fig. 2.14 (motor mode) shows, that only the negative
half-wave of ias is feasible; ias cannot become positive. Due to the star connection of the PMSM
(i.e. ias + ibs + ics = 0, see Assumption (AS.3)), also the currents ibs and ics are affected by an
open-switch fault in phase a. Hence, also the sinusoidal waveforms of ibs and ics are distorted.
The second subplot shows the machine currents in the dq-reference frame. Both currents do not
follow their reference values and do oscillate. While the currents oscillate during the expected
positive half-wave of ias , their values are almost constant during the negative half-wave of ias . But

17Hence, the index “x” for naming switches, diodes, voltages and currents will be changed to “s”.
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Figure 2.14: Experiment (E2.1): Comparison of simulation and measurement results for an open-switch
fault in Sas for a PMSM in motor mode.

still, both currents cannot track their reference values during the not fault-affected (negative)
half-wave of ias .
Experiment (E2.2): In Fig. 2.15, iqs is negative and the PMSM is operated as generator. In the
lower subplot, it can be seen, that ias is not zero anymore during its positive half-wave. This is
due to the induced voltage in phase a of the machine operated in generator mode (a detailed
explanation for this will be given in Sect. 3.3.1.4). Although the waveform of ias is now slightly
improved compared to motor mode, ids and iqs still oscillate and deviate from their reference
values even during the negative half-wave of ias .
Experiment (E2.3): Figure 2.16 shows the behaviour of the system for an open-switch fault in
Sas . The speed is increased to ωm,ref = 100 rad

s . Hence, the frequency of the currents is also
increased. As expected for a fault in Sas , the negative half-wave of ias is not feasible. Also for this
case oscillations in ids and iqs occur during the not feasible half-wave of ias and deviations from
the references for the feasible half-wave are still present.
For all three experiments, as shown in Fig. 2.14–2.16, simulation and measurement results do
coincide, which underpins that the mathematical model derived in Sect. 2.4.3.1 is capable of
describing the physical behaviour of a converter with open-switch fault with sufficient precision.
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Figure 2.15: Experiment (E2.2): Comparison of simulation and measurement results for an open-switch
fault in Sas for a PMSM in generator mode.
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Figure 2.16: Experiment (E2.3): Comparison of simulation and measurement results for an open-switch
fault in Sas for a PMSM in generator mode.
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Chapter 3

Control of large-scale direct-drive
wind turbine systems

βref β
ϕM ,
ωM sabcs ,

ie,ref
iabcs ,
ie

control system / operational management

turbine

PMSM/
EESM

back-to-back
converter

dc-source

filter PCC grid

Figure 3.1: Overview of the components of a wind turbine system with PMSM or EESM including control
system and operational management.

This chapter is partially based on [2–4] where parts were already published. Figure 3.1 illus-
trates the core components of a wind turbine system with its control system and operational
management. For control of the turbine, pitch angle β is measured and can be controlled by
changing its reference βref . For the mechanical system, machine angle ϕM and rotational speed
ωM are measured18. The electric machine can be controlled by the switching vector sabcs of
the machine-side converter and the reference excitation current ie,ref (only for EESMs). The
available measurement signals are the stator currents iabcs and the excitation current ie (only for
EESMs).
In the following sections, the control systems of wind turbine and electric machines (PMSM and
EESM) without and with open-switch fault in the machine-side converter are explained.

18Note that for direct-drive WTS with rigid shaft holds ϕM = ϕT , ωM = ωT .
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3.1 Wind turbine control

pT,nom

vW,cut,in vW,nom vW,cut,out

p
T

vW

I II III IV

Figure 3.2: Wind turbine operation regimes.

Depending on the wind speed vW (see Fig. 3.2), the wind turbine system operates in one of at
least four regimes of operation.

• Regime I (vW < vW,cut,in): For a wind speed vW smaller than the cut-in wind speed
vW,cut,in (in m

s ) no power is produced.

• Regime II (vW,cut,in ≤ vW < vW,nom): The turbine power pT is smaller than its rated
value pT,nom (in W) and the control objective is to extract the maximum power.

• Regime III (vW,nom ≤ vW < vW,cut,out): The turbine power is at least the rated value of
the turbine (i.e. pT ≥ pT,nom). The control objective in this regime is to limit the turbine
power to its rated value.

• Regime IV (vW,cut,out ≤ vW ): For a wind speed vW larger than the cut-out wind speed
vW,cut,out (in m

s ) no power is produced.

In both active regimes (regime II and regime III) the control objectives are fulfilled by a com-
bination of controlling the pitch angle β and the machine torque τM . Figure 3.3 depicts the
control strategies for regime II and regime III:

pitch control
(goal: β = βopt)

βref = βopt

ωT speed / torque
control

(goal: MPPT)

τM,ref =

−k?
Pω

2
T

(a) Control strategy for regime II.

ωT pitch control
(goal:ωT =ωT,nom)

βref

torque control
(goal:

τM = −τT,nom)

τM,ref =

−τT,nom

(b) Control strategy for regime III.

Figure 3.3: Control strategies for (a) regime II and (b) regime III (based on Fig. 4 in [7]).
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Regime II : The control objective is to extract the maximal power i.e. maximum power point
tracking (MPPT). The pitch angle is controlled to its optimal value, i.e. βref = βopt. The
rotational speed of the turbine is controlled by the nonlinear control law τM,ref = −k?Pω2

T (in
N m) to achieve convergence to the optimal tip speed ratio λopt, where the power coefficient cP
has its maximal value cP,opt (see graph of the power coefficient in Fig. 2.2). For more details
on the nonlinear controller, its derivation and a stability analysis see [4], [96, Ch. 8], [108] and
[109], respectively.
Regime III : The control objective in this regime is to limit the extracted turbine power to its
rated value. The speed control problem is shifted to the pitch controller. If the turbine rotational
speed exceeds its nominal value, i.e. ωT > ωT,nom, the pitch angle β must be increased to decrease
the power coefficient cP (see graph of the power coefficient in Fig. 2.2). The machine torque is
kept constant at the rated turbine torque, i.e. τM,ref = −τT,nom, by a proper torque feedforward
controller (see e.g. [52]).
Pitch and torque controller—as illustrated in Fig. 3.3—fulfil the control objectives for both
regimes intrinsically and will be described in more detail in the upcoming sections.

Remark 3.1.1. For some WTS two additional regimes, regime II.5 (between regime II and
regime III) and regime III.5 (between regime III and regime IV) are introduced. For details see
e.g. [96, Sect. 8.3], [110] and [111].

3.1.1 Pitch control

ωT,nom
−

ωT

eωT

ki,β

kp,β

f0°(−(·))

0° 90°
βref

Figure 3.4: Block diagram of pitch controller with output saturation and anti-windup (conditional inte-
gration).

The output saturated PI-controller with anti-windup strategy [3] is given by

d
dtξβ = f0°

(
− kp,β

( =:eωT︷ ︸︸ ︷
ωT,nom − ωT

)− ki,βξβ) eωT ,
βref = sat90°

0°
[
kp,βeωT + ki,βξβ

]
 (3.1)

and generates the pitch angle reference βref for the underlying position control system of the
rotor blades. The PI-controller dynamics in (3.1) depend on turbine rotational speed ωT as
input (or rather the rotational speed error eωT (in rad

s ), depending on the rated rotational speed
ωT,nom of the turbine), proportional gain kp,β (in ° s

rad) and integral gain ki,β (in °
rad). The output
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βref is saturated to remain within physically reasonable bounds (i.e. 0° ≤ βref ≤ 90°). Figure 3.4
shows a block diagram of the pitch controller.

3.1.2 Torque control
The nonlinear torque controller

τM,ref =− satτT,nom
0

[
k?P ω

2
T

]
where k?P := %πr5

T
2

cP (λopt,βopt)
(λopt)3 , (3.2)

outputs the torque for MPPT in regime II and the rated (nominal) torque τT,nom in regime III.
The torque controller only depends on known values of the WTS; such as air density ρ, turbine
radius rT , optimal tip speed ratio λopt and optimal pitch angle βopt and measured turbine speed
ωT . A measurement of the wind speed is not required for MPPT19.

3.2 Electric drive control
As this work focuses on the control of the machine-side of a WTS, the control of the grid-side is
not discussed. Details on the control of the grid-side of a WTS with similar nomenclature can
be found in [3–5,8, 9, 91].

ωref

−
speed

controller
τref torque

controller
iref

−
current

controller
uref

SVM

sabc

converter

u

machine

τ

shaft&load

i

ω

real-time system

Figure 3.5: Cascade control structure for a speed-controlled drive.

Before starting with the electric drive control, an overview on the principle design of a drive
control system is given. Figure 3.5 shows the cascade control structure for a speed-controlled
drive. The controllers are implemented on a real-time system. The speed controller input is
the difference20 ωref − ω between demanded speed and actual speed. The controller output is
a torque demand τref to control this difference to zero. Standard drives are not equipped with
a torque sensor. Hence, only feedforward torque control is possible, which is sensitive towards
parameter variations and insufficient modelling of the torque–current relationship. The output
of the torque controller is a reference current vector iref , which is supposed to cause the machine
to produce the demanded torque τref . As the currents of the machine are measured, feedback
current control using the difference iref − i to create the voltage reference vector uref is possible.
The space-vector modulation (SVM) is usually implemented outside the real-time system with
a much faster sampling rate. The SVM creates the switching signals sabc for the converter.
Applying sabc, the converter creates the output voltage vector u, and for a fault-free converter
on average holds u ≈ uref . The voltage vector u causes the machine to produce the torque τ ,
which influences speed ω of shaft and load.
Details on the torque and current controllers and their specifics for PMSM and EESM are given
in the following sections. But before starting with the actual controller design, the switching
signal generation for a converter will be explained in detail.

19This implies a perfectly working torque control. If this assumption does not hold, efficiency and power
production of the WTS are deteriorated (see [7]).

20The nonlinear turbine controller (3.2) does not use the difference ωref − ω, but just ω.
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3.2.1 Control of converter
The output of a converter are switched voltages. Their average value over one switching period
Tsw (in s) should equal the demanded reference. For that, appropriate switching signals sabcx have
to be created (see Fig. 3.5 and Sect. 2.4.2, modelling of an ideal converter and Fig. 2.11). To do
so, there exists a huge variety of methods (for more details see [53, Chap. 14]). One of the most
common methods is called space-vector modulation. For the fault-free converter a symmetrical
space-vector modulation will be used in this work (see [54, Sect. 2.4.1], [112, Sect. 8.4.10],
[113, Sect. 6.1.1]).

3.2.1.1 Space-vector modulation (SVM)

a

b

c

α

β

udc
3

2udc
3−udc

3−2udc
3

−2udc
3

−udc
3

udc
3

2udc
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udc√
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uαβ
ref

uαβ′
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010
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=uαβ
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Figure 3.6: Voltage hexagon for a voltage source converter with space-vector scaling κ = 2
3 , reference

voltage vector uαβref in sector III and auxiliary reference voltage vector uαβ′ref in sector I.

Figure 3.6 shows the hexagon of feasible output voltages uαβ = (uα, uβ)> for the eight possible
(active) switching states of a 2-level converter. There are two zero switching states {000, 111}
and six active switching states {100, 110, 010, 011, 001, 101}. The boundary (adjacent) space-
vectors of the respective sector (e.g. for sector III: uαβ010 and uαβ011), and, usually, both zero vectors
uαβ000 and uαβ111 are applied to approximate the reference voltage vector uαβref over one switching
period Tsw = 1/fsw (inverse of the switching frequency fsw (in 1

s )), i.e.

uαβref = 1
Tsw

∫ t+T0
2

t
uαβ000dτ +

∫ t+T0

t+T0
2
uαβ111dτ +

∫ t+T0+T1

t+T0
uαβ010dτ +

∫ t+T0+T1+T2

t+T0+T1
uαβ011dτ


= 1
Tsw

(
T0
2 u

αβ
000 + T0

2 u
αβ
111 + T1u

αβ
010 + T2u

αβ
011

)
.

(3.3)

To do so, Tsw is divided into three time intervals: T1 (in s) for the first non-zero vector, T2 (in
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s) for the second non-zero vector and T0 (in s) for the zero vectors such that T1 +T2 +T0 = Tsw
(see Fig. 3.6 and Fig. 3.7). Based on the amplitude ûref (in V) and the angle θ (in °/rad) of the
reference voltage vector

uαβref =
(
uαref
uβref

)
= ûref

(
cos(θ)
sin(θ)

)
, (3.4)

the time intervals T1, T2 and T0 can be calculated as follows [112, p. 699], [114]

T1 :=
√

3 ûref
udc

sin
(
π
3 − θ'

)
Tsw (3.5)

T2 :=
√

3 ûref
udc

sin
(
θ′
)
Tsw (3.6)

T0 := Tsw − T1 − T2, (3.7)

where

ûref :=
√

(uαref)
2 +

(
uβref

)2
and (3.8)

θ' := mod
(

atan2(uβref , u
α
ref)︸ ︷︷ ︸

=:θ

, π3
) ∈ [0, π3 ). (3.9)

The angle θ' (in °/rad) is the shifted angle of the angle θ as in sector I (see Fig. 3.6). If the
voltage reference vector is not limited to its maximum feasible value (see Sect. 3.2.2.1),

û(udc, θ
') :=

√
3

sin(θ')+
√

3 cos(θ')︸ ︷︷ ︸√
3

2 ≤ · ≤1

·23udc ≤ 2
3udc (in V) (3.10)

within the full (fault-free) voltage hexagon (see Fig. 3.6), depending on the implementation
of the SVM, a negative time T0 could occur deteriorating the SVM output. The maximally
available amplitude û of the converter depends on the voltage reference angle θ and the dc-link
voltage. Note that ûmax varies inside the voltage hexagon. It is larger for θ = 0° or θ = 60°
(maximum voltage amplitude û(udc, 0) = 2

3udc) than for θ = 30° (minimum voltage amplitude
û(udc, π/6) = 1√

3udc). Invoking trigonometric identities leads to the expression of û in (3.10)
by only considering the first sector of the voltage hexagon, i.e. θ = θ' ∈ [0°, 60°). Note that, in
sector I, θ' coincides with θ. Then, by using the auxiliary phase angle θ' as defined in (3.9), the
generalized formula for the available amplitude û is obtained for all other sectors of the voltage
hexagon.
Figure 3.7 shows the switching pattern for a voltage reference vector in sector III. The switching
pattern is symmetric towards t = Tsw

2 . First the zero switching vector uαβ000 is applied for T0
4 .

Afterwards the first non-zero vector uαβ010 is applied for T1
2 . It is that vector, where only one

switching state needs to be changed. The second non-zero vector uαβ011 is applied for T2
2 and than

the second zero vector uαβ111 for T0
4 . After that, the whole switching process runs in reverse until

t = Tsw. With this type of SVM, it is secured, that only one switching state changes at every
switching transition.

Remark 3.2.1 (Relationship between scaling of space-vectors and voltage hexagon.). The max-
imum feasible voltage in the voltage hexagon (see Fig. 3.6), depends on the scaling factor κ of
the Clarke transformation matrix (see (A.1.4), (A.1.5) and [51, Chap. 14]).

36



3.2. ELECTRIC DRIVE CONTROL

a

b

c

α

β

uαβ
ref uαβ

100

uαβ
110uαβ

010

uαβ
011

uαβ
001 uαβ

101

uαβ
111 = uαβ

000

(a) Voltage hexagon with voltage reference uαβref in
sector III.

t

sa
x
1

0 TswTsw

2

t

sb
x
1

0 Tsw

t

sc
x
1

0 Tsw

000 010 011 111

T0

4
T1

2
T2

2
T0

4

(b) Switching pattern for generation of uαβref .

Figure 3.7: Switching pattern (b) to generate a voltage reference uαβref in sector III (a) by a linear combi-
nation of the voltage vectors uαβ000, u

αβ
010, u

αβ
011 and uαβ111.

3.2.1.2 Converter dynamics approximation

For the current controller design, the delay between applying reference voltages uref to the SVM
and the actual appearance of u at the output must be considered (see [53, Sect. 14.6]). The
converter dynamics can be approximated by

d
dtu = 1

Tavg
(−u+ uref) (3.11)

as first order lag system with converter time delay Tavg (in s), see [51, Sect. 14.3]. Depending
on the used type of SVM and its implementation, the converter time delay varies within the
interval [51, p. 520]

Tavg ∈
[
Tsw
2 , 3Tsw

2

]
. (3.12)

3.2.2 Control of PMSM
In this section, the control of the PMSM will be explained. As shown in Fig. 3.5, the feedforward
torque controller creates a current reference vector iref based on the torque reference τref . The
feedback current control creates reference voltages uref based on the difference iref − i between
demanded currents and actual currents. First the current controller and subsequently the torque
controller design will be presented in detail.

3.2.2.1 Current control

Figure 3.8 shows the current control system consisting of PI-controllers with anti-windup, cross-
coupling feedforward compensation and reference voltage saturation. Each part will be explained
in the following in more detail.
The controller design will be discussed for the nonlinear machine (2.12) with differential induc-
tances, but can easily be adapted to the linear machine (2.15). For that Ldqs and ψdqs have to
be replaced accordingly. Recalling the machine dynamics in (2.12), i.e.

udqs = Rdq
s i

dq
s +Ldqs (idqs ) d

dti
dq
s + ωkJψ

dq
s (idqs ) (3.13)
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PI-controllers Compensation

Anti-windup

Saturation Space-vector
modulation

−
ids

ids,ref

eids

×

ki,ids

kp,ids
uds,comp

−
iqs

iqs,ref

eiqs

×
ki,iqs

kp,iqs

uqs,comp
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Anti-windup decision
function (3.19), (3.20)

(3.8)
(3.9)
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ûmax(θ')
uαβs,ref,sat sabcs

θ'

ûs,ref

Figure 3.8: Standard control system for PMSM (field-oriented control): PI-controllers with anti-windup,
cross-coupling feedforward compensation and reference voltage saturation.

with vectors and matrices

udqs :=
(
uds
uqs

)
, idqs :=

(
ids
iqs

)
, Rdq

s :=
[
Rds 0
0 Rqs

]
, Ldqs :=

[
Ldds Ldqs
Lqds Lqqs

]
=:
[
l11 l12
l21 l22

]
. (3.14)

and assuming the existence of the inverse (Ldqs )−1 of the inductance matrix Ldqs (for details and
conditions see [51, Sect. 14.3.2]), (3.13) can be rearranged to obtain the current dynamics

d
dti

dq
s =

(
Ldqs (idqs )

)−1 (
udqs −Rdq

s i
dq
s − ωkJψdqs (idqs )

)
(3.15)

where(
Ldqs

)−1
= 1

det
(
Ldqs

) [ l22 −l12
−l21 l11

]
= 1
l11l22 − l12l21

[
l22 −l12
−l21 l11

]
=:
[
l−1
11 l−1

12
l−1
21 l−1

22

]
. (3.16)

So the d- and q-component dynamics become

d
dt i

d
s = l−1

11

[
uds −Rdsids + ωkψ

q
s + l−1

12
l−1
11

(
uqs −Rqsiqs − ωkψds

)
︸ ︷︷ ︸

=:uds,dist

]

d
dt i

q
s = l−1

22

[
uqs −Rqsiqs−ωkψds + l−1

21
l−1
22

(
uds −Rdsids + ωkψ

q
s

)
︸ ︷︷ ︸

=:uqs,dist

]
.


(3.17)

To control the currents ids and iqs of the PMSM, PI-controllers and feedforward disturbance com-
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pensation are used (see Fig. 3.8). The demanded reference voltages consist of two components
and are given by

udqs,ref = udqs,pi︸ ︷︷ ︸
PI-controller output

+ udqs,comp︸ ︷︷ ︸
disturbance compensation

(3.18)

with reference voltage vector udqs,ref := (uds,ref , u
q
s,ref)> (in V)2, output voltage vector udqs,pi :=

(uds,pi, u
q
s,pi)> (in V)2 of the PI-controllers and disturbance compensation vector udqs,comp :=

(uds,comp, u
q
s,comp)> (in V)2. For static disturbance compensation, udqs,comp = −(uds,dist, u

q
s,dist)> is

chosen. Details can be found in [4] or [53, Sect. 7.1.1]. The PI-controllers are equipped with
an anti-windup strategy to limit the reference voltages (see Sect. 3.2.1.1). The dynamics of the
PI-controllers are

d
dtξ = faw

(
udqs,ref , ûs

)
e

upi = Kp,ie+Ki,iξ

}
(3.19)

with current tracking error e := idqs,ref − idqs (in V)2, initial value ξ(0) = 02, anti-windup decision
function21

faw
(
udqs,ref , ûs

)
= fûs

(∥∥(uds,ref , u
q
s,ref)

>∥∥) (3.20)

and proportional and integral gain matrices

K
p,idqs

= diag
(
kp,ids , kp,i

q
s

)
= diag

(
1

2Tavgl
−1
11
, 1

2Tavgl
−1
22

)
and (3.21)

K
i,idqs

= diag
(
ki,ids , ki,i

q
s

)
= diag

(
Rds

2Tavg
, Rqs

2Tavg

)
. (3.22)

The current PI-controllers are tuned according to the "Magnitude Optimum" (see [4]). Using
Tavg as in (3.12) assures to include the time delay of the converter into the current controller
design.
To avoid physically not feasible reference values and possibly unpredictable behaviour of the
switching signal generation (see Sect. 3.2.1), the reference voltages are saturated to

udqs,ref,sat = satûs(u
dq
s,ref), (3.23)

such that the amplitude of udqs,ref,sat is limited to the maximally feasible value ûs, i.e.

∀t ≥ 0 :
∥∥udqs,ref,sat(t)

∥∥ ≤ ûs, (3.24)

whereas the angle is not changed.

3.2.2.2 Torque control

The term torque control is usually used for the generation of reference currents based on a
reference torque (see Fig. 3.10). As common drive trains mostly lack a torque sensor (due to
its high costs), torque control is implemented as feedforward control. So the quality of this
control is highly dependent on a proper knowledge of the physics of the electric machine (see
[52], [53, Sect. 16.7], [54, Chap. 7], [55, Chap. 5], [59, Chap. 6]). Since the same torque can be
produced by different combinations of currents22, there is some degree of freedom in choosing

21Recall the definition of fûs in the Nomenclature section and (3.10).
22E.g. for an isotropic PMSM, see (2.15), for every physically feasible combination of different ids-values and

one value of iqs the same torque is produced
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these reference currents. The usage of these degrees of freedom can be summarized in four23

commonly used control strategies [52]:

• maximum torque per current (MTPC): Usage of the shortest current vector that produces
the demanded torque. Hence, the ohmic losses are minimal.

• maximum current (MC): Production of the maximally feasible torque, only considering
current and voltage limitations.

• field weakening (FW): For increased rotational speeds, the MTPC strategy is not feasible
anymore due to voltage limitations. For that the optimal currents use the maximally
available voltage and produce the demanded torque.

• maximum torque per voltage (MTPV): When the demanded torque exceeds the admissible
torque of the FW strategy, the MTPV strategy chooses the currents that produce the
maximally feasible torque considering the voltage constraints.

Assumption (AS.14) Since wind turbine systems rotate rather slowly and the drive train is
designed for maximum power output, it is assumed that the machine will never reach its voltage
limit.
In view of Assumption (AS.14), only the MTPC control strategy is of interest in this thesis. For
a linear isotropic PMSM, as given in (2.15), the MTPC torque control strategy is easily achieved
by controlling ids,ref = ids = 0 and choosing

iqs,ref = 3κ2τm,ref

2npψ̂pm
. (3.25)

Remark 3.2.2. For nonlinear PMSMs, the relation between torque τm and idqs is not linear
anymore (see (2.13)). For these machines, the MTPC control strategy that will be presented in
Sect. 3.2.3.2 for an EESM can be used.

3.2.3 Control of EESM

In this section, the control of the EESM will be explained. The principle control structure is
similar to the PMSM. The feedforward torque controller creates a current reference vector iref
based on the torque reference τref and the feedback current control creates reference voltages uref
based on the difference iref − i between demanded currents and actual currents (see Fig. 3.5).
But for the EESM an additional current, the excitation current ie, has to be controlled and
can be utilized to create the demanded torque τref . How this is done and the advantages of
this additional degree of freedom will be explained in detail in the following sections. First
the current controller and subsequently the torque controller design will be presented. For the
control of the EESM the reduced-order machine model (2.39) without damper will be used.

3.2.3.1 Current control

Figure 3.9 shows the current control system. Again PI-controllers with anti-windup, cross-
coupling feedforward compensation and reference voltage saturation are implemented. Each
component will be explained in more detail.

23Here the definitions as in [52] are used. Unfortunately, there is no commonly accepted definition for these
terms. Other definitions can be found in [53, Sect. 16.7], [54, Chap. 7], [55, Chap. 5], [59, Chap. 6].
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PI-controllers Compensation
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×
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1

Anti-windup decision
function (3.32)
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Figure 3.9: Standard control system for EESM (field-oriented control): PI-controllers with anti-windup,
cross-coupling feedforward compensation and reference voltage saturation.

Recalling the electric dynamics (2.39) of the EESM, given by

u = R(ie)i+L(i) d
dti+ Γ(i, ωe), (3.26)

and assuming the existence of the inverse L−1 of the inductance matrix L (for all relevant
current vectors i), (3.26) can be written in state-space form of the current dynamics

d
dti = (L(i))−1 (u−R(ie)i− Γ(i, ωe)) (3.27)

of the EESM, where

L−1 = 1
det(L)

l22l33 − l23l32 l13l32 − l12l33 l12l23 − l13l22
l23l31 − l21l33 l11l33 − l13l31 l13l21 − l11l23
l21l32 − l22l31 l12l31 − l11l32 l11l22 − l12l21

 =:

l
−1
11 l−1

12 l−1
13

l−1
21 l−1

22 l−1
23

l−1
31 l−1

32 l−1
33

 (3.28)
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with

det(L) = l11l22l33 + l12l23l31 + l13l21l32 − l11l23l32 − l12l21l33 − l13l22l31. (3.29)

Concluding, the current dynamics can be stated element wise as follows

d
dt i

d
s = l−1

11

[
uds −Rdsids + ωeψ

q
s + l−1

12
l−1
11

(
uqs −Rqsiqs − ωeψds

)
+ l−1

13
l−1
11

(ue −Reie)︸ ︷︷ ︸
=:uds,dist

]

d
dt i

q
s = l−1

22

[
uqs −Rqsiqs−ωeψds + l−1

21
l−1
22

(
uds −Rdsids + ωeψ

q
s

)
+ l−1

23
l−1
22

(ue −Reie)︸ ︷︷ ︸
=:uqs,dist

]

d
dt ie = l−1

33

[
ue −Reie + l−1

31
l−1
33

(
uds −Rdsids + ωeψ

q
s

)
+ l−1

32
l−1
33

(
uqs −Rqsiqs − ωeψds

)
︸ ︷︷ ︸

=:ue,dist

]
.



(3.30)

To control the currents of the EESM, PI-controllers and feedforward disturbance compensation
are used. The demanded reference voltage consists of two components, i.e.

uref = upi︸︷︷︸
PI-controller output

+ ucomp︸ ︷︷ ︸
disturbance compensation

(3.31)

with reference voltage vector uref := (uds,ref , u
q
s,ref , ue,ref)> (in V)3, PI-controller output voltage

vector upi := (uds,pi, u
q
s,pi, ue,pi)> (in V)3 and disturbance compensation voltage vector ucomp :=

(uds,comp, u
q
s,comp, ue,comp)> (in V)3. For static disturbance compensation the compensation vector

is chosen to ucomp = −(uds,dist, u
q
s,dist, ue,dist)> (in V)3. More details can be found in [4], [53, Sect.

7.1.1] or [115]. The PI-controllers are equipped with anti-windup for reference voltages outside
of the feasible range (see Sect. 3.2.1). The dynamics of the PI-controllers is given by24

d
dtξ =

[
fûs

(∥∥(uds,ref , u
q
s,ref)>

∥∥)12
fue,min,ue,max(ue,ref , eie)

]
e

upi = Kp,ie+Ki,iξ

 (3.32)

with current tracking error e := (eids , eiqs , eie)
> := iref − i (in A)3, initial value ξ(0) = 03 and

proportional and integral gain matrices25

Kp,i = diag
(
kp,ids , kp,i

q
s
, kp,ie

)
= diag

(
1

6Tswl
−1
11
, 1

6Tswl
−1
22
, 1

2Tavg,el
−1
33

)
Ki,i = diag

(
kp,ids , kp,i

q
s
, kp,ie

)
= diag

(
Rds

6Tsw
, Rqs

6Tsw
, Re

2Tavg,e

)
.

 (3.33)

Again, as for the PMSM (see (3.23)) the output of the controller is saturated

uref,sat =
(

satûs(u
dq
s,ref)

satue,max
ue,min (ue,ref)

)
. (3.34)

The saturation for the stator of the EESM is the same as for the PMSM. As the excitation
voltage is a dc-value, the reference voltage ue,ref is saturated between ue,min and ue,max.

24Recall the definitions of fûs and fue,min,ue,max (ue,ref , eie ) in the Nomenclature section and (3.10).
25The time constant Tavg,e of the dc-source for the excitation voltage ue was experimentally determined and is

Tavg,e = 17.5 ms for the laboratory setup (see Sect. 4.1).
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Remark 3.2.3. The used EESM in the laboratory is equipped with damper windings (see
Sect. 4.1.3). As the model used for controller design and the real machine do differ during
transients, the proposed compensation will not be used, i.e. ucomp = 03, and (3.31) reduces to

uref = upi . (3.35)

Remark 3.2.4. While the controller gains in (3.33) vary with the current i, the gains will in
certain cases be chosen constant in the ongoing work. For an open-switch fault in the converter,
which causes strong current ripples, it is beneficial not to change the controller gains for an
EESM with damper winding. Hence, the inductance, flux linkage and resistance values for
ids = 0 A, iqs = 0 A and ie = 10 A will be used and Kp,i and Ki,i are replaced by

Kp,i,L = diag
(

1
6Tswl

−1
11 (0,0,10) ,

1
6Tswl

−1
22 (0,0,10) ,

1
2Tavg,el

−1
33 (0,0,10)

)
Ki,i,L = diag

(
Rds

6Tsw
, Rqs

6Tsw
, Re(0,0,10)

2Tavg,e

)
.

 (3.36)

3.2.3.2 Torque control

torque control

(MTPC, MTPV, ...)

τm,ref

(ωm) (udc)

ids,ref

iqs,ref

ie,ref

Figure 3.10: Feedforward torque control for EESM.

The torque of an EESM depends on the three currents ids , iqs and ie. Figure 3.10 shows the
feedforward torque control. The reference currents ids,ref , i

q
s,ref and ie,ref are created based on the

torque reference τm,ref and—depending on the applied control strategies (MTPC, MTPV, etc.,
see Sect. 3.2.2.2)—also based on rotational speed26 ωm and dc-link voltage udc. As ids and iqs
are applied in the stator and ie in the exciter, the ohmic losses of stator and exciter have to be
summed up to the total ohmic loss

pR,loss = 2
3κ2Rs

(
(ids)2 + (iqs)2

)
+Re(ie)i2e (in W) (3.37)

to have a measure of the optimality of an operation point. The MTPC trajectory can be calcu-
lated offline using measured data (see Appendix B). Due to the nonlinear machine behaviour,
an analytical calculation is not possible and the MTPC trajectory is determined numerically. If
a torque sensor is available, the measured torque27 can be used for the calculation of the optimal
MTPC trajectory. Otherwise or additionally, the torque can be calculated using (2.41), i.e.

τm(i) = 2
3κ2np

(
idqs

)>
Jψdqs (i) . (3.38)

26This is here not the case, recall Assumption (AS.14).
27If the measured torque is used for calculating the MTPC trajectory, disturbing influences like friction (see

Fig. B.3), “breaking torque” τie due to ie and ωm (see Fig. 4.6), etc. have to be known and taken into account
accordingly.
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(a) Calculated torque τcalc for ie = 6 A. (b) Calculated torque τcalc for ie = 18 A.

(c) Loss pR,loss for ie = 6 A. (d) Loss pR,loss for ie = 18 A.

Figure 3.11: Torque τcalc and loss pR,loss for the EESM for ie = 6 A and ie = 18 A.

Figure 3.11 shows in the upper plots the calculated torque over ids and iqs for constant ie = 6 A
and ie = 18 A. The lower plots show the corresponding ohmic losses pR,loss. Comparing left
and right column shows, that the same torque can be produced using different current triples
i = (ids , iqs, ie)> and with different ohmic losses. Searching for the current triple i = (ids , iqs, ie)>
with minimal losses for each torque value leads to the MTPC trajectory for feedforward torque
control. Figure 3.12 shows the MTPC trajectory and the trendline. The torque increases from
its minimal value to its maximal value in positive iqs-direction. In Fig. 3.12(b) and Fig. 3.12(c)
the lateral and the top view of Fig. 3.12(a) are shown, respectively. As Figure 3.11 already
showed, it is not loss-optimal to use high values of ie for small torque values.

3.2.3.3 Control performance

To investigate the control performance and to further validate the machine model of the EESM
(see Sect. B.3), changes in current references and speed were conducted28. Four different expe-
riments were performed:

(E3.1,EESM) Reference change in ie,ref for ωm = 50 rad
s .

28For the reference signals, ramps are used to limit the gradient and thereby reduce the influence of the damper
windings.
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(a) MTPC trajectory for EESM.

(b) MTPC trajectory for EESM (view: iqs-ie-plain). (c) MTPC trajectory for EESM (view: ids-iqs-plain).

Figure 3.12: Calculated MTPC trajectory and trendline for EESM.

(E3.2,EESM) Reference change in iqs,ref for ωm = 50 rad
s .

(E3.3,EESM) Reference change in ids,ref for ωm = 100 rad
s .

(E3.4,EESM) Reference changes in ωm,ref .

The following figures compare measurement and simulation results. The EESM for the simula-
tion is modelled using the nonlinear flux linkage maps as described in Appendix B. In both cases,
the PI-controller (3.35) with gain matrices (3.36) is used. Figures 3.13-3.15 are all structured
the same. The upper subplot shows the rotational speed ωm and its reference. Subplots two
until four depict the currents ids , iqs, ie and their references, respectively. In the fifth subplot,
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the measurement and simulation results for phase current ias is shown. The last subplot shows
the machine torque τm.
Figure 3.13 shows a reference change in ie,ref (Experiment (E3.1,EESM)). Measurement and
simulation do increase simultaneously and track the increased reference. Due to the magnetic
cross-coupling deviations in ids and iqs from their reference values appear, but the controllers
do compensate for that. Measurement and simulation results for current ias and torque τm are
very similar, even during transients. The measured signals of q-current and torque τm show
significantly higher oscillations than those in the simulation.
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Figure 3.13: Experiment (E3.1,EESM): Comparison of measurement and simulation results with me-
asured quantity, simulated quantity and reference value for EESM.

In Fig. 3.14, a reference change in iqs is shown (Experiment (E3.2,EESM)). Measurement and
simulation do track the reference reliably and (almost) instantaneously. The cross-coupling
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to ids and ie is stronger in the simulation results than in the measurement results. But it is
compensated for by their controllers. For ias , measurement and simulation results do match
throughout the whole experiment. Measured and simulated torque signal τm do match on
average. But due to higher oscillations in the measured iqs also the measured τm shows stronger
oscillations than the simulated signal. Because of the quickly increasing torque τm, the rotational
speed ωm increases. From t = 0.25 s on, ωm decreases and the speed controller of the DFIM is
successfully counteracting.
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Figure 3.14: Experiment (E3.2,EESM): Comparison of measurement and simulation results with me-
asured quantity, simulated quantity and reference value for EESM.

In Fig. 3.15, the rotational speed reference is increased to ωm,ref = 100 rad
s (while it was ωm,ref =

50 rad
s before). The reference change of ids,ref (Experiment (E3.3,EESM)) is tracked slightly faster

in the measurement than in the simulation. The simulation signal of iqs deviates a bit more
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from its reference value than the measurement signal. For ie, it is vice versa. But for both
currents measurement, simulation and reference values do match shortly after. Except for the
short transient period, no difference between measurement and simulation is visible for ias . For
the torque τm, measurement and simulations do match on average except for the short transient
time. Overall the measurement signals of stator currents and the resulting torque show small
oscillations, which the simulation does not replicate.
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Figure 3.15: Experiment (E3.3,EESM): Comparison of measurement and simulation results measured
quantity, simulated quantity and reference value for EESM.

Figure 3.16 investigates the disturbance rejection capability of the current controllers (Expe-
riment (E3.4,EESM)). The upper subplot shows the rotational speed ωm, which changes over
time. Due to the quite large inertia of the drive train, the DFIM (for details see description of
laboratory setup in Sect. 4.1.3) can follow its speed reference ωm,ref only slowly. In the current
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signals—shown in subplots two to four—only small deviations from the reference are visible.
The deviations are corrected by the respective controllers quickly and without offset. In subplot
five, one sees the increased frequency of the oscillations of ias for increased ωm. The increased
band of the measured stator currents for increased ωm is also visible in the torque in the lower
subplot. Also for this investigation, measurement and simulation results do match and show
almost identical behaviour.

ω
m
/
ra
d/
s

50
60
70
80
90
100

id s
/
A

−14

−12

−10

−8

−6

iq s
/
A

−14

−12

−10

−8

−6

i e
/
A

6

8

10

12

14

ia s
/
A

−16

−8

0

8

16

time t / s

τ
m
/
N
m

0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
−40
−35
−30
−25
−20
−15

Figure 3.16: Experiment (E3.4,EESM): Comparison of measurement and simulation results with me-
asured quantity, simulated quantity and reference value for EESM.

Summarizing, measurement and simulation results do match for steady state and are similar for
transients. The controllers do reliably track their references and are robust against cross-coupling
and disturbances. Noise in the measurement of the stator currents and small oscillations due to
the damper windings of the EESM are not replicated by the simulation (since not modelled).
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3.3 Electric drive control under open-switch faults
This section will derive several methods to improve the control performance under open-switch
converter faults. These methods require not only the detection of the presence of a fault, but
also the identification of the type of the fault. It is necessary to know which switch is constantly
open. For this task already several methods are proposed and used. The literature review in
Sect. 1.1 states references. The state-of-the-art post-fault control approaches are discussed in
Sect. 1.2.1. The impacts of the faults will be analysed for each machine separately. But the basic
problem is, that open-switch faults cause ripples in the machine currents, which cause ripples in
the torque, which is problematic for the mechanic of the overall drive train. Hence, the goal is
to reduce the ripples in the currents, make the abc-currents sinusoidal again and thereby make
the produced torque smoother. The necessary modifications are first discussed for PMSMs and
afterwards for EESMs.

3.3.1 Post-fault control of PMSM
Some parts of this section were already published in [2]. The proposed post-fault control of a
PMSM is based on the standard control system with three modifications:

(M3.1,PMSM) Improvement of anti-windup strategy.

(M3.2,PMSM) Modification of SVM.

(M3.3,PMSM) Injection of optimal d-axis current.

In Fig. 3.17, the standard control system, as shown in Fig. 3.8, is extended by these three modi-
fications. The modifications for the improved and fault-tolerant control systems are highlighted
in blue. But before the three modifications are described in detail in Sect. 3.3.1.2-3.3.1.4, a
measure for the impact of the fault has to be defined. Such a measure is necessary to evaluate
the effectiveness of the proposed post-fault strategies in limiting the impact of the fault to the
overall system.

3.3.1.1 Fault impact analysis

To find a suitable measure for the impact of an open-switch fault on the overall system, the
impacts of such a fault are first investigated more thoroughly. Figure 3.18 shows in the upper
subplot the mechanical speed ωm for a PMSM drive under open-switch fault in Sas . The second
subplot shows the currents ids and iqs and their reference values. The third subplot shows the
three phase currents ias , ibs and ics. In each plot the simulation and measurement results are
depicted. The current iqs is oscillating and constantly deviates from its reference value. As the
torque of the PMSM is linearly dependent on iqs (recall (2.15), i.e. τm = 2

3k2npψ̂pmiqs), also the
torque τm is oscillating. Due to the high and fast fluctuations in the torque of the PMSM, the
coupled machine, a speed controlled RSM (for details see description of the laboratory setup in
Sect. 4.1.2), is not able to secure a constant rotational speed (see upper subplot in Fig. 3.18).
As the ripples in the q-current/torque not only cause oscillations in the speed, but also cause a
lot of stress to the mechanical subsystem of the whole drive train (see [23]), this stress should
be reflected in the choice of the measure.
To do so, the square root of the quadratic deviation of iqs from its reference value over at least
one29 electric revolution of the PMSM is chosen as measure. More precisely, the PMSM fault

29To minimize the impact of fluctuations and measurement errors, the average over 10 revolutions is used for
the square root.
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Figure 3.17: Fault-tolerant control system for a PMSM for an open-switch fault in Sas : PI-controllers
with improved anti-windup, cross-coupling feedforward compensation and reference voltage
saturation (Modifications (M3.1,PMSM)-(M3.3,PMSM) compared to field-oriented control are
highlighted in blue).

impact measure is defined as follows

Eiqs =

√√√√√ 1
10

10nsample∑
l=1

(
iqs,ref − i

q
s[l]
)2

Tsw
1 s (in A), (3.39)

where the (sampled at each switching period Tsw) sampled current iqs[l] ≈ iqs(lTsw) is averaged
over

nsample = round
(

2π
npωm,refTsw

)
(3.40)

samples for one electric rotation of the PMSM. To be able to compare the measure for different
currents, the error Eiqs is normalized with respect to the absolute value of its reference, i.e.

eiqs =
Eiqs∣∣∣iqs,ref

∣∣∣ . (3.41)

Remark 3.3.1. To obtain meaningful results for Eiqs and eiqs , the system is evaluated in steady
state (as far as possible) and the references iqs,ref and ωm,ref should be constant and not zero.

To investigate the impact of an open-switch fault in Sas and the three post-fault Modifications
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(M3.1,PMSM)-(M3.3,PMSM) on the PMSM step-by-step, six different experiments are conducted:

(E3.5,PMSM) Open-switch fault in Sas , standard controller, see Fig. 3.8.

(E3.6,PMSM) Open-switch fault in Sas , controller with improved AWU strategy (Modifica-
tion (M3.1,PMSM)).

(E3.7,PMSM) Experiment (E3.6,PMSM) + modification of SVM / flat-top modulation (Modifi-
cations (M3.1,PMSM) + (M3.2,PMSM)).

(E3.8,PMSM) Experiment (E3.7,PMSM) + phase shift angle ϕ0 = 150°.

(E3.9,PMSM) Experiment (E3.7,PMSM) + phase shift angle ϕ0 = 210°.

(E3.10,PMSM) Experiment (E3.7,PMSM) + fault-optimal d-axis current injection (Modifications
(M3.1,PMSM) + (M3.2,PMSM) + (M3.3,PMSM)); control structure, see Fig. 3.17.

Table 3.1: Comparison of measures Eiqs and eiqs for improved post-fault control.

control strategy Eiqs,sim eiqs,sim Eiqs,meas eiqs,meas

(E3.5,PMSM): standard control 1.674 A 0.084 1.666 A 0.083
(E3.6,PMSM): improved AWU 1.563 A 0.078 1.554 A 0.078
(E3.7,PMSM): improved AWU + flat-top 0.362 A 0.018 0.480 A 0.024
(E3.6,PMSM): improved AWU + flat-top + ϕ0 = 150° 0.635 A 0.032 0.730 A 0.036
(E3.9,PMSM): improved AWU + flat-top + ϕ0 = 210° 0.193 A 0.010 0.156 A 0.008
(E3.10,PMSM): improved AWU + flat-top 0.078 A 0.004 0.143 A 0.007

+ optimal d-current injection

Table 3.1 summarizes the errors Eiqs and relative errors eiqs for simulation and measurement
results of Experiments (E3.5,PMSM)-(E3.10,PMSM). The different strategies will be explained in
detail in the following sections. But it can already be seen here, that combining Modificati-
ons (M3.1,PMSM)-(M3.3,PMSM) in Experiment (E3.10,PMSM) (last row of Tab. 3.1) reduces Eiqs and
eiqs for simulation and measurement drastically.
Figure 3.18 shows simulation and measurement results for an open-switch fault in Sas without
any modification to the control system (Experiment (E3.5,PMSM)). The upper plot shows the
oscillating mechanical speed ωm. The oscillations in ωm are due to the oscillating torque of
the PMSM in the faulty case. The currents ids and iqs, shown in subplot two, are oscillating
throughout the positive half-wave of ias (shown in the lower subplot). iqs also deviates from its
reference in the “healthy” negative half-wave. The measures are Eiqs,sim = 1.674 A & eiqs,sim =
0.084 for simulation and Eiqs,meas = 1.666 A & eiqs,meas = 0.083 for measurement.
Being equipped with a measure for the impact of the fault, the following sections will describe
the three proposed Modifications (M3.1,PMSM)-(M3.3,PMSM) to improve the post-fault control in
detail.

3.3.1.2 Improved anti-windup strategy

As a first step, the anti-windup strategy of the PI-current controllers (3.19) is modified. The
overshoots in the q-current during the “healthy” negative half-wave of ias for an open-switch fault
in Sas (recall Fig. 3.18) are—at least partly—due to windup of the integral control action of the
PI-controllers during the positive (almost zero) half-wave of ias because the available voltage is
reduced. To avoid this windup, an additional condition considering the current direction and
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Figure 3.18: Experiment (E3.5,PMSM): Comparison of simulation and measurement results for an open-
switch fault in Sas using standard control for PMSM (Eiqs,sim = 1.674 A and Eiqs,meas =
1.666 A).
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Figure 3.19: Experiment (E3.6,PMSM): Comparison of simulation and measurement results for an open-
switch fault in Sas using improved AWU for PMSM (Eiqs,sim = 1.563 A and Eiqs,meas =
1.554 A).
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the available voltage (see Fig. 3.17) must be introduced which leads to the extended anti-windup
decision function30

f?aw
(
udqs,ref , ûs, i

a
s

)
:=

1 , if fûs
(∥∥(uds,ref , u

q
s,ref)>

∥∥) AND ias < ı̂aw < 0
0 , else

(3.42)

for open-switch faults in Sas (phase a), which replaces faw(·) in (3.19). The constant ı̂aw < 0 (in
A) represents the maximally admissible anti-windup current and should be chosen negative to
account for the chattering of the phase current ias around zero (recall Fig. 3.18). Note that, for
any other faulty phase with open-switch fault in Sbs or Scs, the respective phase current direction
of ibs or ics must be considered in (3.42) instead of ias . For a fault in a lower switch (Sas , Sbs or Scs),
the threshold has to be positive and “<” in (3.42) has to be replaced by “>”.
In Fig. 3.19, the improved control performance due to the extended anti-windup strategy (3.42)
is shown (Experiment (E3.6,PMSM)). The abc-currents (lower subplot) do not alter much (al-
most no improvement regarding Fig. 3.18 is visible). The absolute measures reduce slightly to
Eiqs,sim = 1.563 A and Eiqs,meas = 1.554 A. But the tracking performance of the currents ids and,
in particular, iqs is improved substantially. During the positive (almost zero) half-wave of ias ,
both currents still do not perfectly track their references; but during the negative half-wave of
ias , both currents are capable of (almost) asymptotic set-point tracking. Especially, the current
ripple in the q-current is drastically reduced during the negative half-wave of ias .

Remark 3.3.2 (Choosing the threshold ı̂aw). In Section 4.1.2, the threshold ı̂aw = −1 A was
chosen which corresponds to approximately 2 % of the nominal machine current (see Tab. 4.1).
Note that this threshold depends on and has to be adjusted for the considered electric drive
system with respect to e.g. measurement noise, sensor precision, and switching frequency of the
converter.

3.3.1.3 Modified SVM

The second step to improve the control performance during open-switch faults is the modification
of the space-vector modulation. Note that any open-switch fault in one of the upper switches
(i.e. Sas , Sbs or Scs) leads to a shifted zero vector uαβ111 (for fault in Sas , ias ≥ 0 and ias = 0, see
Fig. 3.20); whereas any open-switch fault in one of the lower switches (i.e. Sas , Sbs or Scs) shifts
the other zero vector uαβ000. Hence, one of the zero vectors is not zero any more. Figure 3.20
summarizes the shift of the voltage vectors for an open-switch fault in Sas along the negative
a-axis. The following observations can be made:

• For ias < 0, the voltage vectors (see Fig. 3.20(a)) are not shifted (see e.g. uαβ110,ias<0 or
uαβ101,ias<0 in Fig. 3.20(a)). Normal operation is feasible.

• For ias = 0, the voltage vectors (see Fig. 3.20(b)) with a “1” for Sas are shifted by ∆uαβias=0 =
−1

3udc in negative a-direction (see e.g. uαβ110,ias=0 or uαβ101,ias=0 in Fig. 3.20(b)). Normal
operation is not feasible.

• For ias > 0, the voltage vectors (see Fig. 3.20(c)) with a “1” for Sas are shifted by ∆uαβias>0 =
−2

3udc in negative a-direction (see e.g. uαβ110,ias>0 or uαβ101,ias>0 in Fig. 3.20(c)). Normal
operation is not feasible.

30Recall the definition of fûs in the Nomenclature section and (3.10).
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Figure 3.20: Voltage hexagon with shifted voltage vectors uαβs and feasible sectors for a fault in Sas : The
shifted vectors are shown for all three cases (a) ias < 0, (b) ias = 0, (c) ias > 0 and all possible
switching vectors sabcs .
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combination of the space-vectors uαβ000, u
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010 and uαβ011 avoiding the vector uαβ111.

In Fig. 3.20, also the feasible voltage areas in the voltage hexagon for an open-switch fault in Sas
are shown depending on the direction of current ias . For ias < 0, the full voltage hexagon can be
used (see Fig. 3.20(a)). For ias = 0 or ias > 0, the feasible areas in the voltage hexagon become
smaller (see Fig. 3.20(b) and Fig. 3.20(c), respectively). Most critical case occurs for ias > 0,
where only the sectors III and IV are feasible.
Then, using flat-top modulation allows to use only the non-shifted zero vector (see [53, Chap.
14.6], [116]). For example, for an open-switch fault in Sas , Sbs or Scs, only the non-shifted zero
vector uαβ000 is applied (see Fig. 3.21 in comparison to the standard SVM shown in Fig. 3.7). For
faults in Sas , Sbs or Scs only the non-shifted zero vector uαβ111 is used.
In Fig. 3.22 the positive effect of the flat-top modulation on the control performance and the error
Eiqs is illustrated (Experiment (E3.7,PMSM)). As before, the upper subplot shows the rotational
speed ωm, the second subplot the currents ids and iqs with their reference values and the lower
subplot depicts the abc-currents for the modified control system with extended anti-windup and
modified SVM. Clearly, the intervals where ias ≈ 0 A are significantly shortened. Moreover,
positive and almost sinusoidal ias currents are again feasible due to the modified SVM. Hence,
the absolute error values are drastically reduced to Eiqs,sim = 0.362 A and Eiqs,meas = 0.480 A and
the tracking control performances of the currents ids and iqs are improved as well.

Remark 3.3.3 (Small switching time for the zero vectors). If the time T0 of the zero vector
is very small (i.e. the zero vector is applied only for a very short period of time), the proposed
modification of the SVM only has a minor impact on the control performance, as the shifted zero
vector is almost never used.

3.3.1.4 Fault-optimal d-axis current injection

The last improvement is to inject an optimal (additional) d-current to minimize the error Eiqs
even further. In the following, an open-switch fault in Sas is considered. For other open-switch
faults, the modifications are straight forward. As discussed in Sect. 2.4.3.1 and Sect. 3.3.1.3,
for a fault in Sas and ias ≥ 0, the output voltages that can be provided by the faulty converter
are limited (see Fig. 3.20). For e.g. ias > 0, only voltage vectors from the sectors III and IV are
feasible (recall Fig. 3.20(c)). The principle idea of the optimal d-current injection is to generate
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Figure 3.22: Experiment (E3.7,PMSM): Comparison of simulation and measurement results for an open-
switch fault in Sas using improved AWU and modified SVM for PMSM (Eiqs,sim = 0.362 A
and Eiqs,meas = 0.480 A).

auxiliary reference voltage vectors within those two feasible sectors as long as possible. The goal
is to determine an optimal phase shift ϕ0 (in rad or °) between stator current iαβs and reference
voltage uαβs,ref .
To illustrate the idea, in Fig. 3.23, the phase shifts ϕ0 = 150° and ϕ0 = 210° are shown for two
time instants t0 and t1 where iαβs (t0) and iαβs (t1) are located on the negative and positive β-axis,
respectively. Note that, if the phase current ias is non-negative, the stator current space-vector
iαβs is located in the right half-plane (see Fig. 3.23). More precisely, at t0 with ias(t0) = 0 (ias
becomes positive thereafter), iαβs lies on the negative β-axis; whereas, at t1 with ias(t1) = 0
(ias becomes negative afterwards), iαβs is aligned with the positive β-axis. Clearly, within the
interval [t0, t1], the current vector rotates by 180° and, optimally, the corresponding stator
voltage reference space-vector uαβs,ref should be within the sectors III and IV as long as possible
in order to apply feasible and correct voltages to the generator. However, as these two sectors
span only over 120°, it is not possible to apply the correct voltages during the whole non-negative
half-wave of ias during an open-switch fault in Sas . During the remaining 60°, incorrect voltages
will be applied by the faulty converter which affect the shape of the currents and cause deviations
from the desired sinusoidal waveform.
Depending on the phase shift ϕ0 between stator current and reference voltage, different parts
of the non-negative half-wave of ias are affected by the fault. For ϕ0 = 150° (see Fig. 3.23(a)),
uαβs,ref starts in sector II at time t0. So, for the first 60° of the current half-wave, incorrect
voltages are applied to the generator. As soon as uαβs,ref enters sector III, the correct voltages
can be provided (even) by the faulty converter. When uαβs,ref lies in the sectors III and IV, the
correct voltages lead to a sinusoidal current. For ϕ0 = 210° (see Fig. 3.23(b)), the behaviour
is flipped: At time t0, uαβs,ref starts already in the feasible sector III and, hence, during the first
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Figure 3.23: Stator current vector iαβs and voltage reference vector uαβs,ref at time t0 and t1 for (a) ϕ0 =
150° and (b) ϕ0 = 210°.

120° of the non-negative current half-wave, the correct voltages are applied. But, as soon as
uαβs,ref enters sector V, incorrect voltages are generated by the converter for the rest of the half-
wave until time t1. Concluding, in order to fully benefit from the two feasible voltage sectors
III and IV, where the correct voltages can be generated for ias > 0, the phase shift must be
within the interval ϕ0 ∈ [150°, 210°]. The observations above are also validated by simulation
and measurement results: For ϕ0 = 150° (see Fig. 3.24, Experiment (E3.8,PMSM)), during the
first 60°, the phase current ias jitters around zero. In contrast to the last 120°, where the desired
sinusoidal characteristic is achieved. For ϕ0 = 210° (see Fig. 3.25, Experiment (E3.9,PMSM)), the
phase current ias exhibits a sinusoidal characteristic during the first 120°, whereas, for the last
60°, it is deteriorated.
The phase shift ϕ0 can be altered by the injection of a d-current which also changes the ratio
between active power p (in W) and reactive power q (in var), since

q = p · tan(ϕ0) where p = 2
3κ2 (udqs )>idqs and q = 2

3κ2 (udqs )>Jidqs (see e.g. [4]). (3.43)

Moreover, note that, due to (2.13), ids can be chosen independently of the desired torque (τm =
2

3κ2npψ̂pmiqs). In order to derive an analytical expression for the reference current ids,ref of the
to-be-injected current ids , the following assumption is imposed:
Assumption (AS.15) The copper losses in the PMSM are negligible and its current dynamics
are in steady state, i.e. Rs ≈ 0 Ω and d

dti
dq
s = 02. (3.44)

Solving (2.15) (in steady state) for udqs and inserting the result into (3.43) gives

npωm︸ ︷︷ ︸
ωk

[
Ls(ids)2 + Ls(iqs)2 + ψ̂pmi

d
s

]
=
[
Rs(ids)2 +Rs(iqs)2 + npωmψ̂pmi

q
s

]
tan(ϕ0),

which is a second-order polynomial in ids . Its root with the smaller amplitude is used as d-current
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Figure 3.24: Experiment (E3.8,PMSM): Simulation and measurement results for currents idqs (with re-
ferences) and iabcs for phase shift angle ϕ0 = 150° for PMSM (Eiqs,sim = 0.635 A and
Eiqs,meas = 0.730 A).

reference31, i.e.

ids(iqs) = − npωmψ̂pm

2
(
npωmLs−Rs tan(ϕ0)

) +
√

(npωmψ̂pm)2

4
(
npωmLs−Rs tan(ϕ0)

)2 − (iqs)2 + npωmψ̂pm iqs tan(ϕ0)(
npωmLs−Rs tan(ϕ0)

)
(AS.15)= − ψ̂pm

2Ls +
√

( ψ̂pm
2Ls )2 − (iqs)2 + ψ̂pm

Ls
iqs tan(ϕ0)︸ ︷︷ ︸

=:κ

. (3.45)

For several combinations of iqs and ϕ0, the term κ inside the root becomes negative leading to
a complex, hence not feasible ids-current and, for the machine used for measurements only the
green area in Fig. 3.26 is admissible. For q-currents iqs < −32.44 A the maximum possible angle
ϕ0 becomes smaller than 210°. So for very small q-currents, only a fraction of the voltage sectors
III and IV (i.e. ϕ0 ∈ [150°, 210°]), is feasible. To account for that, the d-current reference is
determined by

ids,ref(iqs) :=

−
ψ̂pm
2Ls +

√
( ψ̂pm

2Ls )2 − (iqs)2 + ψ̂pm
Ls

iqs tan(ϕ0) if κ ≥ 0
0 else.

(3.46)

Summarizing, for large machines with Rs ≈ 0, the reference current ids,ref depends on the machine
parameters Ls and ψ̂pm, the current iqs (or its reference iqs,ref) and the desired phase angle ϕ0.
There exists an optimal value for ϕ0 to minimize the error Eiqs . For the considered machine, the

31The solution with “−” in front of the root would lead to a higher current magnitude.
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Figure 3.25: Experiment (E3.9,PMSM): Simulation and measurement results for currents idqs (with re-
ferences) and iabcs for phase shift angle ϕ0 = 210° for PMSM (Eiqs,sim = 0.193 A and
Eiqs,meas = 0.156 A).
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optimal value was found by iterative simulations: These results are depicted in Fig. 3.27. The
error Eiqs is plotted over iqs and ϕ0 and the optimal trajectory ϕ?0 is displayed in red. Clearly, for
other machines, the optimal values might be different. For increasing values of iqs, the optimal
curve increases from ϕ0 = 190°. For iqs values close to zero, ϕ?0 decreases again. The valley for
ϕ?0 of the error Eiqs -map is flat, so that choosing an angle close to ϕ?0 has only a limited impact
on the value of Eiqs .

Figure 3.27: Quadratic error Eiqs depending on iqs and ϕ0 for ωm = 50 rad
s with optimal angle ϕ?0-curve in

red.

Figure 3.28 shows the topview of Fig. 3.27 for the optimal trajectory ϕ?0 for different rotational
speeds ωm ∈ {50, 100, 150} rad

s . It shows, the optimal trajectory is for high currents (almost)
identical. For bigger iqs values, the optimal values ϕ?0 are different, but as Fig. 3.27 indicates, the
error Eiqs is also small. Hence, using the optimal trajectory determined at one rotational speed
for the whole speed range of the machine might not cause big differences in the overall result.
Finally, in Fig. 3.29, simulation and measurement results for the overall fault-tolerant control
system with extended anti-windup, modified SVM (flat-top modulation) and optimally injected
d-current are presented (Experiment (E3.10,PMSM)). The upper subplot shows the rotational
speed ωm. The second subplot depicts the currents ids and iqs and their reference values, whereas
the lower subplot illustrates the shape of the abc-currents. The error values for this scenario
are Eiqs,sim = 0.078 A and Eiqs,meas = 0.143 A, which are clearly the lowest values compared
to the other results in Figures 3.18, 3.19 and 3.22. Looking at the relative errors, eiqs,sim =
0.004 and eiqs,meas = 0.007 shows that the deviation is below 1 %. Moreover, the reference
tracking capability, in particular, of iqs is the best which implies that the torque ripples32 are
also minimized (recall (2.13)) leading to less stress on the mechanical drive train.

32Note that, if the produced generator torque in wind turbine systems does not equal its reference value, wind
turbine efficiency and power production are reduced [7].
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Figure 3.29: Experiment (E3.10,PMSM): Comparison of simulation and measurement results for an open-
switch fault in Sas using improved AWU, modified SVM and optimal d-current injection for
PMSM (Eiqs,sim = 0.078 A and Eiqs,meas = 0.143 A).

The positive effects of the three modifications to obtain the post-fault current control system
of the PMSM were already summarized and compared in Tab. 3.1 where error Eiqs and relative
error eiqs are listed for each case. Figure 3.30 shows measurement results for an experiment with
several scenarios: (i) the fault-free case (for the first second), (ii) an open-switch fault (from 1 s
until the end of the measurement) in Sas with standard control, (iii) with improved AWU, (iv)
with improved AWU and flat-top modulation and (v) with improved AWU, flat-top modulation
and optimal d-current injection. The upper subplot shows the rotational speed ωm of the drive
train, the second subplot shows the measured torque τmeas. In the third subplot the currents
ids and iqs and their references are shown. The lower subplot shows the abc-phase currents. Due
to the high oscillations in the torque of the PMSM—due to the fault—the rotational speed is
also strongly oscillating between 1 s and 3 s. After that the torque ripples decrease and so do
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Figure 3.30: Measurement results for current control performance during five different scenarios: (i) fault-
free case, (ii) open-switch fault in Sas (E3.5,PMSM), (iii) with extended AWU (E3.6,PMSM), (iv)
additionally with modified SVM (E3.7,PMSM) and (v) additionally with optimal d-current
injection (E3.10,PMSM) for PMSM.

the ripples in the speed. While the improved AWU shows only slight improvements on the
control performance, the flat-top modulation makes a big difference (Eiqs,meas reduces about
70 %). Finally the optimal q-current injection reduces the relative error eiqs,meas below 1 % (see
Tab. 3.1).
Summarizing, although an open-switch fault is present, the PMSM can be controlled to track an
iqs reference and only small differences between fault free case ([0 s, 1 s]) and complete post-fault
control ([4 s, 5 s]) are visible in ωm, τmeas and iqs.

Remark 3.3.4 (Possible limitation of the d-current injection in wind turbine systems). Due
to the current rating/limitation of the machine-side converter, the additional injection of a d-
current might not be feasible up to the rated torque of the isotropic generator in wind turbine
systems. Only current vector magnitudes smaller than a maximal value îmax ≥

√
(ids)2 + (iqs)2 (in

A) are admissible. Hence, not all currents iqs can be realized to obtain a desired machine torque
τm ∼ iqs (recall (2.13)). Therefore, the uninterrupted operation of the wind turbine system under
open-switch faults might not be possible for all wind speeds unless the pitch control system is
incorporated into the fault-tolerant control system. The turbine torque (proportional to the wind
speed cubed and the pitch angle) must be decreased by changing the pitch angle such that the
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current rating of the machine-side converter is not exceeded (for details see [4], [96, Chap. 8]).
The proposed pitch controller in Sect. 3.1.1 fulfils this condition. Experiments (E3) in Sect. 4.3.1
and Sect. 4.3.2 investigate the impacts of this limitation.

Remark 3.3.5 (Validity of results for faults in other switches). Since the voltage hexagon is
symmetrical, the optimal phase angle trajectory (for this particular machine, see Fig. 3.27) is
identical for an open-switch fault in any other switch. For a fault in e.g. Sbs and ibs > 0 A,
only voltage vectors within the sectors V and VI are feasible (instead of sectors III and IV for
a fault in Sas). Therefore, the feasible sectors are obtained by a simple rotation by 120° (see
Fig. 3.23). Summarizing, all conclusions made for Sas do also hold for open-switch faults in the
other switches simply by considering the respective (rotated) feasible sectors.

Remark 3.3.6 (Motor mode). For a converter outputting power, e.g. for PMSMs in motor
mode or for grid-side converters in wind turbine systems, solely phase shifts of ϕ0 ∈ (−90°, 90°)
are feasible (for ϕ0 ∈ (90°, 270°) the converter drags power). Hence, it is not possible to fully
benefit from the sectors III and IV, as a ϕ0 ∈ (150°, 210°) is necessary for that (see Fig. 3.23).
For ϕ0 ∈ (−30°, 30°) the voltage reference vector uαβs,ref is never in the sectors III and IV for
positive ias . So only for up to 60° of the 180° during a positive ias , u

αβ
s,ref can be in the feasible

sectors III and IV in motor mode. For ϕ0 = 90°, uαβs,ref is for 60° in the feasible sectors III
and IV. For ϕ0 = 45°, uαβs,ref is only for 15° in the feasible sectors III and IV. Note that, for
ϕ0 = −90° or ϕ0 = 90° only reactive power is exchanged with the device connected to the
converter (see (3.43)).

3.3.2 Post-fault control of EESM
For the post-fault control of EESMs similar strategies as for PMSMs are used. In Fig. 3.31
the standard control system—as shown in Fig. 3.9—is extended. The modifications for the
improved and fault-tolerant control systems are highlighted in blue. After defining a measure
for the impact of the fault on the EESMs current/torque control performance, again three
modifications to the standard current control system are proposed:

(M3.1,EESM) Improvement of anti-windup strategy.

(M3.2,EESM) Modification of SVM.

(M3.3,EESM) Fault-optimal current reference generation.

3.3.2.1 Fault impact analysis

The torque of a nonlinear EESM depends on all three currents ids , iqs, ie (see (2.41)). So instead
of the q-current as for the PMSM33, the deviations in the torque τm are used as measure for the
impact of an open-switch fault. Hence, the square root of the quadratic deviation of τm from
its reference value τm,ref over one34 electric revolution of the EESM is chosen as measure, i.e.

Eτm =

√√√√√ 1
10

10nsample∑
l=1

(τm,ref − τm[l])2 Tsw
1 s (in N m) (3.47)

33The torque of the linear isotropic PMSM only depends on iqs (see (2.15))
34To minimize the impact of fluctuations and measurement errors, the average over 10 revolutions is used for

the square root.
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ûmax(θ')

uαβs,ref

uαβs,ref,sat sabcs

θ'
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Figure 3.31: Fault-tolerant control system for an EESM for an open-switch fault in Sas : PI-controllers with
improved anti-windup, cross-coupling feedforward compensation and reference voltage satu-
ration (Modifications (M3.1,EESM)-(M3.3,EESM) compared to standard field-oriented control
are highlighted in blue).

where the (sampled at each switching period Tsw) sampled torque τm[l] ≈ τm(lTsw) is averaged
over nsample samples (as defined in (3.40)) for one electric revolution of the EESM. To be able
to compare the deviation for different torques, the measure Eτm is normalized with respect to
the absolute value of its reference leading to the relative error

eτm = Eτm
|τm,ref |

. (3.48)

To investigate the impact of an open-switch fault in Sas and the three post-fault Modifica-
tions (M3.1,EESM)-(M3.3,EESM) on the EESM step-by-step, four different experiments will be
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conducted:

(E3.5,EESM) Open-switch fault in Sas , standard controller, see Fig. 3.9.

(E3.6,EESM) Open-switch fault in Sas , controller with improved AWU strategy (Modifica-
tion (M3.1,EESM)).

(E3.7,EESM) Experiment (E3.6,EESM) + modification of SVM / flat-top modulation (Modifi-
cations (M3.1,EESM) + (M3.2,EESM)).

(E3.8,EESM) Experiment (E3.7,EESM) + fault-optimal current reference generation (Modifica-
tions (M3.1,EESM) + (M3.2,EESM) + (M3.3,EESM)); control structure, see Fig. 3.31.

Table 3.2 summarizes the errors Eτm and relative errors eτm for simulation and measurement
results of Experiments (E3.5,EESM)-(E3.8,EESM). The different strategies will be explained in
detail in the following sections. But it can already be seen here, that combining Modificati-
ons (M3.1,EESM)-(M3.3,EESM) in Experiment (E3.8,EESM) (last row of Tab. 3.2) reduces Eτm and
eτm for simulation and measurement drastically.

Table 3.2: Comparison of error Eτm
and relative error eτm

for improved post-fault control.

control strategy Eτm,sim eτm,sim Eτm,meas eτm,meas

(E3.5,EESM): standard control 3.674 N m 0.122 2.853 N m 0.095
(E3.6,EESM): improved AWU 3.257 N m 0.109 2.928 N m 0.098
(E3.7,EESM): improved AWU + flat-top 1.026 N m 0.034 0.815 N m 0.027
(E3.8,EESM): improved AWU + flat-top 0.179 N m 0.006 0.479 N m 0.016

+ optimal current reference

Figure 3.32 exemplifies the impact of an open-switch fault in Sas on the EESM35 current/torque
control performance with standard controllers (Experiment (E3.5,EESM)). In this figure, measu-
rement and simulation results are compared. The first subplot shows the rotational speed ωm
and its reference. The speed is oscillating around ωm,ref = 50 rad

s . This is due to the speed
control of the load machine (DFIM, see Sect. 4.1.3), which cannot instantaneously counteract
the torque ripples of the EESM induced by the open-switch fault. The torque of the EESM
is shown in the second subplot. Measurement and simulation never track the reference torque
of τm,ref = −30 N m. The torque of the simulation oscillates a bit more than the measured
torque. The stator d-current is depicted in the third subplot. During the negative half-wave of
ias , ids tracks its reference. Measurement and simulation results do match. Subplot four shows
the stator q-current. As the torque in subplot two, it does never track its reference value and
the simulation results are oscillating a bit more than the measurement results. The excitation
current ie and its reference is shown in the fifth subplot. During the negative half-wave of ias ,
measurement and simulation results do track their references. During the (expected) positive
half-wave of ias , both signals oscillate around the reference and differ from it. The difference bet-
ween measurement and simulation results are caused by the low time resolution of the dc-source
for the excitation. The last subplot shows iabcs of measurement and simulation. Simulation
and measurement results do match during the negative half-wave of ias and are very similar for
the (expected) positive half-wave. As already observed for the PMSM (see Sect. 3.3.1) for an
open-switch fault in Sas , the positive half-wave of ias is also missing for an EESM.

35Details on the implementation and parameters for the drive train will be given in Sect. 4.1.3.
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Figure 3.32: Experiment (E3.5,EESM): Comparison of simulation and measurement results for an open-
switch fault in Sas for EESM (Eτm,sim = 3.674 N m and Eτm,meas = 2.853 N m).

3.3.2.2 Improved anti-windup strategy

The used improved anti-windup strategy is identical to the strategy used for the PMSM (see
(3.42) in Sect. 3.3.1.2). The anti-windup strategy for the excitation current ie is not changed,
as the dc-source for the excitation is not directly affected by an open-switch fault in the stator
converter (see Fig. 3.31).
Figure 3.33 shows the results of the same scenario as in Fig. 3.32, but with the use of the improved
anti-windup strategy (Experiment (E3.6,EESM)). The signals are the same as in Fig. 3.32. The
torque in subplot two is still oscillating, but in this case it tracks its reference for the negative
half-wave of ias . The same is true for ids and iqs in subplots three and four, respectively. Besides
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Figure 3.33: Experiment (E3.6,EESM): Comparison of simulation and measurement results for an open-
switch fault in Sas using improved AWU for EESM (Eτm,sim = 3.257 N m and Eτm,meas =
2.928 N m).

of ie, measurement and simulation results do match very closely. While the absolute error
decreases to Eτm,sim = 3.257 N m for the simulation (before Eτm,sim = 3.674 N m), the error
for the measurement increases slightly to Eτm,meas = 2.928 N m (before Eτm,meas = 2.853 N m).
Hence, the improved anti-windup strategy does only show a minor improvement in the simulation
results.
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3.3.2.3 Modified SVM

As for the post-fault control of the PMSM (see Sect. 3.3.1.2), it is also beneficial for the post-
fault control of an EESM to avoid the infeasible zero space-vector (uαβ111 for a fault in an upper
switch, uαβ000 for a fault in a lower switch). The dc-source for the excitation current is not affected
by this measure.
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Figure 3.34: Experiment (E3.7,EESM): Comparison of simulation and measurement results for an open-
switch fault in Sas using improved AWU and modified SVM for EESM (Eτm,sim = 1.026 N m
and Eτm,meas = 0.815 N m).

Figure 3.34 shows the comparison of simulation and measurement results for an open-switch fault
in Sas using the improved anti-windup strategy and the modified SVM / flat-top modulation
(Experiment (E3.7,EESM)). Compared to Fig. 3.33 (Experiment (E3.6,EESM)) where only the
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improved anti-windup strategy is used, the results have significantly improved. The rotational
speed ωm (upper subplot) is now almost capable of tracking its reference. The amplitude of
the torque deviation (subplot two) is much smaller and the torque tracks its reference for a
longer time per revolution. The same is true for ids , iqs and ie in subplots three, four and five,
respectively. The currents ias do now have at least partly a positive half-wave. Measurements
and simulations do match except for the beginning of the positive half-wave. The current ias
of the measurement becomes a bit earlier positive per revolution than that of the simulation.
But for both the absolute error reduces drastically. The simulation error reduces to Eτm,sim =
1.026 N m (before Eτm,sim = 3.257 N m) and the measurement error to Eτm,meas = 0.815 N m
(before Eτm,meas = 2.928 N m).

3.3.2.4 Fault-optimal current reference generation

The torque of a nonlinear EESM depends on all three currents ids , iqs, ie (see (2.41)). So instead
of using the MTPC-trajectory (see Fig. 3.12), a new fault-optimal current reference trajectory
for feedforward torque control has to be determined. For that simulations were conducted for
ids ∈ [−15 A, 15 A], iqs ∈ [−15 A, 15 A] and ie ∈ [0 A, 19 A] with a step size of 1 A. For the
simulation, the improved anti-windup and the modified SVM were used. For each feasible
negative torque (only for generator mode), the current triple (ids , iqs, ie) with minimum Eτm was
searched for. Figure 3.35 shows the fault-optimal current references for negative torques for an
open-switch fault in Sas for different angular velocities ωm ∈ {50, 75, 100} rad

s . While the MTPC
curve for decreasing torque moves towards a positive ids , the fault-optimal current references
move towards a negative ids and uses higher excitation currents ie. The optimal trajectories for
the different speeds are very similar, so the error caused by choosing one trajectory36 for all
speeds only is not significant (see Sect. 3.3.1.4).

Remark 3.3.7. For faults in other switches than Sas , the optimal trajectories are very similar.
Figure 3.36 shows the fault-optimal current reference trajectories for feedforward torque control
for open-switch faults in Sas-S

c
s.

In Fig. 3.37, the comparison of simulation and measurement results for an open-switch fault in
Sas using improved AWU, modified SVM and fault-optimal current reference is shown (Experi-
ment (E3.8,EESM)). Compared to Fig. 3.34 (Experiment (E3.7,EESM)), where only the improved
AWU and the modified SVM were used, the rotational speed ωm in the upper subplot is smother.
ωm now (almost) perfectly tracks its reference. The torque τm in subplot two tracks its reference
throughout the whole time and almost no oscillations are visible. Because of the fault-optimal
current reference generation another current triple (ids , iqs, ie) is chosen to create the reference
torque, in contrast to Fig. 3.34 (where the MTPC-trajectory was used). ids,ref has become nega-
tive, iqs,ref is slightly increased and ie,ref is also increased. Besides in ids , almost no oscillations
in the currents are visible. In the current ias , shown in the lower subplot, the period with zero
current is now shifted to the end of the positive half-wave. Measurement and simulation results
match very closely in all subplots for this scenario. The absolute error reduces significantly for
the simulation to Eτm,sim = 0.179 N m (before Eτm,sim = 1.026 N m) and the measurement error
was almost cut in half to Eτm,meas = 0.479 N m (before Eτm,meas = 0.815 N m).
In Tab. 3.2 the absolute and relative errors for all the investigated scenarios were already sum-
marized (Experiments (E3.5,EESM)-(E3.8,EESM)). Figure 3.38 shows measurement results for an
experiment with five scenarios: (i) the fault-free case (for the first two seconds), (ii) an open-
switch fault (from 2 s until the end of the measurement) in Sas with standard control (Expe-
riment (E3.5,EESM)), (iii) with improved AWU (Experiment (E3.6,EESM)), (iv) with improved

36In this thesis, the trajectory for ωm = 50 rad
s is chosen.
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(a) Trajectories of fault-optimal current references for EESM.

(b) Trajectories of fault-optimal current references
for EESM (view: iqs-ie-plain).

(c) Trajectories of fault-optimal current references
for EESM (view: ids-iqs-plain).

Figure 3.35: Comparison of fault-optimal current references for feedforward torque control for open-switch
fault in Sas for ωm = 50 rad

s , ωm = 75 rad
s , ωm = 100 rad

s , and MTPC
reference for EESMs in generator mode, i.e. negative torque.

AWU and flat-top modulation (Experiment (E3.7,EESM)) and (v) with improved AWU, flat-top
modulation and fault-optimal current reference generation (Experiment (E3.8,EESM)). The upper
subplot shows the rotational speed ωm of the drive train and its reference ωm,ref . The second
subplot shows the torque τm. In the third, fourth and fifth subplot, the currents ids , iqs and ie
and their references are shown, respectively. The lower subplot shows the abc-phase currents.
Due to the open-switch fault, high oscillations in the torque of the EESM occur leading to high
oscillations in the rotational speed between 2 s and 6 s. After that the torque ripples decrease
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(a) Trajectory for EESM.

(b) Trajectory for EESM (view: iqs-ie-plain). (c) Trajectory for EESM (view: ids-iqs-plain).

Figure 3.36: Comparison of fault-optimal current references for feedforward torque control for open-switch
fault in Sas , Sbs, Scs, Sas , Sbs or Scs for ωm = 50 rad

s and EESMs
in generator mode, i.e. negative torque.

and so do the ripples in speed. While the improved AWU shows only slight improvements on
the control performance, the flat-top modulation makes a big difference (Eτm,meas reduces about
70 %). Finally, the fault-optimal current references reduce the relative error eτm,meas below values
of 2 %.
Summarizing, the EESM can be—although an open-switch fault is present—controlled to track
a torque reference. Only small differences between fault free ([0 s, 2 s]) and faulty ([8 s, 10 s])
case are visible in ωm and τm when the proposed post-fault control strategy is used.
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Figure 3.37: Experiment (E3.8,EESM): Comparison of simulation and measurement results for an open-
switch fault in Sas using improved AWU, modified SVM and fault-optimal current reference
for EESM (Eτm,sim = 0.179 N m and Eτm,meas = 0.479 N m).
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Figure 3.38: Measurement results for current control performance during five different scenarios: (i) fault-
free case, (ii) open-switch fault in Sas (E3.5,EESM), (iii) with extended AWU (E3.6,EESM), (iv)
additionally with modified SVM (E3.7,EESM) and (v) additionally with fault-optimal current
reference (E3.8,EESM) for EESM.
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Chapter 4

Post-fault control of wind turbine
systems with open-switch converter
faults

In this chapter, the positive impact of the proposed post-fault control strategy on the overall
wind turbine system under an open-switch converter fault is illustrated by measurements. To
be able to analyse this impact, the large-scale wind turbine system dynamics have to be scaled
to the small-scale laboratory setup. Hence, after describing the overall laboratory setup, the
scaling procedure is explained. The impacts of the post-fault control strategy on the overall
WTS are discussed for PMSM and EESM, respectively.

4.1 Laboratory setup
To be able to understand the scaling process and all the adjustments for the specifics of the
laboratory setup, it is necessary to introduce the available laboratory setup first. After gi-
ving an overview of the overall system, the setups for measurements with the PMSM and for
measurements with the EESM are explained in detail.

4.1.1 Overview
The basic components of the laboratory setup are shown in Fig. 4.1:

• Host-PC: The Host-PC controls the real-time system and logs the measurement data (see
Fig. 4.1, C).

• dSPACE real-time system: The real-time system evaluates the sensor signals, runs the
control algorithms and outputs the switching signal sabc to the converters (see Fig. 4.1,
A).

• Converter: The converter applies the switching signals and produces an output voltage.
The output is connected to an electric machine. The converter measures the output
currents iabc and the dc-link voltage udc (see Fig. 4.1, B1 and B2) and provides the data
to the real-time system.

• DC-source: The dc-source is connected to the exciter of the EESM and applies the
excitation voltage ue. The measurements of the excitation voltage ue and the excitation
current ie are made available to the real-time system.
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A

B1 B2

C

D1 D2E

Figure 4.1: Laboratory test-bench with dSPACE real-time system (A), voltage-source converter (B1) and
(B2) connected back-to-back, Host-PC (C), reluctance synchronous machine (RSM; D1) and
permanent magnet synchronous machine (PMSM; D2), and torque sensor (E).

• Drive trains: There are two drive trains in the laboratory, that can be connected to the
converters and the real-time system separately. In one drive train, a PMSM (see Fig. 4.1,
D2) is coupled to a reluctance synchronous machine (RSM) (see Fig. 4.1, D1; for details
see Sect. 4.1.2). At the other drive train, an EESM is coupled to a doubly-fed synchronous
machine (DFIM) (for details see Sect. 4.1.3).

• Torque sensor: Each shaft, mechanically connecting two electric machines, is equipped
with a torque sensor. The measured torque τmeas is made available to the real-time system
(see Fig. 4.1, E).

• Encoder: Each electric machine is equipped with an encoder. The measurement of angle
ϕm of the position of the rotor and the angular velocity ωm are made available to the
real-time system.

The dSPACE real-time system is a time discrete, sampled system. The sample period of the
processor of the real-time system is the switching period Tsw of the SVM (i.e. for fsw = 4 kHz→
Tsw = 250 µs, see Sect. 3.2.1). The system executes the following steps in each sample period:
(i) capturing of measurement signals, (ii) executing the control algorithms, (iii) making the
output signals available to the connected devices. The reference voltages uref are handed over
from the processor to the Digital Waveform Output Board (DS5101) of the dSPACE real-time
system. The DS5101 has a faster sampling period (25 ns, see [117, p. 560]) to calculate and
directly output the switching signals sabc for the converter using the SVM algorithm derived in
Sect. 3.2.1.1.
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4.1.2 Power train with PMSM-RSM
A picture of the drive train, comprising PMSM and RSM, is shown on the lower right of Fig 4.1.
Figure 4.2 depicts the electric connection of the drive train to the real-time system. Currents,
angles, rotational speeds and the shaft torque are measured. The real-time system outputs
reference voltages to the SVMs, that provide the switching signals to the converters.

RSM

torque
sensor

τmeas

PMSM

ϕm,rsm
ωm,rsm

encoder

ϕm,pmsm
ωm,pmsm

encoder

converter

current
sensor

is,rsm

SVM

us,ref,rsm

converter

current
sensor

is,pmsm

SVM

us,ref,pmsm

real-time system

Figure 4.2: Illustration of laboratory setup and connection with the real-time system for drive train
PMSM-RSM.

The drive train is affected by friction. For example for an accurate feedforward torque control, it
is necessary to know the friction to be able to compensate for it (see Sect. 2.2). The friction of the
drive train PMSM-RSM is depicted in Fig. 4.3. The total friction τfric,tot := τfric,rsm + τfric,pmsm
is the sum of the friction τfric,rsm of the RSM and the friction τfric,pmsm of the PMSM (all in
N m). The parameters of the electric machines are shown in Table 4.1.
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Figure 4.3: Measured friction of laboratory drive train PMSM-RSM.

4.1.3 Power train with EESM-DFIM
Figure 4.4 shows the drive train EESM-DFIM. Both machines are coupled with a torque sensor.
Figure 4.5 depicts the electric connection of the drive train with the real-time system. Currents,
angles, rotational speeds and the shaft torque are measured. The real-time system outputs
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Table 4.1: Parameters of PMSM and RSM.

description symbol=value
isotropic PMSM

pole pairs np = 3
stator resistance Rs = 0.15 Ω
stator inductance Lds = Lqs = 3.35 · 10−3 H
PM-flux linkage ψpm = 0.376 5 V s
machine inertia Θ = 1.630 · 10−2 kg m2

nominal speed ωnom = 209.4 rad
s

nominal machine power pnom = 14.5 · 103 W
nominal stator current îs,nom = 46.7 A

anisotropic RSM
pole pairs np = 2
stator resistance Rs = 0.4 Ω
stator inductances nonlinear (see [118, Fig. 2])
machine inertia Θ = 1.890 · 10−2 kg m2

nominal speed ωnom = 157.1 rad
s

nominal machine power pnom = 9.4 · 103 W
nominal stator current îs,nom = 29.7 A

Figure 4.4: Drive train with DFIM (left side) and EESM (right side) and torque sensor.

reference voltages to the SVMs, that provide the switching signals for the converters and the
dc-source, that outputs the excitation voltage. In the laboratory, rotor and stator of the DFIM
are connected to a converter. Usually, the stator of a DFIM is directly connected to the grid.
For the WTS emulation, the configuration with two converters is chosen in order to be able to
use a wider speed-range as for direct grid connection.

Also this drive train is affected by friction. The friction of the EESM-DFIM drive train is
depicted in Fig. 4.7. The total friction τfric,tot := τfric,dfim + τfric,eesm is the sum of the friction
τfric,dfim of the DFIM and the friction τfric,eesm of the EESM (all in N m). The “breaking torque”
τie of the EESM is shown in Fig. 4.6. The parameters of these two electric machines are shown
in Table 4.2.
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Figure 4.5: Illustration of laboratory setup and connection with the real-time system for drive train EESM-
DFIM.

Figure 4.6: “Breaking torque” τie depending on the rotational speed ωm and the excitation current ie.
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Figure 4.7: Measured friction of laboratory drive train EESM-DFIM.

Table 4.2: Parameters of EESM and DFIM.

description symbol=value
anisotropic EESM

pole pairs np = 2
stator resistance Rs = 0.38 Ω
excitation resistance Re nonlinear (see Fig. B.3)
inductances nonlinear (see Sect. B)
machine inertia Θ = 0.273 kg m2

nominal speed ωnom = 157.1 rad
s

nominal machine power pnom = 10 · 103 W
nominal stator current îs,nom = 29.7 A
nominal excitation current ie,nom = 19 A

isotropic DFIM
pole pairs np = 2
stator resistance Rs = 0.72 Ω
excitation resistance Rr = 0.55 Ω
inductances nonlinear
machine inertia Θ = 9.37 · 10−2 kg m2

nominal speed ωnom = 157.1 rad
s

nominal machine power pnom = 10 · 103 W
nominal stator current îs,nom = 29.6 A
nominal rotor current îr,nom = 24.0 A

4.2 Scaling of wind turbine system dynamics to small-scale la-
boratory setups

This section is partially based on [1] where the scaling method is already validated for wind
turbine systems. In [1], a turbine with flexible shaft and gear box is investigated. Here, as
the focus is on direct-drive WTS, the turbine shaft is modelled rigid and without gear box (see
Sect. 2.2). The objective is to emulate a large-scale WTS at a small-scale laboratory setup, by
using two mechanically coupled machines. One laboratory machine is used to emulate the turbine
behaviour (subscript �mt); the other laboratory machine emulates the machine/generator of a
WTS (subscript �mm), see Fig 4.8.
To explain the scaling process, first the state-space model of the large-scale WTS is presented.
After that, the scaling process is explained step-by-step. The scaling based on the ratios of phy-
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Figure 4.8: Laboratory test-bench for emulation of the WTS by using a scaled WTS model.

sical SI-units is introduced and the necessity and the design of the virtual gear box is explained.
The SI-unit scaling and the relations of the virtual gear box are summarized in the scaling of
the state-space model of the WTS drive train. At the end of this section, necessary adaptations
regarding the laboratory setup are discussed.

4.2.1 Modelling of the power train of the large-scale WTS

The dynamics of the drive train of the large-scale direct-drive WTS, as introduced in (2.6), can
be written compactly as state-space model

d
dtxK=AK xK + bK uK + hK wK
yK= xK

}
(4.1)

where
xK =

(
ωT
ϕT

)
, uK = τM ,

wK := τT
(
vW , ωT , β

)− fT (ωT ),
AK =

[
− νT

ΘT+ΘM 0
1 0

]
,

bK =
(

1
ΘT+ΘM

0

)
, hK =

(
1

ΘT+ΘM
0

)
,



(4.2)

are the state vector, the system input (machine/generator torque), the disturbance (including
turbine torque τT and nonlinear friction fT (ωT )), the system matrix, the input vector and the
disturbance-input vector, respectively. The initial values of the state vector are given by xK(0) =
(ωT,0, ϕT,0)>. The physical quantities in (4.2) represent turbine inertia ΘT and machine inertia
ΘM (both in kg m2), turbine viscous friction coefficient νT , turbine angular velocity ωT , turbine
torque τT and machine/generator torque τM . The overall friction torque τT,fric := νTωT +fT (ωT )
(in N m) comprises linear viscous friction and nonlinear friction, respectively (more details on
nonlinear friction modelling can be found in [51, Sect. 11.1.5]).

4.2.2 Scaling based on ratios of SI-units

The steps of the scaling process are shown in Fig. 4.9 and will be explained below in detail. The
scaling can be divided into for layers (with four types of quantities):

(i) the large-scale turbine system, denoted by the index written as capital letter, e.g. �K

(e.g. large-scale turbine inertia ΘT or large-scale turbine torque τT ),
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Figure 4.9: Overview of the scaling of the wind turbine system for the implementation in the laboratory.

(ii) the small-scale turbine without referring37, denoted by the index written as a black letter
minuscule, e.g. �k (e.g. small-scale turbine inertia Θt without referring38 or small-scale
turbine torque τt without referring),

(iii) the small-scale turbine system, denoted by the index written as minuscule, e.g.�k (e.g. small-
scale turbine inertia Θt or small-scale turbine torque τt) and

(iv) the laboratory setup, denoted by the index written as minuscule with subscript, e.g. �ky

(e.g. inertia Θmt of the laboratory machine emulating the turbine or torque τmt of the
laboratory machine emulating the turbine).

Remark 4.2.1. It is necessary to distinguish between layer (iii) and layer (iv), as the down-
scaled turbine inertia Θt does not necessarily equal the inertia Θmt of the laboratory machine
emulating the turbine (e.g. for the drive train PMSM-RSM Θt = 3.24 kg m2 does not equal
Θmt = 1.89 · 10−2 kg m2). Also the torques τt and τmt are different. For a proper WTS emulation
in the laboratory, the torque τmt of the laboratory machine emulating the turbine must, among
other things, compensate for the friction of the laboratory drive train. Details on these necessary
adaptations will be given in Sect. 4.2.5.

Figure 4.9 shows the overview of the overall scaling process. The output quantities of the large-
scale WTS model, turbine torque τT and machine torque τM are down-scaled to the small-scale
WTS emulation. The down-scaled torques τt and τm are applied to the laboratory shaft39. The
resulting rotational speeds ωt and ωm are up-scaled to the large-scale WTS and fed into the
turbine model and machine model, respectively. Details on each step of the scaling process, the
derivation of the scaling factors and the design of the virtual gear box are given in the following
paragraphs. First the scaling based on the ratios of physical SI-units is explained in detail.
In [119], the principle idea of scaling of physically similar systems based on the ratios of physical
SI-units is introduced. In [79], this method is adapted for the scaling of the aerodynamics of
wind turbines for small-scale experiments in the wind tunnel.
The basic idea of scaling to a physically similar system is:

(i) Deriving scaling factors for the three SI-units meter m, kilogram kg, second s based on the
desired scaling of (in this case) the air density ρ, time t and power p.

(ii) Using the resulting scaling factors for the SI-units to scale all the other physical quantities
(based on their units, as a combination of three basic SI-units).

37This intermediate layer is only introduced to ease understanding by allowing for a step-by-step explanation
of the scaling process. The necessity of the virtual gear box will be explained in detail in Sect. 4.2.3

38The “referred” quantity describes the value of the quantity on the other side of a gear box.
39More precisely, τmt and τmm are applied to the laboratory shaft and include τt and τm, respectively. But also

necessary compensation torques and emulation torques are included in τmt and τmm (for details see Sect. 4.2.5 or
Fig. 4.11 for the PMSM-RSM drive train or Fig. 4.14 for the EESM-DFIM drive train).
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For the following, three assumptions40 are imposed:
Assumption (AS.16) To be able to use the cP -curve of the large-scale WTS also for the small-
scale system, the air density ρK of the large-scale turbine and the air density ρk (both in kg

m3 ) of
the small-scale version have to be identical, i.e.

ρK = ρk = ρk ⇒ µρ := ρk
ρK

= ρk
ρK

= 1 . (4.3)

Assumption (AS.17) To keep the available computational time for the controller of the small-
scale model the same as for the controller of the large-scale turbine, the time tK of the large-scale
turbine and the time tk (both in s) of the small-scale counterpart have to be identical, i.e.

tK = tk = tk ⇒ µtime := tk
tK

= tk
tK

= 1 . (4.4)

Assumption (AS.18) The power scaling factor µp is defined as the relation between the nomi-
nal power pT,nom of the large-scale turbine and the nominal power pt,nom (both in kg m2

s3 ) of the
small-scale model, i.e.

µp := pt,nom
pT,nom

= pt,nom
pT,nom

. (4.5)

All relevant mechanical parameters can be expressed as a combination of the three SI-units
meter m, kilogram kg, second s. Taking this and Assumptions (AS.16)-(AS.18) into account,
the scaling factors for these three units can be computed as follows

µm := mk

mK
, µkg := kgk

kgK
, µs := sk

sK
. (4.6)

The three scaling factors in (4.6) are meter scaling factor µm, kilogram scaling factor µkg and
second scaling factor µs and allow to relate the physical quantities of large-scale and small-scale
system as will be shown next.
Expressing the scaling factors of Assumptions (AS.16)-(AS.18), density scaling factor µρ, time
scaling factor µtime and power scaling factor µp by the scaling factors of the SI-units

µρ = µkg
µ3

m

(AS.16)= 1, µtime = µs
(AS.17)= 1, µp = µkgµ

2
m

µ3
s

(4.7)

leads to

µkg = µ3
m and µs = 1 (4.8)

and the scaling factors of the SI-units are related as follows

µm = (µp)
1
5 , µkg = (µp)

3
5 , µs = 1, (4.9)

and depend only on the power scaling factor µp.
Combining all this information allows to scale the relevant physical quantities based on their
SI-units:

40As the virtual gear box is invariant regarding air density, time and power, the small-scale values �k without
referring or the small-scale values �k can be used for the scaling process.
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•
angle ϕ
(in rad) µϕ := ϕk

ϕK

(4.9)= 1 (4.10)

•
rotational speed ω
(in rad

s ) µω := ωk

ωK
= 1
µs

(4.9)= 1 (4.11)

•
velocity v
(in m

s )
µv := vk

vK
= µm

µs

(4.9)= (µp)
1
5 (4.12)

•
torque τ
(in kg m2

s2 ) µτ := τk
τK

= µkgµ
2
m

µ2
s

(4.9)= µp (4.13)

•
inertia Θ
(in kg m2) µΘ := Θk

ΘK
= µkgµ

2
m

(4.9)= µp (4.14)

•
length l
(in m) µl := lk

lK
= µm

(4.9)= (µp)
1
5 (4.15)

•
time t
(in s) µtime := tk

tK
= µs

(4.9)= 1, (4.16)

with angle scaling factor µϕ, angular velocity scaling factor µω, velocity scaling factor µv, torque
scaling factor µτ , inertia scaling factor µΘ, length scaling factor µl and time scaling factor µtime,
respectively.

4.2.3 Virtual gear box

The electric machines used as generators in wind turbines are designed according to the nominal
values of the wind turbine. To account for that41 in the small-scale model, a “virtual” machine
gear ratio

gvirt := ωmt,nom
ωt,nom

= ϕt
ϕt

= ωt
ωt

= τt
τt

=
√

Θt

Θt

= ϕm
ϕm

= ωm
ωm

= τm
τm

=
√

Θm

Θm

(4.17)

must be introduced to fit nominal speed ωt,nom (in rad
s ) of the scaled turbine and nominal speed

ωmt,nom (in rad
s ) of the turbine emulating electric machines42 in the laboratory (see Fig. 4.8

and Fig. 4.9). The virtual gear box ratio gvirt achieves, that the generator of the large-scale
WTS and the machines emulating the WTS in the laboratory setup operate at the same relative
speed with respect to their nominal speed. E.g. if the turbine of the large-scale model operates

41The number np = 48 of pole pairs of the PMSM in the large-scale WTS differs significantly from the number
np = 3 of pole pairs of the PMSM in the laboratory. So a proper referring is inevitable.

42Here, both nominal speeds ωmt or ωmm can be used. For reasonable results, always the value for the machine
with the least nominal speed should be chosen. In the laboratory setup, for the drive train RSM-PMSM, the
nominal speed of the turbine emulating machine (RSM, see Fig. 4.8) is the limiting quantity. Hence, the virtual
gear ratio is chosen accordingly by using this parameter (see Tab. 4.4). So for the given setup, the RSM operates
at e.g. 95 % of its nominal speed whereas the PMSM operates at 71 % of its nominal speed.
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at 95 % nominal speed, the electric machines emulating the WTS in the small-scale laboratory
setup operate at the utmost at 95 % of their nominal speed.
Hence, the inertias, torques, angular speeds and angles of the wind turbine are scaled by the
virtual gear box ratio gvirt to match all quantities to the small-scale setup (see Fig. 4.9) as follows

Θt := 1
g2

virt
Θt

(4.14)= µΘ
g2

virt
ΘT (4.18)

τt := 1
gvirt

τt
(4.13)= µτ

gvirt
τT (4.19)

ωt := gvirtωt
(4.11)= gvirtµωωT (4.20)

ϕt := gvirtϕt
(4.10)= gvirtµϕϕT (4.21)

Θm := 1
g2

virt
Θm

(4.14)= µΘ
g2

virt
ΘM (4.22)

τm := 1
gvirt

τm
(4.13)= µτ

gvirt
τM (4.23)

ωm := gvirtωm
(4.11)= gvirtµωωM (4.24)

ϕm := gvirtϕm
(4.10)= gvirtµϕϕM (4.25)

with virtual gear box ratio gvirt, small-scale turbine inertia Θt (in kg m2), small-scale turbine
inertia Θt (in kg m2) without referring, large-scale turbine inertia ΘT (in kg m2), small-scale
turbine torque τt (in N m), small-scale turbine torque τt (in N m) without referring, large-scale
turbine torque τT (in N m), small-scale turbine speed ωt (in rad

s ), small-scale turbine speed ωt

(in rad
s ) without referring, large-scale turbine speed ωT (in rad

s ), small-scale turbine angle ϕt
(in rad), small-scale turbine angle ϕt (in rad) without referring, large-scale turbine angle ϕT
(in rad), small-scale machine inertia Θm (in kg m2), small-scale machine inertia Θm (in kg m2)
without referring, large-scale machine inertia ΘM (in kg m2), small-scale machine torque τm (in
N m), small-scale machine torque τm (in N m) without referring, large-scale machine torque τM
(in N m), small-scale machine speed ωm (in rad

s ), small-scale machine speed ωm (in rad
s ) without

referring, large-scale machine speed ωM (in rad
s ), small-scale machine angle ϕm (in rad), small-

scale machine angle ϕm (in rad) without referring, large-scale machine angle ϕM (in rad), inertia
scaling factor µΘ, torque scaling factor µτ , angular velocity scaling factor µω and angle scaling
factor µϕ.

Remark 4.2.2. As example, the scaling of the turbine inertia ΘT is performed for the PMSM-
RSM drive train. The large-scale turbine inertia is ΘT = 8.6 · 106 kg m2 (see Tab. 4.3). The
small-scale turbine inertia without referring calculates to Θt = µΘΘT = 21.5 · 103 kg m2. Refer-
ring by the virtual gear box leads to the small-scale turbine inertia Θt = Θt

g2
virt

= 3.24 kg m2.
The inertia of the turbine emulating electrical machine in the laboratory (RSM) is Θmt =
1.89 · 10−2 kg m2 (see Tab. 4.4).

4.2.4 Scaling of the state-space drive train model

Using (4.10)-(4.25), the state-space model of the large-scale WTS drive train with state vector
xK , system input uK , system output yK and disturbance wK can be scaled to the state-space
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model of the small-scale WTS drive train by the following linear transformation(
ωt
ϕt

)
︸ ︷︷ ︸
:=xk

=
[
µωgvirt 0

0 µϕgvirt

]
︸ ︷︷ ︸

:=Γ1

(
ωT
ϕT

)
︸ ︷︷ ︸
:=xK

(4.26)

τm︸︷︷︸
:=uk

= µτ
gvirt︸︷︷︸
:=Γ2

τM︸︷︷︸
:=uK

, wk = µτ
gvirt︸︷︷︸
:=Γ3

wK (4.27)

where

wk := τt
(
vW , ωT , β

)
+ ft

(
ωT
)

(4.28)
wK := τT

(
vW , ωT , β

)
+ fT

(
ωT
)
. (4.29)

Inserting this into (4.1) results in the small-scale state-space representation

d
dtxk=

Ak︷ ︸︸ ︷
Γ1AKΓ−1

1 xk+

bk︷ ︸︸ ︷
Γ1bKΓ−1

2 uk+

hk︷ ︸︸ ︷
Γ1hKΓ−1

3 wk
yk= xk.

 (4.30)

of the drive train with small-scale system matrix Ak, small-scale input vector bk and small-scale
disturbance vector hk.

4.2.5 Adaptations for laboratory setup

Some parameters (inertias and friction) of the laboratory setup do not match the down-scaled
WTS (4.30). Therefore, inertias, have to be emulated and friction must be compensated to
obtain a fitting behaviour.
The machines in the laboratory setup, emulating the turbine and the wind turbine genera-
tor/machine, are denoted by subscripts �mt and �mm , respectively. The rotational speed ωmt
(in rad

s ) of the turbine emulating machine and the rotational speed ωmm (in rad
s ) of the generator

emulating machine equal the rotational speeds of the small-scale WTS, i.e.

ωmt = ωt and ωmm = ωm . (4.31)

4.2.5.1 Laboratory torque

The values τmt and τmm (both in N m) are applied by the emulating machines in the laboratory
and calculated by

τmt = τt − τΘemu + τfric and (4.32)
τmm = τm . (4.33)

with inertia emulation torque τΘemu and friction torque τfric. The determining of these two
torques will be explained in the following sections.

Remark 4.2.3 (Drive train EESM-DFIM). For the EESM-DFIM drive train also the “breaking
torque” τie has to be considered (see Fig. 4.6) and (4.32) changes to

τmt = τt − τΘemu + τfric + τie . (4.34)
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4.2.5.2 Inertia emulation

As already mentioned in the modelling of the drive train (see Sect. 2.2),

Assumption (AS.19) it is assumed, that the inertias of the drive trains, in the laboratory and
in the turbine, are concentrated (lumped masses).

The small-scale turbine and machine inertias Θt and Θm are larger than the inertia Θmt of
the turbine emulating machine in the laboratory and the inertia Θmm (both in kg m2) of the
generator emulating machine in the laboratory, respectively. So their difference, the emulated
inertia

Θemu := (Θt + Θm)− (Θmt + Θmm) (in kg m2) (4.35)

has to be emulated by the laboratory machines. The torque τΘemu (in N m), which achieves
inertia emulation is given by

τΘemu = Θemu
d
dtωmt . (4.36)

To emulate the inertia Θemu, the derivative d
dtωmt of the rotational speed is needed. Because

d
dtωmt is not measured, a phase-locked loop (PLL) is used to estimate the derivative d

dt ω̃ (in
rad
s2 ) based on the measured speed ω (see Fig. 4.10, where the block diagram is shown). The
state-space representation of the PLL is given by

d
dtxpll =Apll xpll + bpll upll
ypll = c>pllxpll + dpllupll

}
(4.37)

where
xpll =

(
ξpll
ω̃

)
, upll = ω,

Apll =
[

0 −1
ki,pll −kp,pll

]
, bpll =

(
1

kp,pll

)
,

cpll =
(
ki,pll
−kp,pll

)
, dpll = kp,pll


(4.38)

are the state vector, the system input (rotational speed), the system matrix, the input vector, the
output vector and the feedthrough, respectively. The initial values of the state vector are given
by xpll(0) = (ξpll,0, ω̃0)> ∈ R2 (in rad and rad

s ). The constants in (4.38) are the proportional
gain kp,pll (in 1

s ) and the integral gain ki,pll (in 1
s2 ) of the PI-controller of the PLL (see Fig. 4.10).

ω

−
ω̃

kp,pll ki,pll

d
dt ω̃

d
dt ω̃

Figure 4.10: Block diagram of the phase-locked loop (PLL) for estimation of the derivative d
dt ω̃ of the

rotational speed ω.
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Table 4.3: Parameters of large-scale 2.0 MW wind turbine system.

description symbol=value
large-scale wind turbine

air density ρ = 1.293 kg
m3

turbine radius rT = 40 m
power coefficient cP (λ, β) as in (2.3)
turbine inertia ΘT = 8.6 · 106 kg m2

nominal speed ωT,nom = 1.930 rad
s

nominal turbine power pT,nom = 2.0 · 106 W
isotropic PMSM in large-scale wind turbine

pole pairs np = 48
stator resistance Rs = 0.01 Ω
stator inductance Lds = Lqs = 3.0 · 10−3 H
PM-flux linkage ψpm = 12.9 V s
machine inertia ΘM = 1.3 · 106 kg m2

nominal speed ωM,nom = 1.749 rad
s

nominal machine power pM,nom = 2.0 · 106 W

4.2.5.3 Friction compensation

The friction torque τfric (in N m) of the laboratory setup depends on the rotational speed ωmt
and comprise linear viscous and nonlinear friction. The friction was measured (see Fig. 4.3 for
PMSM-RSM and Fig. 4.7 for EESM-DFIM) and is feedforwarded to compensate for its influence,
see (4.32).

4.2.5.4 Additional considerations for the scaling process

The experiments are conducted for a pT,nom = 2 MW wind turbine and two laboratory setups
with chosen power ratings of pt,nom = 5 kW (PMSM-RSM) and pt,nom = 4 kW (EESM-DFIM).

Remark 4.2.4. It is beneficial to choose the power rating of the emulated turbine in the labo-
ratory smaller than the power rating of the used electric machines, to ensure a sufficient power
reserve for the necessary compensations and emulations (see Sect. 4.2.5). For the PMSM-RSM
laboratory setup, the rated power of the emulated turbine is chosen to be 5.00 kW. This corre-
sponds to 53 % of the nominal power of the less powerful machine (RSM, see Tab. 4.4).

4.3 Implementation and experimental results

For the investigation of the impact of an open-switch fault on the overall wind turbine system
performance, the scaling method as described above is used. The method is applied to the
drive train PMSM-RSM and the drive train EESM-DFIM (recall Sect. 4.1.2 and Sect. 4.1.3).
Table 4.3 collects all parameters of the full-scale 2 MW wind turbine system. For both drive
trains, the following three experiments are conducted using a measured wind profile43:

43The wind speed was measured at the FINO1 research platform (54◦ 00′ 53, 5′′N, 06◦ 35′ 15, 5′′ E) on the 23rd
of September 2009 between 8:10 - 08:20 am (with a time resolution of 10 Hz). The author is deeply grateful to
the FINO-Project (BMU, PTJ, BSH, DEWI GmbH) for providing the wind data used in this thesis.
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(E4.1) The fault-free wind turbine system is fed with the wind profile, as shown in Fig. 4.11
for the PMSM and in Fig. 4.14 for the EESM.

(E4.2) Similar to Experiment (E4.1), but in the converter connected to the stator of PMSM /
EESM an open-switch fault is present in switch Sas . For the current control, all three
proposed methods of the post-fault control (pfc = improved anti-windup, modified SVM
and optimal d-current injection for PMSM / fault-optimal current reference generation
for EESM) as derived in Sect. 3.3.1 or Sect. 3.3.2 are applied. In the measurement
plots all corresponding quantities are marked with the index �pfc.

(E4.3) Similar to Experiment (E4.2), but the stator current vector length is limited to îs,max
(in A) which is necessary to produce the nominal torque using MTPA for the fault-free
case. This limitation represents a saturation of the admissible current magnitude and
ensures that the post-fault control strategy does not cause overheating in the stator of
the machine. The corresponding quantities are marked with the index �pfc,sat.

The current reference limitation for Experiment (E4.3) is implemented by the function44

idqs,ref,sat = satîs,max
(idqs,ref). (4.39)

The computation of îs,max will be explained in detail for each machine in the corresponding
sections.
Due to the huge torque ripples in case of an open-switch fault and using standard control, the
case with open-switch fault and without post-fault control is not investigated to avoid damaging
the laboratory setup.

4.3.1 Wind turbine system with PMSM under open-switch converter faults
To investigate the impact of an open-switch converter fault on a WTS with PMSM, the experi-
ments as described above are conducted and denoted by Experiments (E4.1,PMSM), (E4.2,PMSM)
and (E4.3,PMSM), respectively. The parameters of laboratory setup and scaling are summarized
in Tab. 4.4.
The laboratory setup and the implementation of scaling and control at the real-time system
are depicted in Fig. 4.11. The turbine emulating RSM and the generator emulating PMSM
are coupled by a torque sensor. Both machines are equipped with an encoder providing angle
and speed information. The stators of both machines are fed by a converter. The three-phase
machine currents are measured. The converter switching signals are created by space-vector
modulation. The reference voltages for the SVM are made available by the real-time system. The
unscaled measurement results are used in the real-time system for the current control. For the
turbine and generator emulation, the rotational speeds are up-scaled to the large-scale system.
Turbine controller and wind turbine are emulated for the large-scale system. The resulting
reference torques are down-scaled to the small-scale laboratory setup and fed to the torque
control. For the turbine emulating machine, the friction compensation torque (see Fig. 4.3) and
the inertia emulation torque (4.36) are added.
The current îs,max, for limiting the stator currents, is calculated based on the nominal torque of
the down-scaled turbine, i.e.

τt,nom = pt,nom
ωmt,nom

, (in N m) (4.40)

44Recall the definition of satîs,max in the nomenclature section.
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Table 4.4: Parameters of PMSM-RSM laboratory setup and scaling factors.

description symbol=value
isotropic PMSM in laboratory

pole pairs np = 3
stator resistance Rs = 0.15 Ω
stator inductance Lds = Lqs = 3.35 · 10−3 H
PM-flux linkage ψpm = 0.376 5 V s
machine inertia Θmm = 1.630 · 10−2 kg m2

nominal speed ωmm,nom = 209.4 rad
s

nominal machine power pmm,nom = 14.5 · 103 W
anisotropic RSM in laboratory

pole pairs np = 2
stator resistance Rs = 0.4 Ω
stator inductances nonlinear (see [118, Fig. 2])
machine inertia Θmt = 1.890 · 10−2 kg m2

nominal speed ωmt,nom = 157.1 rad
s

nominal machine power pmt,nom = 9.4 · 103 W
additional parameters

emulated inertia Θemu = 3.70 kg m2

proportional gain PLL kp,pll = 2 1
s

integral gain PLL ki,pll = 1 1
s2

scaling to small-scale wind turbine
turbine nominal power pt,nom = 5.000 · 103 W
virtual gear ratio gvirt = 157.1 rad

s
1.930 rad

s
= 81.41

scaling of air density µρ = 1.000
scaling of time µtime = 1.000
scaling of power µp = 2.500 · 10−3

scaling of rotational speed µω = 1.000
scaling of velocity µv = 3.017 · 10−1

scaling of torque µτ = 2.500 · 10−3

scaling of inertia µθ = 2.500 · 10−3

depending on the nominal power pt,nom of the down-scaled wind turbine and the nominal speed
ωmt,nom of the down-scaled turbine. Rewriting the torque equation of (2.15) gives

îs,max := 2τt,nom

3npψ̂pm
= 2pt,nom

3npψ̂pmωmt,nom
, (4.41)

which is used in (4.39). Thus it is ensured, that the length of the reference current vector in the
faulty case does not exceed the length of the reference current in the fault-free case.

Remark 4.3.1. Using the saturation method in (4.39) to limit the reference current, the angle
ϕ0 stays the same as in the unsaturated case. But due to the change in iqs,ref , a different angle
ϕ0 might be optimal (see Sect. 3.3.1.4). As the optimal angle ϕ?0 does not change much with
iqs (see Fig. 3.28) and the quadratic error does not increase very steep around the ϕ?0-trajectory
(see red line in Fig. 3.27), the impact of this slight deviation from ϕ?0 is very limited.
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Figure 4.11: Illustration of laboratory setup and implementation of scaling and control at the real-time
system for drive train PMSM-RSM.

Table 4.5: Produced energy of WTS within 600 s for Experiments (E4.1,PMSM), (E4.2,PMSM) and
(E4.3,PMSM).

experiment produced energy relative value
Experiment (E4.1,PMSM) EM (600 s) = −325 kW h 100 %
Experiment (E4.2,PMSM) EM,pfc(600 s) = −322 kW h 99 %
Experiment (E4.3,PMSM) EM,pfc,sat(600 s) = −303 kW h 93 %

Table 4.5 summarizes the measurement results for Experiments (E4.1,PMSM), (E4.2,PMSM) and
(E4.3,PMSM) by comparing the produced energies after 600 s. For Experiment (E4.2,PMSM), the
energy production is only decreased by 1 % and for Experiment (E4.3,PMSM), it is decreased
by 7 % compared to the fault-free WTS. The details for that and the differences between the
experiments will be discussed using Fig. 4.12 and Fig. 4.13 showing the measurement results.
Figure 4.12 shows the turbine quantities for all three experiments. In the upper plot, the
wind speed vW and its nominal value vW,nom are depicted. The speed varies slightly around
the nominal speed. From 150 s until 530 s, vW > vW,nom (except short fluctuations). Hence,
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Figure 4.12: Comparison of the measurement results for Experiments (E4.1,PMSM), (E4.2,PMSM) and
(E4.3,PMSM)—turbine quantities.

the wind turbine operates in regime III (see Sect. 3.1) and the control should limit the power
production to the nominal value. For the other time periods, vW < vW,nom, i.e. the turbine
operates in regime II and the control purpose is maximum power point tracking. The second
plot shows the turbine angular speed ωT,pfc for the faulty case (Experiment (E4.2,PMSM)), for
the faulty case with saturation ωT,pfc,sat (Experiment (E4.3,PMSM)), for the fault-free case ωT
(Experiment (E4.1,PMSM)) and the nominal rotational speed ωT,nom. The two rotational speeds
ωT,pfc and ωT are (almost) equal throughout the whole experiment. ωT,pfc,sat equals ωT,nom when
vW > vW,nom; whereas when vW < vW,nom, ωT,pfc,sat is higher than ωT . Subplot three depicts the
tip speed ratio. λopt is the optimal value for maximum power production of the wind turbine
operating in regime II. λ, λpfc and λpfc,sat are the measured values for the fault-free case, the
faulty case and the faulty case with saturation, respectively. Between the two measured tip
speed ratios λ and λpfc no significant discrepancy is visible. λpfc,sat deviates for regime II and
is slightly higher than λ. The fourth subplot shows the pitch angles β, βpfc and βpfc,sat. For
regime II, both pitch angles β and βpfc are zero, for maximum power point tracking. For regime
III, the pitch controller is active to limit the produced power to the rated value. βpfc is slightly
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higher than β. For the faulty case with saturation, the pitch angle βpfc,sat deviates for almost all
time from zero. Only for relatively low wind speeds, for t ∈ [50 s, 100 s], the pitch angle is zero.
The lower subplot shows the optimal power factor cP,opt, the power factor cP for the fault-free
case, the power factor cP,pfc for the faulty case and the power factor cP,pfc,sat for the faulty case
with saturation. For partial load (i.e. regime II), the power factors cP and cP,pfc reach for both
measurements their optimal value. For rated power, the power factors are reduced; cP,pfc slightly
more than cP . cP,pfc,sat only reaches for very low wind speeds (t ∈ [50 s, 100 s]) its optimal value.
For all other times, βpfc,sat deviates from the optimal value βopt = 0° and cP,pfc,sat is smaller
than cP and cP,pfc.
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Figure 4.13: Comparison of the measurement results for Experiments (E4.1,PMSM), (E4.2,PMSM) and
(E4.3,PMSM)—drive and electric quantities (EM (600 s) = −325 kW h, EM,pfc(600 s) =
−322 kW h, EM,pfc,sat(600 s) = −303 kW h).
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In Fig. 4.13, the measurement results of the drive and electric quantities for all three Expe-
riments (E4.1,PMSM), (E4.2,PMSM) and (E4.3,PMSM) are depicted. The first subplot repeats the
wind speed vW and the nominal wind speed vW,nom. The second subplot shows the turbine po-
wer pT,pfc for the faulty case, the turbine power pT,pfc,sat for the faulty case with saturation, the
turbine power pT for the fault-free case and the nominal turbine power pT,nom. For regime II, the
measured powers are most of the time below pT,nom. pT and pT,pfc do not differ much from each
other. For regime III, both powers vary around pT,nom. Due to fast changes in the wind speed
and the slow mechanical wind turbine system (huge inertias and not instantaneous changing
pitch angle β), it is not possible to limit the turbine power to its nominal value for all time. E.g.
at around 470 s, pT exceeds its nominal value by almost 20 %. For the operation above nominal
wind speed (regime III), pT,pfc is slightly smaller than pT . In contrast, pT,pfc,sat varies for the
whole time around 1.85 MW and (almost) never reaches pT,nom. Only for t ∈ [50 s, 100 s], it
coincides with pT,pfc and pT . Subplot three shows the machine powers pM , pM,pfc, pM,pfc,sat and
pM,nom. pM , pM,pfc and pM,pfc,sat are negative, as the electric machine is working in generator
mode. All measured powers are oscillating in a band, due to the switching of the converter and,
additionally in the faulty cases, due to the influence of the open-switch fault. Due to losses in the
electric machine, e.g. ohmic losses at the resistors, pM and pM,pfc are oscillating around absolute
values smaller than pM,nom. pM,pfc,sat is oscillating around an even further reduced value. The
average of all machine powers does not exceed the nominal power, although pT does sometimes,
see subplot two. The fourth subplot shows the d-currents and their reference values. In the
fault-free case, the reference value is ids,ref = 0 A. ids tracks its reference with an oscillation band
of 1 A. Due to the optimal d-current injection of the post-fault control, ids,ref,pfc and ids,ref,pfc,sat
are not zero. ids,pfc and ids,pfc,sat oscillate around their reference values, but due to the fault, both
currents dip towards zero in each oscillation (recall zoom in Fig. 3.29). Because of the current
limitation is ids,ref,pfc,sat ≤ ids,ref,pfc. Subplot five shows the q-currents and their reference values.
The reference values iqs,ref and iqs,ref,pfc only differ for regime II, due to the differing rotational
speed (see subplot two in Fig. 4.12 and control law (3.2)). iqs,ref,pfc,sat is almost all the time
constant and at its maximum value (because of the saturation) of around −17 A. Due to the
fault, the oscillation bands of iqs,pfc and iqs,pfc,sat are bigger than the oscillation band of iqs. But
all signals do track their reference values on average. The lower subplot shows the produced
energy EM of the electric machine for the fault-free case (Experiment (E4.1,PMSM)), EM,pfc for
the faulty case (Experiment (E4.2,PMSM)) and EM,pfc,sat for the faulty case with saturation (Ex-
periment (E4.3,PMSM)). The trajectories of EM and EM,pfc are almost identical. The energy
production in the faulty case with saturation is reduced. Comparing the total values after 600 s,
i.e. EM (600 s) = −325 kW h, EM,pfc(600 s) = −322 kW h and EM,pfc,sat(600 s) = −303 kW h,
shows that EM and EM,pfc are (almost) identical. In the faulty case with saturation 93 % of the
energy of the fault-free case is produced.
Summarizing, although an open-switch fault in the converter is present, due to the modified post-
fault control strategy, the energy production of the wind turbine system is without saturation45

(almost) identical to the fault-free case. When the current is saturated, still 93 % of the energy of
the fault-free case can be produced. If a current vector larger than îs,max is technically feasible,
an open-switch fault does not necessarily have to result in a loss of produced energy.

4.3.2 Wind turbine system with EESM under open-switch converter faults
To investigate the impact of an open-switch converter fault in a WTS with EESM, the expe-
riments, as described at the beginning of this section, are conducted and denoted by Experi-
ments (E4.1,EESM), (E4.2,EESM) and (E4.3,EESM), respectively. The scaling method as described

45In this case the absolute value of the current vector is up to 13 % larger than îs,max.
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in Sect. 4.2.2 is used for the drive train EESM-DFIM. For the scaling process, the wind turbine
parameters as given in Tab. 4.3 are used. The parameters of the laboratory setup and the scaling
factors are collected in Tab. 4.6.

Table 4.6: Parameters of EESM-DFIM laboratory setup and scaling factors.

description symbol=value
anisotropic EESM in laboratory

pole pairs np = 2
stator resistance Rs = 0.38 Ω
excitation resistance Re nonlinear (see Fig. B.3)
inductances nonlinear (see Appendix. B)
machine inertia Θmm = 0.273 kg m2

nominal speed ωmm,nom = 157.1 rad
s

nominal machine power pmm,nom = 10 · 103 W
isotropic DFIM in laboratory

pole pairs np = 2
stator resistance Rs = 0.72 Ω
rotor resistance Rr = 0.55 Ω
inductances nonlinear
machine inertia Θmt = 9.37 · 10−2 kg m2

nominal speed ωmt,nom = 157.1 rad
s

nominal machine power pmt,nom = 10 · 103 W
additional parameters

emulated inertia Θemu = 7.01 kg m2

proportional gain PLL kp,pll = 2 1
s

integral gain PLL ki,pll = 1 1
s2

scaling to small-scale wind turbine
turbine nominal power pt,nom = 4.000 · 103 W
virtual gear ratio gvirt = 100.0 rad

s
1.930 rad

s
= 51.82

scaling of air density µρ = 1.000
scaling of time µtime = 1.000
scaling of power µp = 2.000 · 10−3

scaling of rotational speed µω = 1.000
scaling of velocity µv = 2.885 · 10−1

scaling of torque µτ = 2.000 · 10−3

scaling of inertia µθ = 2.000 · 10−3

The laboratory setup and the implementation of scaling and control at the real-time system are
depicted in Fig. 4.14. The principle setup is similar to the setup with PMSM-RSM (see Fig. 4.11).
For the DFIM, stator and rotor are fed by a converter. The abc-currents are measured for stator
and rotor. Hence, for the DFIM six currents are measured and six reference voltages are sent
to the SVMs. In contrast to the PMSM, the rotor of the ESSM is fed with a dc-current. The
current is provided by a dc-source, which is fed with a reference dc-voltage by the real-time
system. The real-time system for the EESM-DFIM drive-train differs from the real-time system
for the PMSM-RSM drive-train only in the torque and current control and in the additional
compensation of the “breaking torque” τie due to the excitation current.
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Figure 4.14: Illustration of laboratory setup and implementation of scaling and control at the real-time
system for drive train EESM-DFIM.

For the EESM, the current îs,max used in (4.39) is calculated based on the nominal torque of
the scaled down turbine, i.e.

τt,nom = pt,nom
ωmt,nom

, (in N m) (4.42)

depending on the nominal power pt,nom of the scaled down wind turbine and the nominal speed
ωmt,nom of the scaled down turbine. The maximum current îs,max is determined by using the
MTPA-trajectory of the EESM (Fig. 3.12 and Sect. 3.2.3.2). By that, it is ensured that the
length of the stator reference current vector in the faulty case does not exceed the length of the
reference stator current in the fault-free case.
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Table 4.7: Produced energy of WTS within 600 s for Experiments (E4.1,EESM), (E4.2,EESM) and
(E4.3,EESM).

experiment produced energy relative value
Experiment (E4.1,EESM) EM (600 s) = −327 kW h 100 %
Experiment (E4.2,EESM) EM,pfc(600 s) = −314 kW h 96 %
Experiment (E4.3,EESM) EM,pfc,sat(600 s) = −312 kW h 95 %

Table 4.7 summarizes the measurement results for Experiments (E4.1,EESM), (E4.2,EESM) and
(E4.3,EESM) by comparing the produced energy after 600 s. For Experiment (E4.2,EESM), the
energy production is decreased by 4 % and, for Experiment (E4.3,EESM), it is decreased by 5 %
compared to the fault-free WTS. The details for that and the differences between the experiments
will be discussed using the measurement results in Fig. 4.15 and Fig. 4.16.
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Figure 4.15: Comparison of the measurement results for Experiments (E4.1,EESM), (E4.2,EESM) and
(E4.3,EESM)—turbine quantities.

Figure 4.15 shows the comparison of the turbine quantities of the WTS with EESM for all three
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Experiments (E4.1,EESM), (E4.2,EESM) and (E4.3,EESM). The upper subplot depicts the wind
speed vW and its nominal value vW,nom. The second subplot shows the turbine rotational speed
ωT and its nominal value ωT,nom. For both post-fault cases, the rotational speeds ωT,pfc and
ωT,pfc,sat are, in regime II (vW < vW,nom), higher as ωT for the fault-free case. For regime III
(vW ≥ vW,nom) all rotational speeds are similar. Subplot three shows the tip speed ratios λ,
λpfc, λpfc,sat and λopt. For regime II, λpfc and λpfc,sat are larger than λ. In subplot four, it is
visible, that for maintaining nominal speed in regime III and in parts of regime II (except for
t ∈ [50 s, 100 s]) larger pitch angles βpfc and βpfc,sat are necessary than for the fault-free case.
Taking this into account, it is comprehensible, that the power factor cP—shown in subplot five—
does for both post-fault cases not exceed the power factor for the fault-free case. Especially for
regime III, cP,pfc and cP,pfc,sat are smaller than cP .
The first subplot of Fig. 4.16 shows the wind speed vW and its nominal value, again. The se-
cond subplot shows the turbine powers and the nominal turbine power. The values of pT,pfc and
pT,pfc,sat do (almost) never reach the nominal power pT,nom. For small wind speeds in regime
II (t ∈ [50 s, 100 s]), the three experiments do coincide. The same effect can be observed for
the machine power in subplot three. Subplot four shows the excitation currents and their refe-
rences. Due to the changed current reference generation in the post-fault case, the excitation
currents ie,pfc and ie,pfc,sat are larger than ie. For the stator d-currents depicted in subplot five
it is vice versa. While for the MTPA-strategy, the optimal current ids,ref is slightly positive. For
the post-fault control strategy, ids,ref,pfc and ids,ref,pfc,sat are negative. The post-fault currents do
oscillate strongly and even reach zero. Subplot six shows the stator q-currents. The references
for the fault-free case and for the post-fault case do also differ. The currents are in a band
around their reference values. While the band for the post-fault case is a bit larger, the currents
iqs,pfc and iqs,pfc,sat do not go to zero. Looking at subplots four to six, (almost) no differences be-
tween the currents and their references for Experiment (E4.2,EESM) and Experiment (E4.3,EESM)
are visible. Hence, the stator current reference vector for the post-fault control does not ex-
ceed the threshold îs,max. Due to the increased excitation currents ie,pfc and ie,pfc,sat in the
post-fault control, (almost) the same torque as in the fault-free case is produced, although the
amplitude of the q-current is reduced and a negative d-current is induced, which reduces the
flux linkage in d-direction. For the post-fault control of the EESM, a limitation of the stator
currents to îs,max does not seem to make any difference. The summed-up energies are shown
in the lower subplot. There is less produced energy within the shown 600 s for both post-fault
cases EM,pfc(600 s) = −314 kW h and EM,pfc(600 s) = −312 kW h than for the fault-free case
with EM (600 s) = −327 kW h. The fact, that produced energy for Experiment (E4.2,EESM) and
Experiment (E4.3,EESM) are almost identical, underpins the observations made for the currents.
The small reduction by 4 % and 5 % for both post-fault control strategies compared to the fault-
free case, can be explained by the tiny deviations in torque control using the post-fault control
strategy (observe the small deviations in actual torque from its reference in Fig. 3.37).
Summarizing, the experiments show, that although an open-switch fault is present in the
machine-side converter of the EESM, with the proposed post-fault control strategy, the wind
turbine system can still be operated and only 5 % of the energy is lost.
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Chapter 5

Conclusion and outlook

In this thesis the modelling and control of large-scale direct-drive wind turbine systems under
open-switch faults in the machine-side converter were discussed. Open-switch faults are severe
types of faults which would cause secondary faults in the other WTS components without proper
countermeasures. Hence, WTS are usually shut down when an open-switch fault is detected.
This causes losses in energy and revenue. To investigate the possibilities of finding a post-fault
control strategy, the WTS and the converter with open-switch fault had to be modelled and the
overall control system had to be designed.
For the modelling and control of WTSs under open-switch faults, new models and control stra-
tegies were derived. A nonlinear mathematical model of EESMs including damper windings
was introduced. To obtain the necessary flux linkage maps, a method to measure these maps
for EESMs was proposed. Static and dynamic measurements showed strong agreement between
simulation and measurement results. It was also shown that linear modelling of EESMs leads to
significant deviations between model and real machine, especially for the machine torque. The
obtained flux linkage maps were used to design the current controllers and to obtain a maximum
torque per ampere control strategy for the EESM. Measurement and simulation results showed
an acceptable control performance.
In order to be able to efficiently simulate a converter with open-switch fault, a mathematical
model was derived. The accuracy of this model was validated by measurements. The post-fault
control was first derived for a linear PMSM and afterwards for a nonlinear EESM. The three
parts of the post-fault control strategy are (i) an improved anti-windup strategy, (ii) a modified
space-vector modulation (using flat-top modulation) and (iii) an optimal d-axis current injection
for PMSMs and a fault-optimal current reference generation for EESMs. Measurements show
that the relative measures e for analysing the impacts of open-switch faults can be reduced below
1 % for the PMSM and below 2 % for the EESM.
The beneficial impact of the post-fault control strategies on the wind turbine system performance
under open-switch fault was investigated. For this investigation, a scaling of the drive train
dynamics of large-scale wind turbine systems for real-time emulation at small-scale laboratory
setups based on the ratios of physical SI-units was derived. Using this scaling, the post-fault
strategies were applied to WTSs with PMSM and EESM and compared to the fault-free systems.
Measurements show that for WTSs with PMSM using the post-fault control strategies, 99 % of
the produced energy in the fault-free case can be produced without restrictions on the stator
current. Limiting the stator currents to their nominal values, still 93 % of the fault-free energy
production is feasible. For WTSs with EESM, 96 % of the fault-free energy production without
restrictions on the stator current and 95 % with limitation of the stator current are possible
when the proposed post-fault control strategy is applied.
These results show that it is possible for direct-drive WTSs to produce 93 % or more of the
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energy in the fault-free case with open-switch fault present in the machine-side converter, without
any changes in the hardware and without overloading the electric machine/generator. This is
achieved solely by applying a modified post-fault control strategy. Hence, instead of shutting
down the WTS in the event of an open-switch fault, almost as much energy can be produced as
in the fault-free case.
For further research, it might be of interest to adapt the proposed post-fault strategies to
other generator types, that are typically used in WTS with gear box, e.g. DFIM and induction
machine (IM). The post-fault control strategies can be adapted to the grid-side of a converter
and to electric machines in motor mode as well. Besides the considered wind turbine application,
it seems to be promising to also use the obtained EESM flux linkage maps for torque control at
higher speeds, for improved field weakening and maximum torque per voltage strategies, e.g. in
electric vehicles.
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Appendix A

Space-vector theory

Working with three-phase systems requires space-vector theory, which will be revisited here
briefly.

A.1 Clarke transformation
The Clarke transformation transforms a three-phase abc-coordinate system shifted (spatially
or/and temporally) by 120° into the orthogonal αβγ-coordinate system (see Fig. A.1).

A.1.1 General Clarke transformation
The general Clarke transformation matrix TC and its inverse T−1

C depend on the scaling factor
κ and are defined as follows

TC := κ

 1 −1
2 −1

2
0

√
3

2 −
√

3
21√

2
1√
2

1√
2

 , T−1
C := 1

κ


2
3 0

√
2

3
−1

3

√
3

3

√
2

3
−1

3 −
√

3
3

√
2

3

 , κ ∈ R. (A.1.1)

Applying the Clarke transformation and the inverse Clarke transformation to quantities ξabc
and ξαβγ yields,

ξαβγ :=

ξαξβ
ξγ

 = TCξ
abc and ξabc :=

ξaξb
ξc

 = T−1
C ξαβγ , (A.1.2)

respectively. ξabc ∈ R3 with elements ξa, ξb, ξc is a vector in the abc-coordinate system and
ξαβγ ∈ R3 with elements ξα, ξβ, ξγ is a vector in the αβγ-coordinate system.

A.1.2 Reduced Clarke transformation
If it is known, that the abc-quantities fulfil the condition

∀t ≥ 0 : ξa(t) + ξb(t) + ξc(t) = 0 , (A.1.3)

the reduced Clarke transformation can be used, i.e.

ξαβ :=
(
ξα

ξβ

)
= Tcξ

abc , ξabc = T−1
c ξαβ, (A.1.4)

119



APPENDIX A. SPACE-VECTOR THEORY
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·

Figure A.1: Different coordinate systems (abc-coordinate system, fixed orthogonal αβ-coordinate system
and rotating orthogonal dq-coordinate system) and space-vector ξ.

with reduced Clarke transformation matrix and reduced inverse:

Tc := κ

[
1 −1

2 −1
2

0
√

3
2 −

√
3

2

]
, T−1

c := 1
κ


2
3 0
−1

3

√
3

3
−1

3 −
√

3
3

 . (A.1.5)

The zero component ξγ can be neglected, since ξγ = κ√
2(ξa + ξb + ξc) (A.1.3)= 0.

A.1.3 Choice of scaling factor

For the scaling factor κ, two choices are common. For a power correct transformation, the choice

κ =
√

2
3 (A.1.6)

is used, for an amplitude correct scaling, the factor

κ = 2
3 (A.1.7)

is used. The power calculation depends on the choice of κ, since

p =
(
uabc

)>
iabc =

(
T−1
C uαβγ

)>
T−1
C iαβγ

=
(
uαβγ

)> (
T−1
C

)>
T−1
C︸ ︷︷ ︸

:=TC,p

iαβγ =
(
uαβγ

)>
TC,pi

αβγ (A.1.8)
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with

TC,p =
(
T−1
C

)>
T−1
C = 1

κ2

2
3 0 0
0 2

3 0
0 0 2

3

 or Tc,p =
(
T−1
c

)>
T−1
c = 1

κ2

[
2
3 0
0 2

3

]
. (A.1.9)

The power calculates to
p = 2

3κ2

(
uαβγ

)>
iαβγ (A.1.10)

and simplifies with negligible zero component (i.e. uγ = 0 and/or iγ = 0) to

p = 2
3κ2

(
uαβ

)>
iαβ . (A.1.11)

A.2 Park transformation

The Park transformation rotates a vector by the (possibly time varying) angle φ (in rad), see
Fig. A.1.

A.2.1 General Park transformation

The general Park transformation matrix and its inverse are given by

TP (φ) :=

cos(φ) − sin(φ) 0
sin(φ) cos(φ) 0

0 0 1

 and T−1
P (φ) :=

 cos(φ) sin(φ) 0
− sin(φ) cos(φ) 0

0 0 1

 , (A.2.12)

respectively. Their derivatives are

d
dtTP (φ) :=ω

− sin(φ) − cos(φ) 0
cos(φ) − sin(φ) 0

0 0 0

 = ωJ3×3TP (φ) = ωTP (φ)J3×3 ,

d
dtT

−1
P (φ) :=ω

− sin(φ) cos(φ) 0
− cos(φ) − sin(φ) 0

0 0 0

 = −ωJ3×3T
−1
P (φ) = −ωT−1

P (φ)J3×3 ,

(A.2.13)

where

J3×3 :=

0 −1 0
1 0 0
0 0 0

 =
[
J 02×1

01×2 0

]
6= TP (π2 ) and ω = d

dtφ . (A.2.14)

The transformation of a vector ξαβγ in the stator-fixed αβγ-coordinate system into the rotating
dqo-coordinate system yields a vector ξdqo ∈ R3 with elements ξd, ξq, ξo (or vice versa), i.e.

ξdqo :=

ξdξq
ξo

 = T−1
P (φ)ξαβγ and ξαβγ = TP (φ)ξdqo . (A.2.15)

The different coordinate systems are illustrated in Fig. A.1.
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Remark A.2.1 (Combination of Clarke and Park transformation). Combining Clarke and Park
transformation leads to the following transformation rules

ξdqo = T−1
P (φ)TCξabc = κ

 cos(φ) cos(φ− 2π
3 ) cos(φ− 4π

3 )
− sin(φ) − sin(φ− 2π

3 ) − sin(φ− 4π
3 )

1√
2

1√
2

1√
2

 ξabc (A.2.16)

and

ξabc = T−1
C TP (φ)ξdqo = 2

3κ


cos(φ) − sin(φ) 1√

2
cos(φ− 2π

3 ) − sin(φ− 2π
3 ) 1√

2
cos(φ− 4π

3 ) − sin(φ− 4π
3 ) 1√

2

 ξdqo. (A.2.17)

A.2.2 Reduced Park transformation
For the reduced Park transformation the following matrices are used

Tp(φ) :=
[
cos(φ) − sin(φ)
sin(φ) cos(φ)

]
and T−1

p (φ) :=
[

cos(φ) sin(φ)
− sin(φ) cos(φ)

]
. (A.2.18)

Their time derivatives are given by

d
dtTp(φ) :=ω

[
− sin(φ) − cos(φ)
cos(φ) − sin(φ)

]
= ωJTp(φ) = ωTp(φ)J ,

d
dtT

−1
p (φ) :=ω

[
− sin(φ) cos(φ)
− cos(φ) − sin(φ)

]
= −ωJT−1

p (φ) = −ωT−1
p (φ)J ,

(A.2.19)

with

J := Tp(π2 ) =
[
0 −1
1 0

]
and ω

(A.2.14)= d
dtφ . (A.2.20)

The reduced Park transformation is obtained as follows

ξdq :=
(
ξd

ξq

)
= T−1

p (φ)ξαβ or (vice-versa) ξαβ = Tp(φ)ξdq. (A.2.21)

A.3 Line-to-line transformation
Transforming phase quantities ξabc into line-to-line quantities ξa-b-c = (ξa-b, ξb-c, ξc-a)> is done
using transformation matrix Tltl, i.e.

ξa-b-c :=

ξa-b

ξb-c

ξc-a

 :=

 1 −1 0
0 1 −1
−1 0 1


︸ ︷︷ ︸

=:Tltl

ξaξb
ξc


︸ ︷︷ ︸
=:ξabc

. (A.3.22)

Remark A.3.1. The matrix Tltl is not invertible, i.e. det (Tltl) = 0. This implies, there exists
not just one combination of line value ξabc that cause the line-to-line values ξa-b-c, but an infinite
number of combinations of line values ξabc.
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If the phase quantities fulfil condition (A.1.3), the matrix Tltl can be altered to obtain an
invertible matrix given by

T ?ltl =

1 −1 0
0 1 −1
0 1 2

 ⇐⇒ (T ?ltl)
−1 =

1 2
3

1
3

0 2
3

1
3

0 −1
3

1
3

 . (A.3.23)

So, if (A.1.3) holds, the phase quantities can be computed as follows

ξabc =

1 2
3

1
3

0 2
3

1
3

0 −1
3

1
3

 ξa-b-c. (A.3.24)
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Appendix B

Measurement of EESM flux linkage
maps

This chapter describes the necessary steps to measure the flux linkage maps of an EESM wit-
hout damper windings. Although, the used EESM in the laboratory (see Sect. 4.1) has damper
windings, the proposed method can be used for measuring the machine parameters for synchro-
nous operation. Only for changes in the currents (i.e. d

dti 6= 0), the damper windings influence
the EESM (see (2.33)). This will also be shown in Sect. B.3 where the model is validated by
comparing simulations and measurements.
The measurement of the EESM flux linkage maps can be divided into two steps. First the stator
flux linkage maps are measured and afterwards the excitation flux linkage is determined.

B.1 Measurement of stator flux linkages
The system of equations (2.30) for an EESM without damper windings can be separated into
stator and excitation to

udqs = Rdq
s i

dq
s + d

dtψ
dq
s

(
idqs , ie

)
+ ωeJψ

dq
s

(
idqs , ie

)
ue = Re(ie)ie + d

dtψe
(
idqs , ie

)
.

 (B.1.1)

The flux linkages ψdqs and ψe only depend on the three currents ids , iqs and ie. For steady state
operation (i.e. d

dt(·) = 0), the stator equation simplifies and the stator flux linkage can be
computed directly by

ψdqs

(
idqs , ie

)
= 1

ωe
J−1

(
udqs −Rdq

s i
dq
s

)
. (B.1.2)

Remark B.1.1 (Rotational speed). For the measurement of the flux linkage maps, a non-zero
rotational speed (e.g. ωe = 100 rad

s ) is applied by the connected machine (here a DFIM) to avoid
division in (B.1.2) by ωe = 0 rad

s .

Remark B.1.2 (Stator voltage). The stator voltages udqs are usually not measured and, due to
the converter, a signal with switched values (see Sect. 2.4.2). So instead of the applied stator
voltages udqs , their reference values udqs,ref can be used for the flux linkage computation as in
(B.1.2). For steady state operation and a fault-free converter, the mean values of udqs over one
switching period and the reference values udqs,ref are equal (see Sect. 3.2.1).

The measurement is conducted over a grid of ids ∈ [−is,max; is,max] and iqs ∈ [−is,max; is,max] and
constant ie. This measurement is repeated for different values of ie ∈ [0; ie,max]. Figure B.1
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shows ψds for ie ∈ {0, 6, 12, 18} A. For increasing values of ie, the absolute value of ψds increases,
but the surface becomes flatter. Hence, the nonlinear behaviour of flux linkages and the resulting
differential inductances (directional derivatives, see Sect. 2.3.3.2) over the currents ids , iqs and ie
is clearly visible.

Figure B.1: Plot of flux linkage ψds for ie ∈ {0, 6, 12, 18} A (lower plot for ie = 0 A; increasing with ie).

B.1.1 Symmetrizing
The symmetry of the flux linkage of the EESM is used to correct possible measurement errors.
Therefore, for ψds , the mean value of ψds,meas(ids , iqs, ie) and ψds,meas(ids ,−iqs, ie) is used for both
data points. For ψqs , the mean value of ψqs,meas(ids , iqs, ie) and −ψqs,meas(ids ,−iqs, ie) is used for both
data points

ψds (ids , iqs, ie) = ψds (ids ,−iqs, ie) = 1
2

(
ψds,meas(ids , iqs, ie) + ψds,meas(ids ,−iqs, ie)

)
(B.1.3)

ψqs(ids , iqs, ie) = −ψqs(ids ,−iqs, ie) = 1
2

(
ψqs,meas(ids , iqs, ie)− ψqs,meas(ids ,−iqs, ie)

)
. (B.1.4)

B.1.2 Removing outliers
Symmetrizing already reduces the influence of measurement errors. To further reduce the influ-
ence of outliers, the surfaces of ψds and ψqs are smoothed, by using a linear regression algorithm
(here loess-fitting of Matlab is used [120]).

B.1.3 Interpolation
In view of the high computational load, calculation efficiency and real-time application, look-up
tables (LUTs) are usually read using linear interpolation only. Hence, if necessary, the collected
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ψe(ids , iqs, ie)
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ψe(0, 0, 4)

ψe(0, 0, 10)
Ld

es(0, 0, 10)

Lq
es(0, 0, 10)

ψe(0, 0, 19)

Figure B.2: Schematic for ψe(0, 0, ie).

data could be interpolated in advance (e.g. using spline interpolation; here thinplateinterp-
interpolation of Matlab is used [120]). This might give increased smoothness of the look-up
tables for control, etc.

B.1.4 Computation of differential stator inductances
The differential inductances are the directional derivatives of the flux linkages in (2.38). Hence,
based on the directional derivatives of the stator flux linkages, the values for Ldds , Ldqs , Ldse, Lqds ,
Lqqs , Lqse (the upper two rows of the inductance matrix L in (2.40)) can be calculated numerically
and stored in LUTs as well.

B.2 Measurement of excitation flux linkage
So far, the two stator flux linkages ψds and ψqs and the upper two rows of the inductance matrix
L in (2.40) are known. For the complete reduced-order EESM model without damper windings,
as derived in Sect. 2.3.3.2, the excitation flux linkage ψe and the lower row of the inductance
matrix L is missing.
Assumption (AS.20) Due to the construction of the electric machine, there is a constant
relation χ between the stator-exciter coupling inductances [61, Sect. 2.8], i.e.

χ = Ldes
Ldse

= Lqes
Lqse

. (B.2.5)

The relation χ is constant, but yet unknown and has to be determined for the used machine.
For the calculation of the excitation flux linkage, a different method than that for the stator has
to be used. Here, only the idea of the necessary steps to determine the excitation flux linkage
is briefly sketched. Each step will be explained in detail in the following subsection.
Due to (B.2.5), the principle shape of the excitation flux linkage is already known. For each
data point (ids , iqs, ie) the derivatives of ψe in ids-direction (≡ Ldes = χLdse) and in iqs-direction
(≡ Lqes = χLqse) provide the principle shape for the ψe flux linkage map. Figure B.2 shows a
schematic for ψe(0, 0, ie). The differential inductances Ldes and Lqes are the tangents of ψe in ids-
and iqs-direction, respectively. While the principle shape of the ψe flux linkage maps is clear, the
offset to the ids-iqs-plane (see Fig. B.2) is still unknown. The value of ψe for one point (ids , iqs, ie)
is therefore sufficient to obtain the offset of the ψe-surface to the ids-iqs-plane. The values for
ψe(0, 0, ie) can be obtained, if the excitation resistance Re(ie, ωm) is known [121]. The procedure
for computing the excitation flux linkage maps can be summarized in the following steps:
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• Step 1: Measuring Re(ie, ωm) for several ie ∈ [0; ie,max] and ωm ∈ [−ωm,max;ωm,max].

• Step 2: Determining the values for ψe(0, 0, ie) for ie ∈ [0; ie,max].

• Step 3: Using Ldes and Lqes to calculate ψe for each measured data point (ids , iqs, ie) ∈
[−is,max; is,max]× [−is,max; is,max]× [0; ie,max] by numerical integration.

• Step 4: Obtaining Le by directional differentiation ∂ψe
∂ie

of ψe in ie-direction for all mea-
sured data points (ids , iqs, ie) ∈ [−is,max; is,max]× [−is,max; is,max]× [0; ie,max].

• Step 5: Determining the optimal relation χ = Ldes
Ldse

= Lqes
Lqse

by comparing simulation and
measurement results.

Each step will be explained in more detail in the following subsections.

B.2.1 Step 1: Measurement of excitation resistance
The excitation resistance Re is not a constant value. Due to the brush-slip-ring connection
between rotor and machine, Re is a function of the excitation current ie and the machine speed
ωm. Figure B.3 shows this dependency. For small values of ie, Re depends on ωm. For higher
values of ie, this dependency is not visible any more. In steady state operation ( d

dt(·) = 0), the
resistance can be calculated using

Re = ue
ie
. (B.2.6)

To obtain a complete map of Re(ie, ωm), the resistance should be calculated for all applicable
values of ie ∈ [0; ie,max] and ωm ∈ [−ωm,max;ωm,max].

Remark B.2.1 (Special treatment of ie = 0 and ωm = 0). For small values of ie ≈ 0, the calcu-
lation (B.2.6) is not reasonable any more (division by zero) and Re(0, ωm) has to be extrapolated
from values with ie > 0. Calculating Re for ωm = 0 might also be prone to failure. Due to small
deviations in the production process, the resistance of the brush-slip-ring connection might be
angle dependent. To avoid that, Re(ie, 0) should be interpolated based on values for ωm < 0 and
ωm > 0.

B.2.2 Step 2: Determining of excitation flux linkage for zero stator currents
Integration of the second equation in (B.1.1) leads to

ψe(ids , iqs, ie) =
∫ t

0

(
ue(τ)−Re(τ)ie (τ)

)
dτ (B.2.7)

and give a direct tool to “measure” the excitation flux linkage. Based on a measurement with
ids = iqs = 0, as shown in Fig B.4, the excitation flux linkage ψe can be computed for different
values of ie (the stator terminals are not connected, to secure ids = iqs = 0). Based on the voltage
ramp in the first subplot and the resulting current ie, shown in the second subplot, the flux
linkage ψe, shown in the lower subplot, can be computed. Starting the integration for values
(ids , iqs, ie) = (0, 0, 0) preserves the initial value ψe,0 = ψe(0, 0, 0) = 0. Figure B.5 shows the
resulting ψe(0, 0, ie) as a function of ie (with the measured raw-data ψe,raw and the trendline
ψe).

Remark B.2.2 (Using integration method for complete operating area). It is not advisa-
ble, to use the above described integration method to determine ψe for the complete operating
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Figure B.3: Excitation resistance Re depending on rotational speed ωm and excitation current ie.
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Figure B.4: Excitation voltage ramp with resulting current and integrated excitation flux linkage.

129



APPENDIX B. MEASUREMENT OF EESM FLUX LINKAGE MAPS

ie / A

ψ
e
(0
,
0
,
i e
)
/
V
s

0 2 4 6 8 10 12 14 16 180

1

2

3

4

5

6

7
ψe,raw ψe

Figure B.5: ψe(0, 0, ie) as function of ie (measured raw-data ψe,raw and trendline ψe).

area (ids , iqs, ie) ∈ [−is,max; is,max] × [−is,max; is,max] × [0; ie,max]. Only ψe,0 is a well defined
initial value for the integration, so each measurement has to start at (ids , iqs, ie) = (0, 0, 0).
Additionally, as numerical integration, especially with measured signals, is prone to drifting,
only short measurements are admissible, to obtain reliable results. The necessity of using
the starting point (ids , iqs, ie) = (0, 0, 0) and only short measurements, makes using this met-
hod cumbersome and hence not advisable for determining ψe for the complete operating area
(ids , iqs, ie) ∈ [−is,max; is,max]× [−is,max; is,max]× [0; ie,max].

B.2.3 Step 3: Computation of complete excitation flux linkage

Similar to ψds and ψqs , ψe is computed for fixed values of ie ∈ [0; ie,max] and the maps are combined
afterwards (see Fig. B.2).

B.2.3.1 Computation of excitation coupling inductances

For the computation of ψe, the differential inductances Ldes and Lqes have to be known. They
can be calculated based on Ldse and Lqse by using (B.2.5), i.e.

Ldes
(B.2.5)= χLdse and Lqes

(B.2.5)= χLqse. (B.2.8)

B.2.3.2 Computation of excitation flux linkage map

For the values on the axes ids = 0 and iqs = 0, the computation is performed in steps of ∆is
(in A), where n and ∆is are chosen such that n∆is = is,max (see Fig. B.6). For i ∈ [1;n] and
j ∈ [1;n], ψe is then given for the m-th excitation current (where m and ∆ie (in A) are chosen
such that ie,max = m∆ie) by

ψe[i, 0,m] = ψe[i− 1, 0,m] + Ldes[i−1,0,m]+Ldes[i,0,m]
2 ∆is, for ids > 0 ∧ iqs = 0

ψe[−i, 0,m] = ψe[−i+ 1, 0,m]− Ldes[−i+1,0,m]+Ldes[−i,0,m]
2 ∆is, for ids < 0 ∧ iqs = 0

ψe[0, j,m] = ψe[0, j − 1,m] + Lqes[0,j−1,m]+Lqes[0,j,m]
2 ∆is, for ids = 0 ∧ iqs > 0

ψe[0,−j,m] = ψe[0,−j + 1,m]− Lqes[0,−j+1,m]+Lqes[0,−j,m]
2 ∆is, for ids = 0 ∧ iqs < 0.


(B.2.9)

The values of ψe which are not on the axes ids = 0 or iqs = 0 can be calculated using different paths
from the origin ψe[0, 0,m] with minimal length (see green and red path in Fig. B.6). To reduce
uncertainties due to measurement errors, both possibilities are combined and a modification of
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Figure B.6: ids-iqs-plain with discrete measurement points for the m-th excitation current.

the method proposed in [122] is used, which leads to

ψe[i, j,m] =


1
2

[
ψe[i− 1, j,m] + Ld

es[i−1,j,m]+Ld
es[i,j,m]

2 ∆is
+ψe[i, j − 1,m] + Lq

es[i,j−1,m]+Lq
es[i,j,m]

2 ∆is
] , for ids > 0 ∧ iqs > 0

ψe[−i, j,m] =


1
2

[
ψe[−i+ 1, j,m]− Ld

es[−i+1,j,m]+Ld
es[−i,j,m]

2 ∆is
+ψe[−i, j − 1,m] + Lq

es[−i,j−1,m]+Lq
es[−i,j,m]

2 ∆is
] , for ids < 0 ∧ iqs > 0

ψe[i,−j,m] =


1
2

[
ψe[i− 1,−j,m] + Ld

es[i−1,−j,m]+Ld
es[i,−j,m]

2 ∆is
+ψe[i,−j + 1,m]− Lq

es[i,−j+1,m]+Lq
es[i,−j,m]

2 ∆is
] , for ids > 0 ∧ iqs < 0

ψe[−i,−j,m] =


1
2

[
ψe[−i+ 1,−j,m]− Ld

es[−i+1,−j,m]+Ld
es[−i,−j,m]

2 ∆is
+ψe[−i,−j + 1,m]− Lq

es[−i,−j+1,m]+Lq
es[−i,−j,m]

2 ∆is
] , for ids < 0 ∧ iqs < 0.


(B.2.10)

B.2.4 Step 4: Computation of differential excitation inductance

After obtaining the excitation flux linkage ψe, the differential excitation inductance Le can be
computed by directional differentiation of ψe with respect to ie.
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B.2.5 Step 5: Determining the optimal relation of stator-exciter coupling

In order to determine the optimal relation χ = Ldes
Ldse

= Lqes
Lqse

for the EESM in the laboratory,
measurements for several values of χ ∈ {0.6, 0.65, . . . , 1.05, 1.1} are conducted. Beyond this
range, the system in the laboratory becomes unstable. Note that the value of χ = 3

2 is used
in [59, p. 39], [61, Sect. 2.8] and [73] for machine modelling with linear secant inductances (6=
differential inductances). However, this value does not work for this machine. To find the optimal
choice of χ, an experiment was conducted, where the computed nonlinear flux linkage maps were
used for simulations and measurements in the laboratory for the controllers introduced in (3.33),
but without compensation (3.35). In the simulation, the flux linkage maps were also used for
modelling of the EESM.
Figure B.7 shows the comparison of simulation and measurement results for χ = 1. For all
investigated values of χ, the reference trajectories were identical. The upper plot shows the
mechanical rotational speed ωm and its reference. The speed deviates sometimes from ωm,ref =
50 rad

s due to the huge steps in the torque of the EESM and the limited control performance of
the speed-controlled load machine (DFIM, see Sect. 4.1.3). The second subplot shows the current
ids and its reference. The third subplot depicts the error eids := ids,meas − ids,sim (in A) between
simulation and measurement. Simulation and measurement results do fit in steady state properly
(the error is symmetric to the zero axis). Only for step changes in the reference ids,ref or the other
currents ids and ie, short differences in the transients are visible. The q-current, its reference and
the error eiqs := iqs,meas − iqs,sim (in A) are shown in subplot four and five. While there are thin
spikes in the error during transients, for steady state, the error is small and symmetric to zero.
Subplots six and seven show the current ie, its reference and the error eie := ie,meas − ie,sim (in
A). Again, thin spikes in the error are visible during transients. But additionally, for ie,ref = 0,
differences between simulation and measurement are visible. For higher values of ie,ref the steady
state error is symmetric around zero. The last two subplots show the machine torque τm and
the error eτm := τm,meas − τm,sim (in N m). Due to its dependence on the machine flux linkages
and currents (see Sect. 2.3.3.2 and (2.41)), the behaviour of the machine torque is a combination
of the behaviour of both quantities. There are thin spikes in the error during transients, for
ie,ref = 0 and for higher values of ie,ref there are also small steady state errors. The steady state
error is symmetric to zero.
To compare conformity of simulation model and real world, simulation and measurement results
for all χ ∈ {0.6, 0.65, . . . , 1.05, 1.1} were evaluated and the following root mean square errors

Eids :=

√√√√ n∑
i=1

(
ids,meas[i]− ids,sim[i]

)2
Tsw
1 s (in A) (B.2.11)

Eiqs :=

√√√√ n∑
i=1

(
iqs,meas[i]− iqs,sim[i]

)2
Tsw
1 s (in A) (B.2.12)

Eie :=

√√√√ n∑
i=1

(ie,meas[i]− ie,sim[i])2 Tsw
1 s (in A) (B.2.13)

Eτ :=

√√√√ n∑
i=1

(τm,meas[i]− τm,sim[i])2 Tsw
1 s (in N m) (B.2.14)

over the whole time span t ∈ [0; 55 s] were computed. These mean square errors are plotted in
Fig. B.8 over χ. The first subplot shows Eids , the second subplot Eiqs , the third subplot Eie and
the lower subplot Eτ .
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Figure B.8: Plot of errors Eids , Eiqs , Eie and Eτ over χ.

In conclusion, χ = 1 minimizes (almost) all four errors Eids , Eiqs , Eie and Eτ (see Fig. B.8). Hence,
χ = 1 is chosen as optimal ratio between the inductances Ldse/Lqse and Ldes/Lqes, respectively.

B.3 Verification of machine model with nonlinear flux linkages
The validation of the developed model is done in two steps. First the static behaviour is com-
pared, afterwards the dynamic behaviour is discussed.
The flux linkage maps for constant excitation current ie = 6 A and ie = 18 A are shown in
Fig. B.9 and Fig. B.10, respectively. The upper three plots show the flux linkages ψds , ψqs and ψe
over ids and iqs. The lower nine subplots show the differential inductances Ldds , Ldqs , Ldse, Lqds , Lqqs ,
Lqse, Ldes, Lqes and Le of the EESM, respectively. For a better visibility, the ids-axis is reversed
for the inductances. Comparing Fig. B.9 and Fig. B.10 shows that the flux linkages are flatter
for ie = 18 A, because of saturation effects. Therefore all inductances are smaller for ie = 18 A
than for ie = 6 A.

B.3.1 Static verification
For the static validation, the torque τmeas measured in the laboratory46, the calculated torque
τcalc using the nonlinear flux linkage maps and the calculated torque τcalc,L using constant

46The torque measured by the torque sensor (see Fig. 4.4) is corrected using the friction curve (see Fig. 4.7)
and the “breaking torque” τie (see Fig. 4.6) to obtain the real torque τmeas produced by the EESM.
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Figure B.9: Flux linkages and differential inductances of the EESM excited by ie = 6 A.
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Figure B.10: Flux linkages and differential inductances of the EESM excited by ie = 18 A.
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inductances47 are compared. Figure B.11 shows the three torques in the upper subplots for
ie = 6 A, ie = 12 A and ie = 18 A. The lower subplot shows the errors τmeas − τcalc and
τmeas − τcalc,L. For a better visibility, the axes ids and iqs are reversed in the lower subplots. It
can be seen, that the error τmeas − τcalc using the nonlinear flux linkage maps is very small for
all cases and currents. On the contrary, the error τmeas − τcalc,L reaches values larger than 50 %
of the measured torque τmeas. The error is smaller for values close to the chosen reference point
(ids = 0 A, iqs = 0 A and ie = 10 A). But for ie = 6 A and ie = 18 A, the error τmeas − τcalc,L
can become very large (see Fig. B.11(j) and Fig. B.11(l)). Concluding, the use of constant
inductances causes huge deviations between EESM model and real machine and should be
avoided.

B.3.2 Dynamic verification

Measured and simulated quantities are compared for the validation of the dynamic behaviour
as well. For measurement and simulations, the same controllers as in (3.35) with constant gains
(3.36) were used. The measurement results are compared with two simulation results:

(SB.1) Using measured flux linkage maps for EESM simulation.

(SB.2) Using constant inductances and flux linkages (for ids = 0 A, iqs = 0 A and ids = 10 A, as
were the basis for the controller tuning in (3.36)) for EESM simulation.

Figure B.12 shows all three results. In subplot one, the rotational speed ωm of the machine
and its reference are depicted. Subplots two and three show the d-currents and the errors
between measurement and simulations. The measured and simulated currents do match in
steady state. During the transients, there are short spikes in the error signals. The q-currents
and the respective errors are shown in subplots four and five. Here, the signals match in
steady state as well. During transients short spikes are visible in the error signal. Subplots
six and seven depict the current ie and the errors between measurement and simulations. The
signals do match better for higher currents ie, but for smaller currents, the model with constant
inductances (Simulation (SB.2)) does deviate from the measurement significantly. The last two
subplots show the torques and the error of the torque signals. The signals of measurement
and Simulation (SB.1), using the nonlinear flux linkage maps, do match very closely. The error
is small, except for thin spikes for transients for ie,ref = 0, and symmetric to zero. On the
contrary, the torque of Simulation (SB.2), using constant inductances, deviates significantly
from the measurement results for all torques τm 6= 0. Although the currents of measurement
and both simulations are very similar throughout the whole plot, the torque of Simulation (SB.2)
deviates significantly from measurement and Simulation (SB.1).
Figure B.13 shows the same measurement and simulations as in Fig. B.12, but additionally
the voltages uds,ref , u

q
s,ref and ue,ref . The upper subplot shows the mechanical speed ωm and its

reference, subplot two shows ids , subplot three iqs and subplot four ie. The subplots were already
described above. Subplot five depicts uds,ref . As the actual applied voltage is not measured,
since it is a switched signal due to the converter (see Sect. 2.4.2 and Sect. 3.2.1), the reference
voltage is shown as approximation (uds,ref ≈ uds over one switching period Tsw). The voltages
of measurement and Simulation (SB.1) do coincide. But uds,ref of Simulation (SB.2) deviates
significantly. The same is true for uqs,ref depicted in subplot six. For ue,ref shown in the lower
subplot, the signals of measurement and both simulations do match.

47For the model with constant inductances, the nonlinear flux linkage maps are evaluated at ids = 0 A, iqs = 0 A
and ie = 10 A and are used as constants.
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(a) Measured torque τmeas for
ie = 6 A.

(b) Measured torque τmeas for
ie = 12 A.

(c) Measured torque τmeas for
ie = 18 A.

(d) Calculated torque τcalc for
ie = 6 A.

(e) Calculated torque τcalc for
ie = 12 A.

(f) Calculated torque τcalc for
ie = 18 A.

(g) Calculated torque τcalc,L for
ie = 6 A.

(h) Calculated torque τcalc,L for
ie = 12 A.

(i) Calculated torque τcalc,L for
ie = 18 A.

(j) Torque differences τmeas−τcalc
and τmeas − τcalc,L for ie = 6 A.

(k) Torque differences τmeas−τcalc
and τmeas − τcalc,L for ie = 12 A.

(l) Torque differences τmeas−τcalc
and τmeas − τcalc,L for ie = 18 A.

Figure B.11: Measured torque, calculated torque, calculated torque for L = const. and torque differences
for the EESM excited by ie = 6 A, ie = 12 A and ie = 18 A.
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In Fig. B.14, a zoom of Fig. B.12 around 8 s is shown. The first subplot shows the mechanical
speed ωm and its reference. The second subplot shows the current ids . For the reference ramp48

at 8.05 s, the measured and simulated signals follow the reference. Subplot three shows iqs. The
measured signal oscillates more than those of Simulation (SB.1) and Simulation (SB.2). While
Simulation (SB.2) is not influenced by the step change in ids , measurement and Simulation (SB.1)
are affected. Subplot four shows ie. One sees the low time resolution of the dc-source used for ex-
citation. Measurement and Simulation (SB.1) are similar after the step change. Simulation (SB.2)

48For the reference signals, ramps were used to limit the gradient and, thereby, reduce the influence of the
damper windings.
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Figure B.15: Comparison of measurement and simulation results for different modelling approaches with
colour code: measured quantity, Simulation (SB.1) quantity, Simulation (SB.2)
quantity and reference (zoom).

deviates from the measurement. In subplot five, the current ias of phase a is shown. Except for
some small deviations directly after the reference ramp, measurement and both simulations do
match. The last subplot depicts the machine torque τm. The torque signal of Simulation (SB.2)
is significantly deviating from the measurement for the whole experiment. Besides the short
period of time after 8.05 s, measurement and Simulation (SB.1) results are similar. While the
torque of Simulation (SB.1) becomes positive after 8.05 s, the measured torque becomes negative.
This is due to the fact, that for Simulation (SB.1), ie rises faster while ids decreases. Therefore,
a positive d-flux linkage is present in the machine, which causes for a positive current iqs, a
positive torque τm (see Sect. 2.3.3 and Fig. B.9-Fig. B.11). For the measurement, the d-flux
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linkage first becomes negative (and so the torque τm) until ie increases and the d-flux linkage
becomes positive.
Figure B.15 shows a zoom of Fig. B.12 around 46.4 s. The signals are the same as in Fig. B.14,
which was described above. Although the signals ie (subplot four) of measurement and Simula-
tion (SB.1) are different directly after the reference ramp around 46.4 s, the torque τm (subplot
six) does not differ as much as in Fig. B.14. This is due to the saturation of the d-flux linkage for
high values of ie (compare Fig. B.9 and Fig. B.10) and the small changes of ψds for changes in ids .
The torque τm of Simulation (SB.2) has again a constant offset compared to the measurement
signal.
All in all, the results of measurement and Simulation (SB.1) match very well. Deviations only
appear during transients due to the damper windings in the EESM and the low time resolution
of the dc-source for excitation. Both effects were not modelled and, hence, were not simulated.
Simulation of the machine using constant inductances as in Simulation (SB.2) leads to matching
currents (due to the controller), but wrong torque and wrong voltages. In conclusion, modelling
of EESMs with constant inductances leads to wrong results (at least for the investigated EESM
in the laboratory).

143




	 Danksagung
	 Contents
	 Nomenclature
	 Abstract
	 List of Publications
	1 Introduction
	1.1 Motivation
	1.2 State-of-the-art
	1.2.1 Post-fault control of electric machines for open-switch converter faults
	1.2.2 Modelling and control of electrically excited synchronous machines
	1.2.3 Scaling of wind turbine systems for laboratory setups

	1.3 Contributions

	2 Modelling of large-scale direct-drive wind turbine systems
	2.1 Turbine
	2.2 Drive train
	2.3 Electric machines
	2.3.1 General assumptions for machine modelling
	2.3.2 Permanent magnet synchronous machine (PMSM)
	2.3.2.1 Nonlinear machine model
	2.3.2.2 Linear machine model

	2.3.3 Electrically excited synchronous machine (EESM)
	2.3.3.1 Nonlinear machine model with damper windings
	2.3.3.2 Reduced-order model without damper windings


	2.4 Power converters
	2.4.1 Diode rectifier
	2.4.2 Converter
	2.4.3 Converter with open-switch fault
	2.4.3.1 Switching model
	2.4.3.2 Model verification



	3 Control of large-scale direct-drive wind turbine systems
	3.1 Wind turbine control
	3.1.1 Pitch control
	3.1.2 Torque control

	3.2 Electric drive control
	3.2.1 Control of converter
	3.2.1.1 Space-vector modulation (SVM)
	3.2.1.2 Converter dynamics approximation

	3.2.2 Control of PMSM
	3.2.2.1 Current control
	3.2.2.2 Torque control

	3.2.3 Control of EESM
	3.2.3.1 Current control
	3.2.3.2 Torque control
	3.2.3.3 Control performance


	3.3 Electric drive control under open-switch faults
	3.3.1 Post-fault control of PMSM
	3.3.1.1 Fault impact analysis
	3.3.1.2 Improved anti-windup strategy
	3.3.1.3 Modified SVM
	3.3.1.4 Fault-optimal d-axis current injection

	3.3.2 Post-fault control of EESM
	3.3.2.1 Fault impact analysis
	3.3.2.2 Improved anti-windup strategy
	3.3.2.3 Modified SVM
	3.3.2.4 Fault-optimal current reference generation



	4 Post-fault control of wind turbine systems with open-switch converter faults
	4.1 Laboratory setup
	4.1.1 Overview
	4.1.2 Power train with PMSM-RSM
	4.1.3 Power train with EESM-DFIM

	4.2 Scaling of wind turbine system dynamics to small-scale laboratory setups
	4.2.1 Modelling of the power train of the large-scale WTS
	4.2.2 Scaling based on ratios of SI-units
	4.2.3 Virtual gear box
	4.2.4 Scaling of the state-space drive train model
	4.2.5 Adaptations for laboratory setup 
	4.2.5.1 Laboratory torque
	4.2.5.2 Inertia emulation
	4.2.5.3 Friction compensation
	4.2.5.4 Additional considerations for the scaling process


	4.3 Implementation and experimental results
	4.3.1 Wind turbine system with PMSM under open-switch converter faults
	4.3.2 Wind turbine system with EESM under open-switch converter faults


	5 Conclusion and outlook
	 Bibliography
	 List of Figures
	 List of Tables
	A Space-vector theory
	A.1 Clarke transformation
	A.1.1 General Clarke transformation
	A.1.2 Reduced Clarke transformation
	A.1.3 Choice of scaling factor

	A.2 Park transformation
	A.2.1 General Park transformation
	A.2.2 Reduced Park transformation

	A.3 Line-to-line transformation

	B Measurement of EESM flux linkage maps
	B.1 Measurement of stator flux linkages
	B.1.1 Symmetrizing
	B.1.2 Removing outliers
	B.1.3 Interpolation
	B.1.4 Computation of differential stator inductances

	B.2 Measurement of excitation flux linkage
	B.2.1 Step 1: Measurement of excitation resistance
	B.2.2 Step 2: Determining of excitation flux linkage for zero stator currents
	B.2.3 Step 3: Computation of complete excitation flux linkage
	B.2.3.1 Computation of excitation coupling inductances
	B.2.3.2 Computation of excitation flux linkage map

	B.2.4 Step 4: Computation of differential excitation inductance
	B.2.5 Step 5: Determining the optimal relation of stator-exciter coupling

	B.3 Verification of machine model with nonlinear flux linkages
	B.3.1 Static verification
	B.3.2 Dynamic verification



