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Abstract 

Efficient energy storage attains increased importance for today’s society due to a 

gradual change of energy provision towards “renewables”. A promising way to store excess 

electrical energy is to store it in the form of hydrogen obtained electrochemically by water 

electrolysis. The efficiency of associated electrolyzers and fuel cells is strongly related to 

the performance of the applied electrocatalysts. Therefore, the development of highly active 

electrocatalysts and their optimization is of great importance to make aforementioned 

devices cost effective. In turn, the rational design of electrocatalysts requires a distinct 

fundamental knowledge of the catalyzed electrochemical reaction and its reaction 

mechanism(s). However, even for the reactions, which are considered to be simple, such as 

the hydrogen evolution reaction (HER), there is a serious lack of knowledge of the 

dominating reaction mechanisms. In this work, a method has been developed to estimate 

the relative contribution of Volmer-Heyrovsky and Volmer-Tafel mechanisms. It is based 

on electrochemical probing of the frequency dependent impedance of Pt microelectrodes. 

Analysis using a model developed in this work indeed allowed to differentiate both 

mechanisms. This contributes to a better understanding but at the same time somewhat 

questions the validity of the classical approaches to analyze reaction mechanisms. 

After the theoretical identification of promising electrocatalysts, their performance is 

usually benchmarked before their application in real devices. However, the significance of 

results from pre-testing of the catalysts under laboratory conditions can be questionable as 

the conditions in real applications are often strongly different. For this purpose, a novel 

approach was elaborated to benchmark electrocatalysts using industrial relevant conditions 

such as operation at high current densities and at elevated temperatures and in concentrated 

electrolytes. Especially the benchmarking at high current densities was facilitated by the 

use of microelectrodes, which allow quasi iR-free measurements and suppresses the 
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formation of a gaseous phase at the electrode. This is supposed to greatly reduce the 

probability for wrong predictions of activities under such conditions. 

Another fact is that the comparison of electrochemical activities is not meaningful without 

consideration of the electrochemically active surface area (ECSA) of a catalyst. However, 

this is especially a problem for transition metal oxides and perovskites that are commonly 

used as OER catalysts, and in most cases no ideal method exists to determine their ECSA. 

This problem was addressed by the development of a new method for the determination of 

ECSA of OER electrocatalysts using electrochemical impedance spectroscopy 

measurements. The application of this method was demonstrated using several examples. 

It is shown that the main advantages of this approach are its accuracy, the short measuring 

time and the possibility to perform it in-situ. It can be assumed that it will have significant 

impact on future studies of oxide electrocatalysts. 

  

  



5 

 

 

 

Zusammenfassung 

Effiziente Energiespeicherung gewinnt für die heutige Gesellschaft zunehmend an 

Bedeutung, da die Energieerzeugung allmählich auf erneuerbare Energien umgestellt wird. 

Ein vielversprechender Weg, überschüssige elektrische Energie zu speichern, ist die 

Speicherung in Form von Wasserstoff, der elektrochemisch durch Wasserelektrolyse 

gewonnen wird. Dabei hängt der Wirkungsgrad von Brennstoffzellen und Elektrolyseuren 

stark von dem eingesetzten Elektrokatalysators ab. Daher ist die Entwicklung hochaktiver 

Elektrokatalysatoren und deren Optimierung von großer Bedeutung, um die oben 

genannten Geräte kosteneffizient zu machen. Das rationelle Design von 

Elektrokatalysatoren wiederum erfordert ein ausgeprägtes fundamentales Wissen über die 

jeweilig katalysierte elektrochemische Reaktion und deren Reaktionsmechanismen. Jedoch 

besteht sogar bei als einfach angesehenen Reaktionen, wie beispielsweise der 

Wasserstoffevolutionsreaktion (HER), ein gravierender Mangel an Wissen über deren 

dominierenden Reaktionsmechanismus. Daher wurde eine Methode entwickelt, um den 

Beitrag von Volmer-Heyrovsky und Volmer-Tafel Mechanismus zu identifizieren. Sie 

basiert auf der elektrochemischen Untersuchung der frequenzabhängigen Impedanz von 

Mikroelektroden. Die Analyse mit einem neuartigen Modell ermöglichte es tatsächlich, 

beide Mechanismen zu unterscheiden. Dies trägt zu einem besseren Verständnis bei und 

hinterfragt auch die Validität der klassischen Ansätze zur Analyse von 

Reaktionsmechanismen. 

Nach der theoretischen Identifizierung vielversprechender Elektrokatalysatoren wird deren 

Leistung in der Regel vor ihrer Anwendung in realen Geräten überprüft. Die Bedeutung 

der Ergebnisse aus der Vorprüfung von Katalysatoren unter Laborbedingungen kann 

jedoch fragwürdig sein, da die Bedingungen in der realen Anwendung oft stark 

unterschiedlich sind. Zu diesem Zweck wurde ein neuartiger Ansatz zum Testen von 

Elektrokatalysatoren unter industriell relevanten Bedingungen entwickelt, wie z.B. dem 
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Betrieb bei hohen Stromdichten und bei erhöhten Temperaturen sowie in konzentrierten 

Elektrolyten. Die Messung bei hohen Stromdichten wurde durch den Einsatz von 

Mikroelektroden erleichtert, welche quasi iR-freie Messungen ermöglichen und die 

Bildung einer Gasphase an der Elektrode unterdrücken. Dies reduziert die 

Wahrscheinlichkeit für Aktivitätsfehlprognosen maßgeblich. 

Eine weitere Tatsache ist, dass der Vergleich elektrochemischer Aktivitäten ohne 

Berücksichtigung der elektrochemisch aktiven Oberfläche (ECSA) eines Katalysators nicht 

sinnvoll ist. Dies ist jedoch besonders problematisch für Übergangsmetalloxide und 

Perowskiten, die häufig als OER-Katalysator verwendet werden, da in den meisten Fällen 

keine ideale Methode zur Bestimmung deren ECSA existiert. Dieses Problem wurde durch 

die Entwicklung einer universellen Methode zur Bestimmung von OER-

Elektrokatalysatoren gelöst. Die Anwendung dieser neuartigen Methode wurde an 

mehreren realistischen Beispielen demonstriert. Die Hauptvorteile sind ihre Genauigkeit, 

die kurze Messdauer und die Möglichkeit, sie in-situ durchzuführen. Es ist davon 

auszugehen, dass diese Methode einen signifikanten Einfluss auf zukünftige Studien zu 

OER-Elektrokatalysatoren haben wird.  
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1 Introduction 

1.1 Renewable energy 

With the steady increase in the usage of carbon-based energy in the last century, 

today’s society is facing unprecedented problems, like the human made climate change and 

dwindling resources1,2,3,4. The global annual consumption of electric energy increased by 

4% compared to the previous year and reaches a new record of ~23 PWh5. Currently, 

energy produced from coal and gas are ~39% and ~22% of total energy, respectively6. 

Nuclear power can be seen as the special case, as it does not significantly contribute to the 

emission of CO2, though the Uranium/Plutonium is limited, and the disposal of the nuclear 

waste is an unsolved issue7,8,9. The share of “renewables” with ~25%10 is a small, but the 

fastest increasing energy source11,12. A change of energy production towards the 

renewables might be the way for sustainable energy production to fight against man made 

climate change and to preserve our planet for future generations12,13,14,15. 

The recent attempts to increase the share of renewables, however, revealed several 

weaknesses: their higher prices and their intermittent production16,17,18. In contrast to plants 

run by fossil fuels, the energy output of photovoltaic and wind plants can’t be adjusted to 

the need, and their daily production rate heavily depends on environmental influences19,20. 

This leads to various situations, such as the need for energy production by conventional 

power plants, or regenerative power plants, which need to be shut down to prevent power 

grid overloads21,22. 
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1.2 Energy storage 

Improvement of the power grids and gas power plants, able to start-up rapidly to 

compensate energy supply shortages, can relieve this situation to a certain degree23, 

however, efficient energy storage is an unavoidable need to compensate supply fluctuations 

and energy production/demand mismatches, especially when the percentage of renewables 

should be further increased24,25,26. This short-term fluctuations are typically equalized via 

supercapacitors27 or via superconducting magnetic energy storage equalizers28, as they can 

operate with high efficiencies (> 95%) and have good power density. However, they are 

inappropriate to compensate larger intermittencies due to their limited energy densities29,30. 

Mountainous regions often provide the geographical conditions to use damns and create 

water reservoirs at different levels and utilize the hydroelectricity as operational reserve for 

the power grids. In case of surplus energy, this electric energy can be converted to 

gravitational potential energy by pumping water from the lower to the higher basin31. This 

can be the most cost-effective technique and reaches efficiencies up to 60-80%32. Though, 

this often requires flooding of inhabited mountain valleys meaning forced relocation of the 

residents33. 

In special cases a thermal energy storage, e.g. via the molten salt technology is viable when, 

for instance, solar collectors are used as the energy source34,35. Chemical and 

electrochemical storage of electric energy represents a promising solution for intermittent 

supply of solar and wind energy sources36,37. Lithium-ion batteries for instance, which are 

already used in electric cars, have a good efficiency (80-90%38) and a high power and 

energy density39. Low abundance and uneven distribution40 of the needed materials lead to 

various problems. For example, lithium is mainly mined in Chile, Australia, Argentina, and 

China resulting in an economical dependency, which can be abused as political 

leverage41,42. Moreover, cobalt, which is used on a large scale for electrode materials43 is 

mainly mined in the Democratic Republic of Kongo, also by the use of child-labor and bad 

working conditions. This is an often-forgotten truth, when speaking about “clean” electric 

cars.44 Alternatives are other types of batteries, using more (earth) abundant  alkali metal 

cations or (vanadium) redox flow batteries45,46. However, the required resourced and capital 

costs of 176 $/kWh (2018)47 limit the widespread application of such batteries48. 
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1.3 Hydrogen 

Energy storage via the production of hydrogen can be a reasonable approach to the 

aforementioned problems. Hydrogen produced via electrolysis of water can be stored in 

e.g. high-pressure tanks, and it can be converted back to electricity by fuel cells (as shown 

in Figure 1)49,50. The advantage is, that in order to scale up the energy capacity of the 

system, solely the amount of gas tanks at a relatively low current cost of 14.19 $/kWh51 

needs to be increased. The costs for electrolyzers can be as low as 450 $/kW in the case of 

alkaline electrolyzers52. Furthermore, hydrogen is by itself a valuable resource and starting 

material for many industrial applications like the synthesis of ammonia, methanol and metal 

refining53. Interestingly, for  more than 50 years, Iceland used some of its excess electric 

energy from its hydroelectric plants to produce hydrogen (2000 tons per year) via 

electrolysis for ammonia production showing the principle feasibility of the whole 

approach.54,55 

 

Figure 1. Schematic overview of a hydrogen-based energy economy. Adapted from ref. [56] 

(open access, permission of unrestricted use). 

Currently, hydrogen is mainly produced via steam reforming, gasification of oil, coal, and 

petroleum coke, and just ~4% of total hydrogen is produced via water electrolysis, which 



16 

  

means that there is an enormous potential for cutting the amount of CO2 emission, as each 

ton of hydrogen produced from e.g. natural gas results in 9-12 tons of CO2
57,58. Although 

the efficiency of the state-of the art electrolyzers has been improved significantly up to 

~70% within the last decades, there is still a potential for further optimizations59,60. The 

increasing lifetime and decreasing cell voltage at a constant production rate would lead to 

an increased cell efficiency and is highly desirable for making electrolyzers economically 

more viable61,62.  

Increasing the cell efficiency of a polymer electrolyte membrane (PEM) electrolyzer 

requires certain technical optimizations of e.g. the bipolar plates, gas diffusion layers and 

membrane materials63,64. On the other hand, the choice and optimization of the catalysts 

has also a major impact on the device’s performance63,65,66. 

 

1.4 Methodological challenges  

In-situ testing of all catalyst materials in a PEM device would be very expensive, 

meaning that a good electrocatalyst prescreening methodology is required. Computational 

techniques, like the calculations of binding energies using for example density function 

theory, can suggest various materials67,68,69,70. These calculations typically make several 

simplifications, e.g. neglecting effects of the electrolyte, which, however, have shown 

significant influence on experimental results71,72,73,74. To make reliable forecasts, a 

complete understanding of the reaction mechanism on different catalyst surfaces is 

mandatory. However, even for the hydrogen evolution reaction (HER) on platinum 

surfaces, which is considered as one of the simplest reactions in the field of electrocatalysis, 

is not fully understood.75,76,77,78 It is known to have two parallel reaction mechanism; but 

even their contribution to the overall reaction rate is unknown. Multi-step reactions like the 

oxygen evolution reaction (OER) on non-model surfaces of metal oxides and perovskites 

are even more complex79. Therefore, the predictions made by computational techniques 

still need to be validated experimentally by electrochemical measurements80,81.  
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Lack in the comparability of measurement protocols from different research groups 

examining the same type of catalyst materials is a common problem for identifying the 

most active catalysts82,83. Furthermore, these protocols are often neglecting various 

important factors. The electrochemically active surface area (ECSA) for instance, is 

typically not determined accurately,84,85,86 and in some cases is even misunderstood as the 

geometric surface area,87 which distorts the results for the electrochemical activity88,89,90. 

This is especially true for metal oxide catalysts, which are used as anode catalysts in 

alkaline electrolyzers. The determination of their ECSA is currently very complex and just 

a few methods exist, like e.g. mercury underpotential deposition on iridium oxide91. Other 

methods such as the evaluation of double layer capacitance are not accurate91,92.   

Another issue is related to experimental conditions: typical laboratory conditions differ 

significantly from the conditions in real devices. While catalysts are typically benchmarked 

under laboratory conditions, such as at room temperature, low concentration of electrolytes 

and low current densities (~mA cm-2), the working conditions relevant for practical 

applications in industry are different. For instance, alkaline electrolyzers operate at elevated 

temperatures ~80 °C, at considerably higher current densities of ~ A cm-2 and utilize 

concentrated electrolytes93,94. Therefore, trends of activity determined in laboratories do 

not necessarily prove true in real applications.  

 

1.5 Aim of this work 

This work aims to address several aspects of the aforementioned problems. 

A method for the determination of electroactive surface area for oxide and perovskite 

materials has been developed. It enables a non-destructive in-situ examination of the 

electrocatalyst ECSA with good accuracy, which can be performed within a few minutes. 

A method to benchmark electrocatalysts for electrolyzers at more realistic laboratory 

conditions has been established. As a promising approach, the idea shown by A. Gannassin 

et al.95 to use microelectrodes for benchmarking catalysts at high current densities was 

further elaborated. This requires identification of a suitable microelectrode, which shows 

high durability in harsh alkaline environments96. This is required as they serve as substrate 
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for the catalyst films and benchmarking process should be expanded to achieve conditions, 

which can be found in alkaline electrolyzers. The method was applied on state-of-the-art 

OER and HER catalysts to investigate the necessity to analyze at such conditions and to 

determine benchmark activities. The same approach was then used to benchmark a new 

type of highly active OER catalyst derived from a metal organic frameworks (MOFs). 

Finally, the HER reaction mechanism on Pt(pc) surfaces in acidic environment was studied 

utilizing microelectrodes. More precisely, the contribution of Volmer-Heyrovsky and 

Volmer-Tafel mechanism towards the total catalytic activity has been investigated under 

the influence of applied potential and electrolyte pH values. The question was if one of the 

mechanisms becomes dominating and rate determining at certain conditions. 
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2 Theory 

This chapter gives an overview of electrocatalysis in a historic context. Then some 

additional fundamentals, which will be elaborated in later chapters are briefly discussed, 

before the focus is put on the electrolysis of water. Derivations of fundamental equations 

are not shown but can be found in standard electrochemistry books. 

 

2.1 Electrocatalysis 

By definition, a catalyst is a substance, that accelerates a reaction but remains 

unchanged after the reaction. This was reported already in 1836 by J. J. Berzelius who was 

one of the first scientists addressing the topic of catalysis.97 F.W. Ostwald further specified 

that catalysts change the rate but not the thermodynamic equilibrium of a chemical 

reaction.98 Three properties are of paramount importance for catalysts: activity, selectivity 

and stability. The activity is often measured as the turnover frequency, which describes the 

number of catalytic cycles per time and per active site. The catalyst selectivity, the property 

of directing a reaction towards a specific product, is also crucial, as the amount of produced 

undesired side products can be reduced. The catalyst stability is obviously also essential; 

as fast deactivation or other degradation of the catalyst can make its use impractical. 

The field of catalysis can be divided into the so-called homogeneous catalysis, where the 

catalyst and reactants exist in the same aggregate state, and the heterogeneous catalysis, 

where they have different states.99 Electrocatalysis, is a sub-field of heterogeneous catalysis 

and involves an electron transfer between the catalyst and the reactants. Via the so-called 

electrode potential, the reaction itself and the reaction path can be influenced.100 

Importantly, electrocatalysis requires adsorption of reactants at the catalyst surface. 
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Sabatier described in 1902 that the catalytic surface should bind atoms and molecules 

neither too strong, nor to weak.101 A certain binding strength is required that the reactants 

get adsorbed and activated. If, however, the binding is too strong, the surface gets blocked 

for a long time as the desorption of products is hindered. 

This Sabatier Principle is one basic trait of heterogeneous catalysis, but it gives only a 

qualitative idea and does neither suggest ideal binding energy, nor does it allow speculation 

about maximum activity. 102 Further, the question arose, where on the surface the reaction 

actually takes place. In 1922, Langmuir claimed that adsorption energies can vary for 

different surface sites, which are not homogeneously distributed at the atomic level. The 

idea of active sites was further shaped by Taylor, who observed in 1925 that surface sites 

can have different catalytic activity.103 These specific surface sites are available for 

adsorption and largely contribute to the catalytic activity. Active sites depend on the 

chemical reaction and can be a single atom or consist of several atoms or a structural 

motive. One can distinguish between two groups of reactions: (i) structure-sensitive and 

(ii) structure-insensitive. The former requires specific sites, where the reaction takes place, 

which suggests a relatively strong interaction between the reactants and the surface. The 

latter show typically rather weak interactions of reactants with the surface and appear to be 

independent of such structural motives.   

An important step for fundamental understanding of catalytic activity was made by A. A. 

Balandin, when he introduced so-called volcano plots in 1969104. They correlate the activity 

of a catalyst to a so-called “descriptor”, which is typically the heat of adsorption of reaction 

intermediates or a related property105. The applicability of volcano plots for the purpose of 

electrocatalysis was proven three years later by S. Trasatti106. As can be seen in Figure 2.1 

the activities of several different electrocatalysts are compared and the volcano shape trend 

is eponymous for this representation. This concept allows to evaluate whether a catalyst’s 

binding strength is too strong or too weak. For instance, it can be seen that Pt is almost at 

the tip of the volcano for the HER, but its binding energy is slightly too strong. This can 

have some predictive power, e.g. for the development of novel catalysts. In case of a single 

adsorbed intermediate, the binding energy for this intermediate can be relatively easily 

optimized. However, typical reactions involve several adsorbed species and an optimal 

catalyst should have ideal binding energies for each intermediate. Though, these binding 
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energies often scale with each other, making their independent optimization very 

difficult.107 These so-called scaling relations can be represented as108:  

 𝛥𝐸1  =  𝛾 𝛥𝐸2  +  𝜉 (2.1) 

Where 𝛥𝐸1 and 𝛥𝐸2 are the adsorption energies of both species, while 𝛾 and 𝜉 are constants 

depending on the nature of the adsorbate and the surface facet. 

Nowadays, the Sabatier principle and the volcano plots are indispensable for developing 

optimized electrocatalysts. Thanks to increasing computational power, more complex 

calculations based on density function theory allow to derive binding energies for various 

catalysts and surface sites.109 To date, even several attempts were successful to break the 

scaling relations.110,111,112,113,114 

 

Figure 2.1. Exemplary volcano plot for the hydrogen evolution reaction. S. Trasatti related the 

measured exchange current densities of different electrocatalysts to their hydrogen adsorption 

strength. As can be seen, the activity shows a linear dependence on the binding energy. Adapted 

from reference [106]  with permission. Copyright © 1972 Published by Elsevier B.V. 
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2.2 Reaction kinetics 

Faradaic processes are considered as electrochemical reactions, where charge is 

transferred across an electrified interface. In the simplest case, just one electron is 

transferred in one step115.  

 

𝑂 + 𝑒−
𝑘𝑓
 ⇄
𝑘𝑏

 𝑅 

 

(2.2) 

The forward and backward reaction rate between the oxidized 𝑂 and reduced species 𝑅 are 

described via the rate constants 𝑘𝑓 and 𝑘𝑏, respectively. Arrhenius showed that these rate 

constants are dependent on the temperature 𝑇, the gas constant 𝑅, the activation energy 

∆𝐺‡, and the preexponential factor 𝐴′, which is normally a constant115. 

 𝑘 = 𝐴′ 𝑒𝑥𝑝 [−∆𝐺‡/𝑅𝑇] (2.3) 

Considering the influence of a potential on the standard free energy of activation, and 

assuming parabolic shaped profiles of free energy, the so-called Butler-Volmer reaction 

can be derived115: 

 𝑗 = 𝐹𝑘0 [𝑐𝑂
∗ (0, 𝑡)𝑒𝛼𝑧𝐹(𝐸−𝐸

0)/𝑅𝑇 − 𝑐𝑅
∗ (0, 𝑡)𝑒(1−𝛼)𝑧𝐹(𝐸−𝐸

0)/𝑅𝑇
] 

(2.4) 

Here, 𝑘0 is the standard rate constant, 𝑐𝑂,𝑅
∗  are the concentrations of oxidized and reduced 

species at the electrode, 𝛼 is a symmetry factor, 𝑧 is the amount of electrons transferred 

through the interface, and 𝐸0 is the equilibrium potential.  

With the definition of the overpotential 𝜂 = 𝐸 − 𝐸0 and by introducing the exchange 

current density 𝑗0 

 𝑗
0
= 𝐹𝑘0𝑐𝑂

∗ 1−𝛼𝑐𝑅
∗ 𝛼, (2.5) 
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the Butler-Volmer equation condenses to115: 

 
𝑗 = 𝑗

0   
(𝑒

𝛼𝑧𝐹𝜂
𝑅𝑇 − 𝑒

(1−𝛼)𝑧𝐹𝜂
𝑅𝑇 ) 

(2.6) 

This dependence is sketched in Figure 2.2 (A). This equation further simplifies for large 

overpotentials to the so-called Tafel equation115: 

 
𝜂 =

𝑅𝑇

𝛼𝑧𝐹
𝑙𝑛(

𝑗

𝑗
0

) 
(2.7) 

Noteworthy, although this describes the reaction kinetics, the overall reaction rate is 

typically limited by mass transport and resistances, especially at larger overpotentials. In a 

Tafel plot, the overpotential is plotted versus the logarithm of the current (density) as 

displayed in Figure 2.2 (B). 

(A) 

 

(B) 

 

Figure 2.2. Reaction kinetics. (A) The kinetic current (─) as predicted by the Butler-Volmer equation 

is the sum of the anodic (─) and cathodic (─) current. At high overpotentials, the current can be 

approximated by just the anodic/cathodic current resulting in the Tafel equation. (B) Approximation 

of the kinetic current (─) from the Tafel equation (─).   
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2.3 Nernst equation 

The Nernst equation describes the (reduction) potential of an electrode as a function 

of the activities of the reacting species, which are being oxidized/reduced during 

electrochemical reactions115.  

 
𝐸𝑟𝑒𝑑 = 𝐸𝑟𝑒𝑑

0 −
𝑅𝑇

𝑧𝐹
𝑙𝑛∏ 𝑎𝑖𝑣

𝑖

𝑖
 

(2.8) 

Here, 𝐸𝑟𝑒𝑑
0  is the standard reduction potential, 𝑅 - the gas constant, 𝑇 - the temperature in 

Kelvin, 𝑧 is the number of transferred electrons, 𝐹 is the Faraday constant, 𝑎𝑖 is the activity 

and 𝑣𝑖 - the stoichiometric coefficient of species 𝑖. Noteworthy, 𝑣𝑖 is negative for reactants 

and positive for products. The activities are dependent on the concentrations 𝑐𝑖 and partial 

pressures 𝑝𝑖
115: 

 𝑎𝑖 = 𝛾𝑖
𝑝𝑖
𝑝0

 
(2.9) 

 𝑎𝑖 = 𝛾𝑖
𝑐𝑖
𝑐0

 (2.10) 

Here 𝑝0 = 1 bar, 𝑐0 = 1 M, and 𝛾 is typically 1 for relative diluted electrolytes. Thus, the 

activity can often simply be replaced by the concentrations. 

The Nernst equation originates from thermodynamics and can be derived considering the 

change of Gibbs energy due to the transfer of electrons and the change of entropy. Though, 

this potential (𝐸𝑟𝑒𝑑) also corresponds to the potential, where the net reaction rate of the 

redox reaction according to Butler-Volmer equation is j = 0.  
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2.4 Water electrolysis 

The electrolysis of water is already known since the first documented discovery by 

the English scientists William Nicholson and Anthony Carlisle in 1800116. In the same year 

the German scientist Johann Wilhelm Ritter developed the first water electrolyzer that was 

able to collect and measure the so produced oxygen and hydrogen117, as shown in the Figure 

2.3. With the first direct current electrical generator by Antonio Pacinotti in 1860 and the 

Gramme Machine, the electrolysis of water became nearer to a practical realization118,119. 

In 1939, the first large scale electrolyzer with 10,000 m3 (H2) / h was finally built.120 

 

Figure 2.3. Schematic of the electrolyzer developed by Johann Wilhelm Ritter. The gases, 

oxygen and hydrogen produced at anode (left) and cathode (right), respectively, are collected in 

two separate vessels. Adapted from ref [117] (open access, CCO) 
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The overall water splitting reaction is as follows115: 

 2H2O(𝑙) ⇄ 2H2(𝑔) + O2(𝑔) (2.11) 

Hereby, the oxygen evolution reaction (OER) and the hydrogen evolution reaction (HER) 

take place simultaneously at the anode and the cathode, respectively. The half-cell reactions 

depend on the electrolyte115. 

In acidic media: 

Anode 2H2O ⇄ O2 + 4H+ + 4e- (2.12) 

Cathode 2H++ 2e- ⇄ H2 (2.13) 

 

In alkaline media: 

Anode 4OH- ⇄ 2H2O + O2 +  4e- (2.14) 

Cathode 2H2O + 2e
- ⇄ 2OH- + H2 (2.15) 

Generally, the OER has slower kinetics compared to HER resulting in higher overpotentials 

on the anode side. The equilibrium cell voltage for water electrolysis is ~1.23 V at 25 °C, 

however, in practice, significantly higher voltages are typically required, especially due to 

the OER kinetics.  

Today, there are various types of water electrolyzers. The focus of the discussion will be 

first on the commonly used polymer electrolyte membrane (PEM) electrolyzers describing 

their basic principle and properties. Afterwards, other types of electrolyzers are compared. 
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2.5 The PEM electrolyzer 

PEM electrolyzers are typically operated at a temperature of 50-80°C, pressures 

below 30 bar and a cell voltage between 1.75 V and 2.2 V. They reach current densities 

from 0.6 A cm-2 up to 2 A cm-2 and a voltage efficiency of 57% to 70%.121 Notably, efforts 

are being made to increase the pressure of the produced hydrogen up to 200 bar, so that no 

further external compressor is required122.  

 

Figure 2.4. Sketch of a PEM electrolyzer. The core part of an acidic PEM electrolyzer is its 

name-giving polymer membrane, which is proton conducting. The membrane is in contact with 

the CCL and ACL, which catalyze the HER and OER, respectively. This is sandwiched between 

GDLs and flow field plates to ensure electrical contact, water supply from the anode side, as well 

as collection and removal of reaction products. 

A schematic view of a PEM membrane electrode assembly (MEA) is shown in Figure 2.4. 

The core element of a PEM electrolyzer is a proton conducting membrane (e.g. Nafion) 

acting as the electrolyte and inhibiting crossover of the gaseous reaction product towards 

the opposite electrode. This membrane is coated on both sides by a catalyst layer. The 

cathode catalyst layer (CCL) typically consists of platinum nanoparticles supported by 

larger carbon nanoparticles. For the anode catalyst layer (ACL), iridium oxide particles are 

used either unsupported or supported on titanium oxide. Carbon is not suitable due to its 
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relatively quick corrosion, which would significantly increase the degradation rate of the 

ACL. To effectively remove the gases produced at the catalyst layers and ensure electrical 

contact, the so-called gas diffusion layer (GDL) is utilized. The GDLs on the cathode 

typically consist of a carbon sheet or mesh, which is treated with a hydrophobic coating 

(e.g. Polytetrafluoroethylene PTFE) to hinder the blockage of the pores of the GDL with 

water. For the same reason as for the ACL, the anode GDL often consists of a sintered 

titanium body or titanium mesh instead of a carbon sheet to hinder the corrosion. In contrast 

to the cathode GDL, the anode GDL has also the function to enable water transport towards 

the ACL, where it is consumed. The transfer of water prohibits a high degree of 

hydrophobic coating. The flow field plates consist of titanium, often additionally coated 

with Au or Pt. They collect the gasses and enable electrical contact to the 

GDL.123,124,125,126,127,128 

The current-voltage characteristic curves (I-V curves) of different state-of-the-art PEM 

electrolyzers are compared in Figure 2.5. Note, that some of these results were only 

achieved under laboratory conditions, and that these products are not commercially 

available yet.  

 

Figure 2.5. Comparison of I-V curves of state-of-the-art PEM electrolyzers. The approximated 

electrical efficiencies are additionally displayed, although the energy for compression was 

neglected.  Adapted with permission from ref. [129].Copyright © 2017 Elsevier Ltd. All rights 

reserved. 
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2.6 Alkaline water electrolysis 

Alkaline water electrolyzers utilize an alkaline electrolyte, usually concentrated 

aqueous KOH solutions. The operation range is well comparable with the one in acidic 

PEM electrolyzers. The cell temperature is between 60 and 80°C and the stack pressure is 

also typically below 30 bar. However, the cell voltages are slightly higher (from 1.8 V to 

2.4 V) leading to a lower efficiency of 52% to 60% at current densities of just 0.2 A cm-2 

to 0.4 A cm-2. Nevertheless, these devices do not necessarily need platinum group metals 

(PGMs) and can utilize more abundant catalysts, such as nickel-based materials. 

Furthermore, the lifetime of these electrolyzers is usually higher, as the electrolyte can 

simply be exchanged.130,131,132 

Figure 2.6 compares state-of-the art alkaline electrolyzers. As can be seen, the biggest 

difference compared to PEM electrolyzers is the significantly lower current density.  

 

Figure 2.6. Comparison of I-V curves of some state-of-the-art alkaline electrolyzers. The 

approximated electrical efficiencies are additionally displayed; however, the energy for 

compression was neglected.  Adapted with permission from ref. [129]. Copyright © 2017 Elsevier 

Ltd. All rights reserved. 

Remarkably, the state-of-the-art research succeeded on the development of highly 

conductive anion exchange membranes AEM, allowing to combine the advantages of both, 

the acidic PEM electrolyzer and the flexibility of the choice of catalyst. This enables a 

compact cell design.131,133 
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2.7 High temperature electrolysis  

The splitting of water is thermodynamically more favorable at high temperatures 

and would happen spontaneously at 2500 °C. However, such temperatures are not very 

practical. High temperature electrolysis (HTE) typically utilizes a solid O2- conducting 

electrolyte, e.g. yttrium stabilized zirconia and operates at temperatures between 100 °C 

and 900 °C. The main advantage is that the reaction is partially driven by heat, and less 

electrical energy is required. As can be seen in Figure 2.7 it allows the electric efficiencies 

well above 100%. This is, however, only reasonable if the heat energy is very cheap, like 

exhausts from gas power plants. Though, an electrolyzer powered by renewables, which is 

itself dependent on exhaust heat produced by a gas power plant next by, might not be the 

most reasonable solution, as the gas could be directly steam reformed into hydrogen with 

higher efficiency. Of course, in other scenarios, such as in combination with concentrated 

solar thermal systems, a meaningful application can be conceivable. Moreover, at the price 

of efficiency, HTEs can be also operated in exothermic conditions, where no external 

heating is required.134,135,136 

 

Figure 2.7. Comparison of I-V curves of state-of-the-art high temperature electrolyzers. The 

approximated electrical efficiencies are additionally displayed. Adapted with permission from 

ref. [129]. Copyright © 2017 Elsevier Ltd. All rights reserved. 
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3 Experimental part 

 

3.1 Experimental setup 

Prior to experiments, all glassware was cleaned using peroxymonosulfuric acid, 

which was freshly prepared by mixing H2SO4, and H2O2, in a ratio of 2:1. After rinsing 

with ultrapure water, the glassware was boiled with ultrapure water to remove any 

contaminants, filled up with water and sealed using Parafilm until usage. The 

electrochemical experiments were performed using a 3-electrode configuration. All 

electrochemical potentials in this work are referred to reversible hydrogen electrode RHE 

scale, but in practice silver/silver chloride SSC (Schott, Germany), mercury/mercury 

sulfate MMS (Schott, Germany) and a HydroFlex (Gaskatel, Germany) were utilized as 

reference electrodes. A platinum wire/mesh (Goodfellow, Germany) served as counter 

electrode while various disk electrodes and microelectrodes were applied as working 

electrode. For all experiments, the same type of glass cell was utilized, which allowed for 

temperature control using a thermostat. The potentials were controlled using a VSP-300 

potentiostat (Biologic, France) and an Autolab PGSTAT302N potentiostat (Metrohm, 

France). In the following section, the different cell configurations and their (dis)advantages 

will be explained in more detail.  
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3.1.1 Rotating (ring) disk electrode  

A rotating disk electrode (RDE) typically consists of a flat disk-shaped electrode, 

which is electrically connected from the back side while the front side is immersed into the 

electrolyte of the electrochemical cell. The sides of these electrodes are often coated with 

an inert non-conducting material, such as Teflon or PEEK, to define the surface exposed to 

the electrolyte. During electrochemical measurements, this electrode is rotated with a 

constant rotation speed to establish a forced convection flow of electrolyte. As depicted by 

Figure 3.1, the electrolyte close to the electrode is accelerated in rotation direction of the 

electrode and, due to centrifugal force, away from the center of the electrode. 

 

Figure 3.1. Sketch of an R(R)DE electrode. The disk and ring are contacted separately, and their 

potentials/currents can be controlled and measured independently. The green arrows show the 

rotation direction and the blue arrows indicate the flow direction of the electrolyte. 

According to Bernoulli's principle, this decreases the local pressure close to the electrode 

resulting in a suction effect and a steady stream of electrolyte towards the disk as long as 

the electrode is rotated with a constant speed.  
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The maximum current density, denoted as limiting current density 𝑗𝑙𝑖𝑚 [A cm-2] of a 

reaction, assuming that all species approaching the disk react and each exchanges 𝑛 

electrons, can be calculated by the Levich-equation115: 

 𝑗
𝑙𝑖𝑚

= 0.201 𝑛 𝐹 𝐷2/3𝑣−1/6𝜔1/2𝑐0 (3.1) 

Here, 𝐹 is the Faraday constant, 𝐷 - the diffusion coefficient [cm2 s-1], 𝑣 - the kinetic 

viscosity [cm2 s-1], 𝜔 is the frequency in revolutions per minute [rpm], and 𝑐0 [mol cm-3] 

is the concentration of the species. Due to the enhanced and well-controllable mass 

transport properties compared to a motionless electrode, this technique is typically 

preferred for the benchmarking of electrocatalysts for the reactions like the ORR, OER, 

and HOR. As one can see from the Levich equation, another advantage of the RDE is that 

𝑗𝑙𝑖𝑚 is independent of the diameter of the electrode, which implies that also the mass flux 

is homogeneous towards the electrode, which is not necessarily the case if no rotation is 

applied. This method, of course, has also its limitations. If the electrode is not perfectly 

balanced, the holder and the electrode start to vibrate heavily at higher rotational speeds, 

which can introduce noise to the measurement. Moreover, manufacturers of the electrode 

tips usually advise not to exceed 4000 rpm as this could cause damages. Therefore, the 

maximum achievable limiting current is ultimately confined by the rotation speed. Another 

drawback for the gas evolving reactions is that at higher current densities ~ 10 mA cm-2 the 

electrode usually tends to get partially blocked by bubbles from evolving gasses making 

accurate electrochemical measurements impossible.  

Noteworthy, there is a modification of the RDE, which includes a separate ring around the 

disk which typically consist of Pt. The potential and the current of this ring can be adjusted 

and measured independently. This so-called rotating ring disk electrode (RRDE) 

configuration can be utilized to investigate the reaction products from the disk. These 

products flow towards the ring, where they can get oxidized or reduced depending on the 

applied potential, which results in a measurable current for the ring. 

For this work, the RDE technique was used for calibrating the method to determine the 

ECSA of oxide materials. In this case, the applied currents were relatively small, and the 

highest priority was to create homogeneous catalyst films with a well measurable surface 
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area. Moreover, an RRDE was utilized to determine the onset of the OER of a novel 

catalyst.  

Figure 3.2 displays the cell configuration used for R(R)DE: The disk-shaped working 

electrode is placed in the center of the electrochemical cell and mounted onto a rotator 

(Pine, USA), which rotates the electrode. For this study, in most cases, a polycrystalline Pt 

disk (Mateck, Germany) was utilized as a substrate to grow catalyst films on; but also 

glassy carbon (homemade at LEPMI, France) and iridium (111) single crystal disks 

(Mateck, Germany) have been utilized as substrate. Counter and reference electrodes are 

as stated in Chapter 3.1.  

(A) 

 

(B) 

 

Figure 3.2. Photography (A) and schematic (B) of the R(R)DE cell configuration. A double-

walled glass cell was used. The mantle allows temperature control. The reference electrode (RE) 

is connected to the main cell via a Luggin-capillary, while the counter electrode (CE) is directly 

immersed into the electrolyte. (B) Adapted with permission from ref [90]. 
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3.1.2 Microelectrodes 

Microelectrodes have tips at a micrometer scale. The focus in the following section 

will be set on disk shaped electrodes. These electrodes typically consist of a wire with a 

small diameter that is embedded into an inert and insulating material such as glass. The tip 

is usually polished until the wire is exposed and exhibits a flat surface.  

There are several advantages of microelectrodes. Due to their relatively small dimensions, 

the electrolyte shows an almost spherical diffusion profile already close to the electrode 

associated with greatly enhanced mass transport. The time dependent 𝑗𝑙𝑖𝑚 can be 

approximated by a spherical diffusion profile, as follows115.  

 
𝑗
𝑙𝑖𝑚

= 𝑛 𝐹 𝐷 𝑐0 (
1

(𝜋𝐷𝑡)1/2
+
1

𝑟
)  

(3.2) 

Here 𝑡 is the time since applying the current, while only diffusion is the driving force and 

𝑟 is the radius of the microelectrode. Obviously, if no perturbation is applied, the limiting 

current correlates inversely to r. If, however, an additional forced convection is applied, 

𝑗𝑙𝑖𝑚 could be further increased. This could be achieved by e.g. rotating the electrode or 

intermixing the electrolyte by purging continuously.  

Another important aspect is the ohmic drop caused by the electrolyte. Assuming the 

simplified case that the cell is very large in comparison to the dimension of the (disk 

shaped) working electrode and a remote CE and RE, the ohmic (uncompensated) resistance 

𝑅𝑈 can be approximated by137: 

 
𝑅𝑈 =

1

4𝑟𝜅
 , 

(3.3) 

where 𝜅 is the conductivity of the electrolyte. The voltage drop for a certain current density 

𝑗 can then be derived: 

 
∆𝐸𝑈 =

1

4𝑟𝜅
∙ 𝑗𝑟2𝜋 = 𝑟 ∙

𝑗 ∙ 𝜋

4 ∙ 𝜅
 

(3.4) 
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The voltage drop correlates linearly with the applied current density and the radius of the 

electrode, which reveals another advantage of the microelectrode: the ohmic drop 

compensation, which is not always very accurate, can become unnecessary because ∆𝐸𝑈 is 

often negligible e.g. a microelectrode with 𝑟𝑚𝑖𝑐𝑟𝑜 = 12.5 µm has a 200 fold smaller ohmic 

drop compared to the commonly used disk electrode with 𝑟𝑑𝑖𝑠𝑘 = 2.5 mm.  

Additionally, for gas evolving reactions, the formation of gas bubbles at the electrode is 

often a disturbing factor. When these bubbles are attached to the electrode, they can block 

certain parts of the catalyst and decrease its ECSA. Even if they can be removed e.g. by 

rotation of the electrode, this temporal blockage introduces noise and complicates accurate 

measurements. Further, gas bubbles in the electrolyte increase the resistance of the 

electrolyte according to Bruggeman equation138: 

 𝑅𝑏 = 𝑅𝑒(1 − 𝜀)−3 2⁄ , (3.5) 

where 𝑅𝑏 is the resistance with bubbles, 𝑅𝑒 is the resistance without bubbles and 𝜀 the 

fraction of gas. It is therefore desirable to avoid the formation of gas bubbles. This is the 

reason why catalysts for e.g. the OER are often compared at current densities of 10 mA cm-

2 or less. The reaction products are initially dissolved in the electrolyte. If, however, the 

production rate is faster than the mass transport of the dissolved gas, then the concentration 

increases in the vicinity of the electrode. At a certain degree of oversaturation, the dissolved 

products randomly form very small gas bubbles. Depending on their size, these nuclei are 

often unstable and might collapse due to their high surface energy (per volume), which 

makes them energetically unfavorable. Exceeding a certain size, so-called critical radius 

calculated by Ward et al139 in 1970, the probability that these nuclei grow and form larger 

bubbles increases. Under ideal conditions a local oversaturation up to a factor of ~100 can 

be reached until bubbles are formed.  However, due to surface defects on the electrode such 

as pits and scratches140, which act as nucleation centers, such high oversaturation is hardly 

achieved.141, 142 ,143 A motivation to utilize a microelectrode was to suppress the formation 

of such gas bubbles. These oxygen/hydrogen bubbles are limited by the radius of the 

electrode, as the degree of oversaturation drops significantly around the active disk. This 

allows to achieve a higher level of oversaturation before energetically stable bubbles can 

form. The relatively quick mass transport decreases the concentration of reaction products 
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(dissolved oxygen/hydrogen) and impedes the formation of gas bubbles, which allows to 

perform electrochemical measurements at higher current densities. 

However, there are also certain limitations. These microelectrodes tend to be very fragile, 

especially when tips for scanning electrochemical microscopy are used.  Moreover, due to 

the size of the microelectrode and its bulky glass holder, it was not possible to put it into 

certain devices for characterization such as XPS and AFM. Therefore, they were not 

suitable for all parts of this work.  

(A) 

 

(B) 

 

                     (C) 

 

Figure 3.3. Experimental setup for the measurements using microelectrodes. (A) Picture of the 

electrochemical cell. (B) Sketch of the electrochemical cell. The electrochemical cell is the same double 

walled cell, as used for measurements in the R(R)DE configuration, however, the RDE is replaced with 

a microelectrode. (C) Sketch of the microelectrode. It consists of a Pt wire, which is insulated and 

mechanically stabilized by glass. The microelectrode possesses an additional Teflon® cap which 

prevents agglutination with the glass of the electrochemical cell. This electrode was mounted into the 

cell, which was sealed using a sealing ring. Adapted with permission from ref. [144].  
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The setup for electrochemical measurements using a microelectrode and a scheme of the 

microelectrode is shown in Figure 3.3. The microelectrode was inserted into the double-

walled cell (described in the general section) and the tip was immersed into the electrolyte. 

Note that different types of microelectrodes have been tested and Figure 3.3 (C) shows the 

most suitable microelectrode (Ch. Instruments, USA). In comparison to microelectrodes 

produced for scanning electrochemical microscopes, it is relatively sturdy, as the Pt wire is 

embedded in a thick (3.1 mm) glass rod and its tip could even be re-polished. During the 

experiments the electrolyte was heavily purged to ensure a constant gas saturation of the 

bulk electrolyte and to introduce additional convection which increases the mass transfer 

according to Equation 3.2.  

 

3.1.3 Electrode preparation 

Electrode cleaning 

A prerequisite for preparing homogeneous catalyst films is, that the substrate itself is clean 

and not covered by residual films from subsequent experiments or other contaminations. 

Therefore, the electrodes/substrates were always electrochemically and/or mechanically 

cleaned. 

Mechanical cleaning: 

The electrodes were initially washed with ultrapure water (18.2 MΩcm) to remove residues 

from electrolyte and unstable and soluble contaminants. Electrodes coated with catalyst 

inks were afterwards cleaned by washing them with ethanol and then wiped with a 

disposable tissue (Kimberley-Clark, Germany).  

Glassy carbon electrodes (Pine, USA) were always polished subsequently three times, 

using aluminum oxide slurry (Buehler, Germany) with particle diameters of 3 µm, 1 µm, 

and 0.05 µm. As the slurry was water based, rinsing with water and wiping again with the 

tissue was sufficient to remove it from the electrode.  
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Electrochemical cleaning:  

After mechanical cleaning, the electrodes were electrochemically cleaned. The electrode 

was mounted into an electrochemical cell filled with acidic electrolytei. Cyclic voltammetry 

(scan rate: 100 mV s-1 or 50 mV s-1) was then applied to polarize the electrode alternatingly 

cathodically and anodically. The potential window and number of cycles were adjusted to 

the sturdiness of the residual catalyst films. For instance, NiFeOx films were more difficult 

to remove and several hundred cleaning cycles were required. 

 

Oxy-hydroxide films 

In principle, there are many methods to create thin films such as electrochemical vapor 

deposition, epitaxial growth or pulsed laser beam deposition on the substrate. For this work 

electrochemical deposition were selected and protocols known to create non-porous thin 

films were chosen and further optimized for our requirements. 

Depending on the requirements of the electrode for subsequent measurements, a Pt(pc) disk 

(Mateck, Germany, d = 5 mm), a Pt(pc) microelectrode (Ch. Instruments, USA, d =25 µm) 

and quasi-Au(111) (Arrandee, Germany) were selected as substrates for the oxy-hydroxide 

films.  

Thin films of NiOx and CoOx were formed via anodic deposition and potential cycling, as 

described in detail by Tench and Warren.145 A cathodic deposition technique, which was 

adapted from McCrory et al.92 was applied to form NiCoOx, NiFeOx, and CoFeOx films 

(Table 3.1). However, due to availability and safety concerns, NH4ClO4 was replaced by 

(NH4)2SO4.
ii 

 

 

i Depending on availability, 1 M H2SO4, 0.1 M H2SO4, and 0.1 M HClO4 were utilized 

ii The successful deposition was verified by X-Ray Photon Spectroscopy. 
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Table 3.1 Solution composition and conditions for the metal oxy-hydroxide films deposition. 

Note that the specified rotation speeds were only applied to the macroscopic disk electrodes, but 

not to the microelectrodes. Adapted with permission from ref. [90]. 

Catalyst Solution composition pH Deposition Condition 

NiOx 0.13 𝑀 𝑁𝑖𝑆𝑂4  ∙ 6 𝐻2𝑂 

0.13 𝑀 𝑁𝑎𝑂𝐴𝑐 

0.10 𝑀 𝑁𝑎2𝑆𝑂4 

6.94 Anodic deposition, potential cycle between  0.97 

and 1.83 V vs RHE at 50 mVs-1, 400 rpm 

CoOx 0.10 𝑀 𝐶𝑜𝑆𝑂4 ∙ 7 𝐻2𝑂 

0.10 𝑀 𝑁𝑎𝑂𝐴𝑐 

0.10 𝑀 𝑁𝑎2𝑆𝑂4 

7.43 Anodic deposition, potential cycle between 

1.30  and 1.70 V vs RHE at 50 mVs-1, 400 rpm 

NiFeOx 9.0 𝑚𝑀 𝑁𝑖𝑆𝑂4 ∙ 6 𝐻2𝑂 

9.0 𝑚𝑀 𝐹𝑒𝑆𝑂4 ∙ 7 𝐻2𝑂 

7.3 𝑚𝑀 (𝑁𝐻4)2𝑆𝑂4 

2.32 Cathodic deposition, constant current of 

50 mA cm-2 for 40 s, 1200 rpm 

CoFeOx 0.4 𝑚𝑀 𝐶𝑜𝑆𝑂4 ∙ 7 𝐻2𝑂 

0.36 𝑚𝑀 𝐹𝑒𝑆𝑂4  ∙ 7 𝐻2𝑂 

1.35 𝑚𝑀 (𝑁𝐻4)2𝑆𝑂4 

5.4 Cathodic deposition, constant current of 

125 mA cm-2 for 30 s, 1200 rpm 

NiCoOx 10 𝑚𝑀 𝑁𝑖𝑆𝑂4 ∙ 6 𝐻2𝑂 

10 𝑚𝑀 𝐶𝑜𝑆𝑂4 ∙ 7 𝐻2𝑂 

20 𝑚𝑀 𝑁𝑎2𝑆𝑂4 

20 𝑚𝑀 𝐻3𝐵𝑂3 

4.72 Cathodic deposition, constant current of 

50 mA cm-2 for 180 s, 400 rpm 

IrOx Ir (111) crystal 

0.1 𝑀 𝐻𝐶𝑙𝑂4 

1.04 Potential cycling between 0.7 and 1.575 V vs 

RHE at 50 mV s-1, 400 rpm 

PtOx Pt (pc) crystal 

0.1 𝑀 𝐻𝐶𝑙𝑂4 

1.04 Constant potential 1.1 V vs RHE, 400 rpm 

PtNi 

“UPD” 

Pt (pc) microelectrode 

0.10 𝑀 𝐻2𝑆𝑂4  

2.5 𝑚𝑀 𝑁𝑖𝑆𝑂4 

0.70 Constant potential 0.051 V vs RHE (220 s) 

 

PtNi 

“OPD” 

Pt (pc) microelectrode 

0.10 𝑀 𝐻2𝑆𝑂4  

2.5 𝑚𝑀 𝑁𝑖𝑆𝑂4 

0.70 Constant potential 0.051 V vs RHE (220 s) 

Followed by constant potential -0.031 vs RHE 

(25 s) 
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For the PtOx and the IrOx films, the surface of a Pt(pc) and an Ir(111) crystal were oxidized. 

For PtOx this was achieved by holding the potential at 1.2 V vs RHE for 1 minute. The 

surface of the Ir(111) crystal was oxidized as described by Ganassin et al.95. This was 

realized by the potential cycling (scan rate: 50 mV s-1) in 0.1 M HClO4 electrolyte within 

a potential window from 0.7 V to 1.575 V vs RHE until the CVs were stabilized. 

For the sake of clarity, the (deposition) solution compositions and the deposition conditions 

are summarized in Table 3.1.  

 

Nickel islands on Pt 

Pt decorated with small Ni(OH)2 islands is a promising catalyst for the HER146 and one aim 

of this thesis was to investigate its performance at electrolyzer conditions. To prepare such 

an electrode, a Pt microelectrode was immersed into an electrolyte containing 0.1 M H2SO4 

(96% Suprapure, Merck, Germany) and 2.5 mM NiSO4 (Sigma-Aldrich, Germany). Nickel 

hydroxide was then underpotentially deposited147,148 by applying a potential of 0.051 V vs 

RHE. After        220 s the electrode was extracted (still under potential control) to achieve 

a partial Ni-coverage.  

For a higher Ni-coverage, a similar procedure is used, however, after the underpotential 

deposition (UPD) the potential was decreased to -0.031 V vs RHE for 25 s before the 

electrode was pulled out. This second electrode should have a higher coverage of Ni. 

Details about this protocol can be found in Table 3.1.    
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Nanoparticles 

Porous catalyst layers were required to validate the applicability of our new method to 

determine the ECSA of oxide materials (presented in Chapter 4.1). For this purpose, 

commercial catalysts were utilized to prepare an ink, which was then drop casted on an 

RDE tip and dried. For preparing the porous PtOx/C catalyst layer an ink was mixed using 

10 mg Pt/C (20 wt. %, Tanaka Kikinzoku, Japan), 54 µl Nafion solution (5 wt. %, DuPont, 

USA), 1.446 ml isopropanol (96%, Sigma Aldrich, Germany) followed by applying 

ultrasonication (10 min, 35 kHz, 40 W) with 3.6 ml H2O to disperse the catalyst 

homogeneously. The ink was then drop casted on a preheated (80 °C) glassy carbon RDE 

tip (d = 5 mm), which was rotated (100 rpm) to ensure a uniform coverage. A heat gun 

(PHG 600-3, Bosch, Germany) was utilized to dry the ink quickly. The surface of the Pt 

nanoparticles was subsequently oxidized in the electrochemical cell. The IrOx/C layer was 

produced similarly, using 10 mg Ir/C (20 wt.%, Premetek, USA) of the catalyst instead of 

Pt/C. The catalyst was oxidized by potential cycling (similar to the oxidation of the Ir(111) 

crystal). Table 3.2 summarizes the ink composition and the drop casting procedure. 

Table 3.2. Ink composition and conditions for the metal oxy-hydroxide films deposition. 

Adapted with permission from ref. [90].  

Catalyst Ink composition Deposition Condition 

PtOx/C 

 

10 mg Pt/C (20 wt. %), 54 µl 

Nafion solution (5 wt. %), 

1.446 ml isopropanol, 3.6 ml H2O 

10 µl of the ink drop-casted on a pre-heated (80°C) 

glassy carbon electrode (100 rpm) 

IrOx/C 10 mg Ir/C (20 wt. %), 54 µl  

Nafion solution (5 wt. %), 

1.446 ml isopropanol, 3.6 ml H2O 

10 µl of the ink drop-casted on a pre-heated (80°C) 

glassy carbon electrode (100 rpm) 
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Preparation of surface-mounted metal organic frameworks (SURMOFs) 

A Pt microelectrode, which served as a substrate, was pretreated by immersion into a 20 

µM 16-mercaptohexadecanoic acid (MHDA) in ethanol/acetic acid (5%) for 24 h. After a 

washing step with ethanol/acetic acid (10%), the substrate was exposed to 2% triethylamine 

(Et3N)/ethanol solution for 5 min. On the resulting self-assembled organic monolayers 

(SAMs), the catalyst films were grown. Therefore, the electrode was first immersed into a 

metal containing solution (0.5 mM NiCl2 and 0.5 mM CoCl2 in ethanol/water (v/v = 17:1)) 

for 10 min. Then, the unstable metal ions were removed through a washing step with 

ethanol (2 min). Afterwards, exposure to the linker solution (H2BDC (0.2 mM) in 0.3 mL 

Et3N) for 10 minutes, followed by a washing step to remove unstable linkers, forms a layer 

of organic linkers. This allows to deposit an additional layer of metal ions, as displayed in 

Figure 3.4. Each step is self-limiting, which enables a very defined layer-by-layer growth. 

To automatize the deposition procedure, a homebuilt automated pump system was applied. 

During the film growth, the temperature was set to 60 °C. More experimental details can 

be found in the publication, attached to this work.  

 

Figure 3.4. Approach used to synthesize the [M(BDC)] SURMOF directly on the electrode 

substrate. (M = Ni2+, Co2+; BDC, 1,4-benzenedicarboxylate; MHDA, 16-mercaptohexadecanoic 

acid.) Initially, a SAMs was formed on the Au substrate, using MHDA. Subsequently, the 

electrode was alternately immersed in metal-salt and a linker solution, accompanied by washing 

steps. Each step is self-limiting, which allows a very defined layer-by-layer growth. Adapted 

with permission from ref. [149]. 
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3.1.4 Equipment 

For the sake of clarity all the equipment used in this work is listed in Table 3.3 

Table 3.3. List of equipment. 

Device Specifications Company 

AFM Multimode EC-STM/AFM instrument 

with a Nanoscope IIID controller 

Veeco Instruments, 

Germany 

AFM tips RTESP-300 Bruker, Germany 

Heat gun  PHG 600-3 Bosch, Germany 

Potentiostats VSP-300 Bio-Logic, France 

 Autolab PGSTAT302N Metrohm, France 

Pump systems  Homebuilt, TUM 

Quartz crystal 

microbalance 

analyzer 

Q-Sense E4 Auto Biolin Scientific, 

Germany 

RDE Rotator MSR Rotator Pine Research 

Instruments, USA 

Reference electrodes HydroFlex (RHE) Gaskatel, Germany 

 Hg/ Hg2SO4 (0.6 M K2SO4) Schott, Germany 

 Ag/AgCl (3 M KCl) Schott, Germany 

Thermostat MA-26 Heating Circulator Julabo, Germany 

Water purification 

systems 

Evoqua Ultra Clear 10 TWF 30 UV Evoqua, Germany 

XPS X-ray source: XR 50, Al K-alpha anode 

(1486.61 eV) 

Specs, Germany 

 hemispherical energy analyzer PHOIBOS 

150 (150 mm mean radius) 

Specs, Germany 
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3.1.5 Materials 

Important materials, which were used for this work are summarized in Table 3.4 

Table 3.4. List of Materials. 

Material Specifications Company 

Argon Ar – 5.0.  

 

Air Liquide, Germany 

Carbon monoxide CO – 4.7 Air Liquide, France 

Glassy Carbon 

Electrode 

Diameter: 5mm Pine Research 

Instruments, USA 

 Diameter: 5mm (homemade) LEPMI, France 

Hydrogen H2– 5.0 Air Liquide, Germany 

Ir/C 20 wt.% Premetek, USA 

Iridium crystal Ir(111) 99.99%, Diameter: 5mm, oriented 

better than 0.1° 

Mateck, Germany 

Oxygen O2 – 4.7 Linde, Germany 

Platinum crystal Pt(pc) - 99.99%, Diameter: 5mm. 

roughness: 30nm 

Mateck, Germany 

 Pt(111) Diameter: 10mm, oriented better 

than 0.1° 

Icryst, Jülich Germany 

Platinum 

microelectrode 

Pt(pc), Diameter: 25 µm Ch Instruments, USA 

Platinum wire (CE) Pt-wire – 99.99%, Diameter: 0.25 mm.  

 

GoodFellow, Germany 

Platinum mesh (CE) Pt mesh – 99.99% GoodFellow, Germany 

Pt/C TEC10 V20E, 20 wt.% Tanaka Kikinzoku 

Kogyo, Japan 

QCM substrate Surface: Au(pc)  Biolin Scientific 
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3.1.6 Chemicals 

All chemicals utilized in this work were used as received and are listed in the table below 

(Table 3.5). 

Table 3.5. List of chemicals 

Chemical Specifications Company 

16-Mercaptohexa-

decanoic acid 

HS(CH2)15CO2H (99%) Sigma-Aldrich, 

Germany 

Acetic acid CH3CO2H (>99%) Sigma-Aldrich, 

Germany 

Ammonium sulfate (NH4)2SO4 (>99%) Sigma-Aldrich, 

Germany 

Cobalt chloride CoCl2·6H2O (98%)  ABCR, Germany 

Cobalt sulfate CoSO4·7H2O (>99%), Sigma-Aldrich, 

Germany 

Ethanol C2H5OH (99.8%) VWR 

Hydrogen peroxide H2O2  (30%, Suprapur) Merck, Germany 

Iron sulfate FeSO4·7H2O (>99%) Sigma-Aldrich, 

Germany 

Nafion solution Nafion 117, 5 wt.% in lower aliphatic 

alcohols,  

Sigma-Aldrich, 

Germany 

Nickel chloride NiCl2·6H2O (99.3%) Alfa Aesar, Germany 

Nickel sulfate NiSO4·6H2O (>99%), Sigma-Aldrich, 

Germany 

Perchloric acid HClO4 (Suprapur) Merck, Germany 

Potassium hydroxide KOH (85%) VWR, Germany 

 KOH (85%) Grüssing, Germany 

Sodium acetate NaOAc (>99%) anhydrous Sigma-Aldrich, 

Germany 

Sodium sulfate Na2SO4 (>99%), anhydrous Sigma-Aldrich, 

Germany 

Sulfuric acid H2SO4 (96%, Suprapur) Merck, Germany 

Terephthalic acid C6H4-1,4-(COOH)2 (98%) Sigma-Aldrich, 

Germany 

Triethylamine C6H15N (99%) Acros (USA) 
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3.1.7 Software 

The software utilized for data evaluation and controlling devices in this work are 

summarized in Table 3.6. 

Table 3.6. List of Software 

Name Type Company 

Analysis of EIS data EIS Data Analysis 1.3150,151 Homemade, Prof. Dr. 

A. S. Bandarenka 

AFM data acquisition Nanoscope 5.31r1 Brucker, Germany 

Routine data analysis OriginPro 2018B OriginLab, USA 

Software for 

potentiostat (VSP-

300) 

EC-LAB Version 10.40 and 11.30 BioLogic, France 

Software for 

potentiostat (Autolab) 

Nova 2.0 Metrohm, Netherlands 

XPS  SpecsLab Prodigy 4.8.3-r48573 SPECS, Germany 
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3.2 Experimental techniques 

This section presents the main surface science techniques used in this work. X-Ray 

Photoelectron spectroscopy (XPS) and Atomic Force Microscopy (AFM) were utilized to 

investigate the elemental composition and morphology of the electrode surface, 

respectively. Electrochemical methods include galvanostatic methods, Cyclic Voltammetry 

(CV) and Electrochemical Impedance Spectroscopy (EIS).    

 

3.2.1 Electrochemical techniques 

3.2.1.1 Cyclic Voltammetry 

Cyclic Voltammetry is a frequently used electrochemical technique to investigate 

electron transfer initiated processes. Although the technique itself is easily applicable, it 

can disclose valuable information about the electrochemical system. Beginning from a 

starting potential E1, the electrode potential is linearly ramped over time upwards (anodic 

scan) or downwards (cathodic scan) until the potential E2 is reached. Subsequently, the scan 

direction is reversed until the potential is equivalent to the initial potential E1. This is 

typically repeated multiple times, while the current is measured as shown in Figure 3.5 

(A). In addition to the potential limits (E1 and E2), the scan rate [mV s-1] is an important 

parameter, which needs to be considered. The current is typically plotted versus the applied 

potential; the graph is called a cyclic voltammogram.115 Figure 3.5 (B) shows a typical 

example: the cyclic voltammogram measured for a polycrystalline platinum electrode, 

which has been adapted from the literature152. Different regions can be identified according 

to the processes occurring at the catalyst surface. Between the potentials between ~0.05 V 

and ~1.50 V is the so-called “water window” for platinum, which means neither hydrogen 

nor oxygen is evolved at the working electrode.iii Close to the cathodic limit is the hydrogen 

adsorption/desorption region. Scanning from the potentials of 0.3 V vs RHE in the cathodic 

direction results in an adsorption of protons on the platinum surface accompanied by a 

transfer of electrons. At the anodic scan, the layer of protons is then oxidized. At these 

 

iii The production rate is barely measurable.  
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potentials, it is energetically favorable for adsorbates to form a single monolayer. This is 

called underpotential deposition UPD and allows to estimate the electrochemically active 

surface area ECSA of platinum electrodes by integration of the charge of this peak. At 

slightly more anodic potentials there is no redox reaction ongoing, and the current results 

from the capacitive behavior of the electrode. The difference between anodic and cathodic 

current equals twice the change of electrochemical potential over time (scan rate) 

multiplied by the double layer capacitance 𝐶𝑑𝑙. At even higher anodic potentials the 

platinum surface begins to oxidize, and an oxide layer is formed, which can subsequently 

be reduced at the cathodic scan. In comparison to the adsorption of protons, this 

oxidation/reduction of the platinum surface is less reversible, which means that the peaks 

are energetically shifted away from each other. The shape of a cyclic voltammogram can 

be very characteristic for certain catalysts surfaces. For instance, a Pt(111) surface can be 

easily distinguished from polycrystalline or stepped platinum surfaces by CV.  

In this study, CV is used for different purposes, as will be reported in the following. The 

electrodes are cleaned from contaminations or residual catalyst films by cycling the 

electrodes in a relatively large potential window that exceeds the “water window” in acidic 

electrolytes. This alternating polarization leads to a quicker erosion of the surface layers 

than by applying an anodic potential only. To confirm the successful removal of e.g. an 

OER catalyst film from the substrate through cleaning, the cyclic voltammogram was 

compared to the one of a clean electrode. Furthermore, in case of the fresh OER catalysts, 

the activity towards the OER was compared. Further, for the deposition of certain catalyst 

films (NiOx and CoOx) on a substrate, the thin films were deposited anodically by cycling 

the electrodes in the deposition solution. Moreover, CVs were utilized to precondition films 

of the carbon supported platinum Pt/C and the carbon supported iridium Ir/C nanoparticles 

before further measurements. Last, cyclic voltammetry was utilized to investigate 

electrocatalytic activities of the different catalysts.  
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(A)                                 

 

(B) 

 

Figure 3.5. Cyclic voltammetry. (A) Time dependence of the applied potential during cyclic 

voltammetry. (B) A typical cyclic voltammogram recorded for a (poly)crystalline Pt electrode. 

This figure is adapted from ref. [152] (license: CC BY 3.0) 

 

3.2.1.2 Electrochemical Impedance Spectroscopy 

Electrochemical Impedance Spectroscopy (EIS) has been employed as another 

important electroanalytical technique in this thesis. EIS can provide information about 

reaction kinetics, electrode capacitance, as well as electrolyte and contact resistances. The 

interpretation of the obtained data, however, is often complex and requires initial 

assumptions. To probe the frequency dependent complex resistance (the so-called 

impedance Z), EIS is typically performed under quasi-stationary conditions at a fixed 

potentialiv.  This means in practice that for potentiostatic EIS, a fixed potential E is applied 

and modulated with a small sinusoidal signal ΔE and frequency f, while the current I is 

measured. Typically, this is repeated for a broad range of frequencies. For industrial 

applications, such as e.g. fuel cells or electrolyzers, it is more practical to control the current 

while recording the potential (galvanostatic EIS). The response of an electrochemical 

system on a perturbation is in general non-linear. However, if the sine-shaped perturbation 

is sufficiently small, the response is quasi-linear, which means, that it also follows a sine-

shape with the same frequency, but is phase shifted by ∆φ. Hence, independent if EIS is 

 

iv It must be noted that there are also nonstationary applications of EIS 
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performed in potentiostatic or galvanostatic mode, it is important that the amplitude of the 

applied potential/current is sufficiently small (which depends on the degree of local 

linearity of the electrochemical system at the chosen potential/current), but also large 

enough not to interfere with the background noise. According to common practice, 

amplitudes between 2 mV and 30 mV are typically chosen in the potentiostatic mode. The 

quality of the recorded EIS data can be examined using the Kramer-Kronigs (KK) 

transform test, which relates the frequency dependent real part ReZ(f) with the imaginary 

part ImZ(f) of the impedance. To clarify a widespread misconception: fulfilling the 

requirements of the KK relation is a necessity, but not sufficient to guarantee good 

impedance data. The impedance data are most commonly represented by relating (-)ImZ vs 

ReZ in so-called Nyquist plot (see Figure 3.6(A)). This relatively comprehensible way of 

presenting the data is most popular, however, it lacks information about the frequency 

dependence. The Bode representation solves this problem by showing the absolute value 

|Z| and ∆φ vs the frequency f, as shown in Figure 3.6 (B). 115,153 

 

(A) 

 

(B) 

 

Figure 3.6. Exemplary EIS data (open symbols), (A) in Nyquist and (B) in Bode representation. 

Fitting these data (see solid lines) is required to extract important information about the system. 

Adapted with permission from ref. [89].  
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As described before, data analysis is typically complex and requires information about the 

electrochemical system and at least a rough background knowledge about possible 

reactions and their mechanism(s) occurring at the electrode (or system) under investigation. 

These assumptions can be used to formulate equations to describe the Faradaic and non-

Faradaic current resulting from small perturbations. In turn, this can be used to derive an 

equation for the total impedance of the system. Often this equation is (if possible) 

represented in form of an equivalent electric circuit (EEC), which facilitates understanding. 

However, it has to be emphasized that the EECs in this work are not arbitrary but based on 

electrochemical phenomena and their influence on the impedance. Accordingly, the model 

can be applied to fit the recorded impedance data. In cases where the model cannot fit the 

impedance data sufficiently, or some parameters are not well defined (e.g. the case if a side 

reaction was accounted but does not contribute), the model needs to be readjusted. Once a 

good fitting is achieved, the model should be further validated and checked for plausibility. 

For instance, experimental conditions are varied, and the influence on the fitting parameters 

have to be carefully evaluated and compared with theoretical predictions. 115,153  

An exemplary EEC which was also used in Chapter 4.1 is shown in Figure 3.7.  

 

Figure 3.7. Proposed EEC for the fitting EIS data in OER regime. Ru, Zdl, Rct, Ca, and Ra 

correspond to the uncompensated resistance, double layer impedance, charge transfer resistance, 

adsorption capacitance and adsorption resistance, respectively.  
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3.2.2 X-Ray photoelectron spectroscopy 

Several decades after the discovery of the photoelectric effect in 1887 and its 

explanation by Albert Einstein in 1905, the research group of Kai Siegbahn was the first to 

show the potential of photoelectron spectroscopy (XPS) by utilizing the photoelectric effect 

and record a high energy resolution XPS spectrum of an NaCl crystal in 1954.154,155 

XPS is a highly surface sensitive technique allowing quantitative analysis of material 

surface composition. This non-destructive technique is able to detect elements with atomic 

number (Z) of 3 and larger. These devices usually operate under high vacuum (10-9 mbar) 

and use an X-ray beam, which is focused onto the sample surface. The photons eject 

electrons from the sample surface, which eventually hit the detector where their kinetic 

energy 𝐸𝑘𝑖𝑛 is determined. The principle is based on the photoelectric effect, as shown in 

Figure 3.8 (A).  The electromagnetic wave of a photon can interact with an electron by 

transferring its energy entirely on it, effectively vanishing the photon. This is only possible, 

when the energy of the photon 𝐸𝑝ℎ𝑜𝑡𝑜𝑛 =  ℏ𝜔 exceeds the binding energy of the electron. 

The exceeding energy of the photon results in kinetic energy of the electron 𝐸𝑘𝑖𝑛′. However, 

a certain amount of the initial kinetic energy 𝐸𝑘𝑖𝑛′ is lost before the electrons reach the 

detector so that the energy of the detected electrons is 𝐸𝑘𝑖𝑛=𝐸𝑘𝑖𝑛
′ − 𝜙𝑤, where 𝜙𝑤 is the 

so-called work function.156 

Hence, the binding energy 𝐸𝑏𝑖𝑛𝑑 of a detected electron can be determined by: 

 𝐸𝑏𝑖𝑛𝑑 = ℏ𝜔− (𝐸𝑘𝑖𝑛 +𝜙𝑤), (3.6) 

 

Each orbital of each element has a very characteristic binding energy, which is influenced 

e.g. by the chemical state of the element resulting in so-called chemical shift of the 

corresponding XPS spectrum. This allows the discrimination of different elements as well 

as the discrimination of different oxidation states and even a quantitative analysis of the 

surface species by comparing the peak integrals. 
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(A) 

 

           (B) 

 

Figure 3.8. X-ray photoelectron spectroscopy. (A) The technique is based on the photoelectric 

effect: a photon interacts with a bound electron and transfers its energy completely to it. (B) 

Photography of the XPS setup: at the top is the hemispherical analyzer which records the electron 

energy. 

For this work, an XPS by SPECS, which operates at UHV and equipped with a SPECS 

PHOIBOS 150 hemispherical energy analyzer was utilized. As shown on Figure 3.8 (B), 

this device has three chambers, the load lock, which is serving as an airlock, a preparation 

chamber (which also serves as additional protection to maintain the vacuum level) and the 

main chamber to which the X-ray source and the detector are connected. The X-rays are 

generated by accelerating electrons, which are released from a hot electron by a high 

voltage of 12 kV towards an Aluminum target. This target then emits the x-rays, which are 

subsequently filtered by a monochromator, resulting in a monochromatic x-ray beam of 

1486.61 eV. 
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3.2.3 Atomic force microscopy 

The first atomic force microscope (AFM) was developed by G. Binning, C. F. Quate 

and C. Gerber in 1985.157 This technique is a type of scanning probe microscopy and is 

based on short-ranged forces at the atomic scale as described below. This method often 

reaches atomic resolution and does not require conductive sample surfaces. 

(A)

 

(B)

(C)

 

Figure 3.9. (A) Schematic of the working principle of an atomic force microscope. The tip 

mounted on a cantilever probes the samples surface, which interacts via attracting and repelling 

forces. The resulting deflection of the cantilever is monitored using a laser beam, which is 

reflected by the cantilever to a field of photodiodes. (B) Scanning electron microscope (SEM) 

image of the cantilever and (C) transmission electron microscope (TEM) image of the tip. In 

order to have an optimal resolution, the tip needs to be pointy, even at the atomic scale. (B) and 

(C) are adapted from refs. [158,159] with permission. Copyright AIP Publishing. 

The principle of this technique is the following: As shown in Figure 3.9 (A), a cantilever 

with a very sharp tip (B,C) is utilized to scan across the sample while the force between 

this tip and the sample is measured. The cantilever acts as a small spring and even small 

deflections of its position can be visualized by a laser, which is reflected at the cantilever 

towards a photodetector. This allows to measure the extremely small forces (10-18 N)[157] of 

the sample atoms, which attract or repel the tip.  
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The forces acting on the tip can be estimated using the Lennard-Jones potential. A 

qualitative and simplified explanation for the shape of the potential is the following. If the 

atom at the tip comes to very close distance to the atoms at the sample surface, the electronic 

orbitals of these atoms start to overlap, which forces these electrons (according to Pauli’s 

Principle) to occupy states of higher energy, which results in a relatively strong repulsive 

force as shown by Figure 3.10. However, at larger distances attracting forces like Van-der-

Waal forces dominate. 

 

Figure 3.10. Schematic explanation of the Lennard-Jones potential. Depending on the selected 

distance between tip and sample, the tip is affected by an attractive or (and) repulsive force.  

Adapted from ref. [160] (open access, license: CC BY 3.0) 

Three main operation modes for the AFM exist: 

The non-contact mode, where the tip is kept at a distance where the attractive force 

dominates, the contact mode in repulsive regime and the tapping mode, where the tip 

oscillates between both regimes. In brief, the resolution improves with shorter distance to 

the sample but also the probability to scratch the sample’s surface. For this work, the 

tapping mode was chosen, where the tip oscillates slightly above the resonance frequency. 

A constant (average) height level is ensured by a feedback-loop measuring the oscillation 

amplitude (20-100 nm) and readjusting and measuring the height.160,161 
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4 Results and Discussion 

4.1 Determination of electroactive surface area 

of oxide materials 

This part of the dissertation deals with the up-to-date difficulties related to the 

experimental determination of a real electroactive surface area (ECSA) of oxide materials. 

A novel method addressing this issue has been developed and has been reported in two 

scientific articles89,90 . Those can be found in the Appendix. In this Chapter, the concept of 

the method is presented, firstly. Further, its validity is proven even for the non-trivial case 

of catalyst nanoparticles on a solid support. The results presented in this chapter were 

published in: “S. Watzele, A.S. Bandarenka. Quick determination of electroactive surface 

area of some oxide electrode materials. Electroanalysis 28 (2016) 2394-2399” and “S. 

Watzele, P. Hauenstein, Y. Liang, S. Xue, J. Fichtner, B. Garlyyev, D. Scieszka, F. Claudel, 

F. Maillard, A.S. Bandarenka. Determination of electroactive surface area of Ni-, Co-, Fe-, 

and Ir-based oxide electrocatalysts. ACS Catalysis 9 (2019) 9222-9230” (see Chapter 6.3) 

 

4.1.1 Motivation 

Concerning functional materials, transition metals and their oxides/perovskites are 

of high importance. Oxides show a remarkable variety of applications being used for 

medical purposes, in superconductors, supercapacitors, batteries or classical heterogeneous 

catalysts and electrocatalysts. However, compared to metals, there is a serious lack of their 

understanding. This lack of information is partially originated from the difficulties of the 

electroactive surface area (ECSA) determination. The ECSA is a crucial parameter not only 

http://dx.doi.org/10.1002/elan.201600178
https://doi.org/10.1021/acscatal.9b02006
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for fundamental studies but also  for the optimizations in industrial applications. For 

example, current research in the field of electrocatalysis focusses on the synthesis of 

supported nanostructures to increase the active surface area. Furthermore, monitoring the 

ECSA over time can provide insight into aging behavior of these materials. 

 

4.1.2 Definition of the problem 

The determination of the ECSA using classical techniques can be more or less 

complicated depending on the structure and manufacturing process of the electrode. Figure 

4.1 (A) and (B) sketch two different cases. The situation is relatively simple when the 

electrode consists of the catalyst material, or it is entirely covered by a non-porous catalyst 

layer (see Figure 4.1 (A)). However, often the presence (and amount) of pores in the 

catalyst film and their contribution to the ECSA is unclear.  

(A) 

 

(B) 

 

Figure 4.1. Scheme of different electrode coatings. The catalyst particles are represented with 

the red dodecahedra. In the simplest scenario (A), the particles cover the entire electrode and no 

substrate is exposed. In reality, the situation is often different as some part of the substrate is 

exposed. For instance, the catalyst might be supported by an inactive material (to prevent the 

agglomeration of the catalyst particles), which can also be exposed as shown in (B). 

The general case is, however, much more challenging as schematized by Figure 4.1 (B). 

Typically, the (active) catalyst does not cover the whole surface of an electrode. 

Furthermore, it often consists of nanoparticles, which decorate an inactive the support 
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material. This support is utilized to prevent agglomeration of the particles, which would 

decrease the ECSA. In such a case, the methods, which simply measure the samples surface 

area cannot be applied for the accurate ECSA determination. 

 

4.1.3 State-of-the-art approaches 

Before presenting the details of the newly developed method, it makes sense to take 

a look at state-of-the-art approaches used for the estimation of the electroactive area. The 

principles of the most common techniques are presented in the following and their 

advantages and disadvantages are summarized. 

 

4.1.3.1 Brunauer-Emmett-Teller method 

The principle of Brunauer-Emmett-Teller (BET) method utilizes a phenomenon of  gas 

molecules adsorption on the surface of a solid material. Hereby, the surface area, especially 

of powders or porous materials can be determined. Unfortunately, the thereby measured 

surface area is only equivalent to the ECSA in very special cases. For instance, even for the 

case shown by Figure 4.1 (A), nanopores which are accessibly by the gas atoms but not by 

electrolyte are erroneously accounted for the surface area. The situation sketched by Figure 

4.1 (B) would be even worse, as the surface area would be a sum of the surface areas of the 

electrode, the support and the catalyst.91, 162 

 

4.1.3.2 Microscopic techniques 

AFM (see Chapter 3.2.3) and scanning electron microscopy (SEM) can in principle map 

the morphology of a flat electrode with an atomic resolution. However, the resolution is 

decreased for very rough samples, and porous structures cannot be accurately measured. 

Obviously, it is not useful for the case shown by Figure 4.1 (B). Transmission electrode 

microscopy (TEM) can image single particles and allows to assess their size and shape. 
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Metal based particles can be usually distinguished from nonmetallic support (e.g. carbon). 

Thus, it allows a rough estimation of the surface area of the catalyst, assuming the regarded 

particles are representative for the whole catalyst. 163,164 

 

4.1.3.3 Double layer capacitance 

This technique of the surface area determination of electrode materials is based on the 

Gouy-Chapman-Stern theory. During a measurement the capacitive behavior of an 

electrode is evaluated in a potential region, where only the electrical double layer 

contributes to this capacitance. This type of capacitance can be determined by CV or EIS. 

Due to the lack of alternatives, this method is commonly used to estimate the ECSA of 

oxide materials, although even for unsupported catalysts, it can show high inaccuracies (up 

to 700%)92. Evidently, this method is not meaningful for the situation of supported catalyst 

because similar to the BET method, as it does not distinguish between active (catalyst) and 

inactive material (support / electrode).165,166 

 

4.1.3.4 Techniques based on adsorption  

A variety of techniques is based on the principle of species, which adsorb specifically on 

metal surfaces. In contrast to the before mentioned techniques, only the surface area of the 

active material is measured without the contribution of the surface area of the inactive 

support (Figure 4.1 (B), which appears as an obvious advantage. Unfortunately, these 

methods are only applicable for certain metals and, with few exceptions, cannot  be used 

for the analysis of  oxide materials.91  

 

Adsorption of hydrogen 

Some transition metals adsorb hydrogen (atoms) at their surface already at potentials, which 

are more anodic compared to the onset of the HER. The associated charge can be measured 

e.g. by the CV. Therefore, the corresponding adsorption/desorption peaks are corrected for 
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the current originating from the charging of the double layer capacitance and then 

integrated. Thus, the charge per surface area for a “saturated coverage” depends on the 

crystal facet.167,168 Note that a full coverage is not reached due to entropic reasons, but this 

method can still be applied using empirical values for the surface specific charge.  

For the case of polycrystalline Pt, a value of 210 µC cm-2 has been found.169,170 This method 

is well suitable for platinum catalysts but can be in principle extended to Ir and Rh.171,172 

However, in the latter cases, only a fractional surface coverage might be reached causing 

inaccuracies. Another source of inaccuracies for Pt surfaces is the subtraction of the current 

originating from charging of the electrical double layer, as the adsorbed species can also 

influence the capacitive parameters of the phase boundary.91 

 

Adsorption of oxygen 

This technique can be utilized, similar to the previously shown technique. However, this 

applies for materials, which show the adsorption of a monoatomic layer of oxygen at 

potentials lower than the onset of the OER. This method is typically only used, when 

hydrogen adsorption is not applicable. For instance, surface specific adsorption charge 

values for Au are found in the literature.173,174 Note that this method is not applicable for 

materials where several layers get oxidized. 

 

Underpotential deposition of metals  

This method is similar to the one utilizing adsorption of hydrogen, but here a potential is 

applied, which only allows the adsorption of metal cations (from the electrolyte) to form 

one monolayer. Cu, Ag, or Pb are typically used as adatoms175,176. This allows the 

determination of surface area of Pt but also of e.g. Cu, Ag, and Ru layers 176,177 and is 

especially suitable in the case of supported catalysts. Remarkably, Hg underpotential 

deposition is one of the few state-of-the-art techniques, which allow to determine the ECSA 

of IrOx catalysts.178 However, a drawback of this method is that the measurement usually 

requires exchanging the electrolyte and can also contaminate the electrochemical cell with 

some residues. 
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Adsorption of carbon monoxide  

Another possibility for an in-situ measurement of the ECSA is the adsorption of CO (carbon 

monoxide) on the electrode surface. This can be applied to e.g. for Pt or Ir surfaces.178,179 

The electrode is immersed in a CO-containing electrolyte and a potential is applied, which 

allows the adsorption of (almost) one monolayer. The CO is then removed from the 

electrolyte (while keeping the potential). Subsequently, the potential is typically cycled 

towards more anodic potentials. Depending on the catalyst and surface facet the CO 

oxidizes at a certain potential to CO2. The charge of this Faradaic current can be attributed 

to the ECSA. Similar approaches are reported for the adsorption of I2 on e.g. Au surfaces.180 

 

4.1.4 Principles of the developed method  

The principles of the new method is based, similar to the above-mentioned 

conventional methods, on specific adsorption. It takes advantage of the oxygen evolution 

reaction, which involves several specifically adsorbed reaction intermediates that can be 

reversibly adsorbed. This manifests itself in an adsorption capacitance Ca, which can be 

measured via electrochemical impedance spectroscopy89,90. This capacitance correlates to 

the ECSA. 

For the sake of clarity, in the further discussion the generally accepted simplified OER 

reaction pathway is used181: 

 4OH-  ⇄  *OH + 3OH- + e- (4.1) 

 *OH + 3OH-  ⇄  *O + H2O + 2OH- + e- (4.2) 

 *O + H2O + 2OH-  ⇄  *OOH + H2O + OH- + e- (4.3) 

 *OOH + H2O + OH-  ⇄  O2 + 2H2O + e- (4.4) 
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This reaction is associated with three specifically adsorbed OER reaction intermediates: 

*OH, *O, and *OOH. Note that the asterisk (*) denotes a surface adsorption site. 

(A)  (B) 

 

 

 

 

 

Figure 4.2. Specific adsorption of OER reaction intermediates as the origin of the adsorption 

capacitance Ca. (A) Schematic representation of a catalyst nanoparticle on an inactive support. 

The OER involves the reversible adsorption of reaction intermediates to the electroactive 

surfaces. This takes place only on the active oxide particle but not on the support. Therefore, 

solely the ECSA contributes to Ca. (B) EEC for the analysis of the EIS spectra, recorded at the 

onset of the OER. The derivation of this physical model is shown in Chapter 4.1.5 Ru, Zdl, Rct, 

Ra, and Ca are the uncompensated resistance, the double layer impedance, the charge transfer 

resistance, the adsorption resistance, and adsorption capacitance, respectively. The latter two 

account for the specific and reversible adsorption of OER intermediates. Adapted with 

permission from ref. [90]. 

As sketched in Figure 4.2 (OER on particle) adsorption of some intermediates can be 

reversible, and the adsorbate coverage at the active material depends on the electrode 

potential. In contrast, the material, which is inactive at the applied voltage shows either no 

or just irreversible adsorption of the intermediates. Though, the adsorption capacitance (as 

will be shown in the next section) can be defined as: 

 
𝐶𝑎 = 𝑞

𝜕𝜃

𝜕𝐸
 

(4.5) 
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where 𝑞 is the charge of an adsorbate monolayer and 𝜕𝜃 the alternation of fractional 

coverage due to an applied probing signal 𝜕𝐸. Consequently, inactive materials with 

(locally) potential independent surface coverage 
𝜕𝜃

𝜕𝐸
~0 do not contribute to 𝐶𝑎, while active 

materials do, if their surface coverage is potential dependent 
𝜕𝜃

𝜕𝐸
≠ 0. Therefore, potentials 

close to the onset of OER are applied, where the material, which is under investigation is 

active and its surface coverage with adsorbates increases with the potential 
𝜕𝜃

𝜕𝐸
> 0. Thus, 

the surfaces of active materials do contribute to the adsorption capacitance, while inactive 

surfaces do not. This 𝐶𝑎 can be measured via EIS using the EEC introduced in 

Chapter 4.1.5 and should correlate with the ECSA. In other words, this method defines the 

ECSA as the area, which is accessible to the reversible adsorption of specifically adsorbed 

species of the OER (at the applied potential) and is similar to the area that can contribute 

to the OER. Further, this means, that parts of the catalyst, which are either not electrically 

connected to the electrode or blocked by e.g. oxygen bubbles do not account for the ECSA 

as shown in Figure 4.3. Therefore, this method can be also applied to investigate the 

blockage of the active surface area due to gas bubbles that typically accumulate when 

applying OER conditions over long time. Subsequent removal of those bubbles and re-

measurement of EIS allow to determine the ECSA of the catalyst itself to detect possible 

aging processes such as particle detachment. 
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(A) 

 

(B) 

 

Figure 4.3. (A) Blockage of ECSA due to oxygen bubbles. After OER activity or stability 

benchmarking experiments gas bubbles are often found to cover fractions of the electrode 

surface. Their origin has been discussed in Chapter 3.1.2. The red particles represent catalyst 

nanoparticles, some of which are not accessible to the electrolyte due to a gaseous phase 

(represented by the semitransparent hemispheres) and do not contribute to the ECSA. However, 

after removal of the oxygen bubbles (B) they contribute again to the ECSA. An advantage of the 

presented method is that such effects can be investigated in-situ. No exchange of electrolyte, that 

could lead to the dissipation of the gaseous phase is required. This allows to examine both the 

ECSA directly after experiments and the ECSA after removal of the blocking gas phase. 
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4.1.5 Explanation of the EEC 

This subchapter aims to introduce the EEC, which is used to analyze the EIS spectra 

and briefly assess its validity for the OER.  The following discussion is based on ref. [182] 

and [183] and adopted from our recent publication.90  

The AC response of an electrochemical system usually splits up into a non-Faradaic and a 

Faradaic part. An ideally polarizable electrode could charge up like a capacitor and would 

be described by the capacitance 𝐶𝑑𝑙 with the resistance of the electrolyte Ru in series. In 

reality, however, the response of the electrochemical double layer needs to be represented 

by  a constant phase element 𝑍𝑑𝑙 =
1

𝐶𝑑𝑙(𝑗𝜔)
𝑛 , where the exponent n accounts for the 

frequency dispersion of the double layer, while 𝑗 is the imaginary unit, and 𝜔 stands for the 

angular frequency. 

The response of Faradaic reactions manifests itself in a Faradaic impedance 𝑍𝑓 that is in 

parallel to 𝑍𝑑𝑙. For simplicity, it is assumed, that a reaction only involves one adsorbed 

reaction intermediate and a stepwise transfer of 2 electrons (𝑒−): 

 𝐴𝑠𝑜𝑙 + 2𝑒− 
𝑘−1
←  

𝑘1    
→    𝐵𝑎𝑑𝑠 + 𝑒− 

𝑘−2
←  

𝑘2    
→    𝐶𝑠𝑜𝑙 , 

(4.6) 

where 𝑘(−)1 and 𝑘(−)2  are the rate constants. Assuming a Langmuir adsorption isotherm, 

one can describe the reaction rates of both steps as: 

𝑣1 = 𝑘1
0𝛤∞𝐶𝐴(0)(1 − 𝜃𝐵) exp[−𝛼1𝑓(𝐸 − 𝐸1

0)]

− 𝑘−1
0 𝛤∞𝜃𝐵 exp[(1 − 𝛼1)𝑓(𝐸 − 𝐸1

0)] 

(4.7) 

𝑣2 = 𝑘2
0𝛤∞𝜃𝐵 exp[−𝛼2𝑓(𝐸 − 𝐸2

0)]

− 𝑘−2
0 𝛤∞𝐶𝐶(0)(1 − 𝜃𝐵) exp[(1 − 𝛼2)𝑓(𝐸 − 𝐸2

0)] 

(4.8) 

Here 𝑘1,2
0 , 𝛤∞, and 𝐶𝐴,𝐶(0) are the rate constants, the total surface concentration of active 

sites, and the concentration of species A and C at the surface, respectively. Further, 𝜃𝐵 is 

the fractional coverage of the active centers and 𝛼1,2 are the transfer coefficients. Moreover, 

𝑓 = 𝐹/𝑅𝑇 and 𝐸 − 𝐸1,2
0  are the differences of applied potential 𝐸 to the standard potentials 
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for both reactions 𝐸1,2
0 . 𝐹, 𝑅 and 𝑇 are the Faraday constant, the gas constant and the 

temperature, respectively. One can define an equilibrium potential, 𝐸𝑒𝑞, where both net 

reaction rates become zero182: 

 𝑒𝑥𝑝[𝑓(𝐸𝑒𝑞 − 𝐸1
0)] =

𝑘1
0

𝑘−1
0 𝐶𝐴

∗ 1−𝜃𝐵
∗

𝜃𝐵
∗  (4.9) 

𝑒𝑥𝑝[𝑓(𝐸𝑒𝑞 − 𝐸2
0)] =

𝑘2
0

𝑘−2
0 𝐶𝐶

∗
𝜃𝐵
∗

1 − 𝜃𝐵
∗  

(4.10) 

The equilibrium potential of the individual steps is of course dependent on the bulk 

concentration 𝐶𝐴,𝐶
∗  of species A and C as well as at the surface concentration of species 𝐵𝑎𝑑𝑠 

in equilibrium 𝜃𝐵
∗ . Introducing the overpotential, the difference 𝐸 − 𝐸𝑖

0 can be transformed 

to 𝐸 − 𝐸𝑖
0 = 𝐸 − 𝐸𝑒𝑞 + 𝐸𝑒𝑞 − 𝐸𝑖

0 = 𝜂 + 𝐸𝑒𝑞 − 𝐸𝑖
0. With the additional assumption, that 

the surface concentration is very similar to the bulk concentration, which is true for 

relatively low currents and high electrolyte concentrations, one can rewrite Equations (4.7) 

and (4.8) several times. For more detailed calculations, please refer to A. Lasia 182  

The total current of both reaction steps is: 

𝑖 = −𝐹(𝑣1 + 𝑣2) = −𝐹𝑟0 (4.11) 

Moreover, the change of surface coverage by species 𝐵𝑎𝑑𝑠 can be expressed as: 

𝑑𝛤𝐵
𝑑𝑡

= 𝛤∞
𝑑𝜃𝐵
𝑑𝑡

=
𝜎1
𝐹

𝑑𝜃𝐵
𝑑𝑡

= 𝑟1 = 𝑣1 − 𝑣2 = 0 
(4.12) 

Where the charge of a monolayer corresponds to  𝜎1 = 𝐹𝛤∞. Further, the term for the total 

current and for the surface coverage can be linearized and merged which allows to derive 

an equation for the complex admittance. The inverse of the admittance is the Faradaic 

impedance which can be transformed to: 



68 

  

𝑍𝐹 = 𝑅𝑐𝑡 +
1

𝑗𝜔𝐶𝑎 +
1
𝑅𝑎

 
(4.13) 

Here, 𝑅𝑐𝑡, 𝐶𝑎, and 𝑅𝑎 are the so-called charge transfer resistance, adsorption capacitance 

and adsorption resistance, respectively. 𝐶𝑎 is the derivative of the surface charge associated 

with the adsorption of species B by applied potential and is of course dependent on the 

adsorption isotherm. 

The combination of 𝑍𝐹 with 𝑍𝑑𝑙 and the uncompensated resistance of the electrolyte 𝑅𝑈 

allows to express the total impedance as:   

𝑍𝑡𝑜𝑡𝑎𝑙 = 𝑅𝑈 +
1

𝐶𝑑𝑙(𝑗𝜔)𝑛 +
1

𝑅𝑐𝑡 +
1

𝑗𝜔𝐶𝑎 +
1
𝑅𝑎

 
(4.14) 

For easier understandability, this can be also represented as the EEC shown in Figure 4.4. 

 

Figure 4.4. Equivalent electric circuit to analyze the impedance spectra recorded in OER regime. 

Ru, Zdl, Rct Ca, and Ra are the uncompensated resistance of electrolyte, the impedance of the 

double layer, the charge transfer resistance, the adsorption capacitance, and adsorption resistance, 

respectively.  

Note that for the derivation of the Faradaic impedance several simplifications were made. 

For instance, a Langmuir adsorption isotherm was assumed, which does not take any 

adsorbate-adsorbate interactions into account. In general, one could do similar calculations 
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using e.g. Frumkin adsorption isotherm, which could change the potential dependence of 

𝐶𝑎. A more critical point is that the derivations were carried out on the basis of a Faradaic 

reaction involving one adsorbed species with subsequent desorption step, although the OER 

involves (at least) three adsorbed reaction intermediates (see Chapter 4.1.4). Accounting 

for two additional intermediates results in a far more complex system and a larger EEC 

with more branches. A justification to utilize this “simple” EEC could be, that at small 

overpotentials only one step is quasi-reversible. Therefore, the surface concentration of 

essentially just one specifically adsorbed species, which might be the *OH intermediate, 

varies with the applied potential. Furthermore, the recorded EIS spectra always feature two 

semicircles, which can be fully fit with this simplified EEC, as will be shown in the 

following chapters. 

 

4.1.6 Calibration 

The procedure for determining the electroactive surface area using conventional 

methods is relatively straightforward. For instance, in the case of adsorbed hydrogen, the 

integrated charge [µC] is divided by the specific charge (per surface area) [µC cm-2], which 

can be taken from the literature. However, unlike for state-of-the-art techniques, no such 

literature values are known for the specific adsorption capacitance 𝐶𝑎’  [µF cm-2]. 

Therefore, the first step was to create such a database of the specific adsorption 

capacitances for each individual important catalyst and investigate their potential 

dependences.    

This required measurements of 𝐶𝑎 for the catalysts with the well-known ECSAs. Division 

of the adsorption capacitance 𝐶𝑎 by the ECSA yields the specific adsorption capacitance 

𝐶𝑎’: 

 𝐶𝑎’ =  𝐶𝑎  / 𝐸𝐶𝑆𝐴 (4.15) 

Thus, thin catalyst films were deposited on flat substrates, which could be used as RDE and 

their thickness was optimized. To ensure, that the deposition was successful, XPS was 

utilized to investigate the films composition. For a more precise evaluation of the ECSA, 
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AFM was utilized to determine the electrodes roughness factor. The ECSA was then 

estimated from the geometric surface area of the electrode 𝐴𝑔𝑒𝑜𝑚𝑒𝑡𝑟𝑖𝑐  as: 

 𝐸𝐶𝑆𝐴 ~ 𝐴𝑔𝑒𝑜𝑚𝑒𝑡𝑟𝑖𝑐 ∙  𝑅𝑜𝑢𝑔ℎ𝑛𝑒𝑠𝑠 𝑓𝑎𝑐𝑡𝑜𝑟 (4.16) 

Afterwards, for each catalyst, EIS was measured in a potential window around the onset of 

the OER. To minimize statistical errors, this was repeated with freshly deposited films 

multiple times (up to 52 independent measurements). Adsorption capacitances were 

determined by fitting the impedance data utilizing the equivalent electric circuit deduced 

in the previous section and shown in Figure 4.4. In the following section each step of the 

calibration procedure is shown in more detail. 

 

4.1.6.1 Thin film growth 

There are various possibilities for creating catalyst films. For this work, we decided 

to utilize electrochemical deposition and adapted deposition protocols, which had been 

reported to result in non-porous thin films. The deposition conditions can be found in 

Chapter 3.1.3. Further, the thickness of the catalyst films was optimized such, that they 

became as thin as possible but, to keep the properties of bulk catalyst, without any influence 

of the support material. The idea was to subsequently decrease the surface roughness. 

Therefore, the electrocatalytic activity of catalyst films with different thickness were 

compared. The results for a NiOx catalyst are presented below.      

For the deposition of the NiOx film, the electrode was immersed in the deposition solution 

and the potential was scanned between ~0.9 V and 1.9 V (as shown by the inset of Figure 

4.5), which leads to a gradual growth of film thickness. Further, the film was optimized by 

correlating the films catalyst activity to the film thickness. The integrated charge was 

utilized as a parameter for the film thickness, as an exact measurement of thickness seemed 

to be impractical and not target oriented. Several films of different thickness were produced 

by stopping the deposition after different numbers of cycles (always at the anodic limit) 

and their catalytic activity (measured in 0.1 M KOH) was compared, as can be seen in 

Figure 4.5. The activity increased significantly within the first 5 mC cm-2 and becomes 
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almost constant for films with an integrated charge of ~10 mC cm-2 and more. Though, we 

decided to utilize NiOx films with an integrated charge of ~20 mC cm-2 to ensure high 

reproducibility. The other metal oxide films were optimized in a similar way and the 

resulting parameter of the most ideal deposition can be found in Table 3.1 in 

Chapter 3.1.3. 

 

Figure 4.5. Optimization of the thickness of NiOx films. As the inset shows, these films were 

deposited via potential cycling between ~ 0.9 V and ~ 1.9 V vs RHE. The depositions were 

stopped at the anodic limit and the total integrated charge was taken as a parameter for the film 

thickness. The anodic current densities (measured in 0.1 M KOH at 1.83 V vs RHE) are plotted 

vs the integrated charge, the blue dotted line shows an approximation curve. The activity 

increases significantly within the first 5 mC cm-2 and seems to reach a plateau at  ~ 10 mC cm-2. 

Adapted with permission from ref. [89]. 
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X-ray photoelectron spectroscopy was applied to the freshly prepared catalyst thin films to 

ensure, that the deposition procedures and the utilization of our chemicals resulted in the 

desired film composition. 

(A) 

NiOx 

 

(B) 

CoOx 

 

(C)  

NiFeOx 

 

(D)  

NiCoOx 
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(E)  

CoFeOx 

 

(F)  

IrOx 

 

Figure 4.6. XPS spectra of (A) NiOx, (B) CoOx, (C) NiFeOx, (D) CoNiOx, (E) CoFeOx, and (F) 

IrOx. The spectra are shown in black, the fitting of the individual peaks and background are 

shown in grey, and the overall fitting is shown as a red line. Figures (A-C) are adapted with 

permission from ref. [144] and (D)-(F) are adapted with permission from ref. [90]. 

The corresponding XPS spectra of NiOx, CoOx, NiFeOx, NiCoOx, CoFeOx, and IrOx are 

presented in Figure 4.6. The NiOx spectra show the main peak at 855.5 eV, which can be 

assigned to a superposition of the Ni 2p3/2 peaks of Ni(OH)2 (855.2 eV) and of the NiOOH 

(855.8 eV) phase.184 Division of the relative contribution of Ni2+ and Ni3+ turned out to be 

ambiguous and unnecessary, as the oxidation state changes, when applying different 

electrochemical potentials. In general, a shift towards the NiOOH phase is assumed at 

potentials >1.5 V vs RHE. Likewise, the film denoted as CoOx consists also of more than 

a single phase. The spectra show (Figure 4.6 (B)) a distinct double 2p3/2 peak (780.4 and 

782.8 eV) with an additional satellite peak (787.8 eV). Fitting this peaks by comparison 

with data from literature, the composition can be calculated to consist of ∼17% Co(OH)2, 

∼59% of CoOOH), and ∼24% of a Co3O4 phase.185 Looking at the XPS spectra (C) at 

binding energies between 880 eV and 850 eV (left spectra), there is a remarkable similarity 

with the spectra of NiOx shown before, with the exception of one additional distinct peak 

at 852.7 eV. This additional peak can be attributed to a metallic nickel phase.186 The Fe 2p 

spectra (right spectra) shows a pronounced peak at 711.7 eV. Due to the peak width, it is 

presumably an overlay of the 2p3/2 peaks of FeOOH, Fe2O3, and Fe3O4.
187,188 Similar to the 
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case presented before, there are indications (peak at 707.0 eV) for a metallic (Fe) phase of 

the catalyst film.189 Note, that these metallic phases are a result of the galvanic deposition 

method and can be assumed to oxidize during the first potential cycles reaching the OER 

regime. Integration of the Ni and Fe related peaks allowed to estimate (considering the 

atomic sensitivity factors) the Ni / Fe ratio as  ~70% / ~30%. This is very close to the 

optimum reported in literature of ~75% / ~25%190,191. The spectra of the film denoted as 

NiCoOx (Figure 4.6 (D)) is well comparable to the previously investigated films of NiOx 

(Figure 4.6 (A)) and CoOx (Figure 4.6 (B)). A slight energy shift of ~0.2 eV might indicate 

an alloy phase. The atomic ratio Ni / Co was estimated as ~50% / ~50%. The spectra taken 

from CoFeOx can be compared to the previously shown ones: the 2p Co peaks are very 

similar to those shown in the case of NiCoOx and the 2p Fe spectra is comparable with the 

one taken for NiFeOx. However, the 2p Co spectra features a small peak at ~777 eV 

indicating a metallic Co phase. Furthermore, Fe is present in a slightly higher oxidation 

state, which is e.g. visible at the increased intensities of the peaks corresponding to the Fe+3 

phase. In the case of IrOx, the binding energies were recorded in a range between 57 eV 

and 67 eV which corresponds to the 4f5/2 and 4f7/2 peak region. Analysis of these peaks 

suggests that a very thin (< 5 nm) oxide layer covers the iridium host crystal, as the signal 

of the metallic Ir peak is still predominant.192,193 Such a thin coverage is even beneficial, as 

metallic iridium has a better conductivity compared to its oxide phase.193  

To summarize, it has been shown that all these thin films have the almost perfectly desired 

composition.  
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4.1.6.2 Assessment of their ECSA 

An essential requirement for the calibration of the new method is to start with 

electrodes with well-known ECSA. In principle, if the catalyst films would be perfectly flat 

(as it is the case e.g. for a single crystals), their ECSA could be approximated with the 

geometric surface area of the electrode. However, typically such oxide films are not 100% 

smooth, which results in a slightly larger ECSA compared to the geometric surface area. 

Therefore, roughness effects have to be taken into account. For this purpose, atomic force 

microscopy was applied, which allowed to assess the average roughness factor of the 

different catalyst thin films. The corresponding AFM images (see Figure 4.7) show the 

surface morphology of NiOx, CoOx, NiFeOx, NiCoOx, CoFeOx, and IrOx. While the surface 

of the of NiOx, CoOx, and IrOx with the roughness factors of 1.15, 1.05 and 1.01, 

respectively, is quite smooth, the NiCoOx NiFeOx, and CoFeOx with 1.45, 1.27, and 2.25, 

respectively, showed significantly larger roughness factors. Inserting these roughness 

factors and the geometric surface area of the disk electrode (~0.19635 cm2) into Equation 

4.16 allowed to estimate the ECSA of the NiOx-, CoOx-, NiFeOx-, CoFeOx-, CoFeOx-, and 

IrOx-films as ~0.226 cm2, ~0.202 cm2, ~0.249 cm2, ~0.285 cm2, ~0.442 cm2, and ~0.198 

cm2, respectively. In the case of Pt, the ECSA of the crystal was investigated via the 

adsorption of hydrogen (as explained in Chapter 4.1.3.4) prior to oxidizing its surface to 

PtOx. 
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(A)   
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(D) 

 

(E)  (F) 

 

Figure 4.7. Surfaces profiles of (A) NiOx, (B) CoOx, (C) NiCoOx, (D) NiFeOx, (E) CoFeOx, and 

(F) IrOx thin films recorded with AFM. Note that, the y-axis are stretched compared to the x-axis 

for better visibility of the structure. (A), (B) and (D) are adapted with permission from ref.[144] 

and [90]. 
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4.1.6.3 Determination of 𝑪𝒂′ 

The final step for the calibration procedure is to measure the specific adsorption 

capacitance and investigate its dependency on the applied potential. Therefore, for each 

catalyst material, a similar procedure was applied. Prior to the EIS measurement, the 

electrodes potential was cycled (50 mV s-1) to activate the catalyst films. Afterwards, the 

potential was scanned slowly (1 mV s-1) to the potential of the first EIS measurement. The 

intention of decreasing the scan rate was to ensure quasi-stationary conditions for the 

following measurements. Note that the electrolyte was constantly purged with Ar to 

maintain a low oxygen partial pressure in the bulk electrolyte in order to reduce the 

probability of O2 bubble formation at the electrode. Additionally, the electrode was rotated 

(400 rpm). This activation procedure is depicted by Figure 4.8 using the example of NiOx. 

Three potential cycles between ~0.93 V and 1.73 V vs RHE were applied. After the third 

scan, which ended at 1.43 V, the potential is scanned linearly (1 mV s-1) to 1.53 V, where 

the EIS measurements startedv. This procedure was similar for CoOx, NiCoOx, and PtOx; 

however, the cathodic limit was decreased to 1.63 V vs RHE in the case of CoFeOx, NiFeOx, 

and IrOx, due to their higher activity that could have led to the formation of O2 bubbles at 

higher current densities. The subsequent EIS spectra were recorded in 10 mV steps.  

For each catalyst, a total number of 5 to 52 independent measurements were conducted. 

For reasons of clarity, Figure 4.9 shows one representative EIS spectra for each catalyst at 

a potential close to the onset of the OER. Individual data points in the high frequency 

regime, which did not comply with KK-relation, were eliminated for further evaluation. All 

measurements around the onset of the OER have their “double semicircular” shape in 

common. The first imperfect semicircle at high frequencies is mainly determined by the 

double layer impedance and charge transfer resistance. It is typically smaller compared to 

the second semicircle, that is governed by the adsorption capacitance and the adsorption 

resistance. In case of NiCoOx, IrOx, and PtOx, the first semicircle is barely visible due to 

the overlap of both semicircles. Therefore, it was important to ensure, that the fit followed 

the first one. The corresponding fitting curves are marked as red lines in each Nyquist plot, 

while the open squares represent the data points.  

 

v Note that a few measurements were extended to potentials below 1.53 eV. 
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Figure 4.8. Preconditioning of the oxy-hydroxide films before the EIS measurement. The 

potential is cycled (scan rate 50 mV s-1) in case of NiOx thin films 3 times in order to fully activate 

them (─). After the 3rd cycle, the scan rate was reduced to 1 mV s-1 (─). Thereby, the film has 

time to oxidize and subsequent EIS measurements starting at 1.53 V can be performed in steady-

state conditions.  Adapted with permission from ref. [89]. 

The fitting using the EEC in Figure 4.4 showed only low-mean-square deviations and the 

inaccuracy in the determination of the 𝐶𝑎′ value was typically lower than ~4 %. To 

investigate the dependency of the specific adsorption capacitance on the potential, 𝐶𝑎′ 

values were estimated (from 𝐶𝑎) using Equation 4.15 and plotted vs the applied potential, 

as can be seen in Figure 4.10. One can identify a general trend: at potentials far below the 

onset of the OER, 𝐶𝑎′ is very low (or even zero) and starts to increase at a certain potential 

until it reaches a plateau. At this plateau, the 𝐶𝑎′  value stagnates in a window, which can 

be between ca 30 mV (e.g. for NiFeOx films) and ca 150 mV (NiOx and CoOx films). This 

behavior can be explained considering the definition of the adsorption capacitance  

(𝐶𝑎 = 𝑞
𝜕𝜃

𝜕𝐸
), as sketched in Figure 4.11: at lower potentials the surface coverage with 

adsorbate is quasi potential independent, while at a certain potential, close to the onset of 

OER, the coverage starts to increase gradually with the potential. We assume, that this 

increase in the first derivative of coverage can be attributed to an increase in the amount of 

electrocatalytic centers that successively activates and thereby facilitate adsorption on these 
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sites. At the “plateau” of 𝐶𝑎′, the majority of active centers have been activated and the 

surface coverage is linearly dependent on the applied potential. At even higher potentials, 

two phenomena can be expected: the ECSA becomes progressively fully covered, which 

means that 
𝜕𝜃

𝜕𝐸
 and, therefore, also 𝐶𝑎′ decreases. This behavior can be seen e.g. in the case 

of NiCoOx, and IrOx. Apart from that, one should not forget that oxygen is evolved at the 

electrode at these anodic potentials, which can lead to an occasionally fractional blockage 

of the electrode surface area by the gaseous phase. These fluctuating conditions impair the 

data quality of EIS spectra. This, in turn, impedes accurate fitting, leading to significant 

inaccuracies in the determined 𝐶𝑎′ values at high anodic potentials. Thus, the optimum 

potential for evaluating the adsorption capacitance is found exactly at the point where the 

specific adsorption capacitance of the respective catalyst is “on the plateau” and locally 

potential independent. This optimum with the corresponding specific adsorption 

capacitance is highlighted in Figure 4.10 and summarized in Table 4.1. Note, that the error 

bars are not a result of fitting accuracy. It originated from accounting multiple independent 

measurements for each of the catalysts. CoFeOx can be considered as a special case, as no 

real plateau after an onset was detected. Presumably, such a plateau exists at potentials 

above 1.65 V. However, due to the strong noise caused by gas evolution, the data quality 

does not allow accurate determination of 𝐶𝑎′ in this case. Hence, it makes sense to evaluate 

its spectra at 1.54 V, where the relative error of 𝐶𝑎′ is the smallest.  

These calibration values for 𝐶𝑎′ form the basis for applying the newly developed method 

to real systems. In the following, the reliability of this method is shown in different relevant 

applications.   
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(A)  (B)  

(C)  (D)  

(E)  (F)  

(G)  (H)  

Figure 4.9. Nyquist plots of the different oxide materials recorded at the potentials indicated in 

Table 4.1. The fits (─) are based on the EEC shown in Figure 4.4. Note, that spectra (A)-(F) are 

recorded in Ar saturated 0.1 M KOH while spectra of (G) and (F) are recorded in Ar saturated 

0.1 M HClO4. Adapted with permission from ref. [90]. 
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(A) (B)  

(C)  (D)  

(E)  (F)  

(G) (H)  

Figure 4.10. Specific adsorption capacitances as a function of the electrode potential recorded in 

0.1 M KOH  for (A) NiOx, (B) CoOx, (C) NiCoOx, (D) NiFeOx, (E) CoFeOx, (F) IrOx electrodes 

and in 0.1 M HClO4 for (G) IrOx and (H) PtOx electrodes. The specific capacitances (Ca
′ =

Ca/ECSA) were estimated by normalizing to the ECSA of the corresponding thin films. The 

ECSAs were determined, as described before. Error bars result from at least five independent 

experiments. Adapted with permission from ref. [90]. 
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Figure 4.11. Schematic of an adsorption isotherm (─) and the related adsorption capacitance as 

a function of the potential (─). For simplicity, a Langmuir adsorption isotherm was used; 

however, it should be noted that adsorbate-adsorbate interactions modify the actual adsorption 

behavior194. Moreover, it can be assumed, that a “complete” coverage might never be reached, as 

adsorbates are continuously “consumed” as the reaction proceeds. At low potentials the coverage 

is quasi potential independent, and 𝐶𝑎 is therefore ~0. The “plateau” in  𝐶𝑎′ arises, when 
𝜕𝜃

𝜕𝐸
 

reaches a maximum. 

Table 4.1. Specific adsorption capacitances of the oxide materials measured in 0.1 M KOH 

(NiOx, CoOx, NiFeOx, NiCoOx, IrOx) and HClO4 (IrOx and PtOx). 

Catalyst Potential (V vs RHE) 𝐂𝐚
′  (µFcm-2) 

NiOx - KOH 1.60 300 ± 99 

CoOx - KOH 1.60 620 ± 150 

NiFeOx - KOH 1.59 430 ± 160 

CoFeOx - KOH 1.54 38 ± 7 

NiCoOx - KOH 1.68 172 ± 35 

IrOx - KOH 1.68 72 ± 2 

IrOx - HClO4 1.59 135 ± 25 

PtOx - HClO4 1.60 9.8 ± 0.66 



83 

 

4.1.7 Application 

So far the principle of the new method and the calibration step has been discussed. 

However, the applicability and limitations of the method for real systems still needs to be 

investigated. Therefore, several different setups have been investigated starting with very 

fundamental experiments. First, the influence of the increase of the thickness of the NiOx 

thin film on 𝐶𝑎 is examined. Afterwards, the surface area of an unsupported (homemade) 

IrOx catalyst is estimated via 𝐶𝑎 and compared with the surface area determined via BET. 

Finally, the new method has been applied to a carbon supported catalyst: ECSA is assessed 

via 𝐶𝑎 and compared to the surface area determined via conventional approaches. 

Different thickness of NiOx thin films 

Variation of the catalyst film thickness was chosen as the first and very fundamental test 

for plausibility. The idea is that two almost identical catalyst films are deposited. However, 

one film has an increased thickness. A method sensitive to ECSA should show almost 

identical values for the surface area, if bulk properties do not significantly influence the 

method. 

Therefore, one NiOx film with an integrated charge of 𝑄1 ~ 20 mC cm-2 and a second one 

with  𝑄2 ~ 21 mC cm-2 were deposited and investigated via EIS. The corresponding Nyquist 

plots, measured at 1.60 V vs RHE, are shown in Figure 4.12 The first curve, intersecting 

with the x-axis, at ~54 Ω, corresponds to the thinner film. It has a comparable shape, but, 

differs in magnitude from the second curve with the thicker catalyst film. A shift in 

uncompensated resistance can be partially attributed to the larger film resistance due to the 

increased film thickness and the relatively low conductivity of the NiOx. Fitting, using the 

EEC shown in Figure 4.4 allowed to determine 𝐶𝑎 as 63.1 ± 1.2 µF and 63.7 ± 1.2 µF for 

the thinner and thicker film, respectively. Hence, within the scope of measurement 

accuracy, these measured 𝐶𝑎 values are identical, which was expected, as the ECSA should 

not significantly change. However, looking at the “double layer capacitance”, substantial 

difference was observed: the thicker film depicted with 𝐶𝑑𝑙(1.60 V) = 2.71 ± 0.01 mF sn-1 

is approximately twice the double layer capacitance of the thinner film 𝐶𝑑𝑙(1.60 V)  = 1.36 

± 0.01 mF sn-1. Normalizing 𝐶𝑎 values by the estimated ECSA (accounting roughness 

factors) - obviously these specific adsorption capacitances (~279 µF cm-2 and 
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~282 µF cm-2) are very similar to those previously (during calibration) determined. To 

conclude, it can be seen as a first indication that there is a significantly better correlation 

between 𝑪𝒂 and the ECSA, than between the latter one and 𝐶𝑑𝑙.  

 

Figure 4.12. EIS spectra taken of two slightly different NiOx films in Ar saturated 0.1 M KOH 

at 1.60 V. Open triangles and squares correspond to the thinner and thicker film, respectively. In 

both cases, the fitting shows only marginal deviation. Important fitting parameters (double layer 

(pseudo) capacitance and adsorption capacitance) are given for both fits. Obviously, Ca values 

are almost identical, while Cdl values are different by a factor of two for just a slightly different 

film. Adapted with permission from ref. [89]. 

 

Nanostructured IrOx 

In PEM electrolyzers, IrOx is typically used as an anode electrocatalyst due to its decent 

activity and excellent long-term stability. Often, this catalyst is used without any support 

in order to increase long-term stability. In the following, the application of the new method 

to determine the ECSA of nanostructured catalysts with significantly larger surface area 

(larger than the geometric surface area of the electrodes) is investigated. The following 

investigation is based on the results of Ms. Yin’s Master thesis (Prof. Ifan Stephens research 

group), including the synthesis and characterization of an IrOx electrocatalyst. She assessed 

the surface area of the catalyst (powder) by BET. Subsequently, an ink of this catalyst was 
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prepared and deposited on a (glassy carbon) RDE tip and electrochemical measurements 

were conducted using 0.1 M HClO4. The measurement protocol included EIS 

measurements at 1.60 V, which were intended to be used to correct the ohmic resistance of 

the electrolyte. The synthesis procedure involved an annealing step that was varied (400 

°C, 500 °C and 600 °C) resulting in three slightly different catalysts denoted as IrOx (400 

°C), IrOx (500 °C), and IrOx(600 °C). Additionally, a commercial catalyst (Ir black, Johnson 

Matthey, UK), which was oxidized (denoted as IrOx(ref)) was examined. The (mass) 

specific surface areas (SSAs) were determined as ca189 m2 g-1, ~167 m2 g-1, ~128 m2 g-1, 

and ~35.6 m2 g-1 via BET for IrOx(400 °C), IrOx(500 °C), IrOx(600 °C), and IrOx(ref), 

respectively. Note that, for technical reasons, the determination of surface area of IrOx after 

deposition on the electrode using BET was not possible. For each catalyst, three different 

situations could be compared: first, the as-synthesized, fresh catalyst (denoted as “fresh”), 

directly after the preconditioning, second, after an accelerated degradation test, which 

involved 30000 potential cycles (1.3 V to 1.7 V vs RHE 500 mV s-1) at 20 °C (denoted as 

“aged O2”), and third, after removing the oxygen bubbles from the electrodes surface 

(denoted as “aged”). This is interesting in several respects, as it not only allows to compare 

the ECSA/mass with the SSA determined via BET, but also shows the great potential of 

this method to investigate the loss of ECSA due to aging and due to blockage by a non-

conducting gas phase separately. Figure 4.13 shows the Nyquist plots for each catalyst, at 

the beginning of life, after aging, and after the removal of oxygen bubbles. The 

corresponding fitting curves show normalized mean square deviations of less than 3% and 

low uncertainty of 𝑪𝒂values (< 7%). As expected, there is a small difference in the 

uncompensated resistance for the aged samples, which are partially blocked with the 

gaseous phase. The adsorption capacitances are summarized in Table 4.1. To determine 

the ECSA of these catalysts, these adsorption capacitances were divided by the specific 

adsorption capacitance measured at 1.60 V, 𝑪𝒂′(1.60 V) = 130 µF cm-2 (see Figure 4.10). 

Considering the targeted electrode loading of 3.92 µg (20 µg cm-2), the ECSA normalized 

to mass was estimated (see Table 4.2). As shown in Figure 4.13, ECSA/mass determined 

via EIS is well comparable to the BET determined SSA for each catalyst. However, the 

ECSA determined for IrOx(400 °C), IrOx(500 °C), and IrOx(ref) is slightly increased 

compared to the BET determined surface area. This is not expected, as one can imagine, 

that some pores in the catalyst might be accessible to gas but not to electrolyte. Thus, one 

would assume, that the ECSA should rather be smaller than the BET surface area (as can 
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be seen in the case of IrOx(600 °C)). However, one should not forget, that the deposition 

procedure involves drop casting of 10 µl of the ink onto an electrode. This ink consists of 

a dispersion of catalyst particles in water and isopropanol and has an imperfect distribution 

of these particles in the vessel, with typically more particles at the bottom. This results in a 

catalyst loading, which is dependent on the position of the pipette, when extracting the ink 

for deposition. Hence, one could hypothesize, that the ink was taken more from the bottom 

of the vessel resulting in an underestimation of catalyst mass deposited on the electrode. 

Nevertheless, a good agreement between both methods was found. Regarding the aged 

catalysts, one can observe a decrease in the ECSA by ~ 1/3 which can be explained with 

e.g. particle detachment or Ostwald ripening. Further, one can see, that a certain part (6 – 

9 %) of the catalyst surface got temporarily blocked during the aging procedure. This partial 

blockage can lead to an accelerated aging behavior of the electrode, as previously shown 

by El-Sayed and co-workers.195 In principle, this method would allow to make a vast study 

on the blockage of active catalysts surfaces, due to evolving gases. This could lead to an 

optimization of catalyst surfaces, which are less prone to get blocked.  

Table 4.2. Adsorption capacitances and ECSAs (normalized to mass) of different IrOx 

electrocatalysts. Values are shown before aging (“fresh”) and after 30000 potential cycles. After 

the aging, the electrode was partially blocked with small O2 bubbles, which is denoted as 

“aged(O2)”. To assess the ECSA without this fractional blockage, the visible bubbles were 

removed manually, and the electrode was kept at open circuit potential for at least 1h, allowing 

the microscopic bubbles to dissolve in the electrolyte, before 𝐶𝑎 was re-measured. This is denoted 

as “aged”. 

 IrOx (ref) IrOx (400 °C) IrOx (500 °C) IrOx (600 °C) 

fresh  

□ 

214.5 µF 

42.1 m2 g-1 

1014.2 µF 

199.0 m2 g-1 

916.0 µF 

179.7 m2 g-1 

531.4 µF 

104.3 m2 g-1 

aged (O2)   

▷ 

51.40 µF 

10.1 m2 g-1 

574.2 µF 

112.7 m2 g-1 

555.8 µF 

109.1 m2 g-1 

361.2 µF 

70.9 m2 g-1 

aged 

◯ 

Not available 630.1 µF 

123.7 m2 g-1 

609.2 µF 

119.5 m2 g-1 

383.9 µF 

75.3 m2 g-1 
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 To conclude, these experiments demonstrated the accuracy, as well as the wide range of 

application for this in-situ measurement of ECSA. In this case, the surface area of an 

inactive material (with ~ 0.196 cm2), which was the glassy carbon electrode was relatively 

small compared to the ECSA of the catalyst (1.65 cm2 to 7.8 cm2). Hence, it makes sense, 

to investigate the contribution of inactive support on the measured 𝐶𝑎 in additional 

experiments.   

 

(A)

 

(B)

 

(C)

 

(D)
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(E) 

 

Figure 4.13. Analysis of EIS spectra measured at 1.60 V vs RHE in 0.1 M HClO4. Four IrOx 

catalysts, of which three are “homemade” (IrOx(400 °C), IrOx(500 °C), and IrOx(500 °C)) at the 

Imperial College London and one commercial catalyst (here denoted as IrOx(ref)) were 

investigated. The measurements on “fresh” catalysts are represented by squares, the aged 

catalysts partially blocked with oxygen bubbles (denoted as “aged (O2)”) are represented with 

triangles and the measurements conducted using the aged catalyst after removal of the oxygen 

bubbles (denoted as “aged”) are represented with circles. The solid lines in (A)-(D) correspond 

to the fitting curves, which allowed to determine the adsorption capacitances and thereby the 

ECSA values presented in (E). The dashed lines in figure (E) between the ECSA of the “fresh” 

and the “aged” catalysts show the drop of the ECSA. Due to technical issues, there was no 

measurement performed for IrOx(ref), after removal of the oxygen at the surface. Its expected 

ECSA is marked with a question mark. The stars in (E) represent the surface areas determined 

by BET. 

 

Supported nanoparticles 

The previous examples did not deal with the problem of inactive support. However, as 

discussed before, this method should be well applicable to determine the ECSA also in such 

cases, in contrast to most of the state-of-the-art techniques. Two commercial catalysts were 

selected: Pt and Ir nanoparticles, which were both supported on Vulcan XC72 carbon (BET 



89 

 

surface area: ~250 m2 g-1)196. RDE tips were coated (see Chapter 3.1.3) with these 

catalysts and the surface of the catalysts were oxidized electrochemically. For convenience, 

they are denoted in the following as PtOx/C and IrOx/C. For verification, the ECSAs 

determined via 𝐶𝑎 were compared to surface area determined by other, well-established 

methods. 

PtOx/C was chosen, as it shows a very small 𝐶𝑎’, which is beneficial to investigate possible 

effects of the support. In addition, the Pt surface area can be precisely determined via COads 

stripping voltammetry. For the determination of ECSA of PtOx, the calibration curve shown 

in Figure 4.10 (H) suggests evaluating 𝐶𝑎 at ~1.60 V vs RHE. During the measurements, 

which were performed using Ar saturated 0.1 M HClO4, the electrode was rotated at 

2500 rpm. The intention of introducing this forced convection was to reduce the surface 

blocking due to evolving oxygen, which is in principle more likely in this case of a porous 

catalyst layer. The Nyquist plot recorded at 1.60 V is presented in Figure 4.14 (A). A good 

fitting quality was achieved, utilizing the same EEC as in the examples before. All fitting 

parameters, with the exception of the adsorption resistance, are well defined. 𝑅𝑎 is very big 

in comparison to 𝑅𝑈 and 𝑅𝑐𝑡 (~5 orders of magnitude), which is not surprising, as PtOx is 

not good catalyst for the OER and not active at 1.60 V. In principle, in this special case, the 

branch with 𝑅𝑎 in the EEC would not even be needed to achieve a decent fitting. The 

formation of *OOH, in contrast to the adsorption of *OH and *O, is energetically 

unfavorable, which hinders the OER197. Though, the adsorption of *OH and *O manifests 

itself in a 𝐶𝑎 of ~31 µF. The ECSA was estimated as ~3.2 cm2 by dividing 𝐶𝑎 by 𝐶𝑎′= 9.8 

µF/cm2. The ECSA of the same sample was investigated by COads stripping voltammetry. 

As shown in Figure 4.14 (B), the associated integrated charge was determined as ~1.31 

mC, corresponding to an ECSA of ~3.14 cm2. Considering the uncertainty of the stripping 

method and probing 𝐶𝑎, one can state that both methods yield identical results within a 

deviation < 2% for the ECSA. This is an experimental validation that the inactive carbon 

support, which has a surface area of ~40 cm2, does not influence the 𝐶𝑎 value. This is a 

great advantage, as this proves that the measurement only accounts for the active surface 

area at the applied potential. Additionally, 𝐶𝑎 was evaluated in a wider potential range (1.56 

to 1.80 V vs RHE). Figure 4.14 (C) compares the 𝐶𝑎′ values of the PtOx/C catalyst with 

the calibration values determined using the PtOx thin film. Between ~1.575 and ~1.625 V 

vs RHE both curves are almost identical. However, at the potentials above 1.70 V they start 

to separate: while 𝐶𝑎′ for the disk gradually starts to increase, it decreases for the case of 
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the PtOx/C catalyst layer. This could be explained by the fact, that this porous structure 

might be more prone to get partially blocked by oxygen bubbles, which get trapped in this 

structure, thereby causing a temporary decrease of ECSA. This effect becomes more 

dominant at higher current densities achieved at large overpotentials.  

IrOx/C was chosen as an application related example since state-of-the-art electrolyzers 

often utilize IrOx as the anode electrocatalyst. Even though the trend goes to the avoidance 

of carbon supports in order to increase long-term stability, there is usually a non-active 

material, such as carbon paper, titanium screen, or sintered titanium frit, that is at least 

partially in contact with the liquid electrolyte (or ionomer). The carbon support of the 

commercial Ir/C (Premetk) used here serves as an example for various inactive materials, 

which can be in contact with electrolyte. Apart from that, determining the ECSA of IrOx/C 

is non-trivial and often problematic. As discussed in Chapter 4.1.3, it is possible to 

estimate the ECSA of Ir e.g. via hydrogen adsorption/desorption. However, when Ir is 

oxidized, then the situation becomes more complex and the ECSA is determined e.g. by 

Hg adsorption.  This creates the risk, that the whole setup gets contaminated. Moreover, 

so-called pseudo-capacitance method91,198 is obviously not applicable. As the catalyst was 

taken from an earlier opened stock, it was unknown whether the surface of the Ir/C had 

been partially oxidized leading to inaccuracies when using hydrogen adsorption for ECSA 

determination. Therefore, a TEM based analysis was applied to estimate the ECSA and 

verify the results obtained from EIS. Durst et al.199 showed, that such a TEM based study 

for nanostructured Ir catalysts yields similar results to those of e.g. hydrogen adsorption. 

To assess the ECSA of the nanostructured IrOx/C using the newly developed method, EIS 

data were recorded at 1.59 V vs RHE. Fitting these impedance data (see Figure 4.14 (D)) 

allowed to determine the adsorption capacitance as 𝐶𝑎~ 623 µF. The active surface area 

was determined by dividing 𝐶𝑎 by the 𝐶𝑎
′  (135µ F cm-2) as ~4.6 cm2. TEM images of the 

catalyst shown in Figure 4.14 (E) and (F), allowed to estimate the ECSA of the IrOx/C 

catalyst. The ECSA of a comparable PtOx/C catalyst with the same electrode loading is 

𝐴𝑃𝑡𝑂𝑥/𝐶~3.5 cm2. 
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Assuming spherical particles and accounting for different particle diameter (averaged over 

mass) and densities, the ECSA of IrOx/C (𝐴𝐼𝑟𝑂𝑥/𝐶) can be estimated90: 

 

𝐴𝐼𝑟𝑂𝑥/𝐶 ≈ 𝐴𝑃𝑡𝑂𝑥/𝐶 ∙

√𝑑𝑃𝑡𝑂𝑥/𝐶
3̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅3

√𝑑𝐼𝑟𝑂𝑥/𝐶
3̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅3
∙
𝜌𝑃𝑡
𝜌𝐼𝑟

∙ (1 − 𝛼)

= 3.5 cm2  ∙
2.75 nm

1.796 nm
∙
21.45 g cm−3

22.40 g cm−3
∙ (1 − 𝛼) 

           ≈ 5.131 cm2  ∙ (1 − 𝛼)  

 

(4.17) 

Here, 𝜌𝑃𝑡 and 𝜌𝐼𝑟 are the densities of Pt and Ir under the assumption that solely the surface 

of the nanoparticles is oxidized. √𝑑𝑃𝑡𝑂𝑥/𝐶
3̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅3

 and √𝑑𝐼𝑟𝑂𝑥/𝐶
3̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅3

 are the average diameters (by 

mass)  of the nanoparticles and 𝛼 ([0,1]) accounts for a reduction of the ECSA due to 

particle agglomeration. The reference catalyst showed almost no agglomerations. However, 

as can be seen in the TEM images (Figure 4.14 (E), (F)), IrOx/C features several 

agglomerates, which could lead to an overestimation of the surface area determined by 

TEM. Remarkably, the ECSA resulted from both methods is differing by just ~10% (~4.6 

cm2 vs ~5.1 cm2). This, however, can be explained by  agglomeration of the IrOx 

nanoparticles. Moreover, this method allowed to determine the mass specific surface area 

(ECSA/mass) of the commercial IrOx/C catalyst as ~117.6 m²/g(IrOx) for the first time with 

decent accuracy. To conclude, reasonable values for the ECSA were found and again no 

influence of the support material was detected. This demonstrates the applicability of the 

newly developed method especially for cases of active and inactive materials being in 

contact with the electrolyte.  
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(A) 

 

(B) 

 
(C) 

 

(D) 

 
(E) 

  

(F)  

Figure 4.14. Surface area determination via the evaluation of the 𝐶𝑎 and via control experiments. 

(A) EIS spectra of a PtOx/C coated glassy carbon electrode, recorded at 1.60 V vs RHE (2500 

rpm) in Ar saturated 0.1 M HClO4. The data points are displayed as black squares, while the 

corresponding fit is represented with the red line. The fitting parameters are shown in the inset. 

The (B) COads stripping voltammetry the same electrode in the same electrolyte recorded using a 

sweep rate of 20 mV s-1. The red curve corresponds to the first scan, whereas the black curve 

relates to the following cycles to subtract the capacitive background. (C) 𝐶𝑎′ as a function of 

applied potential of PtOx/C (red circles) and a bulk Pt(pc) disk (black rectangles) electrode, is 

denoted as PtOx. (D) Nyquist representation of EIS spectra recorded at 1.59 V using an IrOx/C 

modified electrode. The fitting curve is represented with the red solid line and the fitting 

parameters can be found in the inset. (E) and (F) are TEM images of IrOx/C. The grey larger 

particles are the support, while the smaller black particles are the IrOx nanoparticles. Adapted 

with permission from ref [90]. 
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4.2 Evaluation of the intrinsic activity of 

electrocatalysts under industrially relevant 

conditions 

As discussed in the previous sections, determination of the real ECSA is one of the 

major problems for benchmarking the activity of typical electrocatalysts. Especially when 

performing lab scale activity evaluation, another serious problem has to be faced: actual 

operation conditions in energy conversion devices are often significantly differ from 

simulated test conditions. For instance, OER catalysts are often benchmarked at room 

temperature in relatively diluted electrolytes, such as e.g. 0.1 M KOH and at relatively 

small current densities (in the order of mA cm-2).  Contrary, PEM and alkaline electrolyzers 

are operated at elevated temperatures (typically 60-80 °C) using solid or concentrated 

electrolytes and using significantly higher current densities (in the order of A cm-2). 

Benchmarking under such industrially relevant conditions would result in a strongly 

improved transferability of the results, as extrapolation of the performance from low to 

high overpotentials is often inaccurate. Moreover, the ohmic resistance of the electrolyte 

and the formation of a non-conducting phase due to evolving gases are typical obstacles for 

benchmarking at high current densities in the lab scale. Recently, Ganassin and co-

workers95 used homemade microelectrodes (STM tips) to partially overcoming these 

experimental issues. In detail, while benchmarking the OER activity of an CoOx 

electrocatalyst, they were able to reach a realistic current density of  ~550 mA cm-2. 

Inspired by these results, we further extended this test protocol to mimic real industrial 

conditions by simply utilizing microelectrodes at elevated temperatures in the concentrated 

electrolyte (5.4 M KOH).  
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Figure 4.15. Typical SEM image of a tip of the microelectrode, as used for SEM. The inset shows 

the magnified fragile tip of this microelectrode. Reprinted with permission200. Copyright 2019 

Thomas RECORDING GmbH. 

Albeit several possible advantages of such a setup are noted, typical electrochemical cells 

are not designed for operation under such harsh conditions. In particular, glass corrosion in 

concentrated alkaline electrolytes is frequently reported in the literature,201,202 which could 

also account for other glass-made parts included. Moreover, temperature gradients within 

the glassware can cause strain,  ultimately leading to fracture. Initially, this danger of 

fracture was underestimated and relatively fragile STM tip microelectrodes (Thomas 

Recording, Germany)203,204 were employed, similarly to the ones used by Ganassin and co-

workers95 (see Figure 4.15). Although, being well-suitable for the application at room 

temperature and mild environment, the fragile tip of such microelectrodes tends to break 

within few hours, when heated to 80°C. In replacement, resilient Pt microelectrodes (25 

µm diameter) with relatively thick glass coating (~1.5 mm) were purchased from CH 

Instruments (see Figure 3.3 (C) in Chapter 3.1.2). However, in order to verify stability of 

these microelectrodes, examination of the corrosion behavior will be described in the 

following subsections. 

In order to investigate the applicability of the aforementioned test protocol, benchmarking 

of different state-of-the-art OER and HER electrocatalysts under industrially relevant 

conditions will be discussed in this chapter.  
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It should be particularly emphasized, that the investigations were also extended towards 

novel thin film electrocatalysts based on metal-organic frameworks. These show 

exceptionally high activity and stability, even under highly corrosive test conditions. The 

large part of the results presented in this chapter was published: “S. Watzele, Y. Liang, A.S. 

Bandarenka. Intrinsic activity of some oxygen and hydrogen evolution reaction 

electrocatalysts under industrially relevant conditions. ACS Applied Energy Materials  

1(2018) 4196–4202” and “W. Li, S. Watzele, H.A. El-Sayed, Y. Liang, G. Kieslich, A.S. 

Bandarenka, K. Rodewald, B. Rieger, R.A. Fischer. Unprecedented high oxygen evolution 

activity of electrocatalysts derived from surface-mounted metal-organic frameworks J. 

American Chem. Soc. 141 (2019) 5926–5933” (see Chapter 6.3) 

 

4.2.1 Benchmarking of conventional OER/ HER 

electrocatalysts 

To investigate the activity and durability of the state-of-the-art OER catalysts under 

industrially relevant conditions, NiOx, CoOx, and NiFeOx were selected as model systems, 

mainly due to their particular relevance in electrolysis and the simple synthesis procedure. 

In favor of the specific test conditions, microelectrodes served as the substrates for 

electrocatalyst thin films. To ensure  a film growth limited to the Pt microelectrode, 

excluding the surrounding glass frame, the films were deposited electrochemically. 

Experimental details on the deposition of such thin films are given in Chapter 3.1.3 and 

Chapter 4.1.6.1.  

To further examine the applicability towards the HER at similar conditions, Pt(pc) was 

benchmarked using the plain microelectrode. As reported in the literature, decorating the 

surface of Pt with single Ni islands can significantly improve its HER activity146. Therefore, 

such electrodes were prepared by underpotential deposition of Ni on the microelectrode 

(for experimental details see Chapter 3.1.3) and were examined accordingly.  
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4.2.1.1 Determination of ECSA 

Accurate assessment of a catalyst’s electrocatalytic activity requires detailed 

knowledge of the ECSA. The roughness factor and the geometric area of the electrode were 

used to estimate the ECSA of the catalysts examined. As it was impossible to investigate 

the morphology of the film directly due to the small dimensions of the microelectrode, the 

film properties were determined after deposition on macroscopic Pt(pc) disk electrode (see 

Chapter 4.1.5). It has to be noted, that this procedure does not perfectly mimic the film 

morphology on the microelectrode. However, this can be considered more accurate than a 

typical normalization to the geometric surface area of the electrode. In the case of pure Pt 

and Ni-decorated Pt electrodes, the currents were normalized to the ECSA determined from 

Hupd, which turned out to be almost identical to the geometric area (~4.91 ∙ 10−6 cm-2). 

Moreover, the Ni islands were not easily visible on the macroscopic Pt(pc) disk and did not 

change the roughness factor.  

4.2.1.2 Activity evaluation under industrially 

relevant conditions 

Initial benchmarking of aforementioned electrocatalysts (NiOx, CoOx, and NiFeOx) 

was performed in 0.1 M KOH solutions at room temperature in order to ensure 

reproducibility with previously published results. In a next step, the concentration of the 

electrolyte was increased to 5.4 M KOH (corresponding to ~30 wt.%), being similar to 

typical concentrations used in the alkaline water electrolyzers. In addition, the temperature 

was increased stepwise from 25 °C to 80 °C. As depicted in Figure 4.16, the higher 

electrolyte concentration results in an increase of the measured activity at 25°C. This effect 

is very pronounced in the case of NiFeOx and NiOx, where the enhancement of the current 

density is already visible at “low” current densities (e.g. at 10 mA cm-2). This observation 

suggests, that in case of these two catalysts, there might be an interaction of cations as so-

called spectator species, which improves the reaction kinetics. Similar influence of the 

spectator cations on the reaction rate was reported for various electrocatalytic reactions on 

different model surfaces.74,205 For instance, Garcia and co-workers recently showed, that  

the activity of nickel-oxyhydroxide indeed depends on the nature of cations present in the 

electrolyte.206 Coinciding with the results of this thesis, we assume that this relation not 
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only applies to the cation species, but also to the concentration. Surprisingly, in the case of 

CoOx, this effect on the activity is slightly reversed at the onset of OER. Conversely, at 

higher current densities (i.e. >100 mA cm-2), the system with concentrated electrolyte 

outperforms the one with 0.1 M KOH, which can be at least partially attributed to the better 

conductivity of the highly concentrated electrolyte.  

 

 

Figure 4.16. Anodic polarization curves of (A) NiOx, (B) CoOx, and (C) NiFeOx, recorded in Ar-

saturated alkaline electrolytes at different temperatures (scan rate 50 mV s-1). Note that Pt 

microelectrodes served as the substrates for the catalyst thin films. Therefore, the curves are 

(almost) iR-free even without further compensation. All current densities are normalized to the 

ECSA of the corresponding catalyst, which was estimated through evaluation of the roughness 

factor. (D) Exemplary Tafel plots of the NiOx thin film. Obviously, its slope changes over the 

whole potential range. The color code can be extracted from (A). Adapted with permission from 

ref. [144]. 
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In accordance with the temperature dependence of the Butler-Volmer kinetics, an 

additional increase in the activity can be observed at elevated temperatures (see Equation 

28). Moreover, an additional Nernst-shift of the equilibrium potential and an enhanced 

diffusion rate can be expected, which further improve the reaction speed. In absolute 

values, current densities of several A cm-2 can be reached, which even exceeds the 

requirement of state-of-the-art electrolyzers. As previously discussed, accurate 

benchmarking at these current densities is not possible with classical methods (e.g. using 

an RDE and macroscopic electrodes). This means, that in such cases, the values measured 

at low current densities need to be extrapolated in order to roughly estimate the catalyst 

performance at higher current densities. Herein, one can investigate the “Tafel behavior” 

of the catalysts, to evaluate the accuracy of such an extrapolation. Exemplary, Figure 4.16 

(D) shows the Tafel representations for the NiOx thin film at different electrolyte 

conditions. Obviously, none of the graphs shows a linear dependence. In fact, the graphs 

show varying slopes at almost every point, indicating, that an extrapolation would be 

inaccurate and highlights the necessity of benchmarking at higher current densities.    

 

Figure 4.17. Anodic OER polarization curves of NiFeOx, CoOx and NiOx, recorded in Ar-

saturated 5.4 M KOH at a temperature of 60 °C. Scan rate: 50 mV s-1. In terms of OER activity 

the following order can be observed: NiFeOx >CoOx > NiOx . Adapted with permission from ref 

[144]. 
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Table 4.3. Impact of temperature and electrolyte concentration on the OER activity of NiOx, 

CoOx and NiFeOx. Here, * denotes measurements performed in 0.1 M Ar-saturated KOH, while 

all other measurements were performed in Ar-saturated 5.4 M KOH.  

Catalyst T /  

°C 

E100 mA cm-2 / 

V 
E500 mA cm-2 / 

V 
I1.60 V /  

mA cm-2 
I1.65 V /  mA 

cm-2 
I1.75 V /  mA 

cm-2 

NiOx 25* 1.772±0.003 - 0.8±0.05 1.3±0.08 61±3.7 

25 1.753±0.008 - 3±0.4 7.5±0.9 95±12 

45 1.712±0.002 - 5±0.2 19±0.7 186±6.5 

60 1.683±0.001 - 11±0.3 48±1.2 262±6.6 

80 1.639±0.0005 1.745±0.001 34±0.4 128±1.4 523±5.7 

CoOx 25* 1.730±0.004 1.825±0.009 7.3±0.7 11.1±1.1 164±16 

25 1.729±0.002 1.779±0.002 8.6±0.5 11.1±0.7 205±13 

45 1.689±0.002 1.743±0.003 10.1±0.7 26.8±2.0 592±44 

60 1.658±0.004 1.715±0.005 14.3±1.7 76.7±9.5 1150±140 

80 1.623±0.003 1.707±0.003 20.0±1.5 92±6.9 1690±130 

NiFeOx 25* 1.654±0.001 - 16±0.9 90±5.4 - 

25 1.633±0.003 - 22±2.8 211±27 - 

45 1.615±0.002 1.656±0.002 45±3.7 402±33 - 

60 1.576±0.001 1.609±0.002 330±21 2054±133 - 

80 1.553±0.002 1.589±0.003 777±77 - - 
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In Figure 4.17, the polarization curves of the aforementioned catalysts recorded at 60 °C 

in 5.4 M KOH are compared. Obviously, NiFeOx shows by far the highest activity followed 

by CoOx and NiOx. Compared to NiFeOx, the reaction onset of CoOx is shifted by ~70-80 

mV to more anodic potentials. Interestingly, the polarization curve of the NiOx catalyst 

exhibits a less steep (quasi-)exponential increase, even at high potentials. This could 

indicate a lower density of active sites in comparison to NiFeOx and CoOx, when measured 

in 5.4 M KOH at 60 °C.  To get an overview on the impact of temperature and electrolyte 

concentration on the OER activity, all recorded experimental values are summarized in 

Table 4.3.  

As described before, microelectrodes can be used as a versatile tool to benchmark the 

activity of typical OER electrocatalysts used in alkaline electrolyzers. In turn, the question 

arises, if this procedure is also applicable to other reactions, such as the HER occurring at 

the cathode side of an electrolyzer. In this case, catalysts are typically compared to Pt. A 

way to further tune the HER activity of Pt, was proposed by Markovic in 2011146. In detail, 

a ~7-times enhancement of the HER activity of Pt(111) in alkaline media was achieved 

through the decoration with Ni islands146. Accordingly, three different electrodes were 

prepared and evaluated in concentrated electrolyte (5.4 M KOH) at 60 °C. One Pt 

microelectrode, denoted as “NiUPD on Pt”, was decorated using underpotential deposition 

of Ni, that was stopped before a monolayer was formed. A second electrode, denoted as 

“NiOPD on Pt”, was treated similarly. However, an additional short cathodic pulse was 

applied in order to galvanically deposit larger Ni islands. Cathodic potential scans (scan 

rate: 50 mV s-1) of these three electrodes (“Pt”, “NiUPD on Pt”, and “NiOPD on Pt”) recorded 

in alkaline media at 60 °C are depicted in Figure 4.18. As expected, the Ni-modified 

surfaces outperform plain Pt (Figure 4.18 (A)). As visible in the figure, the electrodes with 

higher Ni loading showed the highest HER activity in the low current density region. 

Surprisingly, the predicted trend only holds true up to ~2 A cm-2.  
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(A)

 

(B) 

 

Figure 4.18. Cathodic polarization curves of different plain and Ni-decorated Pt microelectrodes, 

recorded in 5.4 M KOH at 60 °C in a (A) small and (B) large current density range. “Pt” 

corresponds to the untreated, clean Pt(pc) microelectrode. “NiUPD on Pt” and “NiOPD on Pt” 

corresponds to the microelectrodes decorated with Ni islands, as described in the main text. 

Adapted with permission from ref [144]. 

 

As shown in Figure 4.18 (B), at larger current densities the trend is reversed, and the plain 

Pt electrode slightly outperforms the Ni decorated electrodes. One can only speculate about 

the reason of this unexpected transition: the key to the increased activity is the interplay 

between Ni, where the dissociation of water is promoted, and Pt, where the reaction 

intermediates are likely recombined into molecular H2. At high current densities, the 

surface diffusion of adsorbed reaction intermediates from Ni to Pt might be limited and the 

effective blockage of Pt surface by Ni could outweigh the bifunctional effect, which results 

in a lower overall performance at high current densities. Regardless of the reason for this 

transition in the performance, this finding can be considered important for cathode material 

design: according to the electrode properties and reaction conditions (e.g. catalyst loading 

and applied current density), the specific material design can be tailored. However, 

regarding the methodology, one observes that current densities up to ~100 A cm-2 can be 
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easily achieved with low noise level, which shows the great potential for benchmarking at 

high currentsvi. The measured activities are summarized in Table 4.4 

Table 4.4. Summary of activity data of Pt-based HER electrocatalysts, recorded at 60 °C in Ar-

saturated 5.4 M KOH electrolyte.  

Catalyst E0.5 A cm-2 

/ mV 

E2 A cm-2 

/ mV 

E5 A cm-2 

/ mV 

I-100 mV 

/ mA cm-2 

I-200 mV 

/ mA cm-2 

Pt -81.79±0.001 -209.03±0.003 321.11±0.002 -640±9 -1842±27 

NiOPD -43.82±0.003 -225.98±0.006 353.98±0.005 -896±35 -1719±69 

NiUPD -54.01±0.006 -219.10±0.011 343.93±0.010 -842±67 -1783±142 

 

As mentioned in the beginning, it is important to ensure stability of the microelectrode 

under the harsh experimental conditions, especially concerning the above-mentioned glass 

corrosion. In particular,  corrosion of the glass sheathing around the tip would have a big 

impact on the measurements. For instance, an ablation of just 6.25 µm (of glass) could 

cause a doubling of ECSA, as the side of the Pt gets partially exposed to the electrolyte. 

Therefore, following all benchmarking experiments, the tip of the microelectrode was 

investigated using an optical microscope, as depicted in Figure 4.19. No protruding of the 

tip was observed and no significant glass corrosion was visible even after the exposure to 

these harsh conditions. In contrast, other publications report relatively fast corrosion rates, 

which could be explained by the different type of glass used to produce the microelectrodes.  

 

vi Note, that Figure 4.18 (B) also just shows a section of the polarization curve and focuses on the relevant 

part. 
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Figure 4.19. Optical microscopy images of the  microelectrode tip after OER/ HER 

benchmarking in concentrated KOH at elevated temperatures. No protruding of the metallic tip 

out of the glass can be observed, indicating that glass corrosion does not affect the measurements. 

Adapted with permission from ref. [144]. 

 

Briefly, in this section we showed that the usage of microelectrodes is a powerful 

tool to benchmark the activity and stability of catalysts at industrially relevant conditions. 

In case of the OER, several A cm-2 and in case of HER up to 100 A cm-2 were reached 

without significant noise level. An unexpected non-trivial effect of electrolyte 

concentration and temperature was found, which justifies the importance to evaluate the 

catalysts under industrial relevant conditions. Further, evaluation of corresponding Tafel 

plots showed that extrapolation of the data obtained at low current densities is often 

inaccurate. Additionally, we observed that the superior HER kinetics of Ni-decorated Pt 

surfaces compared to pure Pt largely depends on operation conditions. Even though the 

literature reports indicate glass corrosion at high temperatures and in concentrated 

electrodes, we found that some Pt microelectrodes remain stable even under highly 

corrosive conditions, which justifies their application in the lab scale experiments.  
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4.2.2 Benchmarking the OER performance of 

novel MOF-based electrocatalysts 

In the previous chapter, benchmarking of three state-of-the-art OER electrocatalysts 

under industrially relevant conditions was performed. These catalysts served as a reference 

for the next generation electrocatalysts. In the following, a novel and highly active OER 

electrocatalyst is benchmarked similarly. The catalyst was synthesized  in the group of Prof. 

Roland Fischer (TUM) in cooperation with Dr. Weijin Li. This catalyst is derived from 

surface-mounted metal organic frameworks (SURMOFs), which were grown with a layer-

by-layer technique using the electrode as the substrate. Immersion to an alkaline electrolyte 

resulted in leaching of the organic linkers and subsequent transformation of the film. The 

synthesis and characterization of this catalyst was recently published as a collaborative 

work between the “Chair of Inorganic and Metal-organic Chemistry” and the chair of 

“Physics of Energy Conversion and Storage (ECS)” (both TUM) in ” W. Li, S. Watzele, 

H.A. El-Sayed, Y. Liang, G. Kieslich, A.S. Bandarenka, K. Rodewald, B. Rieger, R.A. 

Fischer. Unprecedented high oxygen evolution activity of electrocatalysts derived from 

surface-mounted metal-organic frameworks. J. American Chem. Soc. 141 (2019) 5926–

5933”. This section is based on this publication but focuses on the electrochemical part 

performed at ECS. In detail, this includes the activity and stability evaluation of the 

SURMOF thin films under industrially relevant conditions. However, the synthesis and 

characterization of this catalyst are presented briefly for better understanding. 

 

4.2.2.1 Synthesis and Characterization 

The synthesis was performed as described in Chapter 3.1.3. A relatively high level 

of crystallinity of the fresh SURMOF was evident through the x-ray diffraction (XRD) 

pattern, shown in Figure 6.1 (see Appendix). Scanning electron microscopy (SEM) 

imaging and AFM revealed a sheet-like structure of the film, as shown in Figure 4.20 (A)-

(F). As one might expect, this structure is more pronounced when the amount of deposition 

cycles is increased from 10 to 50. However, after immersing the catalyst in alkaline solution 

(0.1 M KOH), a significant change was observed. As depicted in Figure 4.20 (G)-(L), the 
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sheet-like structure is almost gone. This can be explained by leaching out the organic linker, 

which results in a collapse of the structure.  

 

Figure 4.20. Investigation of the morphology of SURMOFs and SURMOFDs after different 

amount of deposition cycles. For each film, SEM and AFM pictures are shown before and after 

immersion in 0.1 M KOH. Each column presents one film. Row (A)-(C) and row (G)-(I) present 

SEM pictures of SURMOFs and SURMOFDs, respectively. Row (D)-(F) and row (J)-(K) are the 

corresponding AFM pictures. Adapted with permission from ref. [149]. 
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XRD (Figure 6.1) showed that the film changed to a more amorphous structure, which 

supports this hypothesis. Additional measurements (attenuated total reflection 

spectroscopy and XPS) further confirms that the linkers partially leached out. For this work, 

it is mainly important to note, that an amorphous mixed metal hydroxide is formed, with a 

certain degree of BDC still being present in the structure.149 These surface mounted metal 

organic derivatives are abbreviated as SURMOFDs, in the following.  

 

4.2.2.2 Benchmarking Electrocatalytic Activity  

For the activity evaluation, thin films of the SURMOFD-based electrocatalyst were 

prepared using Au-coated quartz crystal microbalance (QCM) chips as a substrate. These 

allowed to monitor the growth rate during film synthesis and the absolute mass deposited. 

These substrates, however, have a relatively large diameter (1 cm) and could not be rotated 

during electrochemical measurements. Herein, it has to be noted, that although the 

substrates were immersed vertically into the electrolyte, small oxygen bubbles might have 

partially blocked the electrode, which could lead to an underestimation of measured 

activities. The activity enhancement of the SURMOFD thin films was compared to the bare 

substrate and the activity of the substrate coated with the SAMs. 

As depicted in Figure 4.21 (A), the electrocatalytic activity of the substrate and the SAMs 

treated substrate were negligible compared to the activity of the SURMOFDs towards the 

OER. The two anodic peaks observed in the polarization curve of the SURMOFD can be 

attributed to the oxidation of Ni2+ to Ni3+ and Co2+ to Co3+. Note that all the current densities 

are normalized to the geometric electrode area, not to the real ECSA, which is presumably 

much larger, due to the nanostructured nature of the SURMOFD film. Nevertheless, the 

determination of mass deposited on the substrate was very accurate, due to the usage of the 

quartz crystal microbalance. 
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Figure 4.21. Benchmarking of the electrocatalytic activity towards the OER. (A) Polarization 

curves (normalized to geometric electrode area) of a 50 layered SURMOFD film, the Au(pc) 

substrate and SAMs, recorded in O2-saturated 0.1 M NaOH at 25 °C. The scan rate was 20 mV 

s-1. Obviously, the OER activity does not originate from the substrate. (B) Comparison of 

polarization curves of SURMOFDs, which were produced with 10, 30, and 50 deposition cycles 

respectively. Note that these values are normalized to the catalyst’s mass. (C) Comparison of the 

mass activity of a 10-layer SURMOFD film with the mass activity state-of-the-art OER catalysts 

reproduced from the literature. All activities are evaluated at an overpotential of 300 mV. (1-3) 

are MOFs and (4-13) are transition metal oxide hydroxide materials, all published recently and 

measured under similar conditions. “(1) Fe3–Co2
207, (2) [M(BDC)] nanosheets (M = Ni2+, 

Co2+)208, (3) M-MIL-53 (M = Co, Mn) 209, (4) G-FeCoW210, (5) á-CoVOx
211, (6) Fe–Co–P212, (7) 

Ni–Fe–O mesoporous nanowire network213, (8) CoFe2O4/C214, (9) NiFe-LDH*215, (10) 

Ba0.5Sr0.5Co0.8Fe0.2O3-δ216, (11) IrO2,217 (12) NaNi0.9Fe0.1O2
218, (13) Co3O4/CoP219 (asterisk (*) 

indicates experiments carried out under N2.”149 Adapted with permission from ref. [149]. 
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The influence of film thickness on the mass activity is presented in Figure 4.21 (B). As 

expected, the mass activity of the thinnest (10 deposition cycles) SURMOFD film shows 

the best activity, followed by the films prepared with 30 and 50 deposition cycles, since the 

conductivity of SURMOFD films is typically limited by the functional groups220,221. 

Moreover, we assume that the thinner SURMOFD films exhibit larger SSA. Compared to 

some of the best state-of-the-art OER catalysts, Figure 4.21 (C) points out the 

exceptionally high OER activity of the SURMOFD electrocatalyst. The origin of this 

enhanced activity, which is significantly higher than typical for NiCo oxyhydroxide films 

reported in literature92, still needs a more detailed investigation, for instance using DFT. 

Such calculations typically utilize model systems, which are not easy to elaborate 

considering partially amorphous SURMOFD structure.  Nevertheless, we assume that 

strains induced by the remaining binders leads to optimal binding energies between certain 

surface sites and the reaction intermediates.  

In order to confirm, that the measured currents really correspond to the OER and not to any 

side reaction, such as leaching of BDC, RRDE measurements were conducted. Therefore, 

the potential of the disk was cycled between 0.8 and 1.65 V, while the ring potential was 

fixed to 0.7 V. As shown in Figure 4.22 (A), the redox peak can interfere with activity 

measurements, if too high scan rates (here 50 mV s-1) are applied. Therefore, the following 

polarization curves were recorded at a scan rate of 2 mV s-1. The exact OER onset potential 

was difficult to determine, but apparently at ~1.5 V oxygen reached the ring. However, it 

cannot be excluded that oxygen was already produced at slightly lower electrode potentials. 

To investigate the Faradaic efficiency of the catalyst, a constant current of 0.4 mA was 

applied to the disk, while the current at the ring (Ering = 0.7 V) was monitored. As depicted  

in Figure 4.22 (B) an average current of ca 79.4 μA was measured at the ring. This allowed 

to estimate the Faradaic efficiency 𝐹𝐸, using 𝐹𝐸 = 𝐼𝑟𝑖𝑛𝑔/(𝐼𝑑𝑖𝑠𝑘 ×𝑁) and the factor 

𝑁~0.2, to be  ~ 99.4 %222. Herein we conclude, that the measured current indeed 

corresponds to the OER.   
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(A)                                                                         (B) 

 

Figure 4.22. RRDE measurements in Ar-saturated 0.1 M KOH used to investigate the onset of 

the OER and the Faradaic efficiency. The SURMOFD film with 60 deposition layers was 

investigated. The potential of the ring was fixed to 0.7 V, while (A) the potential of the disk was 

cycled between ~0.8 and ~1.65 V vs RHE and rotated at 300 rpm and (B) a constant current of 

0.4 mA was applied to the disk, during rotation at 400 rpm. Measuring the current of the ring 

allowed to estimate a Faradaic efficiency of ~99.4%. Adapted with permission from ref. [149]. 

For the benchmarking of the electrocatalytic activity at higher current densities, the 

previously described microelectrode-based technique was utilized (see Chapter 4.2.1). 

Initially, SURMOFDs were compared to NiOx, CoOx, and NiFeOx measured under similar 

conditions (O2 saturated 0.1 M KOH, 25 °C, 2 mV s-1 scan rate). Independent of the film 

thickness, the SURMOFD films show significantly larger anodic current densities in 

comparison to the other catalysts. Even though there might be an overlap with the oxidation 

peak at ~1.3 V, its impact can be neglected due to the greatly reduced scan rate in 

comparison to the previous RRDE measurements. It is clearly visible, that the thicker film 

with 90 deposition cycles (90 C SURMOFD) shows the largest current (see Figure 4.23 

(A)). This was expected based on SEM and AFM observations (Figure 4.20), which 

indicate a larger roughness factor for the thicker films. Thus, for further experiments, those 

were based on the thickest film (“90 C SURMOFD”). As expected, an increase in 

temperature (to 80 °C) resulted in a higher activity of all catalysts, as shown in Figure 4.23 

(B). Surprisingly, while the recorded current of the reference catalyst increased by a factor 

of ~10, the current of the SURMOFDs only increased by a factor of ~2. This might indicate 

a major weakness  of such Ni-Co-based SURMOFDs, when it comes to the application 

under realistic electrolysis conditions: while their performance at low current densities is 

outstanding, they exhibit a drop of the activity at very high current densities. This is 
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probably caused by the low conductivity of these films coupled with limited diffusion in 

the pores. A possible solution to circumvent the high resistance of the SURMOFDs is to 

support the OER catalyst onto highly conductive, nanostructured materials. When it comes 

to application in real devices, another parameter is at least equally important as the activity 

of an electrocatalyst: its long-term stability. Hence, the durability of the SURMOFD films 

was investigated in 5.4 M KOH at ambient temperature (due to safety concerns) by 

applying a constant current density of 500 mA cm-2. Similar experiment was already 

performed by Ganassin and co-workers, using a CoOx thin film (200 nm thickness), which 

was deposited on a microelectrode95. In this case, although a current density of only 400 

mA cm-2 was applied, the catalyst completely degraded within only 9 minutes in 0.1 M 

KOH.95. Conversely, as shown in Figure 4.23 (C), the SURMOFD film proved to be stable 

over more than 100 hours under similar conditions. Interestingly, the voltage dropped by 

~50 mV within the first 8 hours and continuously decreased further until the measurement 

was stopped after 100 hours. This is unexpected, as one would rather predict an increase of 

voltage, as catalyst surfaces can get blocked with bubbles or ECSA is lost due to leaching. 

Here, it seems that the catalyst further increased its activity. A reason could be that a higher 

fraction of the BDC binder was leached out over time. This could indirectly lead to an 

improvement of performance, as the resistance of the film decreases, or to a direct 

improvement, as the level of strain in the film changes. Although it is hard to prove the 

reason for the increase of activity over time, one should emphasize that the stability is 

remarkable when compared to other state-of-the-art catalysts such as CoOx. 

Herein, future work includes modifying the catalyst, e.g. by modulating strain through the 

nature of the organic linker or by exchanging Co cations with Fe cations. Their 

electrocatalytic activity should be also tested at industrial relevant conditions, combining 

high temperatures and using concentrated electrolytes. 
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 (A)                                                                           (B) 

 

                                      (C) 

 

Figure 4.23. Comparison of the OER activities of the SURMOFDs with state-of-the-art OER 

electrocatalysts and a long-term stability measurement. All polarization curves were recorded 

using O2-saturated 0.1 M KOH. In all cases, the microelectrodes served as the substrates. 

SURMOFDs derived from SURMOFs grown with 30, 60 and 90 deposition cycles are denoted 

as “30 C SURMOFD”, “60 C SURMOFD”, and “90 C SURMOFD”, respectively. (A) 

Comparison of polarization of different SURMOFDs with CoOx, NiOx, and NiFeOx 

electrocatalysts at 25 °C. (B) Comparison of anodic polarization curves of the “90 C SURMOFD” 

and state-of-the-art electrocatalysts recorded at 80 °C. (C) Galvanostatic long-term durability 

measurement of the “90 C SURMOFD“ in 5.4 M KOH at room temperature. A current density 

of 500 mA cm-2 was applied for 100 hours. Adapted with permission from ref. [149]. 
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4.3 On the dominating mechanism of the 

HER 

The HER is an important reaction in various industrial systems e.g. in chlor-alkali 

industry and water electrolysis223. Although this relatively simple reaction is one of the 

most examined reactions in electrochemistry, there is still certain lack of understanding of 

its mechanistic steps224,225,226,227. For instance, unexpected pH effects of the electrolytes and 

non-Tafel dependencies are observed for various catalysts228,229,230. Reaction mechanisms 

are well-known, however their contribution to the overall reaction rate was never really 

quantified.  

This chapter focuses on this aspect, investigating the dominating mechanism of the HER 

in acidic media and at different pH values. In this study, the microelectrodes were utilized 

in combination with EIS measurements. Firstly, Volmer-Heyrovsky (VH) and Volmer-

Tafel (VT) mechanisms are briefly discussed and corresponding EECs for each reaction 

step are derived. Secondly, electrochemical measurements performed using the Pt(pc) 

microelectrodes in acidic media are presented. Then, the necessity of using the combination 

of both EECs for VH and VT is demonstrated by fitting the impedance data. Finally, the 

resulting values for the fitting parameters are presented and an evaluation of the dominating 

mechanism is made, based on this results. The results presented in this chapter were 

published: ”S. Watzele, J. Fichtner, B. Garlyyev, J.N. Schwämmlein, A.S. Bandarenka. On 

the dominating mechanism of the hydrogen evolution reaction at polycrystalline Pt-

electrodes in acidic media ACS Catalysis 8 (2018) 9456-9462”231 (see Chapter 6.3). 
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4.3.1 HER mechanisms 

The HER in acidic media involves an adsorption of protons at the electrode 

surface (H*), which is called the Volmer mechanism. 

 
H+ + e- + * 

𝑘1
⇄
𝑘−1

 H* 

 

(4.18) 

The corresponding rate constants are 𝑘1 and 𝑘−1for the forward and backward reactions, 

respectively. Note that the asterisk (*) denotes a surface adsorption site. Following, there 

are two possibilities, either a second proton can adsorb at the adsorbed proton and hydrogen 

is formed by the so-called Heyrovsky mechanism with corresponding rate constants 𝑘2 

and 𝑘−2 : 

 
H* + H+ + e- 

𝑘2
⇄
𝑘−2

 * + H2 

 

(4.19) 

or two adsorbed hydrogen atoms can recombine to form hydrogen (Tafel mechanism)  

 
2H* 

𝑘3
⇄
𝑘−3

  2* + H2 

 

(4.20) 

The corresponding rate constants are 𝑘3 and 𝑘−3. Other studies suggest different Tafel-

slopes depending on the type of the mechanism taking place, for instance, slope of ~30 mV 

dec-1 is observed for a system rate determined by Tafel mechanism and ~40 mV dec-1 for  

Heyrovsky mechanism at low current densities. At higher current densities, the Tafel step 

is assumed to be limited by diffusion and the Tafel slope of Heyrovsky mechanism is 

increased to ~120 mV dec-1. As Pt(pc) electrodes in acidic media are reported to have a 

Tafel slope of ~30 mV dec-1, one could assume, that the Tafel step is rate determining under 

those conditions. Here, the analysis will not be performed based on the Tafel slopes but on 

the evaluation of EIS spectra recorded using microelectrodes.  
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The following derivations of the EECs are adopted from our recent publication231 based on 

considerations in ref. [182]  

For the following calculation, the initial assumption is made that VH and VT reaction are 

quasi-independent and occur simultaneously at different locations on the electrode surface. 

The total current itot consists of the sum of currents from Volmer-Heyrovsky, iVH, and 

Volmer-Tafel, iVT, reactions: 

 itot = iVH + iVT (4.21) 

Focusing first on the Volmer-Heyrovsky pathway, the reaction rates of the Volmer and 

Heyrovsky steps can be expressed, as shown in Equation (4.22) and (4.23), respectively: 

 𝜈1 = 𝑁𝑉𝐻(𝑘1(𝐸)𝐹1(𝜃) − 𝑘−1(𝐸)𝐹−1(𝜃))   (4.22) 

 𝜈2 = 𝑁𝑉𝐻(𝑘2(𝐸)𝐹2(𝜃) − 𝑘−2(𝐸)𝐹−2(𝜃))   (4.23) 

Here, NVH is the ratio of adsorption sites that contributes to the VH reaction mechanism 

divided by the total amount of sites contributing to VH plus VT mechanism. The potential 

dependent rate constants k1(E) and k2(E) also account for the proton concentration. F1(θ), 

F-1(θ), F2(θ), F-2(θ) are functions that account for adsorbate-adsorbate interactions, they are 

also potential dependent. The total current via VH mechanism is therefore: 182 

 iVH = F(𝑣1 + 𝑣2) = F𝑟0    (4.24) 

Here F is the Faraday constant and 𝑟0 is the sum of both reaction rates. 

The fractional coverage of the adsorbed H-species can be calculated from the difference of 

both reaction rates of the two-stage mechanism:182  

 𝑞𝑎

𝐹

𝑑𝜃

𝑑𝑡
= 𝜈1 − 𝜈2 = 𝑟1   (4.25) 

Here qa is the charge resulting from a complete monolayer of Hads and 
𝑑𝜃

𝑑𝑡
 is the change of 

the coverage with time t. 

During the EIS measurements, the potential ∆E = Edc + Ẽexp(jωt) is applied, where Edc is 

a constant bias and Ẽ is the complex E-amplitude (phasor), which is usually in the range of 

10 mV. Further, j, ω, and t are the imaginary unit (j2 = -1), the angular frequency (ω=2πf), 

and the time, respectively. This perturbation causes the current (iVH) and the fractional 

coverage (θ) to oscillate around time averaged values idc,VH, θdc: 
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 ∆iVH = idc,VH + ῖVHexp(jωt)   (4.26) 

 ∆θ = θdc + 𝜃̃exp(jωt)   (4.27) 

Here, ῖVH and 𝜃̃ are the corresponding complex amplitudes. For simplicity, the constants 

idc,VH and θdc are excluded from further analysis, to keep the equations shorter. 

Equations (4.24) and (4.25) can be linearized to182: 

 ∆𝑖𝑉𝐻 = (
𝜕𝑖𝑉𝐻

𝜕𝐸
)
𝜃
∆𝐸 + (

𝜕𝑖𝑉𝐻

𝜕𝜃
)
𝐸
∆𝜃 = 𝐹 ⌊(

𝜕𝑟0

𝜕𝐸
)
𝜃
∆𝐸 + (

𝜕𝑟0

𝜕𝜃
)
𝐸
∆𝜃⌋   (4.28) 

 𝑞𝑎

𝐹

𝑑∆𝜃

𝑑𝑡
= (

𝜕𝑟1

𝜕𝐸
)
𝜃
∆𝐸 + (

𝜕𝑟1

𝜕𝜃
)
𝐸
∆𝜃   (4.29) 

Equations (4.28) and (4.29) can be rewritten by using Equations (4.26) and (4.27) 

182: 

 𝑖̃𝑉𝐻
𝐹

= (
𝜕𝑟0
𝜕𝐸

)
𝜃
𝐸̃ + (

𝜕𝑟0
𝜕𝜃

)
𝐸
𝜃̃ 

 

(4.30) 

 𝑞𝑎
𝐹
𝑗𝜔𝜃̃ = (

𝜕𝑟1
𝜕𝐸

)
𝜃
𝐸̃ + (

𝜕𝑟1
𝜕𝜃

)
𝐸
𝜃̃ 

 

(4.31) 

Equation (4.31) can be resolved for 𝜃̃182: 

 

𝜃̃ =
(
𝜕𝑟1
𝜕𝐸

)
𝜃
𝐸̃

(
𝑞𝑎
𝐹 𝑗𝜔 − (

𝜕𝑟1
𝜕𝜃

)
𝐸
)
 

 

(4.32) 

 

This allows to derive an equation for the complex admittance for the VH pathway: 

From Equation (4.30) and (4.31), one can write the following equation for the complex 

admittance for the Volmer-Heyrovsky pathway: 
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𝑌̂𝐹,𝑉𝐻 = −

𝑖̃𝑉𝐻

𝐸̃

(4.30)
=
 

−
𝐹

𝐸̃
((
𝜕𝑟0
𝜕𝐸

)
𝜃
𝐸̃ − (

𝜕𝑟0
𝜕𝜃

)
𝐸
𝜃̃)

(4.32)
=
 

 

= −𝐹 (
𝜕𝑟0
𝜕𝐸

)
𝜃
−

𝐹
𝐸̃
(
𝜕𝑟0
𝜕𝜃

)
𝐸
(
𝜕𝑟1
𝜕𝐸

)
𝜃
𝐸̃

(
𝑞𝑎
𝐹 𝑗𝜔 − (

𝜕𝑟1
𝜕𝜃

)
𝐸
)

= −𝐹 (
𝜕𝑟0
𝜕𝐸

)
𝜃
−

𝐹2

𝑞𝑎
(
𝜕𝑟0
𝜕𝜃

)
𝐸
(
𝜕𝑟1
𝜕𝐸

)
𝜃

𝑗𝜔 −
𝐹
𝑞𝑎

(
𝜕𝑟1
𝜕𝜃

)
𝐸

 

= 𝐴 +
𝐵

𝑗𝜔+𝐶
     

 

(4.33) 

 

Here, the parameter A is defined as the inverse of the charge transfer resistance 𝑅𝑐𝑡,1
−1  for 

the VH pathway. The complex impedance can be calculated as the inverse of the 

admittance182: 

 
𝑍̂𝐹,𝑉𝐻 = 𝑅𝑐𝑡,1 +

1

1
𝑅𝑎

+ 𝑗𝜔𝐶𝑎

 

 

(4.34) 

𝑅𝑎 =
𝑅𝑐𝑡,1
2 |𝐵|

𝐶−𝑅𝑐𝑡,1|𝐵|
 is the so-called “adsorption resistance” and 𝐶𝑎 =

1

𝑅𝑐𝑡,1
2 |𝐵|

 is the “adsorption 

capacitance”. For a step by step calculation of 𝑍̂𝐹,𝑉𝐻, refer to the Supporting Information 

of the related recent publication ref. [231]. For the sake of clarity, it makes sense to 

represent Equation (4.34) by an EEC, consisting of a capacitance and two resistors, as 

displayed in Figure 4.24 (A).  Noteworthy, these circuit elements are not real capacitances 

and resistances, but solely describe the “AC-behavior” in an easier way. 

Now, let us consider the VT pathway and its impedance response. Obviously, as Equations 

4.18-4.20 show, electrons are only transferred at each adsorption site during the Volmer 

step and not during the recombination step. The fact that the proton adsorption on the 

catalyst surface H+ + * + e- = *Hads is not slowed by the quick subsequent charge transfer 
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makes the calculations the VT kinetics relatively simple.232 One can assume that this 

relatively fast reaction is diffusion limited at high current densities. 

Therefore, the linearized current due to VT pathway originating from small perturbations 

can be expressed, as a function of the surface concentration of electroactive species (C*) 

and the potential (𝐸) 182: 

 
∆𝑖𝑉𝑇 = (

𝜕𝑖𝑉𝑇
𝜕𝐸

)
𝐶∗
∆𝐸 + (

𝜕𝑖𝑉𝑇
𝜕𝐶∗

)
𝐸
∆𝐶∗ 

 

(4.35) 

This allows to perform similar transformations and the Faradaic impedance of the VT 

pathway.  

 𝑍̂𝐹,𝑉𝑇 = 𝑅𝑐𝑡,2 + 𝑍̂𝐷𝑖𝑓𝑓 (4.36) 

Here, 𝑅𝑐𝑡,2 is the charge transfer resistance and 𝑍̂𝐷𝑖𝑓𝑓 is the semi-infinite Warburg diffusion 

impedance, which originates from the last term in Equation 4.35. This impedance of the 

VT mechanism can be represented by the EEC shown in Figure 4.24 (B).  

So far, in the EEC the Faradaic processes, but not the non-Faradaic charging have been 

accounted. The impedance of the electrical double layer must be connected in parallel to 

the Faradaic impedances, according to the Dolin-Erschler-Randles approximation.233,234 

The impedance of the electrode double layer is typically approximated by a constant phase 

element: 

 ZDL = ZCPE = 
1

𝐶𝐷𝐿
′ (𝑗𝜔)𝑛

 (4.37) 

The exponent n accounts for the frequency dispersion of the double layer. For a value of 

n=1 the constant phase element could be replaced with a capacitor. 𝐶𝐷𝐿
′  is in general 

proportional to the capacitance of the double layer but it cannot be considered as the true 

double layer capacitance, especially if n is significantly lower than 1. Though, due to 

convenience, in the following it will be simplified to 𝐶𝐷𝐿
′  ≡ 𝐶𝐷𝐿, irrespective of the values 

of n, as the focus of this chapter is on the reaction kinetics. 
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The complete EEC is shown in Figure 4.24 (C), where the uncompensated resistance of 

the electrolyte RU is also accounted.  

(A) (B) (C) 

 

 

 

 

 
 

Figure 4.24. Equivalent electrical circuits (EECs) for the evaluation of EIS data recorded for the 

HER at Pt(pc) microelectrodes. The equivalent circuit for the Faradaic part of impedance splits 

into two parts: (A) an EEC for the Volmer-Heyrovsky and (B) an EEC for the Volmer-Tafel 

reaction. The complete EEC (C) includes also the impedance of the double layer Zdl and the 

uncompensated resistance of the electrolyte Ru.  

 

4.3.2 Analysis of polarization curves 

Measurements were performed using Ar and H2 saturated 0.01 M HClO4, 0.1 M 

HClO4, and 1 M HClO4. Figure 4.25 (A) presents a typical CV recorded in 1 M HClO4. It 

features H adsorption/desorption peaks, that can be attributed to Pt(100) and Pt(110) 

surfaces and it shows the expected shape for Pt(pc). Noteworthy, the onset of the HER in 

Ar saturated electrolyte was found to be at ~0.02 V. The polarization curves were recorded 

in the same potential range, where the EIS measurements were performed. Figure 4.25 (B) 

shows typical cathodic polarization curve, which was recorded at 50 mV s-1 in H2 saturated 

electrolytes. Note, that these curves are corrected for the double layer capacitance, but not 

for the resistance of the electrolyte, as this is typically negligible for microelectrodes in 

such current range. At the overpotential of 100 mV, a current density of ~1050 mA cm-2, 

~440 mA cm-2 and 80 mA cm-2 was recorded for the microelectrode in 1 M, 0.1 M and 0.01 

M HClO4, respectively. This demonstrates the advantage of utilizing microelectrodes when 

analyzing the reaction kinetics. Even at very high current densities, no significant noise 
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level was recorded allowing to perform EIS measurements quasi iR-free. The Tafel 

representation of these polarization curve is shown in Figure 4.25 (C). Obviously, the 

curves recorded at different pH values are very similar in shape, but shifted. The Tafel 

slopes change over the whole potential range: at an overpotential of -15 mV it becomes ~30 

mV dec-1 which would, according to classical analysis, be attributed to a rate determining 

Tafel step. However, it would be an arbitrary choice to evaluate exactly at -15 mV and the 

slope will differ at slightly lower and higher potentials. At high current densities the slope 

approaches ~120 mV dec-1, which would suggest Volmer-Heyrovsky mechanism to be rate 

determining. 

(A)              (B) 

  

                                             (C) 

 
Figure 4.25. (A) A typical CV of the Pt(pc) microelectrode recorded in Ar saturated 1 M HClO4 

at a scan rate of 50 mV s-1. It features characteristic adsorption peaks of Pt(100) and Pt(110) 

facets and indicates an onset of the HER at ~0.02 V vs RHE. (B) Cathodic polarization curves of 

the Pt microelectrode recorded in H2 saturated 1 M HClO4, 0.1 M HClO4 and 0.01 M HClO4. (C) 

Corresponding Tafel-plots. Adapted with permission from ref. [231]. 
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4.3.3 Analysis of the EIS spectra 

The EIS data were recorded between -0.09 V and 0.03 V for Ar saturated and 

between -0.10 V and 0.00 V for H2 saturated electrolytes. In Chapter 4.3.1, the EECs of 

VH and VT mechanisms as well as a combination of both was introduced. However, 

verification is required, e.g. that the EIS data cannot be fitted with just the EEC of the 

Faradaic current of a single reaction mechanism. Therefore, as an example, different EECs 

for the individual reaction mechanismsvii are utilized to fit the experimental data recorded 

at -0.05 V.  

(A) 

 

(B) 

 

                                       (C) 

 

Figure 4.26. Typical EIS spectra (open symbols) of Pt(pc) microelectrode recorded at -0.05 V 

vs RHE in H2 saturated acidic electrolytes. The spectra were taken in (A) 1 M HClO4, (B) 0.1 M 

HClO4, and (C) 0.01 M HClO4 solutions. The dashed and dotted curves correspond to attempts 

to fit the spectra considering only VH and only VT mechanisms, respectively. A reasonable 

fitting can only be achieved by considering both mechanisms. Adapted with permission from ref. 

[231]. 

 

vii Note, that the EECs shown for VH and VT are complemented with a parallel connected CPE and in 

series connected Ru, to account for double layer capacitance and electrolyte resistance. 
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As can be seen in Figure 4.26, a satisfactory fitting by only using the EEC for an individual 

mechanism (striped and dotted lines) is not possible; however, the utilization of the 

combination (solid line) allows good fitting for all shown cases. Hence, the next step was 

to apply this EEC for all recorded EIS data. Figure 4.27 shows typical admittance data in 

Nyquist representation recorded at (A) pH 2, (B) pH 1, and (C) pH 0 for Ar saturated 

electrolytes with corresponding fitting curves. Figure 4.27 (D) plots the phase shift vs 

applied frequency evaluated at -0.09 V.  

(A) 

 

(B) 

 

(C) 

 

(D) 

 

Figure 4.27. Typical admittance data (open symbols) in Nyquist representation of Pt(pc) 

microelectrodes, recorded in Ar saturated (A) 1 M HClO4, (B) 0.1 M HClO4, and (C) 0.01 M 

HClO4. (D) Phase shift plots, as a function of applied probing frequency, recorded at -0.09 V vs 

RHE in Ar saturated acidic electrolytes (1 M, 0.1 M, and 0.01 M HClO4). The EEC shown in 

Figure 4.24 (C) was utilized for the corresponding fitting, which are represented as solid lines. 

Adapted with permission from ref [231]. 



122 

  

 

Figure 4.28 (A)-(D) presents corresponding data recorded in H2 saturated electrolytes. As 

can be clearly seen, the model presented in Figure 4.24 (C) allows to accurately describe 

the impedance response in the whole potential range, with very low normalized root-mean-

squared deviations of < 2.5%. 

(A) 

 

(B) 

 

(C) 

 

(D) 

 

Figure 4.28. Typical admittance data (open symbols) in Nyquist representation of Pt(pc) 

microelectrodes recorded in H2 saturated (A) 1 M HClO4, (B) 0.1 M HClO4, and (C) 0.01 M 

HClO4. (D) Phase shift plots as a function of applied probing frequency, recorded at -0.09 V vs 

RHE in H2 saturated acidic electrolytes (1 M, 0.1 M, and 0.01 M HClO4). The EEC shown in 

Figure 4.24 (C) was utilized for the corresponding fitting, which are represented as solid lines. 

Adapted with permission from ref [231]. 
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Figure 4.29. Main parameters of the EEC shown in Figure 4.24 (C)  as a function of applied 

potential for the Pt(pc) microelectrodes in (A-F) Ar saturated and (G-L) H2 saturated 1 M, 0.1 M, 

and 0.01 M HClO4 electrolytes. The dotted lines connect the data points. Adapted with 

permission from ref. [231]. 

Furthermore, the individual EEC elements showed low relative errors of typically less than 

10%, which verifies the choice of the EEC. The relatively low errors of the individual 

parameters implies the significant contribution of these parameters to the overall fitting. 

This was valid for all tested electrolyte concentrations, independent of the type of gas they 
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were saturated with. To further examine the physical meaning of the used fitting model and 

to investigate the reaction kinetics, it is important to take a look at the resulting fitting 

parameters. The potential dependencies of the relevant fitting parameters are displayed in 

Figure 4.29. 

The left and right column present the results for the measurements performed in Ar and H2 

saturated electrolytes, respectively. The double layer capacitancesviii generally increased 

with decreasing pH, as expected. The considerable difference of Cdl measured in Ar (A)-

(F) and H2 (G)-(H) saturated electrolytes can be reasoned, by different values of n, which 

are likely caused by surface adsorbates, that interact with the double layer structure.235,236 

Obviously, this surface adsorbate coverage should depend on the partial pressure of H2. 

The situation for the charge transfer resistances of VH and VT steps (Figure 4.29 (B, C, 

H, and I)) is more complex. According to their definition, the inverse of these resistances 

is proportional to the local derivative of dc currents, associated to the corresponding 

reaction mechanism. In accordance, the values of Rct in Figure 4.25 (B) and (C) decrease 

in higher electrolyte concentrations, with few exceptions. The other Faradaic impedance 

parameters such as Ra and Ca (for VH mechanism) correlate with each other, as expected 

from Equation 4.34. The Warburg parameter, Aw, indicates the existence of a diffusion 

limitation which is, however, not process limiting at the applied potentials. This observation 

is in accordance with the polarization curves shown in Figure 4.25 (B)231. In order to 

identify the dominating mechanism of the HER, it is necessary to put Rct,1 with R ct,2 into a 

relation: Rct,1/ Rct,2. This ratio corresponds to the relative contribution of VT and VH 

pathways to the derivative of the total current related to HER: 

 𝑅𝑐𝑡,1
𝑅𝑐𝑡,2

∝
𝑁𝑉𝑇
𝑁𝑉𝐻

∙
𝐹(𝜃)𝑉𝑇
𝐹(𝜃)𝑉𝐻

∙
𝐶𝑉𝑇
∗

𝐶𝑉𝐻
∗  

 

(4.38) 

Where NVT and NVH are the fraction of the adsorption sites, where the reaction proceeds 

according to VT and VH mechanisms, respectively. The functions describing adsorbate-

adsorbate contributions 𝐹(𝜃)𝑉𝑇 and 𝐹(𝜃)𝑉𝐻 are assumed to be different for VT and VH, 

while transfer coefficients are assumed to be the same, and therefore cancel each other out. 

 

viii Note that for this study the constant phase elements are treated here as simple capacitors irrespective of 

their exponents n for sake of simplicity, as the main focus is on the reaction kinetics.  
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Further, C*VH and C*VT are effective surface concentrations of electroactive species at the 

site where VH and VT occur, respectively.231 

(A)                                                                    (B) 

 

                            (C) 

 

Figure 4.30. (A,B) The ratio Rct,1/Rct,2, illustrating the relative contribution of the Volmer-

Heyrovsky and Volmer-Tafel pathways into the overall HER current at different pH values. The 

bold symbols designate extrema, where the relative contribution of the Volmer-Tafel pathway is 

maximal for the corresponding pH values. The data obtained in (A) Ar-saturated and (B) H2-

saturated electrolyte solutions. The error bars are from three independent measurements. Dotted 

lines are trend-lines. (C) Determination of the exchange current densities using “classical” 

approach, accounting for the situation, when Rct,1/Rct,2 ≈ 1 (bold symbols) at higher current 

densities for each pH. The error bars in (A) and (B) are from three independent measurements. 

Adapted and modified with permission from ref. [231]. 
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Figure 4.30 (A) and (B) show the potential dependent ratio Rct,1 / R ct,2 determined in Ar 

and H2 saturated electrolytes, respectively. For the sake of clarity, the regimes, where 

certain mechanisms dominate, are highlighted with yellow and blue background. 

Remarkably, the trends of Rct ratios at different pH values are comparable for different gas 

saturations. The main difference is observed for the 1 M HClO4: especially at low 

overpotentials (<60 mV), the contribution of VT is significantly larger in H2 saturated 

electrolytes. This could indicate a higher density of surface adsorbed protons in case of H2 

saturation, which could be explained with the Nernstian shift of the equilibrium potential 

for the Heyrovsky and Tafel step, while Volmer step is indirectly affected. At pH=2 and 

low overpotentials, the VT mechanism seems to slightly dominate over the VH mechanism, 

which seems to be due to the fact, that the proton concentration in the electrolyte is 

relatively low and as a result the VH mechanism might be impeded. However, in general, 

it is obvious, that at the measured potentials none of the reaction mechanisms absolutely 

dominates, contrary to classical interpretation of Tafel slopes. This study of course raises 

many fundamental and methodological questions, such as: 

1.) It was shown that the Tafel slopes are strongly dependent on the electrode potential; 

but do they have a real physical meaning for the methodological challenge to 

differentiate and quantify the contributions from VH and VT mechanism to the reaction 

rate? 

2.) Is it possible to determine the real HER/HOR exchange current density at 0.00 V vs 

RHE by using the common approach to extrapolate a “linear” part of the polarization 

curve shown in Figure 4.24 (C)? 

3.) At which potential or current density should the DC curve be evaluated, and which 

reaction mechanism would be responsible for this exchange current density? 

Figure 4.30 (C) indicates additional complications: aside from the issue, that the Tafel 

slope is potential dependent, it also changes in the case of low and high current density, 

even when the Rct,1,/Rct,2 ratios are similar. This could be due to the difference in adsorbate-

adsorbate interactions, which are complex and might not be adequately described by e.g. 

Langmuir, Temkin, or Frumkin isotherms237,238,239,240. Hence, it is clear that the HER is 

more complex, than it is assumed to be. Moreover, as discussed in Chapter 4.2, in 

industrial applications the high current densities become more important. Therefore, it 

makes sense to focus on the quasilinear parts in Figure 4.30 (C) at high current densities, 
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where Rct,1 ≈ Rct,2. The slope approaches ~120 mV dec-1 and exchange current densities of 

∼160, ∼85, and ∼10 mA cm-2 were determined for pH = 0, 1, and 2, respectively. The 

exchange current densities and the Tafel slopes are well comparable to literature 

values241,242. One should again note, that these values were obtained (almost) without the 

influence of the ohmic drop in the electrolyte due to the use of microelectrodes. 
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5 Conclusions and an Outlook 

This work presented several methodological approaches as indicated below.  

(1) The development of a method was shown, which aims to solve the old and well-known 

problem of ECSA determination of oxide materials. The approach is based on the fact that 

OER reaction intermediates are reversiblly and specifically adsorbed on electroactive 

catalyst surfaces. The resulting 𝐶𝑎 can be measured via EIS and correlated to the ECSA. In 

fact, this means that this method redefines the ECSA of OER catalysts as the surface area 

that allows the reversible adsorption of reaction intermediates. This is very reasonable, as 

only these surfaces can contribute to the OER. To use this approach, reference values of 

𝐶𝑎′ are required. Therefore, a calibration step was initially executed to determine these 

values for the most common electrocatalysts. The applicability of this approach was 

demonstrated for several examples of supported and unsupported catalysts proving 

remarkable accuracy. Further, it was found that this method allows to quantify surface 

blockage (due to e.g. evolving gases) in-situ, which can, for instance, help to optimize 

catalyst surfaces, to be less prone for blockage, or catalyst layers with pores that are 

unsusceptible to clogging. 

It is to be assumed, that this method with versatile applicability will impact future studies 

on OER electrocatalysts, as this affordable and non-destructive method allows a very quick 

in-situ analysis of the real ECSA, without the introduction of disturbing contaminations to 

the electrochemical cell. Developing this method resulted in two publications: the first 

introduced the principle using the example of NiOx catalysts, the following one extended 

the calibration to CoOx, NiCoOx, CoFeOx, IrOx, and PtOx and proved the applicability for 

supported nanoparticles. Additional expansion of the calibration might be meaningful for 

Mn-based electrocatalysts since, in the recent time, they attracted a lot of attention being 

recognized as e.g. ORR electrocatalysts.243,244 It is theoretically possible to apply the 
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method for in-operando characterization of electrolyzers. This, however, requires either the 

installation of a reference electrode or modification of the EEC to account for the cathode’s 

response. An additional publication generated with a cooperation partner from industry 

regarding this topic is in preparation. Details of this work are still a subject of a secrecy 

agreement until publication or patent application. The discussed method was presented at 

various conferences: “CSCEC 2017 (Duisburg)”, “69th Annual Meeting of the 

International Society of Electrochemistry (Bologna)”, “GDCh Electrochemistry 2018 

(Ulm)”, “EFCF 2019 (Lucerne)”, “SElectrochem (London)”. This method was positively 

accepted by the audience, by university researcher as well as by representatives from 

industry. 

(2) The problem was addressed, which deals with benchmarks of electrocatalysts 

performed in laboratory conditions are often not very significant for their performance in 

real devices, such as electrolyzers. Therefore, a novel method to benchmark electrocatalysts 

under industrially relevant conditions was developed. Microelectrodes served as the 

substrates for the catalyst thin films, which allowed to measure activities quasi iR-free and 

at the same time circumvent the formation of a gaseous phase originating from the reaction 

products at the electrode, even at high current densities. Additionally, the electrolyte 

concentration and the temperature were varied to investigate their impact on performance 

and to simulate conditions of electrolyzers. This was demonstrated on the state-of-the-art 

OER and HER electrocatalysts. Thereby, a non-trivial effect of temperature and electrolyte 

concentration was discovered. Further, it was shown that extrapolation of the activities 

measured at low current densities are incorrect, which justifies the importance of data 

evaluation under aforementioned conditions. Regarding the design of next-generation OER 

catalysts, such as Ni- Co- based SURMOFDs (shown in Chapter 4.2.2), particular 

relevance of the measurement conditions was verified: the catalyst showed uniquely high 

OER activity and stability at ambient temperature and at current densities below ~500 mA 

cm-2.  However, when operated at T ≥ 80 °C and j ≥ 600 mA cm-2, it looses activity in 

comparison to typical inorganic catalysts.  We assume, that a possible solution to 

circumvent the limits at such high current densities is to decrease ohmic resistance, e.g. by 

utilizing a nanostructured substrate, and to decrease the film thickness. 

This above-mentioned method can be useful to examine the catalysts activity at industrial 

relevant conditions before their implementation in membrane electrode assemblies or 
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electrolyzers. This can help to reduce costs and time to identify optimal catalysts as the 

method is significantly less prone to mispredictions in the regime of high current densities. 

Especially in combination with the previously discussed method for ECSA determination, 

intrinsic activities can be determined very accurately. Both parts of this work were 

published, and the discussed method was presented at the “8th Colloquium of the Munich 

School of Engineering, (Advances in Energy Transition)” and awarded with a presentation 

price. 

(3) A more fundamental question was addressed: the relative contribution of the 

Volmer-Heyrovsky and Volmer-Tafel mechanism for the HER. Therefore, electrochemical 

impedance spectroscopy was utilized as a technique to differentiate both pathways of HER 

and quantify their relative contribution to the Faradaic current. This was done, as a function 

of potential for polycrystalline Pt microelectrodes in acidic electrolytes with different pH 

values (0, 1, and 2), which were saturated with either Ar or H2. The usage of 

microelectrodes allowed to overcome difficulties, such as the potential drop in the 

electrolyte and enabled to perform the EIS measurements at relatively high current densities 

up to 1 A cm-2. This indeed allowed to distinguish both reaction mechanisms for 

overpotentials up to 0.1 V. Interestingly, their contribution to the total Faradaic current is 

potential dependent and non-trivial. Further, none of them became predominant as the 

classical evaluation of Tafel slopes would suggest. 

This questions the validity of current approaches to make statements on the rate 

determining reaction mechanism based on Tafel slopes. Moreover, recording EIS spectra 

on microelectrodes can be a generally promising approach to analyze reaction mechanisms, 

not restricted to the HER. The insights from this study can contribute to achieve a better 

understanding of non-Tafel behavior of the HER on Pt in acidic media. Moreover, applying 

this approach, additionally to model (Pt) surfaces could contribute to a better understanding 

of the actual origin of different activities and reported Tafel slopes of e.g. Pt(110) and 

Pt(100). This work was published, and presented at the “69th Annual Meeting of the 

International Society of Electrochemistry (Bologna)” 
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6 Appendix 

6.1 Figures 

(A)                                                                        (B)

 

Figure 6.1. Grazing incidence X-ray diffraction patterns of (A) the SURMOF; (B) the 

SURMOFDs. Adapted with permission from ref. [149]. 
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6.2 Symbols and abbreviations 

𝑎  activity  

ac  alternating current  

ACL   anode catalyst layer  

AEM   anion exchange membrane  

𝐴𝑔𝑒𝑜𝑚𝑒𝑡𝑟𝑖𝑐  geometric surface area  

AFM   atomic force microscopy  

BET   Brunauer -Emmett -Teller theory  

𝐶   capacitance  

𝐶𝑎  adsorption capacitance  

𝐶𝑎′   (surface) specific adsorption capacitance  

Cdl   double layer capacitance  

Cdl’   (surface) specific double layer capacitance  

𝑐0   concentration of the species [mol cm-3] 

CCL   cathode catalyst layer  

CE   counter electrode  

CPE   constant phase element  

CV   cyclic voltammetry  

𝐷   diffusion coefficient 

dc   direct current  

DFT   density functional theory  

e   elementary charge  

𝐸   potential  

ECSA   electrochemical active surface area 

EEC   equivalent electric circuit  

𝐸𝑘𝑖𝑛  kinetic energy (of electrons) 

EIS   electrochemical impedance spectroscopy  

𝐸𝑟𝑒𝑑
0    standard reduction potential 

f   frequency  

F   Faraday constant  

𝐹𝐸   Faradaic efficiency  

g   gas  
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𝐺   Gibbs free energy  

∆𝐺‡   activation energy 

GDL   gas diffusion layer  

Hads.   adsorbed hydrogen  

HER   hydrogen evolution reaction 

HOR   hydrogen oxidation reaction  

HTE    high temperature electrolysis 

Hupd   hydrogen underpotential deposition 

𝐼   electric current  

ImZ(f)   imaginary part of the impedance  

𝑖𝑅   ohmic drop 

I-V   current-voltage 

iVH   current by VH mechanism 

iVT  current by VT mechanism 

𝑗   current density   

𝑗0   exchange current density 

𝑗𝑙𝑖𝑚   limiting current density 

𝑘   rate constant 

KK   Kramer-Kronigs transform 

l   liquid  

MHDA 16-mercaptohexadecanoic acid  

MMS   mercury/mercurous sulfate reference electrode 

MOFs  metal organic frameworks 

OER   oxygen evolution reaction  

ORR   oxygen reduction reaction  

pc   polycrystalline  

PEM   polymer electrolyte membrane  

PGMs  platinum group metals  

Q  electric charge  

qa   charge resulting from an adsorbed monolayer 

QCM   quartz -crystal microbalance  

𝑟  radius (electrode) 

R   universal gas constant  
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𝑅   resistance  

𝑅𝑎  adsorption resistance  

𝑅𝑐𝑡  charge transfer resistance  

RDE   rotating disk electrode  

RE   reference electrode  

ReZ(f)  real part of the complex impedance  

RHE   reversible hydrogen electrode 

rpm   revolutions per minute  

R(R)DE  rotating (ring-)disk electrode  

𝑅𝑈  uncompensated resistance  

SAMs   self-assembled organic monolayers  

SEM   scanning electron microscope  

SSC   silver/silver chloride electrode 

STM   scanning tunneling microscopy 

SURMOFDs  surface-mounted metal organic framework derivatives 

SURMOFs  surface-mounted metal organic frameworks 

t   time  

T  temperature  

TEM  transmission electron microscope  

UPD  underpotential deposition  

VH  Volmer-Heyrovsky 

VT   Volmer-Tafel 

WE   working electrode  

XPS   X-ray photoelectron spectroscopy  

XRD   X-ray diffraction  

𝑧   valence number  

𝑍   impedance  

𝑍𝑑𝑙   impedance of the electrode double layer 

𝑍𝐹   Faradaic impedance 

𝑍̂𝐷𝑖𝑓𝑓   impedance of semi-infinite Warburg diffusion 

α   transfer coefficient  

ε   gas phase fraction  

𝜅   conductivity of the electrolyte 
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η   overpotential  

𝜙𝑤    work function  

𝑣𝑖   stoichiometric coefficient of species 𝑖 

𝑣   kinetic viscosity // reaction rate 

𝜃   (fractional) surface coverage  

ω   angular frequency 

∆φ   phase shift 
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6.3 Related publications 

Reprinted with permission from ref. [90] Copyright (2019) American Chemical Society. 
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Reprinted with permission ref. [89] Copyright (2016) John Wiley and Sons.
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Reprinted with permission from ref. [144] Copyright (2018) American Chemical Society.
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Reprinted with permission from ref. [149] Copyright (2019) American Chemical Society.
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Reprinted with permission from ref. [231] Copyright (2018) American Chemical Society.
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6.4 Other publications 

• S. Xue, R. W. Haid, R. M. Kluge, X. Ding, B. Garlyyev, J. Fichtner, S. Watzele, 

S. Hou, A. S. Bandarenka. Enhancing the hydrogen evolution reaction activity of 

platinum electrodes in alkaline media using Ni-Fe clusters. Manuscript submitted 

for publication. 

• J. Fichtner,(1) S. Watzele,(1) B. Garlyyev, R. M. Kluge, F. Haimerl, H. A. El-Sayed, 

W. Li, F. Maillard, L. Dubau, R. Chattot, J. Michalička, J. Macak, W. Wang, D 

Wang, T. Gigl, C. Hugenschmidt, A. S. Bandarenka. Tailoring the Oxygen 

Reduction Activity of Pt Nanoparticles through Surface Defects: A Simple Top-

Down Approach. Manuscript submitted for publication. 

• W. Li, S. Xue, S. Watzele, S. Hou, J. Fichtner, A. L. Semrau, L. Zhou, A. Welle, 

A. S. Bandarenka, R. A. Fischer. Advanced Bifunctional Oxygen Reduction and 

Evolution Electrocatalyst Derived from Surface-Mounted Metal-Organic 

Frameworks. Angewandte Chemie International Edition (2020) accepted, DOI: 

10.1002/anie.201916507) 

• J. Fichtner,(1) B. Garlyyev,(1) S. Watzele, H. A El-Sayed, J. Schwaemmlein, W. Li, 

F. Maillard, L. Dubau, J. Michalicka, J. Macak, A.W. Holleitner, A.S. Bandarenka. 

Top-Down Synthesis of Nanostructured Platinum-Lanthanide Alloy Oxygen 

Reduction Reaction Catalysts: PtxPr/C as an Example ACS Applied Materials and 

Interfaces, 11 (2019) 

• B. Garlyyev, Y. Liang, S. Xue, S. Watzele, J. Fichtner, W.J. Li, X. Ding, A.S. 

Bandarenka. Theoretical and experimental identification of active electrocatalytic 

surface sites Current Opinion in Electrochemistry 14 (2019) 

• S. Xue, B. Garlyyev, S. Watzele, Y. Liang, J. Fichtner, M.D. Pohl, A.S. 

Bandarenka. Influence of alkali metal cations on the hydrogen evolution reaction 

activity of Pt, Ir, Au and Ag electrodes in alkaline electrolytes ChemElectroChem 

5 (2018) 
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• B. Garlyyev, S. Xue, S. Watzele, D. Scieszka, A.S. Bandarenka. Influence of the 

nature of the alkali metal cations on the electrical double layer capacitance of model 

Pt(111) and Au(111) electrodes The Journal of Physical Chemistry Letters 9 (2018) 

• S. Xue(1), S. Watzele(1), V. Čolić, K. Brandl, B. Garlyyev, A.S. Bandarenka. 

Reconsidering water electrolysis: producing H2 at cathodes together with valuable 

chemicals at anodes. Selective anodic oxidation of n-butylamine to n-butyronitrile 

as an example (Cover Feature) ChemSusChem 10 (2017) 

• M. D. Pohl, S. Watzele, F. Calle-Vallejo, A.S. Bandarenka. Nature of highly active 

electrocatalytic sites for the hydrogen evolution reaction at Pt electrodes in acidic 

media ACS Omega 2 (2017) 

 

 

6.5 Conference presentations 

• 1st IMPRS-RECHARGE Scientific Symposium 2017 “Catalysis for Sustainable 

Chemical Energy Conversion (CSCEC)”, Duisburg (oral presentation) 

• 8th Colloquium of the Munich School of Engineering “Advances in Energy 

Transition” 2018, Munich (oral presentation), awarded with a  presentation price 

• GDCh, “Electrochemistry 2018”, Ulm (poster presentation) 

• 69th Annual Meeting of the International Society of Electrochemistry, 2018 

Bologna (oral and poster presentation) 

• European Fuel Cell Forum 2019, Lucerne (poster presentation) 

• SElectrochem, 2019, London (oral and poster presentation), awarded with a  

presentation price 

• Toyota 2019 European Fuel Cell Research Workshop, Zaventem, Belgium (invited 

presentation)  
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