W TLT

Technische Universitat Miinchen
Fakultat fur Chemie
Lehrstuhl fur Theoretische Chemie

Doping of HfO, and ZrO, to improve the
piezoelectric properties

Max Falkowski

Dissertation

) 9,0 0,0 0,0 0,0 0,0 0.0 0.0 O_0 G
0,0 0,0 0,0 0,0 0,0 0,0 0.0 @O G
) 9,0 0,0 0,0 0,0 0,0 0,0 9.0 0.0 G
»0,00,00,00,00,.0 0.0 0.0 a0 q
D A B O A 6 A 6 6 6 A 6 6 6 6 O o0 @

€
€
€

8
s
s
s
¢
¢
¢
¢ _6_°¢






TUTI

Technische Universitat Miinchen
Fakultat fur Chemie
Lehrstuhl fUr Theoretische Chemie

Doping of HfO, and ZrO, to improve the
piezoelectric properties

Max Falkowski

Vollstandiger Abdruck der von der Fakultat fir Chemie der Technischen Universitat
Muanchen zur Erlangung des akademischen Grades eines

Doktors der Naturwissenschaften (Dr. rer. nat.)

genehmigten Dissertation.

Vorsitzender: Priv.-Doz. Dr. Harald Oberhofer
Prufer der Dissertation:

1. Prof. Dr.Karsten Reuter

2. Prof. Dr. Alfred Kersch

3. Prof. Dr. Andreas Rudiger

Die Dissertation wurde am 30.07.2020 bei der Technischen Universitat Munchen

eingereicht und durch die Fakultat fur Chemie am 07.09.2020 angenommen.






Abstract

Chemically and structurally, HfO, and ZrO, are two very similar oxides, which can mix in any
proportion with each other and form Hf;_, Zr, O, solid solution. In 2011, the ferroelectric hysteresis
in Si-doped HfO, was reported by Boscke et al. for the first time. Owing to the fundamental
relations of material properties, a ferroelectric material also exhibits piezoelectric properties.
A piezoelectric material accumulates charges on its surfaces if mechanical force is applied and
develops mechanical strain if it is subjected to an external electric field. These properties can be
utilized in applications such as sensors and actuators. The most important and industrially used
piezoelectric material is Pb(Zr, Ti;_, )O3 (PZT). However, in times when environmental regulations
against the lead-containing electronic devices are issued, the lead-free material class of HfO, and
ZrO, has a particular advantage over PZT. Further advantages of the new material system over the
established piezoelectric materials are its silicon technology compatibility and the possibility to
manufacture functional thin-films. While the genuine, crystalline piezoelectric effect of HfO, and
ZrO, is small, the observed large piezoelectric activity in these materials is attributed to the crystal
volume change during the electric field induced transition from the centrosymmetric P4,/mnc to
the polar Pbc2; phase. Using ab initio calculations, this mechanism is investigated. Furthermore,
doped structures are considered in order to optimize the piezoelectric activity in HfO, and ZrO,,.
The theoretically determined piezoelectric coefficients are found to be in good agreement with
the experimentally measured. Moreover, the comparison of HfO, and ZrO, with other materials
shows a high potential of the novel material system for piezoelectric applications.






Zusammenfassung

HfO, und ZrO, sind chemisch und strukturell zwei sehr dhnliche Oxide, welche sich miteinander
in beliebiger Proportion vermischen lassen und ein Mischkristall bilden kénnen. In 2011 wurde
zum ersten Mal die ferroelektrische Hysterese im Si-dotierten HfO, bei Biscke et al. berich-
tet. Wegen der fundamentalen Relationen der Materialeigenschaften, weist ein ferroelektrisches
Material auch piezoelektrische Eigenschaften auf. Ein piezoelektrisches Material akkumuliert
Ladung an seinen Oberflichen, wenn mechanische Krifte einwirken, und entwickelt mechani-
sche Verspannung, wenn es einem externen elektrischen Feld ausgesetzt ist. Diese Eigenschaften
kénnen in Anwendungen wie Sensoren und Aktoren verwendet werden. Das wichtigste und
industriell verwendete piezoelektrische Material ist Pb(Zr, Ti;_, )O3 (PZT). Seitdem 6kologische
Regulierungsmafinahmen gegen bleihaltige elektronische Bauelemente erlassen worden sind, hat
die bleifreie HfO, und ZrO, Materialklasse einen besonderen Vorteil gegeniiber PZT. Weitere
Vorteile des neuen Materialsystems gegeniiber den etablierten piezoelektrischen Materialien sind
seine Kompatibilitdt mit der Siliziumtechnologie und die Herstellungsmoglichkeit funktionaler
Diinnschichtfilmen. Wahrend der echte, kristalline piezoelektrische Effekt in HfO, und ZrO, klein
ist, ist die grofle beobachtete piezoelektrische Aktivitit in diesen Materialien der Kristallvolumen-
anderung zuzuschreiben, die wiahrend des durch elektrisches Feld induzierten Phaseniibergangs
von der zentrosymmetrischen P4,/mnc Phase in die polare Pbc2; Phase auftritt. Dieser Mechanis-
mus wird mithilfe der ab initio Rechnungen untersucht. Aulerdem werden dotierte Strukturen
betrachtet, um die piezoelektrische Aktivitat in HfO, und ZrO, zu optimieren. Die theoretisch
bestimmten piezoelektrischen Koeffizienten sind in guter Ubereinstimmung mit den experimentell
gemessenen. Insgesamt zeigt der Vergleich von HfO, und ZrO, mit anderen Materialien ein grofes
Potential des neuen Materialsystems fiir piezoelektrische Anwendungen.
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1 Introduction

This dissertation is based on two published articles that deal with the doping of HfO, and ZrO, in
general and their piezoelectric properties in particular. The aim of the following sections is to motivate
the research of the piezoelectric HfO, and ZrO, and compare them to other established piezoelectric
materials. These sections are intentionally written on an introductory level to provide to the reader
the basis for the in-depth discussion, which is then led in the articles.

Materials possessing piezoelectric characteristics generate an electric signal as a response to
mechanical stress, and mechanical strain if an electric field is applied. In the first case, one speaks
about the direct piezoelectric effect. The second case describes the converse piezoelectric effect.
First discovered in 1880 by Jacques and Pierre Curie in quartz crystal, nowadays these effects are
utilized in various applications like actuators, transducers, sensors, nano-positioners, ultrasonic
motors and imaging devices. Piezoelectric materials and devices can be found in the phone and
digital cameras, microscope lenses, fuel injectors, micro-pumps, inkjet printers, medical surgery
and imaging instruments, etc. [1].

By far the most used piezoelectric material in the industry is lead zirconate titanate, Pb(Zr, Ti;_,)O4
(PZT) ceramic, discovered in 1954 by Jaffe et al. [2]. During more than 60 years of research and
engineering, the lead-containing PZT material system has become the superior piezoelectric mate-
rial. Owing to the environmental considerations, the European Union legislated the "Directive on
the restriction of the use of certain hazardous substances in electrical and electronic equipment",
RoHS for short, in 2003 [3, 4]. Shortly after this, other Asian countries like China, Japan, and South
Korea enacted similar regulations. This development stimulated the research for the lead-free
piezoelectric materials as a substitution for the hazardous lead-containing materials in general and
for PZT in particular. There are several known lead-free materials such as barium titanate, BaTiO;
(BT), bismuth sodium titanate, Bi, sNa, ; TiO5 (BNT), and potassium-sodium niobate, K, ;sNa, sNbO4
(KNN) [1].

The HfO,, ZrO,, and their solid solution Hf;_,Zr, O, material systems are new and less
known piezoelectric materials. In contrast to all previously mentioned materials, which have the
perovskite-based crystal structure, the crystal structure of Hf;_, Zr, O, is fluorite-based. This mate-
rial system is lead-free, thus is a potential candidate as PZT replacement. Additionally, Hf;, ,Zr, O,
is compatible with the complementary metal oxide semiconductor (CMOS) technology, which the
perovskite-structured materials are not. Thus, Hf;_, Zr, O, offers wider integration possibilities in
the semiconductor industry.

Ferroelectricity is a material characteristic that describes the nonvanishing electric polarization,
whose direction can be reversed if an external field is applied. Thus, a ferroelectric material can
have two polarization states: "up" and "down". In 2011, Boscke et al. observed for the first time the
ferroelectric characteristics in Si-doped HfO, [5]. In the same year, the ferroelectric characteristics
of Hf\, sZr, ;O, (HZO) were also published [6]. This discovery was rather surprising because this
material system was already used by the semiconductor industry as a high dielectric constant



(high-x) material and was believed to be well-understood. Therefore, it attracted researchers from
all over the world, because the bi-stable nature of the Hf,_,Zr, O, material system and the CMOS
compatibility opens the possibility for applications like nonvolatile memory [7] and logic [8].
Substantial progress has been made in the understanding of the ferroelectric Hf,_,Zr, O, in the
last decade, however, the stabilization of the ferroelectricity in this material system is still not
understood in full detail and is the subject of the ongoing research.

As a rule of thumb, the ferroelectric materials have also good piezoelectric characteristics.
However, this side of HfO, and ZrO, is the worst investigated one so far. The current state of the
research claims that the major part of the piezoelectric activity in this material system is rather
attributed to the phase transition under external electric field, which is accompanied with the
crystal volume change, and not to the intrinsic crystalline effect, the genuine piezoelectric effect.
This dissertation evaluates precisely this effect and the possibility to improve it via doping from
the theoretical point of view. It compares the piezoelectric properties of the fluorite-structured
HfO, and ZrO, with the well-established and widespread perovskite-based materials. In the next
chapter, the reader is introduced to the fundamentals of the dielectric material properties, especially
genuine piezoelectricity. Also, the nucleation theory is discussed, which is important for the phase
transition process, thus for the enhanced piezoelectric characteristics in the Hf;_,Zr, O, material
system. In chapter 3, the lead-containing and lead-free perovskite-based materials are introduced
and discussed in a short manner. Moreover, the important mechanisms of the piezoelectric activity
in these materials are presented. Note that genuine piezoelectricity is only one of the four discussed
mechanisms. In chapter 4, the novel ferroelectric Hf;_,Zr, O, material system is discussed in
detail. It deals with its potential application fields and the current state of the research. Chapter 5
contains the summaries of the articles, which were published in the course of this dissertation.
The final chapter 6 provides the summary, conclusions, and outlook.



2 Fundamentals

2.1 Hierarchy of material properties

All dielectric materials subjected to an electric field, develop an induced polarization. The polar-
ization is the electric dipole moment density, which is formed by the bound positive and negative
charges in the material, which are slightly separated by the field. After the field is removed, the
bound charges rearrange themself back and the induced polarization vanishes. Some dielectric
materials with a noncentrosymmetric crystalline structure can also develop polarization if me-
chanical stress is applied. This material property is called piezoelectricity and the described effect
is the direct piezoelectric effect. Every piezoelectric material also shows the converse piezoelectric
effect, which is the generation of the mechanical strain in response to the applied electric field.

Some piezoelectric materials, which possess polar crystalline structure, retain the polarization
also if no electric field is applied. In contrast to the induced polarization, this polarization is called
remnant or spontaneous polarization. Owing to the thermal expansion and relative movement of
the atoms in the material, the magnitude of the remnant polarization decreases under heating.
This material property is called pyroelectricity and the pyroelectric effect describes the changing
remnant polarization with temperature.

The induced and remnant polarizations can be superimposed. Therefore, the remnant polariza-
tion can be canceled out with an electric field applied in the opposite direction. Furthermore, if
the field is high enough and no electric breakdown of the material occurs, the direction of the
remnant polarization can be reversed. The pyroelectric materials showing this property are called
ferroelectric, similarly to the ferromagnetic materials in which the magnetic polarization can
be reversed with the magnetic field. Thus, two stable polarization states exist for ferroelectric
materials at zero electric field leading to the prominent hysteresis loop in the P-E-diagram as
shown in Fig. 2.1(a).

Analogously to antiferromagnetic, there are also antiferroelectric materials. While in a ferro-

Ferroelectric Antiferroelectric Paraelectric

Polarization P

Fig. 2.1: Sketches of P-E—diagram for (a) ferroelectric, (b) antiferroelectric, and (c) paraelectric materials.
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Fig. 2.2: Hierarchy of material properties in dielectric materials. The red and blue dots represent barycenters
of the positive and negative charges, respectively.

electric material all the electric dipoles point in the same direction at zero field, hence leading to
the remnant polarization, in an antiferroelectric material the direction of the dipoles is alternating
and the overall polarization at zero field cancels out, which results in a pinched P-E-diagram as
depicted in Fig. 2.1(b).

A very important characteristic for both ferroelectric and antiferroelectric materials is that
with increasing temperature they undergo a transition to the paraelectric phase and the hysteretic
P—E-loop disappears as shown in Fig. 2.1(c). The temperature at which this transition occurs
is called Curie temperature Tc. The underlying mechanism for this transition is the crystalline
transformation from a polar phase, which allows remnant polarization, to a nonpolar phase, which
does not.

This sketched hierarchy of the properties of the dielectric materials underlies the hierarchy of
crystal point groups, as depicted in Fig. 2.2. There are 32 point groups in total. Eleven of these point
groups contain the point inversion symmetry and are called centrosymmetric, the remaining 21
point groups are noncentrosymmetric. From these 21 point groups, 20 are piezoelectric. Therefore,
materials with point inversion symmetry (centrosymmetric) can not exhibit piezoelectricity. Half
of the piezoelectric point groups are polar, also called pyroelectric. In theory, every material with
pyroelectric point group is ferroelectric, however, in practice, the ferroelectricity is limited by the
electric breakdown strength of the material. To sum up, all ferroelectric materials are pyroelectric,
which, in turn, are piezoelectric.

2.2 Landau-Ginzburg-Devonshire formalism

From the previous discussion, it is obvious that the polarization of the material is a central quantity
for its properties. The Landau-Ginzburg-Devonshire (LGD) formalism [9-11] is a de facto standard
for the description of the ferroelectricity and antiferroelectricity, and their phase transition to the
paraelectricity. Within the frame of LGD, the free energy A of a ferroelectric or antiferroelectric
homogeneous bulk system is described as a polynomial of the polarization P. The paraelectric
transition is accounted for by making the polynomial coefficients temperature-dependent. The two



Polarization P
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Fig. 2.3: P-E—diagrams resulting from a sixth-degree LGD model for (a) ferroelectric, (b-c) antiferroelectric
with partially and fully pinched loops, and (d) paraelectric materials. The blue lines depict the
fifth-degree polynomial according to Eq. (2.2). The red lines in (a-c) depict the shapes of the loops
measured in experiments.

polarization states in a ferroelectric material differ only by the polarization direction and are equal
in any other respect, therefore the free energy polynomial must contain only even degree terms
in order to satisfy the axial symmetry A(—P, T) = A(P, T). Furthermore, because the polarization
states in a ferroelectric material are stable, they have to be separated by some barrier, meaning that
the free energy potential must have two local minima. Therefore, for a ferroelectric material, the
LGD polynomial has to be at least the fourth-degree. The fourth-degree LGD polynomial describes
the second-order phase transition during which the polarization continuously varies and vanishes
at the transition to the paraelectric phase. It is not sufficient for antiferroelectric materials, but
still useful for ferroelectric materials. For more complicated cases, when the polarization can
evolve in more than one Cartesian direction during phase transitions or the low crystal symmetry
plays a role, further terms of the free energy polynomial have to be considered.

For the current discussion, and for Hf;_, Zr, O, material system in general, it is sufficient to
consider the free energy sixth-degree polynomial, which can describe both ferroelectricity and
antiferroelectricity [12]:

’

a
x(T)
with free energy A, polarization P, dielectric susceptibility y, temperature T and material-specific
Curie-Weiss temperature Ty. «, f, and y are material dependent fitting coefficients. The tempera-
ture dependence of A is encoded in the coefficient in front of the quadratic term and follows the
Curie-Weiss law, which describes the temperature dependence of the dielectric susceptibility of
the paraelectric phase. At the Curie-Weiss temperature T, the dielectric susceptibility y diverges,
a known behavior during (anti)ferroelectric—paraelectric transition. The sixth-degree polynomial
describes the first-order phase transition. During the transition to the paraelectric phase, the
polarization discontinuously drops to zero at Curie temperature T, which is not identical to Ty.

From Eq. (2.1), expression for the electric field E(P, T) can be derived as follows:

AP, T) = P? + BP* + yP® = (T — Ty)P* + BP* + yP®, (2.1)

A
E(P,T) = Z—P = 2a(T — Ty)P + 4pP> + 6y P°. (2.2)

Varying the temperature T, all experimentally relevant P-E-curves, which are depicted in Fig. 2.3,
can be obtained. For the coefficients must hold: « > 0, f < 0, and y > 0.



2.3 Piezoelectricity

An electric field E applied to material causes the displacement of its charges D. These two electric
quantities, which are vectors, are linked through the dielectric permittivity &, which is a second
rank tensor:

D; = eixEr  with i,k € {1,2,3}. (2.3)

The indices i and k stand for the three space dimensions. Similarly, in the mechanical domain, an
applied stress T leads to a strain S in the material. Both stress and strain are second rank tensors
with diagonal components describing compressive or tensile forces and deformations, respectively.
Their off-diagonal components describe shearing. These two mechanical quantities are related
to each other through the fourth rank elastic stiffness ¢ and elastic compliance s tensors in the
following way:

Tij = ¢;jk1Skis (2.4)
Sij = sk with i),k 1 €{1,2,3}. (2.5)

The symmetry properties of T, S, ¢, and s [13] allow to use the Voigt’s contracted notation,
which replaces pairs of the indices ij and kI with indices a and S, respectively. @ and § run from
1 to 6 and the prescription rule is listed in Tab. 2.1. Using the Voigt’s notation, T and S become
vectors, ¢ and s 6 X 6 matrices, and Eqgs. (2.4) and (2.5) simplify to the following matrix form:

Ty = capSp, (2.6)
Sa = SapTp with «a,f €{1,2,3,4,5,6}. (2.7)

The Voigt’s notation also allows the inverse relation between the elastic stiffness and compliance
to be written in the simple form:

CaySyp = Oap With «a, B,y € {1,2,3,4,5,6}. (2.8)

Oqp denotes the Kronecker delta.

The above-described effects are called principle, because the involved physical quantities E,
D, and T, S are from the same domain, electrical and mechanical, respectively. Piezoelectricity
describes the crossed effect and links these domains. Starting from the Gibbs free energy

G(E,T) = U — EiD; — ToSa, (2.9)
the following equations for D and S can be derived [14]:

D; = &} Ex + digTa, (2.10)
Sq¢ = dgrEr + SgﬁTﬁ. (2.11)

Tab. 2.1: Voigt’s notation.

jjorkl | 11|22 |33 | 23and 32 | 31and 13 | 12 and 21
aorf | 1| 2|3 | 4 | 5 | 6




diq and d i are 3X 6 and 6 X3 matrices, respectively. They are called piezoelectric charge and strain
coefficients, and correspond to the direct and converse effects, as described in section 2.1. Owing
to the symmetry, the direct and converse piezoelectric coefficients from Eqs. (2.10) and (2.11) are
transpose of each other.

The dielectric permittivity and elastic compliance in Egs. (2.10) and (2.11) have a T and E as
superscripts, which stay for the constant mechanical stress and electric field, respectively. In
piezoelectric materials, the electric and mechanical properties depend on such constraints and
have different values, thus it is important to distinguish them. One differentiates between the free
electric permittivity ¢!, for which the mechanical stress is held constant (dT = 0), and the clamped
electric permittivity e, for which the mechanical strain stays constant (dS = 0). Similarly, there
are the open-circuit (dD = 0) elastic stiffness c® and compliance s, and their short-circuit (dE = 0)
versions: ¢t and sE.

In total, there are four types of piezoelectric coefficients, which are defined through the following
Maxwell relations:

oD; \© 8Se \"
diq = (E) = (Tz) ) (2.12)
oD; \* 0T, \°
Ciqg = (E) = _(éEi) , (2.13)
o (0E:\" 8Se \" (2.14)
Jia =7\ 51, oD;) ‘
dE; \P 0T, \°
= — - (2] 2.1
" (35a) (3Di) 219

The first column defines the direct and the second the converse effect piezoelectric coefficients.
Equation (2.12) is derived from Egs. (2.10) and (2.11), hence from the Gibbs free energy. The other
three definitions for the piezoelectric coefficients in Eqs. (2.13) to (2.15) are derived from other
thermodynamic potentials, which are obtained from the Gibbs free energy Eq. (2.9) through Leg-
endre transformations [14, 15]. Experimentally, the most relevant coefficients are the piezoelectric
charge or strain coefficient d;,, measured in the units of pPCN™! or pm V™!, and the piezoelectric
stress coefficient e;,, measured in the units of pCm™2.

Finally, the relations between the different piezoelectric, elastic, and electric coefficients can be
written [15]. The most important are the following:

Ciag = diﬂcga,

T _ .S

& =&+ diceajs
D _ E m
caﬁ—caﬁ+emhl/3,

sOD{ﬁ = sflﬁ +daigip-

2.4 Nucleation theory

In a solid, the nucleation theory describes the formation of the thermodynamically stable crystal
phase within the metastable one [16]. Thus, the nucleation theory is an important ingredient



within the frame of the direct and reversed transitions from the paraelectric to the ferroelectric or
antiferroelectric phases, as described in section 2.1. The nucleation rate is proportional to

R x exp (—&) , (2.16)
kT

where k is the Boltzmann constant, T temperature, and G;; the thermodynamic energy barrier for
the formation of a nucleus of the stable phase within the metastable. These phases are indexed as
Jj and i, respectively. The nucleus, which is schematically depicted in Fig. 2.4 inset, is characterized
by its volume V, enthalpy density h;, and surface to the metastable phase with interface energy
Yij- hi gives the enthalpy density of the metastable phase. During the formation of the nucleus,
the Gibbs free energy of the system changes according to

AG = — |Ah;;| V + By V5, 2.17
j Yij

where Ah;; = h; — hj and f is the geometry factor. For instance, for the spherical nucleus
B = 367. Figure 2.4 shows the change of the systems Gibbs free energy with growing nucleus
volume according to Eq. (2.17). Through the derivation of Eq. (2.17), the expressions for the critical
nucleus volume V* and thermodynamical barrier G}; can be derived:

3
V= (2ﬁy’j) , (2.18)

3Ah,‘j

3

4 Yi j

Gli=—p——. 2.19
Y 27'8 A%, 219)

ij

Once the nucleus gains the critical volume and the barrier is overcome, it can grow unstoppably,
and the metastable phase eventually transforms into the stable one. According to Eq. (2.19), the
thermodynamic nucleation barrier is inverse proportional to the squared enthalpy difference Ah;;.
It can be seen as a driving force for nucleation. The greater the difference is, the lower the barrier
is, thus higher the transition rate R (Eq. (2.16)). Note that the nucleation can only occur for the
stable phase within the metastable, in order to minimize the systems Gibbs free energy, and not

vice versa.

Gibbs free energy AG

o v
Nucleus volume V

Fig. 2.4: Change of the Gibbs free energy AG with growing nucleus volume V. Inset shows schematically a
nucleus of the stable phase within the metastable.



3 Perovskite-based piezoelectric materials

3.1 Perovskite crystal structures

The most widely used piezoelectric material is lead zirconate titanate, Pb(Zr,Ti;_,)O5 (PZT)
ceramics [2, 17]. It is a solid solution of lead zirconate and lead titanate and has the perovskite
crystal structure. Another important class of piezoelectric materials is relaxors, for instance,
Pb(Mg;5Nb,/3)O5. The distinctive characteristics of the relaxors are diffuse phase transitions in
temperature. The mixtures of ferroelectrics and relaxors, the relaxor ferroelectrics, exhibit high
electrostriction, the quadratic electro-strain effect, which is discussed in section 3.2.2, and have
perovskite structure as well. Two of the most prominent examples of relaxor ferroelectrics are
Pb(Mg;5Nb,/3)O3-PbTiO; (PMN-PT) and Pb(Zn,;3Nb,/3)O5-PbTiO; (PZN-PT) [18]. Furthermore,
the lead-free piezoelectric materials like potassium-sodium niobate, K, sNa, sNbO5 (KNN) [19, 20],
barium titanate, BaTiO5 (BT), and bismuth sodium titanate, Bi, sNa, s TiO4 (BNT) [21] crystallize
in the perovskite structure. In short, the perovskite crystal structure is by far the most important
structure in the field of piezoelectric materials. Therefore, it is important to briefly discuss it at
this place and later compare it to the fluorite-based HfO, and ZrO, crystals.

The perovskite structure is named after calcium titanate, CaTiO,, a mineral called perovskite.
The perovskite structure is commonly abbreviated as ABO;. In Fig. 3.1, the green, blue, and
red spheres depict A, B, and oxygen atoms, respectively. The large Pb%*, Ba®*, Sr**, Bi*", or
Ba' cations are typical for the A site. The B site is occupied by the smaller cations, like Ti**,
Zr**, Nb>*, Zn**, or Mg?*. Figure 3.1(a) shows the paraelectric cubic crystal phase, which is
observed for materials at elevated temperatures. This highly symmetric crystal phase is very
prone to elastic distortions, which are subdivided into two categories: tilt and displacive transitions.
These transitions occur under decreasing temperature. During the tilt transitions, the oxygen

Fig. 3.1: (a) cubic perovskite structure and () its tetragonal ferroelectric distortion. The elongation and atom
displacements in (b) are exaggerated for comparability. Concerning the ABO; notation, the green
spheres depict A atoms, the blue spheres B atoms, and the red spheres are oxygen atoms. The oxygen
atoms form the prominent oxygen octahedron in the cubic phase. This nomenclature is also adapted
for all its distortions.



octahedra undergo a collective tilt-rotational motion. This spontaneous distortion (strain) can be
accompanied by the spontaneous (remnant) polarization. Depending on whether the material
develops the spontaneous polarization or not, it is called either ferroelectric or ferroelastic. In the
displacive transition, the constituent atoms of the cubic crystal phase move out of the sites of high
symmetry, thus potentially producing ferroelectric or antiferroelectric properties (see section 2.2).
The later transition is more relevant for ferroelectric and piezoelectric perovskites.

There are several polar crystal phases that can emerge after the transition from the nonpolar
cubic perovskite phase. They differ in the direction of distortion, thus in the polarization direction.
For instance, in the tetragonal perovskite structure, as depicted in Fig. 3.1(b), the B cation (blue
sphere) is displaced towards one of the oxygen atoms, which leads to the cell elongation along
this particular direction and contraction of the two lateral directions. During the transition,
the positive partial charge of the B cation and the negatively charged barycenter of the oxygen
octahedron are moved apart and the remnant polarization is induced. In total, there are six
oxygens, towards which the B cation can be displaced, hence there are six possible polarization
directions after the transition into the tetragonal phase. In general, the polarization can be easily
reversed or even rotated by 90° under an external electric field. In the orthorhombic crystal phase,
the B cation is displaced towards two of its neighboring oxygen atoms along (110) family of
directions, hence yielding 12 possible remnant polarization directions. In the rhombohedral crystal
phase, the displacement takes place towards three oxygen atoms, which results in eight possible
(111)-orientations of the remnant polarization. There are also several monoclinic and triclinic
perovskite crystal phases with possible 24 (hk0) and 48 (hkl) remnant polarization directions,
respectively [22].

3.2 Electro-strain effects in perovskite materials

There are four electro-strain effects responsible for the piezoelectric activity in perovskite-based
materials. The genuine piezoelectric effect, as described in section 2.1, is only one of them. The
three other effects: electrostrictive, domain switching, and volume change effects, are strictly
speaking not piezoelectric. Nevertheless, in literature, all of them are often referred to as piezoelec-
tric effects. A particular material can exhibit all of them simultaneously in different proportions.

3.2.1 Genuine piezoelectric effect

The piezoelectric effect is a linear intrinsic (crystalline) effect, which links, for instance, the
mechanical strain S and electric field E via third rank piezoelectric strain coefficient tensor d. If
the Voigt’s notation is omitted, the relation is written as follows:

Sij = dijkEk with i,j,k S {1, 2, 3}

There are also other definitions for the piezoelectric coefficient, as described in section 2.3. This
linear piezoelectric effect is inherent only to crystals possessing a piezoelectric symmetry point
group. The advantage of this effect is its linearity and absence of hysteresis in the S-E-diagram.
The pure linear piezoelectric effect can be observed in the poled lithium niobate (LiNbO;) single
crystal if the driving electric field stays far below the coercive electric field E, the field needed
for polarization reversal [23]. LiNbO; single crystals are used, for instance, as a high-frequency
transducer in medical imaging applications [24].
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3.2.2 Electrostrictive effect

The electrostrictive effect is the second-order intrinsic (crystalline) effect. In contrast to the
piezoelectric effect, the electrostrictive effect is observed in all the dielectric materials, regardless
of their symmetry point group. However, owing to its general weakness, it is best observed in
nonpiezoelectric materials. The electrostriction is described by the fourth rank tensor M or Q as
follows:

Sij = d;jxEx + M;jr1ELEy,
Sij = 9ijkPr + QijriPkPr with i, j,k, 1 € {1,2,3}.

The electrostrictive effect is also hysteresis-free. The electrostriction is particularly high in relaxor
ferroelectrics, like PMN-PT and PZN-PT [18].

3.2.3 Domain switching effect

Regions in the material with different polarization orientation are called domains. The domains
are separated by the so-called domain walls. For a tetragonal perovskite structure, for instance,
the typical angles between the polarization directions are 180° (antiparallel arrangement) or nearly
90°. Owing to the elongated form of the tetragonal cell, the angle between the polarization
directions for the 90° arrangement is always smaller than 90°. Nevertheless, the domain walls
oriented along the (100) and (110) directions are called 180° and 90° domain walls, respectively.
An external electric field can force the polarization of domains to rotate and align with it to reduce
the interaction energy. This rotation occurs at domain boundaries so that the polarization rotation
results in the domain wall motion. While for the 180° domain wall motion, which is a simple flip
of the polarization, no significant strain effects are present, the 90° domain walls induce strain in
the crystal if they are moved, because the rectangular form of the tetragonal cell is rotated by
90°. The motion of the 90° domain wall is particularly important for the soft PZT [18], which is
discussed in section 3.3. The domain switching effect is an extrinsic effect and its disadvantages
are nonlinearity and hysteretic activity. Generally, it sets on at elevated electric field magnitudes.

3.2.4 Volume change effect

The material in the antiferroelectric phase can undergo a phase transition to the ferroelectric
phase, producing the pinched hysteresis P-E-loop, if an external electric field is applied, as
described in section 2.1. During this phase transition, the crystal volume changes, giving rise to
the electro-strain effect. Similarly to the domain switching effect, this extrinsic effect is nonlinear
and shows a hysteresis in the S—E—-diagram. The phase transition occurs also at elevated electric
field magnitudes. For instance, the following perovskite structured materials exhibit the volume
change effect: PbZrOj; [25], NaNbOj; [26], AgNbOs [27], and Pb,La;_(Zr,Ti,Sn;_,_ ;)O3 (PLZTYS)
[28].

3.2.5 Strain hysteresis loops

In comparison to a nonpolar material, the piezoelectric behavior of a ferroelectric material is
complicated by the presence of the remnant polarization. During the polarization reversal, the
piezoelectric coefficient also changes its sign [29]. Consider a ferroelectric single crystal. Fig-
ure 3.2(a,c) depicts its polarization and strain hysteresis loops, respectively. In the following will
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Fig. 3.2: (a) polarization and (c) strain hysteresis loops for a ferroelectric material. During the electric field
cycling, the traversed pathisS— A— B— C— D —E— F— A— B—, and so on. (b) and (d)
depict the polarization and strain hysteresis loops for an antiferroelectric material, respectively. The
traversed pathisS A —-B—-C—>D—>E—>F—>G—->H—I— jJ— A— B—,andsoon.

be described, how the so-called butterfly loop, the strain hysteresis loop, which is characteristic
for the ferroelectric materials, is formed. Starting at zero electric field in point S, the crystal
has positively oriented remnant polarization. At this point, its strain state is set to zero for the
reference. The increasing electric field towards point A causes the polarization and strain to
increase linearly. The slopes define the dielectric permittivity ¢ and piezoelectric strain coefficient
d. In point A, the maximum polarization and tensile strain are achieved. In the next step, the
electric field starts to decrease towards the negative values. With a negative electric field, the
strain becomes also negative (compressive strain) up to point B. In point B, where the coercive
electric field is achieved, the polarization switches abruptly its sign. This abrupt change is due to
the considered single crystal. At the coercive electric field, the strain also changes its sign and
becomes tensile, because d changes its sing. However, the strains in points B and C have the
same magnitude. Furthermore, point B marks the highest achievable compressive strain. After
the polarization reversal, the electric field is further reduced up to the largest negative field in the
point D. At this point, the strain reaches once more its maximum tensile value, the same value as
in point A. Now, the electric field starts to increase. At the positive coercive electric field in point
E, the polarization changes its sign once more. At this point, the same compressive strain state is
achieved as in point B, which then abruptly becomes tensile in point F. Finally, the electric field
and strain reach their maximal values in point A, thus closing the loop. Note that the maximal
tensile strain (points A and D) is greater in magnitude than the compressive strain (points B and
E). Furthermore, if the electric field never exceeds the coercive field during the cycling, the single
crystal either expands (line BF) or contracts (line CE), depending on the remnant polarization
orientation.

Figure 3.2(b,d) shows the polarization and strain hysteresis loops, respectively, for centrosym-
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metric antiferroelectric material in which the ferroelectric phase is induced. Again, for the purpose
of discussion, an antiferroelectric single crystal is considered. Starting from point S, the zero
electric field starts to increase. At low electric fields, the crystal is in its antiferroelectric phase,
which is centrosymmetric, thus no strain response is observed. At the point A, where the critical
electric field is achieved and the transition to the ferroelectric phase occurs, the abrupt jump in the
polarization to the point B takes place due to the emerging remnant polarization. Synchronously,
the strain changes, because of two effects. Firstly, owing to the ferroelectric, thus piezoelectric,
phase, the crystal expands piezoelectrically. The second effect is the crystal volume change during
the phase transition, as described in section 3.2.4. The further increase of the electric field leads to
the maximum polarization and tensile strain in point C. The linear increase of the strain is solely
attributed to the piezoelectric effect. Then, the electric field starts to decline, so the polarization
and the strain. In point D, in which another critical value for the electric field is reached, the
ferroelectric phase transitions back to the antiferroelectric phase. The remnant polarization van-
ishes and only the induced polarization remains in point E. The tensile strain vanishes, because of
the centrosymmetry of the antiferroelectric phase. Furthermore, the crystal volume also shrinks
back. When the electric field passes the zero value, the positive half of the polarization and strain
loop is complete. For the negative electric field values, the second half of the loop with negative
polarization values is traversed. Owing to the negative remnant polarization, the piezoelectric
strain coefficient changes its sign. Therefore, the second half of the strain loop is oriented upwards,
thus the strain is also tensile. Note that generally, the dielectric permittivities of the ferroelectric
and antiferroelectric phases are different. Accordingly, the slopes of the lines CD and HI in the
ferroelectric phase are different from the slope of the line AF in the antiferroelectric phase.

A comparison of the strain hysteresis loops of the ferroelectric and antiferroelectric materials
(Fig. 3.2(c-d), respectively) gives the following insights. The antiferroelectric material produces
always the tensile strain, while for the ferroelectric material also the compressive strain is possible.
The strain response to a varying small electric field in the ferroelectric material is linear. For
the antiferroelectric material, the strain emerges only at phase transition in an abrupt, stroke-
like manner. Furthermore, the maximal strain values which can be achieved are higher for the
antiferroelectric material. Note the apart from the sign equal slopes in the linear regions in (c) and
(d). Here, the piezoelectric strain coefficients are intentionally chosen to be equal for the purpose
of discussion. The extra strain (compare the points A and D in (c) with the points C and H in (d))
is due to the crystal volume change during the phase transition.

The strain hysteresis loops in Fig. 3.2(c-d) are idealistic. In the real polycrystalline materials, the
sharp edges are smoothed due to the polycrystalline nature and further effects like domain wall
movement (section 3.2.3), however, the overall form of the loops is still valid. Note that these strain
hysteresis loops are observed not only in perovskite-based materials but in any ferroelectric or
antiferroelectric materials. To sum up, the ferroelectric materials can exhibit linear electro-strain
activity with moderate values for the strain. The antiferroelectric materials, however, show highly
nonlinear, stroke-like electro-strain activity with high strain values. Depending on the application,
both behaviors, thus materials, are desired.

3.3 PZT, a lead-containing perovskite-based material

PZT is the example of piezoelectric perovskite structured materials. It is a solid solution of PbZrQOs,
an antiferroelectric, thus not piezoelectric material, and PbTiOs, which has piezoelectric properties,
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however is not commercially interesting for piezoelectric applications. These two constituents are
perfectly solvable in each other over the whole range of concentrations, and the mixture possesses,
surprisingly, excellent dielectric, elastic, and piezoelectric properties. Although PZT has been
known since 1952 [30], there is still no agreement among researchers on the root cause of the
enhanced material properties.

The most prominent feature of the Pb(Zr, Ti;_,)O5 systems is the morphotropic phase boundary
(MPB) in the phase diagram. With changing composition x, the system crystallizes in different
crystal phases. The MPB describes the boundary between the rhombohedral and tetragonal
phases around x = 0.55 [17]. The dielectric and piezoelectric properties are particularly enhanced
at this composition, however it is still debated, what is the exact mechanism behind the MPB.
Furthermore, MPB is almost temperature independent, which leads to stable material properties
over a wide range of temperatures.

The material properties of perovskite structured materials in general and PZT in particular
can be further improved or adjusted for certain applications by doping and additives admixture.
In that way, soft and hard PZTs can be manufactured. The former one has higher dielectric
and piezoelectric coefficients, and lower coercive electric field than the later one, however, the
disadvantage of the soft PZT is its electromechanical hysteresis. The piezoelectric charge coefficient
ds3 for soft and hard PZT is 750 and 250 pC N1, respectively [18].

3.4 Lead-free perovskite-based materials

During the Second World War, the ferroelectricity and piezoelectricity were discovered in BT.
Ironically, the first piezoelectric perovskite-based material was lead-free. However, the lead-free
BT-, BNT-, and KNN-based piezoelectric materials could not compete with PZT-based and relaxor-
based ferroelectrics, because of their inferior piezoelectric properties. Only with the enaction
of environmental regulations by the European Union [3, 4] the interest for research of lead-free
piezoelectric materials was revived, which lead to new discoveries. For instance, the piezoelectric
coefficient ds3 of 416 pCN™! was reported for a KNN-based system in 2004 [20], which is similar
to PZT-based materials. Further information on lead-free perovskite-based materials research can
be found in the extensive review articles [1, 31, 32].
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4 Hf,_,Zr,0, material system

4.1 Applications

HfO, and ZrO, material systems have been studied and used for decades [33, 34]. For instance, HfO,
is used as dielectric material (high-x material) in CMOS technology for field effect transistor (FET)
gate insulators [35] and dynamic random access memory capacitor insulators [36]. ZrO, doped
with Y, also known as yttria-stabilized zirconia, is used in oxide fuel cells [37]. Nevertheless, in
2011, ferroelectricity was discovered in Si-doped HfO, [5] and in oxides solid solution Hf,, 5Zr 50,
(HZO) [6]. Since then, the community of researchers from around the world working on the HfO,-
and ZrO,-based systems has steadily grown, as the ferroelectric behavior in these materials opens
new possibilities for applications.

The two most prominent devices for digital electronics comprising a ferroelectric insulator
are ferroelectric field effect transistor (FeFET) and ferroelectric random access memory (FeERAM).
Owing to the remnant polarization, these nonvolatile ferroelectric devices can retain their state:
"off"/"on" and "0"/"1", respectively, also after power supply removal. The HfO,-based FeFETs
produced with 28 and 22 nm technologies [38-40] show the potential of the HfO, and ZrO,
material systems for FeFET [8] and FeRAM [7, 41]. Another digital device, in which ferroelectric
Hf,_,Zr, O, can be used, is ferroelectric tunnel junction [42, 43]. In this device, the tunnel current
through a thin ferroelectric layer encodes the "0" or "1" state, because the current magnitude
depends on the remnant polarization of the ferroelectric layer.

Recently, another field of application arose for the ferroelectric Hf,_,Zr,O,. For a FET, an
essential primitive building block of today’s semiconductor industry, which acts as a switch with
clearly distinct "on" and "off" states, there is a fundamental limit for how efficient the current
flow through the channel can be blocked with the gate voltage. At the temperature of 300K, the
gate voltage must be increased by 60 mV in order to decrease the current through the channel
by the factor of ten. This fundamental limit is also called the Boltzmann’s tyranny. It puts the
lower limit on the dynamical power consumption of FET. In 2008, a modification to the FET was
proposed in order to overcome this limit. If the ferroelectric instead of the dielectric material is
used for the gate insulator, then the electrostatic potential directly at the channel causing the
current seizing is amplified with respect to the actually applied gate voltage [44]. This effect is
due to the negative differential capacitance, which in literature is often simply called the negative
capacitance (NC), which can arise in a ferroelectric material. It can be explained within the frame
of the LGD model. The differential capacitance is defined as a derivative of the polarization with
respect to the electric field and its negative value is depicted by the blue line around zero electric
field in Fig. 2.3(a). Hf,_,Zr,O,, being CMOS-compatible material, is a good candidate for the NC
applications. Recently, the stabilization of the NC state was achieved experimentally using HZO
[45, 46]. For clarity, utilizing the NC of ferroelectric materials in FETs has an aim to improve their
efficiency and reduce the dynamic power consumption. Such a device still remains volatile, in
contrast to FeFET.

Hf,_,Zr, O, material systems also exhibit piezo- and pyroelectric, and electrocaloric effects.
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Fig. 4.1: Structure of HfO, and ZrO, crystal phases: (a) the monoclinic P2;/c, space group #14, (b) the
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orthorhombic Pbca, space group #61, (c) the polar orthorhombic Pbc2:, space group #29, (d) the
tetragonal P4, /mnc, space group #137, and (e) cubic Fm3m, space group #225. The green and red
spheres are metal and oxygen atoms, respectively.

The piezoelectric effect in Hf,_,Zr, O, is discussed in section 4.4. The electrocaloric effect is
the physical inverse of the pyroelectric effect. They both, similar to the direct and converse
piezoelectric effects (see section 2.3), are crossed effects and link the electrical and thermal
domains. The pyroelectric effect describes the change of the remnant polarization with changing
temperature. The pyroelectric Hf;_, Zr, O, can be utilized for thermal sensor and energy harvesting
applications [47-53].

4.2 Fluorite crystal structures

HfO, and ZrO, are chemically very similar oxides and have the same crystal phases. At standard
conditions, both HfO, and ZrO, bulk crystals form the monoclinic (m) phase with space group
#14 and international symbol P2;/c. At approximately 1900 K, the HfO, m-phase transitions
to the tetragonal (t) P4,/mnc phase with space group #137. Then, at approximately 3000 K the
t-phase transitions to the cubic (c) Fm3m phase with space group #225. For ZrO,, these transition
temperatures are 1300 and 2800 K, respectively. [54]. Furthermore, at low temperatures, the
m-phase of HfO, and ZrO, transitions to the high pressure orthorhombic (0) Pbca phase (space
group #61) at approximately 11 and 10 GPa, respectively [55, 56]. All these phases, depicted in
Fig. 4.1(a,b,d,e), have a center of symmetry and are not polar, thus they do not possess the remnant
polarization. In literature, HfO, and ZrO, are also termed as fluorite like, because of the structure
of the c-phase, which resembles the structure and space group of the mineral fluorite, CaF,.
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The ferroelectricity in HfO, and ZrO, originates from the polar orthorhombic (p-0) Pbc2; phase
(space group #29) [57], whose structure is depicted in Fig. 4.1(c). Interestingly, this crystal phase
was already reported in 1989 [58], however, the electric characterization was not performed then,
so that the ferroelectric properties were not unveiled until 2011 [5, 6]. There are also other crystal
phases, including polar phases, which were theoretically predicted or experimentally found [59,
60]. However, these phases have either high energy in comparison to the low energy m-, o-, p-o,
and t-phases, or the experimental conditions under which they occur are extreme, thus of no
interest for applications.

Only a few hundred meV energy is needed, to substitute one Hf with one Zr atom in HfO, and
vice versa [61]. This gives an explanation on the atomistic level, why HfO, and ZrO, mix well and
form the solid solution Hf;_, Zr, O, with any composition parameter x [62]. If Hf and Zr atoms are
mixed, for instance, in the m-phase, the number of space group symmetries is reduced, obviously,
so that the crystal phase of the mixture is not P2;/c anymore. Nevertheless, it is still denoted as
the monoclinic.

The direct comparison of the crystal phases of the perovskite-based (ABO3) and fluorite-based
(MO,) materials shows that the former can adopt several polar phases with multiple polar axes,
while the latter has only one relevant polar crystal phase, the p-o phase. Technically, the MO,
c-phase (Fig. 4.1(e)) can be considered as the paraelectric phase, similar to the cubic phase of ABO,
(Fig. 3.1(a)). However, owing to the crystal phase energies, the t-phase in MO, is more suitable
for this role. The p-o-phase in MO, (Fig. 4.1(c)) is then the counterpart of the tetragonal phase in
ABO; (Fig. 3.1(b)). They both have one six-fold polarization axis along (100)-direction.

4.3 Ferroelectricity in Hf,_,Zr,0,

The crystal phase geometries and their total energies can be calculated with density functional
theory (DFT) [63, 64]. DFT calculates the ground state of a molecule or crystal at 0K through the
minimization of the energy functional, which is a function of the electron density. The quantum
mechanical effects of the pairwise electron exchange and their correlation are considered in the
exchange-correlation (XC) functional. The better this functional is, the better is the approximation
for the ground state of the system. Indeed, if the XC term is exact, then the calculated ground
state is also the true one. However, the exact XC term is not known. For instance, two very simple
approximations can be made for it: the local density approximation (LDA) [65], in which only the
electron density is accounted for, and the generalized gradient approximation (GGA) [66], which
additionally takes into account the gradient of the electron density. It is well known that the LDA
underestimates the geometry (lattice constants for crystals) and the GGA overestimates it. More
sophisticated XCs exist, however, they are also more demanding in computing power.

Figure 4.2(a-c) shows the calculated total energies Ey for the crystal phases of HfO, and ZrO, in
reference to the corresponding m-phase using three approximations for XC functional: LDA, GGA,
and for solids modified version of GGA [67]. The m-phase is the phase of the lowest energy for
both materials across all used XC functionals. This corresponds to the experimental finding that
the monoclinic phase is the ground phase in these materials. However, for the temperatures other
than 0K, the free energy F(T) = Eot — TS(T) needs to be considered instead of the Ey;. At elevated
temperatures, the free energy of the high symmetric t- and c-phases is reduced [69], so that with
rising temperature, first the t-phase becomes the lowest one in the free energy F(T), and then the
c-phase, in accordance with the experimental observations, as described in section 4.2. For the
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Fig. 4.2: DFT values for the total energies (a-c) and volumes (d-f) of HfO, and ZrO, crystal phases for three
different XC functionals: LDA, modified GGA, and simple GGA. The total energies are referenced to
the corresponding m-phase total energy (m-bars have zero height). The calculations were performed
with FHI-AIMS code [68].

experimentally observed ferroelectricity in the Hf;_, Zr, O, material system [49, 70], the p-o-phase,
which has the third-lowest energy among other crystal phases (Fig. 4.1(a-c)), needs to be stabilized.
In literature, there are several mechanisms discussed, which can cause this stabilization. In the
following, these are presented.

The thickness of the manufactured Hf,_, Zr, O, samples plays an important role in the ferroelec-
tric properties. Experimentally, the p-o-phase is found to be stable in thin films with thicknesses
of several tens of nm. This effect is called size effect in Hf;_, Zr, O, material systems [71]. On the
contrary, in the perovskite-based materials, the ferroelectric properties are observed only in thick
films. This gives the fluorite-based materials an advantage for thin-film applications. Nevertheless,
the ferroelectricity was also demonstrated in 390 nm thick ZrO, [72] and 930 nm thick Y-doped
HfO, [73] films, showing also the potential for these materials as a competitor to perovskite-based
materials in thick film applications.

Ferroelectric Hf;_, Zr, O, films can be manufactured by means of atomic layer deposition (ALD)
[5, 6, 62, 74-81], chemical solution deposition (CSD) [72, 82-85], chemical vapor deposition
[86], physical vapor deposition (PVD) [87-90], and pulsed laser deposition (PLD) [73, 91, 92].
Normally, the material is deposited on the bottom electrode and then covered by the top electrode,
forming a metal-insulator-metal structure (capacitor), which allows the electric characterization.
All these deposition techniques, except for the last one, produce amorphous films, which are then
crystallized to polycrystalline structures through a rapid annealing step. In contrast, the PLD is
an epitaxial growth technique and produces single-crystal films. The polycrystalline films consist
of nanoscaled grains, whose size is limited by the film thickness. Owing to the strain conditions
originating, for instance, from the electrodes [5, 93-96], and grain interfaces [69-71, 97], the Gibbs
free energy of the film system as a whole can be significantly altered, thus potentially stabilizing
the p-o-phase.
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The ferroelectric properties of the Hf,_,Zr,O, material system can also be promoted with
doping. Experimentally was shown, that dopants such as Si [5, 98], Zr [6, 62], Y [74, 82, 87, 89,
92], Al [75], Gd [76, 77], Sr [78], La [79, 80, 99], Ge, Sc, Nb [89], and N [88, 89] can enhance
the ferroelectricity in HfO, utilizing different growth techniques like ALD, CSD, PVD, and PLD.
Compared to this, the doping of ZrO, is experimentally less studied. Only CSD grown ZrO, films
with the following doping were considered so far: Mg, In, La [85], Ce, Ti, Sn [100], and Y [85, 100].
There are also several theoretical (DFT) studies for doped HfO, with dopants like Sr [101], AL, Y
[102], La [102, 103], C, Ge, Ti, Sn, Zr, Ce [61], and Si [61, 103, 104]. In the aforementioned studies,
for the Sr, Al, Y, and La doping, the oxygen vacancies are also considered. Nearly 40 species
from the fourth, fifth, and sixth periods of the periodic table of elements are also investigated as
dopants for HfO, in a high-throughput approach study [105]. Surprisingly, the doped ZrO, has
not been considered from the theoretical point of view at all, until the recent screening study with
58 dopants, mainly from the first 15 groups in the periodic table of elements [106]. This latest
screening study also considers all the 58 dopants for HfO,.

In all these theoretical studies, the effect of the dopant atom on the crystal phase energies is
investigated with the objective to significantly decrease the energy of the p-o-phase. Si doping,
which is the most theoretically studied doping in HfO,, is a good example of showing, how tedious
are these DFT investigations of doped HfO, and ZrO,. Kiunneth et al. show in their study that
substitutional Si doping in HfO, slightly decreases the energy of the p-o-phase, however, not
sufficiently enough to stabilize it over the m-phase [61]. Performing a larger set of calculations
and considering the statistics, Falkowski et al. show that the energy of the p-o-phase is almost
insensitive to the Si doping and the decrease reported in the previous study is an artifact, which is
attributed to the doping density anisotropy [103]. Only Dutta ef al. in their recent study managed
to show that certain layered Si doping arrangements can stabilize the p-o-phase over the m-phase
[104]. This demonstrates that such doping arrangements may play an important role in stabilizing
the p-o-phase and thus the ferroelectricity in HfO,, however, the question remains open, how
often such doping arrangements appear in experiments.

One another mechanism for ferroelectricity stabilization in Hf;_, Zr, O, is proposed to be due
to the crystallization process of thin films. During the crystallization at elevated temperatures,
the as-deposited amorphous material first forms the high symmetric t-phase through nucleation
(section 2.4). During the rapid cooling, the p-o-phase is nucleated withing the t-phase in the
second step. However, this phase is thermodynamically metastable, as the energy of the m-phase
is lower. The further decay into the m-phase is suppressed, due to the high thermodynamic barrier
for the formation of the m-phase nuclei [107]. This model is supported by the experiments, which
show that after the second anneal treatment, a ferroelectric film with a high proportion of the
p-o-phase does decay into the thermodynamically stable m-phase and the ferroelectric properties
vanish. Another dynamic process, which is discussed in the literature as an important ingredient
for the stabilization of the p-o-phase, is the kinetic phase transitions. In contrast to the nucleation
model with small nuclei, the kinetic model assumes the phase transitions of larger crystal regions,
which proceeds collectively [108].

4.4 Antiferroelectricity and piezoelectricity in Hf,_,Zr,0,

The antiferroelectric-like behavior in Hf;_, Zr, O, manifests itself as the experimentally measured
double hysteresis loop. For instance, the double hysteresis loop is observed in the Si-doped HfO,
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[5] and Hf,_, Zr, O, with x close to 1, particularly in the pure ZrO, [62]. As described in section 2.1,
the atomistic origin of the antiferroelectricity in a crystal is the alternating arrangement of the
electric dipoles. The o-phase is suggested to be the antiferroelectric phase in Hf;_,Zr, O, [53],
however, this phase occurs at elevated pressure conditions. The common explanation of the
antiferroelectric-like behavior in this material system is the electric field induced phase transition
from the paraelectric t-phase into the ferroelectric p-o-phase [109], similarly to the perovskite
antiferroelectrics (section 3.2.4). As discussed in section 4.3, the t-phase is not stable at room
temperature. Thus, the objective of the stabilization of the antiferroelectricity in Hf,_,Zr, O, is to
stabilize the t-phase over the m-phase. Additionally, the p-o-phase must be inducible from the
t-phase via the electric field, which means in the first approximation that the energy difference
between these two phases must be surmountable. As depicted in Fig. 4.2(a-c), the t-phase energy for
ZrQ, is lower than for HfO,. This point makes ZrO, in general more suitable for antiferroelectric
applications.

The piezoelectric Hf;_,Zr, O, material system has the potential to be used in applications like
actuators, resonators, sensors, transducers, etc. It appears that this property of the material
system is the less studied so far. Recently, piezoelectric coefficients ds; = 19.8pmV~! and
ds; = —11.5pm V™! for Si-doped HfO, were published [110, 111]. For undoped and Mg-doped
ZrO,, piezoelectric coefficient d33 = 10 pm V™! was reported [72, 85]. The authors of these reports
state that the mechanism for the piezoelectric activity in their cases is the crystal volume change
during the electric field induced transition from the t-phase to the p-o-phase. As depicted in
Fig. 4.2(d-f), the crystal volume is smaller for the t-phase in comparison to the p-o-phase. Such an
effect is also observed in the perovskite-based piezoelectrics (section 3.2.4). Falkowski et al. discuss
in-depth the piezoelectric activity in HfO, and ZrO, and propose doping for its optimization [106].
The domain switching effect (section 3.2.3) can also be important for the piezoelectric activity
in Hf;_, Zr, O,, which has not been investigated yet. However, the kinetic energy barrier for the
90° polarization rotation in the fluorite structure is expected to be higher than in the perovskite
structure, thus less probable.
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5 Publications

As this dissertation is publication based, in the following the summary and highlights of the two
respective articles are given. Furthermore, the authors’ contributions to these articles are stated.
The articles themselves are attached as copies in the appendix of the dissertation.
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5.1 Unexpectedly large energy variations from dopant
interactions in ferroelectric HfO, from high-throughput ab
initio calculations

Max Falkowski, Christopher Kiinneth, Robin Materlik, and Alfred Kersch
npj Comput Mater 4, 73 (2018)
DOI: 10.1038/s41524-018-0133-4

5.1.1 Summary

This article deals with the spatial energy fluctuations due to doping density inhomogeneities
in four HfO, crystal phases: monoclinic, orthorhombic, polar orthorhombic, and tetragonal.
La and Si dopants are chosen for the investigation as substitutions for Hf. Furthermore, the
oxygen vacancies for the charge compensation of [lI-valent La on the site of IV-valent Hf are also
considered. Moreover, mixtures of different La and Si defects are investigated, which has not been
done so far. It is shown that the separate effect of doping species such as La and Si on the crystal
phases can be superimposed if the dopants are mixed.

The article is based on a vast collection of DFT calculations of doped HfO, structures and
their statistics. The approach for the generation of this statistics is best explained in an example.
Consider, for instance, a 96-atomic supercell of HfO,. It is approximately 1 X 1 X 1 nm? in size and
consists of 32 formula units (f.u., one Hf plus two O atoms), thus there are 32 sites for a doping atom.
Putting two doping atoms in 96-atomic supercell results in 6.25 f.u.% doping concentration. There
are 32X 31 = 992 possible two-atomic dopant arrangements. Owing to the crystal symmetries, this
number can be reduced down to several tens of arrangements. The exact number depends on the
number of symmetries, thus crystal phase, and whether the two doping atoms are indistinguishable
(Si - Si) or not (Si — La). Each doping arrangement produces a new value for the total energy.
Therefore, at the constant concentration of 6.25 f.u.%, a coarse-grained 1 nm? region is subjected
to energy variation. This is the first cause of the energy variations stemming from the doping.
The second cause is the spatial doping concentration variation. Statistically, doping atoms may
appear more often in one coarse-grained region than in others. However, the averaged doping
concentration over large regions stays constant.

These energy fluctuations are then linked to the different growth processes of doped HfO,
such as ceramics, ALD, and CSD. The first one, in contrast to the latter two, is a process with
a large thermal budget, meaning that the crystallization is performed at high temperatures for
long periods of time. It is assumed that under these conditions only the lowest energy state or
states close to it are achieved. Therefore, the doping inhomogeneities and energy fluctuations
are expected to be rather small in ceramics. On the contrary, the ALD and CSD crystallization
process is short in time and performed at moderate temperatures. Under these conditions, the
doping concentration fluctuations and their arrangements may withstand the crystallization and
produce fluctuating energy landscape with tetragonal nanoregions within the polar orthorhombic
phase of Si-doped HfO, as depicted in Article-Fig. 1. These energy fluctuations can explain the
experimentally observed Curie temperature broadening in the transition from the tetragonal to
the polar orthorhombic phase.

The energy fluctuations due to the doping can be of particular interest for the antiferroelectric-
like behavior, thus the piezoelectric activity of doped HfO, and ZrO,, which was not discussed in
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the article. Within the frame of the nucleation theory (section 2.4), these fluctuations can produce
locally high energy differences between the thermodynamically stable and metastable phases,
which leads to high thermodynamic forces for the nucleation. Therefore, such nanoregions can
natively function as nuclei of the tetragonal to polar orthorhombic phase transition and backward,
which is the basis for the piezoelectric activity in HfO, and ZrO, systems.

5.1.2 Individual contributions

Max Falkowski and Alfred Kersch designed the study and the methodology for the article. Max
Falkowski performed the DFT calculations of the doped structures. For this purpose, scripts were
written in Python for the setup of the geometries, filtering the symmetry equivalent geometries,
submitting the calculations to compute clusters, and checking of calculation completeness. Max
Falkowski performed then the in-depth analysis of the simulations. The significant structure
deformations and phase transitions were filtered out; the analysis results were displayed in
comprehensive figures for discussion. All the authors took part in the discussion. Max Falkowski
also designed and produced the final figures for the article. All the authors worked on the
manuscript text, while Max Falkowski wrote the majority of it.
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5.2 Optimizing the Piezoelectric Strain in ZrO,- and HfO,-Based
Incipient Ferroelectrics for Thin-Film Applications: An Ab Initio
Dopant Screening Study

Max Falkowski and Alfred Kersch
ACS Applied Materials & Interfaces 2020 12 (29), 32915-32924
DOI: 10.1021/acsami.0c08310

5.2.1 Summary

This article deals with a vast DFT screening study of doped HfO, and ZrO,. 58 dopants from
groups 1-15 and periods 1-6 of the periodic table of elements plus Ce and Yb are examined herein.
Two defect incorporation types are considered: metal (Hf or Zr) substitution and interstitial; in four
crystal phases: monoclinic, orthorhombic, polar orthorhombic, and tetragonal. For each doping
species, the total energies of calculated structures with substitutional and interstitial defects are
set into relation to calculate the relative formation energy, which allows deducing, which of the
incorporation types is more favored. The first interesting insight is that the dopant incorporation
type depends to a large extent on the doping atom itself, the host material (HfO, or ZrO,), crystal
phase, and doping concentration are rather irrelevant. The relative formation energy is dependent
on the oxygen chemical potential during the crystallization process. Therefore, adjusting the
oxygen chemical potential, for instance, using oxygen plasma instead of ambient oxygen, the
interstitial incorporation type can be suppressed in favor of the substitution.

Depending on how a dopant influence the total energy of HfO, and ZrO, crystal phases, its
potential to promote material characteristics such as ferroelectricity, antiferroelectricity, and
tetragonality (for high-x applications) can be deduced. For instance, if the energy of the polar
orthorhombic phase significantly reduces with increasing doping concentration, it means that this
doping species improve ferroelectric characteristics. Similar criteria are then developed for the
antiferroelectric and high-x characteristics. La doping, being well studied both experimentally and
theoretically, is known as a good ferroelectricity promoter in HfO,. Thus, La is chosen to be the
link between the theoretical results of the current study and the experiments. It defines the scale
for doping effect significance on the aforementioned material characteristics. One of the two main
results of the current article is the overview of dopants in HfO, and ZrO, for enhancement of the
following material properties: ferroelectricity, antiferroelectricity, and tetragonality depending
on the oxygen supply condition during the manufacturing process. This is the first study at all,
which investigates the doped ZrO, from the theoretical point of view with this large amount of
doping species.

As described in section 4.4, the prerequisite for the large piezoelectric activity in HfO, and ZrO,
is their antiferroelectric-like behavior. The dopants, which promote the antiferroelectricity, are
then investigated regarding their effect on the piezoelectric activity in HfO, and ZrO,. The second
main result of the article is the overview of the piezoelectric coefficients for these doped material
systems. For this purpose, the crystal volumes of the doped tetragonal and polar orthorhombic
phases are evaluated from the DFT calculations. It is shown and discussed that ZrO, is natively
more suitable for the piezoelectric application than HfO,. Its characteristics are then further
improved via doping.

Finally, the calculated piezoelectric coefficients of doped HfO, and ZrO, are compared to the
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few experimentally measured coefficients, which are found to be in a good agreement. Moreover,
the piezoelectric characteristics of HfO, and ZrO, material systems are critically compared with
other materials like AIN, PZT, and lead-free perovskite-based materials.

5.2.2 Individual contributions

Max Falkowski was solely responsible for conducting the DFT calculations. Using Python, he
developed the XRD filter for effectively filtering out the significant structure deformations and
phase transitions, which occasionally happen during geometry relaxation of doped structures. He
analyzed the produced raw data and prepared comprehensive figures for discussion. The results
were discussed with Alfred Kersch in full depth. Max Falkowski designed and prepared the final
figures for the article. The manuscript was written by both authors, while the majority of text
stems from Max Falkowski.
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6 Summary, conclusions and outlook

The discovery of the ferroelectricity in Si-doped HfO, and HZO in 2011 opened wide application
opportunities for the Hf;_, Zr, O, material system. Being a CMOS technology compatible material
system, it is of high interest for the semiconductor industry as a gate insulator in nonvolatile
memory (FeERAM) and logic (FeFET). Hf,_,Zr, O, also exhibits pyroelectric and piezoelectric
characteristics, thus allowing applications like energy harvesting, sensing, etc. The fact that
Hf,_,Zr, 0, is lead-free, gives to this material system another large advantage in times of strict
environmental regulations against hazardous materials like lead. This advantage is particularly
important for the piezoelectric applications because these are vastly dominated by the lead-
containing perovskite-based materials like PZT. Depending on the application, certain crystal
phases such as the polar orthorhombic Pbc2; or tetragonal P4, /mnc need to be stabilized over
the thermodynamically stable monoclinic P2;/c. While in the last decade huge progress has been
done in understanding of mechanisms and effects for phase stabilization, there is still plenty of
topics for research on this highly promising material system.

This dissertation is based on two articles and deals primarily with the piezoelectric activity
in HfO, and ZrO,. However, these articles are not solely devoted to the piezoelectricity. Other
important aspects of these material systems, like ferroelectric characteristics, are also investigated.
The first article [103] from year 2018 deals with the energies of the doped HfO, crystal phases and
their spatial variations. Si and La were chosen as dopants for this article because these two dopants
are well investigated in experiments. La is known to be a good enhancer of ferroelectricity in
HfO,. Si, depending on its concentration, can promote either ferroelectricity or antiferroelectricity.
At concentrations beyond 6%, the tetragonal phase is stabilized in Si-doped HfO,. The main
objective of this paper was to better understand the effects of these dopants. The found spatial
energy variations of the crystal phases give an explanation for the experimentally observed
Curie temperature Tc broadening in the tetragonal to polar orthorhombic phase transition in
Si-doped HfO, [112]. These variations introduce nanoregions of the tetragonal phase within the
polar orthorhombic in the material, which undergo the phase transition at different T¢, thus the
broadening. This broadening makes up the pyroelectric activity in this system. In the frame of the
current dissertation, this nanoregions can constitute the nucleation centers for the aforementioned
phase transition, which is then important for the piezoelectric activity.

The second article [106] from year 2020 deals not only with piezoelectric, but also with fer-
roelectric, antiferroelectric, and high-x characteristics of doped HfO, and ZrO,. In total, 58
dopants are considered in this DFT screening. Numerous dopants were found to be useful for
the enhancement of these characteristics. In particular, Mo, W, and Hg pose especially strong
stabilization of the polar orthorhombic phase, thus ferroelectric characteristics. Regarding the
piezoelectric activity in HfO, and ZrO,, the later is found to be natively better for piezoelectric
applications. The first reason for this is the larger difference in the volume of the tetragonal and
polar orthorhombic phases, thus higher achievable strain during the phase transition. The second
reason is the similarity of the total energies of these two crystal phases in ZrO,. In HfO,, the total
energy of the tetragonal phase is much higher than it of the polar orthorhombic. However, for
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the antiferroelectric-like behavior, thus high piezoelectric activity, the tetragonal must be below
the polar orthorhombic phase. Therefore, in HfO,, the tetragonal phase must be stabilized in the
first place. This can be done by Ti, Si, Ge, and P doping, for instance. However, in terms of the
piezoelectric coefficient, the doped HfO, just barely reaches the quality of the undoped ZrO,. The
doping of ZrO, improves its piezoelectric coefficient even further. The dopants like Yb, Li, and Na
are the best in this regard. The last one nearly doubles the piezoelectric coefficient from 29 pm V!
for the undoped to 57 pm V™! for the Na-doped ZrO,. Finally, these results are compared to the
few available measured piezoelectric coefficients, yielding a good agreement with experiments.

The piezoelectric coefficients of doped ZrO, are also compared with other materials, for in-
stance, perovskite-based and AIN-based materials, and LiNbOj. Unfortunately, the piezoelectric
coefficients of PZT, being two orders of magnitude larger, are unattainable for ZrO,. However,
the achievable strain by ZrO, is comparable to PZT, and in the case of Na-doped ZrO,, it is even
higher. There are two qualities of ZrO,, which make it particularly distinguishable from PZT.
First, ZrO, is lead-free, and second, it can be manufactured as thin-film down to several tens
of nanometer in thickness. Therefore, ZrO, is an especially good alternative for piezoelectric
thin-films applications, for instance, thin-film bulk acoustic wave resonators.

Regardless of the numerous articles and reviews published in the last decade on this intriguing
material system, there is still a lot of open questions, which need to be addressed. A not closed
topic is the doping of this material system. For instance, as pointed out previously, Mo, W, and
Hg were found to be particularly interesting for the ferroelectric behavior in HfO, and ZrO,.
The further investigation of these dopants, also accompanied by oxygen vacancies, appears to
be very promising and should be pursued. Only metal substitutions and interstitial defects were
researched so far. No substituting defects for oxygen atoms such as S, F, or Cl were considered
regarding the stabilization of the ferroelectric and antiferroelectric characteristics in Hf;_, Zr, O,.
It needs to be investigated, whether this type of defect has the potential for material characteristics
improvement.

As discussed in section 2.4, in the frame of the nucleation theory, the interface energy between
the stable and metastable phases plays also an important role, as it appears in the third power
in expression for the thermodynamic energy barrier (Eq. (2.19)). This is a particularly hard task
because numerous interfaces between crystal phases are possible and all of them need to be
considered. Another obstacle that arises is that such interfaces in the idealistic DFT calculation
are not stable and disassemble themselves during the structural relaxation. To tackle this problem,
the DFT calculations need to be performed, in which space group symmetries are applied only to
a fraction of geometry, in order to prevent the decay of the interface, which is not a trivial task.
During the work on this dissertation, a proof of concept for this method was successfully shown.
This method should be further developed and pursued by the successor student.

In this dissertation, the electric field-induced phase transition with changing crystal volume
was considered as the cause for the enhanced piezoelectric activity in HfO, and ZrO,. However, it
still remains an unanswered question, whether this is the only mechanism for the piezoelectric
activity. For instance, similarly to the perovskite-based materials, the domain switching and wall
motion may also play an important role. For this, the possibility of 90° polarization rotation in
HfO, and ZrO, must be evaluated.

The drawback of the DFT is its limitation in system size and time scale, which can be simulated.
For instance, a structure consisting of 1000 atoms is barely solvable in a reasonable amount of time.
The transient processes such as crystallization or electric field cycling are practically impossible to
investigate. On the other end of the spectrum of atomistic simulations is the molecular dynamics
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(MD). It allows systems consisting of millions of atoms to be simulated, because the MD implements
purely classical interactions between atoms, thus the quantum mechanical nature is completely
neglected. This means that the simulation accuracy is sacrificed in favor of the simulation speed.
The solution for this problem brings the novel method of machine-learned classical potentials
for MD, while the data for learning is provided by the DFT calculations [113, 114]. During the
work on this dissertation, it was successfully shown, that this method can be applied to HfO,
and ZrO,. A classical potential was learned from the available DFT data, which was capable of
simulating the dynamics of the tetragonal and polar orthorhombic crystal phases simultaneously.
In the author’s opinion, it is the most promising approach for dynamics simulation in HfO, and
ZrQ,. The successor student should further pursue this idea.
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Unexpectedly large energy variations from dopant interactions
in ferroelectric HfO, from high-throughput ab initio

calculations

Max Falkowski @', Christopher Kiinneth @', Robin Materlik

' and Alfred Kersch @'

Insight into the origin of process-related properties like small-scale inhomogeneities is key for material optimization. Here, we
analyze DFT calculations of randomly doped HfO, structures with Si, La, and Vg and relate them to the kind of production process.
Total energies of the relevant ferroelectric Pbc2; phase are compared with the competing crystallographic phases under the
influence of the arising local inhomogeneities in a coarse-grained approach. The interaction among dopants adds to the statistical
effect from the random positioning of the dopants. In anneals after atomic layer or chemical solution deposition processes, which
are short compared to ceramic process tempering, the large energy variations remain because the dopants do not diffuse. Since the
energy difference is the criterion for the phase stability, the large variation suggests the possibility of nanoregions and diffuse
phase transitions because these local doping effects may move the system over the paraelectric-ferroelectric phase boundary.

npj Computational Materials (2018) 4:73; https://doi.org/10.1038/s41524-018-0133-4

INTRODUCTION

Random distributions of the dopant positions may lead to
variances of materials properties, causing unexpected but
potentially useful effects. Distance-dependent interactions of
dopants, as we demonstrate here on the example of La- and Si-
doped HfO,, lead to two different contributions in the variation of
local energy density: (i) local variations of the concentration from
random dopant positions, and (ii) local variations from dopant
arrangement. An example of concentration variation is extrinsic
channel doping in nanoscale transistors on the ppm level leading
to a statistical variation of the small number of dopants in the
device, measurable in the threshold voltage.'! However, in
ferroelectric materials like the newly discovered HfO, stabilized
in the polar-orthorhombic phase,> doping concentrations are at
least on the percent level because their mechanism is based on
the modification of the local structure and free energy, affecting
the phase stability.>* For such large concentration ¢, one could
expect a standard deviation o(E) of the mean energy density E
resulting from o(c) and sensitivity as o(E) = £ o(c), which is only
significant for control volumes of small size L containing few
dopant atoms. However, we have found significant additional
energy variations IQR(E) on the atomistic length scale ¢, resulting
from the dopant—dopant interactions, which we calculate as
&~1nm. They can be identified by choosing control volumes of
edge size € in a coarse-grained approach to the free energy.>®
Furthermore, the doping concentration variation has the same
interaction range; hence L=¢, and the total energy variation
results into the sum of o(E) and IQR(E)/2. Experimentally,
especially in ferroelectric materials,’ nanodomains of different
doping concentrations may be found with different physical
properties and diffusive phase transitions.®'® Positional static
disorder has been proposed as the origin of relaxor ferroelectrics
with exceptional piezoelectric and dielectric properties.'"?

Furthermore, nanolaminates have been processed and have
shown improved ferroelectric properties in particular cases.'>™'
Although there is an enormous amount of experimental'® and
theoretical'” work quantifying the influence of dopant order on
average quantities, there is no theoretical work quantifying the
local variation o(E) -+ IQR(E)/2 that may occur on the scale € and
relate them to the production process.

A very promising, recently discovered ferroelectric materials
class is HfO, and ZrO,,>'®2" which is based on the fluorite instead
of the prominent perovskite structure.?>?* The stabilization of the
desired ferroelectric crystal phase is achieved with doping on the
percent level.**” Pure HfO, and ZrO, are chemically similar (i.e.
they have a low atomic chemical potential®”) and crystallize in the
monoclinic P2;/c phase (m-phase) at low temperatures. Under
medium pressure (~10 GPa) a nonpolar, orthorhombic Pbca phase
(o-phase) is stabilized. Differently, with increasing temperatures,
the m-phase transforms first to the tetragonal P4,/nmc (t-phase)
and then to the cubic Fm3m (c-phase) crystallographic phase.
Appropriate doping concentrations can modify the materials
characteristics of both HfO, and ZrO, for particular applications.
For instance, by this means, the t-phase with a high dielectric
constant k ~ 40 can be promoted to be the stable phase at room
temperatures, utilized as insulator layers for metal-oxide-
semiconductor field-effect transistors gates®® and dynamic
random access memory capacitors.”’> Another example is
yttrium-doped ZrO, in the c-phase (YSZ), an important material
for solid oxide fuel cells and gas sensors.*® Finally, HfO, and ZrO,
can exhibit ferroelectricity in thin films for certain doping
concentrations.*'® The ferroelectricity arises from the polar,
orthorhombic Pbc2, phase (p-o-phase).>' Thus, HfO, and ZrO,
are a lead-free and CMOS-compatible material class for applica-
tions like ferroelectric field-effect transistors, ferroelectric random
access memory,*? and pyro- and piezoelectric sensors.*
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Fig. 1 Energy landscapes of 9x10nm? sections of Si-doped HfO,
material in a coarse-grained approach with length scale £ =1 nm for
the p-o-phase (left column) and the t-phase (right column). The CSD
deposited material (upper row) is homogeneously doped with a
concentration of 6.25f.u.%. For the ALD deposited material (lower
row), 1 nm layers of 12.5 f.u.% are followed by layers of 0 f.u.%. In the
t-phase energy landscapes, the black contour lines indicate the
boundary where the energy shifts locally below the energy of the
p-o-phase

Crystal structures with dopants processed with a high thermal
budget, such as ceramics, will approach their thermodynamic
equilibrium configuration. In this lowest-energy configuration, the
dopants are not necessarily randomly distributed but may develop
a long-range order and the structural energy might be lower for
such a distribution.®® In contrast, the dopant distribution of
chemical solution deposition (CSD)-manufactured films using a
liquid precursor is believed to be almost random. After crystal-
lization with a moderate thermal budget anneal,' local energy
variations on the atomistic length scale from imprinted dopant
positions remain. Yet another case are atomic layer deposition
(ALD)-manufactured films. Since the host material (Hf or Zr) and
the dopants are deposited in alternating layers, the doping
distribution in the film deposition direction is enforced to follow
the sequence of the layers whereas it is random in the layer plane.
There are several experimental observations that require an
explanation. The remanent polarization of ferroelectric Hfy 5Zry 50,
ALD films,>*3> which are actually nanolaminates depending on the
cycle ratio of Hf and Zr, has been found to vary strongly with the
laminate thickness ranging from 1 to 4nm,'> which can be
considered as 1D nanoregion effects. The positions of dopants
were investigated by Lomenzo et al*® and Richter et al>” They
studied laminate structures from Si doping cycles in HfO, with the
time-of-flight secondary ion mass spectrometry and high-
resolution transmission electron microscopy (HR-TEM) after
thermal processing and proved the limited mobility of cations in
the low thermal budget ALD and CSD anneals. Oxygen, on the
other hand, has been found to be very mobile,*®**® allowing the
formation or dissolution of dopant—oxygen vacancy defect
configurations, depending on the oxygen supply and thermal
processing. Finally, a temperature-induced polar to nonpolar
phase transition in Si-doped HfO, has been found to be extremely
broad.*'*?

As pointed out in the last paragraph, each of the three
processing techniques reveals different dopant distributions,
which only in one case represents the thermodynamic equilibrium
configuration with the lowest energy. Doping of Hf0,2°72743743
and Zr0,*® was extensively researched utilizing the density
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functional theory (DFT) and using cluster expansion®****” or

high-throughput calculations*® under the premise that the lowest-
energy structure is realized in thin films. Although all these studies
attempt to answer the question of phase stabilization with doping,
they do not consider the energy variation from the doping
distribution enforced and biased by the processing technique.
Attempting to fully cover the question of phase stabilization in
HfO, from doping, the current study thoroughly investigates the
influences of La and Si*”*?°° doping (also considering oxygen
vacancies), and their mixtures on the phases of HfO, for different
doping concentrations and defect combinations, taking into
account the dopant distribution of the different manufacturing
processes. Since the goal is not to search for the lowest-energy
incorporation of the dopant in HfO, the high-throughput
approach is preferred to the cluster expansion. It is unavoidable
to perform a numerous statistic of calculations for different
arrangements of La and Si atoms in the HfO, matrix for a thorough
study of the dopant mixture.

Some of the results can be condensed in a coarse-grained
energy landscape (Fig. 1) which is fundamental for understanding
local nanoregions that have been suggested in ferroelectric,
doped HfO, based on HR-TEM observations.>’

RESULTS

A first step in investigating the positional arrangements of defects
and their combinations is to define the defects. As Kiinneth et al.?’”
have shown that Siys and SiyVo defects have similar impacts on
the energetics in HfO,, only the (i) Siy defect is considered in this
study. On the contrary, La is a lll-valent dopant in HfO,
necessitating the consideration of oxygen vacancies (Vo). Follow-
ing the work of Materlik et al,”® which computationally
investigated La and Vo defects in HfO, and showcased different
DFT energies, we decided to focus on three La defects: (ii)
electronically compensated Layy, (iii) mixed compensated LayVo
and (iv) ionically compensated LaysLayVo. Altogether, four defects
are discussed in this study, which can be expressed using the
Kréger-Vink notation as

(I) 1/202 + La203 — 2La;_‘f + 400 + 2h,

(i) LaxOs3 — 2laly + 200 + 2V;, + 2€’ + 1/20,,
(iif) La,O3 — 2Layy + 300 + V¢ and

(iv) SiO; — Sins + 200.

Apart from the single defects defined in the previous list,
selected defect pairs are investigated in this publication. Table 1
summarizes these defect combinations along with their supercell
(SQ) sizes, ensuring the defect concentration. Considering the
symmetry of the different phases, the number of positional
arrangements can be computed, which may be further reduced by
thoughts detailed in the section “Geometries setup for the
calculations” (# nonequiv.). A dash (—) separating two defects
indicates that all positional arrangements of the defects pair are
considered. For instance, in the case of the defect combination
Sips — Sipe all possible metal positions of the Si's in a 96-atomic
supercell (992) are regarded. Conversely, defect constituents
written in parentheses build a tightly packed defect. For instance,
the combination (LayVo) means the Vg is in the direct vicinity of
the Lays (next-neighbor). The selection of the defect combinations
was generally performed with increasing complexity taking into
account the computational effort of the DFT computations. Apart
from the two simple defects, Siys and Lays, and their combinations,
the mixed compensated (LawfVo), the ionically compensated
(LapsLapfVo) and two complex defect pairs are considered in this
study. Moreover, in the case of Lays — Lapy, Sine — Laps and (LapdVo),
we considered two doping concentrations. For the remainder of
this work, the collection of calculations of a certain supercell size
and defect combination of all four crystal phases is referred to a
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Table 1. Summary of the defect combinations, the supercell (SC) size, the resulting concentration for the four different phases in HfO,
Defect SC Conc. Phase # # Defect SC Conc. Phase # #
combinations® size®  [fu.%] arrangements® nonequiv. combinations® size®  [fu.%] arrangements® nonequiv.®
Laps 96 3125 m 32 1 Sipf 96 3125 m 32 1

o 32 1 o 32 1

p-o 32 1 p-o 32 1

t 32 1 t 32 1
Layr — Layr 96 625 m 992 23 Sipe — Sipe 96 625 m 992 23

o 992 23 o 992 23

p-o 992 19 p-o 992 (864) 19 (16)

t 992 9 t 992 9
Laps — Laps 48 125 m 720 34 Sips — Lapf 926 625 m 992 31

o 480 25 o 992 31

p-o 720 30 p-o 992 31

t 720 (656) 12 (11) t 992 9
(LanfVo) 96 3125 m 256 8 Sipe — Lapr 48 125 m 720 45

o 256 8 o 480 30

p-o 256 8 p-o 720 (592) 45 (37)

t 256 2 t 720 13
(LapfVo) 48 625 m 384 24 Sigs — (LapVo) 926 625 m 7936 248

o 256 16 o 7936 248

p-o 384 24 p-o 7936 248

t 384 (256) 4 (2) t 7936 38
(LaprLapVo) 96 625 m 768 12 Sipe — (LapflapsVo) 96 9375 m 23,040 360

o 768 12 o 23,040 360

p-o 768 12 p-o 23,040 (21,376) 360 (334)

t 768 3 t 23,040 52
“Defect combinations in parentheses are positioned in vicinity (next-neighbors, tight defects)
PNominal number of atoms in a supercell (SC) size. Introduction of an oxygen vacancy into the SC reduces the number of atoms by one. Nevertheless, the SCs
with an oxygen vacancy are referred to as 48-atomic or 96-atomic
“Number of possible defect arrangements in the SC. Parentheses enclose the arrangements after filtering out the phase-transformed structures during the
structural relaxation, as discussed in the section “Phase transformation detection during structural relaxation”
dNumber of nonequivalent structures for which DFT calculations need to be performed. The reduction of needed calculations is discussed in the section
“Geometries setup for the calculations” Parentheses enclose the number of structures that have stayed in the initial crystal phase during the structural
relaxation

set. For instance, a set of pure HfO, calculations consists of four
calculations, one for each crystal phase. Table 1 lists 12 sets of 12
different defects and concentrations.

In order to be able to compare different defect types containing
different atom species, a unified concentration definition is
needed. One formula unit (f.u.) is defined by one metal and two
oxygen sites. For instance, a 96-atom supercell contains 32 f.u.s.
Placing one Lays or (LapyVo) defect into the cell results in a
concentration of 3.125f.u.%, because both defects need exactly
one of 32 f.u.s. Opposed to these defects, (LapLapVo) needs two f.
u.s, resulting in a doubled concentration of 6.25f.u.%.

The boxes in Fig. 2 show DFT energies of the four phases with
respect to the energy median E of the m-phase carried out for the
defect combinations tabulated in Table 1. For instance, the box-
plots for the 6.25f.u.% Lays— Lays defect in Fig. 2a represent in
each case 992 Lays — Lay different positional arrangements in the
96-atomic supercell, although only the symmetric nonequivalent
arrangements as listed in Table 1 are computed with DFT. This was
achieved by weighting the symmetric nonequivalent arrange-
ments with their number of symmetry equivalent possibilities.

Experimental measurements on doped HfO, show that 3 f.u.%
to 5fu% Si-doped HfO,*” and 7—15fu% La-doped HfO,* is
ferroelectric. However, even the defect arrangements with the
lowest energy of the statistic (manufacturing processes with large

Published in partnership with the Shanghai Institute of Ceramics of the Chinese Academy of Sciences

thermal budget) in Fig. 2 alone cannot explain the stabilization of
the p-o-phase, which is believed to be responsible for the
ferroelectricity, over the o-phase and m-phase. As discussed in
other studies?™27**>27 for several dopants, there are mechan-
isms to exclude the o-phase and m-phase in thin films and doping
affects only the competition between t-phase and p-o-phase
under these conditions. A more detailed discussion of these
mechanisms for doped HfO, with La and Si can be found in the
supplementary materials. It should be noted that for La and Si, an
in-depth discussion of the phase stability was held in the
publications of Materlik et al.?® and Kiinneth et al.*’ respectively,
and the current study confirms their findings qualitatively.

DISCUSSION

As the calculated energy distributions are not Gaussian, we use
median instead of mean quantities. Figure 3a—d illustrates the DFT
energy medians of Fig. 2 of the four defects against their defect
concentration which turn out to be almost linear, following the
linear response rules. This linear response of La doping up to
12.5f.u% found here (Fig. 3a) with the statistical approach is in
contrast to the nonlinearity of the DFT energies of the t-phase
for 12.5fu% defect concentration which was recently found
by Materlik et al?® considering the lowest-energy structures

npj Computational Materials (2018) 73
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Fig.2 The total energies of the La defects a, Si defects b, and their mixtures ¢ in HfO,. The big colored diamonds mark single data points. The
box diagrams depict the distributions of data points: the colored box body marks the lower and upper quartiles, the line in the box is the
median, the whiskers are the lowest and the highest values neglecting the outliers, which are marked by small black diamonds. The quartets
of colored diamonds or box diagrams represent the sets, as described in Table 1. They are sorted in an ascending order of concentration along
the horizontal axis. The background color associates the sets with defect concentration labels at the bottom edge and the defect type itself is
labeled at the top edge. The four colors mark different crystal phases as described in the legend. All sets are referenced to the corresponding

m-phase data point or distribution median E,

(see supplementary materials). With the statistical approach, the p-
o-phase becomes bulk stable at 15.5f.u.%, if extrapolated.

The energies of the (LayVo) defect in Fig. 3b exhibit a slight
nonlinearity in the DFT energies with the defect concentration,
especially the o- and t-phases. Two possible explanations are
conceivable: (i) the (LayVo) defect in HfO, may induce nonlinear
effects already at lower doping concentrations than Si. Or (ii), the
statistic behind the data points of o- and t-phases at 6.25f.u.%
is smaller than for the Lay; defect of the same concentration.
The reason for a smaller statistic of (LayfVo) is the exclusion of
some computations transformed to other phases as discussed in
the section “Phase transformation detection during structural
relaxation”. Nevertheless, the nonlinearity can be considered as
not significant.

Kiinneth et al.?” have found nonlinear effects of DFT energies of
Siyrdoped HfO, at 6.25f.u.% doping concentration. They only
used three different computations (for the three spatial directions)
for 6.25fu% doping and chose the lowest energy in the
discussion. In Fig. 3c the DFT energies for the 6.25f.u.% Siy¢
defect are the medians of several tens of computations. Similar
than in the case of the Lay; defect, this larger statistic of Siys results
in linear DFT energies for the p-o- and t-phases with increasing
doping concentration. Surprisingly, only the t-phase reacts on the
increasing amount of Siy defects and the crossing of the m- and
t-lines can be extrapolated at 8f.u.%. At this concentration the
t-phase becomes the phase of the lowest energy, giving an
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explanation for the experimental observation of Si-doped HfO,
crystallizing in t-phase.>

Figure 3d depicts the medians of the DFT energies of Siy—Lans
doped HfO,. The medians show the linear dependency of the
energy evolution with the doping concentration of all phases,
except for the p-o-phase. The argument of an insufficient statistics
cannot explain this nonlinearity because the size of the statistic for
Siys—Lays mixture is the same as for the Siyy¢ or Lays sets at equal
concentrations. However, because this is the first defect substitut-
ing two Hf discussed, Siys and Lays can interact with each other
resulting in the steeper change of the total energy of the
p-o-phase from 6.25 to 12.5f.u.% Siys Lans.

Yet another interesting question is why do the 3.125f.u.%
energies of the Lays and Siys defects lie on the line with another
data points in the concentration series. For pure HfO,, there is only
one possible structure for each crystal phase. The 6.25 and 12.5 f.u.
% data points are backed by statistics of several hundred defect
arrangements. On the contrary, the 3.125 f.u.% data points are also
represented by a single structure for each phase. Though it is
possible to generate statistics in a similar way as is done for higher
concentrations. For this, two substitutional defects in a 192-atomic
supercell need to be considered. Nevertheless, it seems that this
huge number of structures can be represented by only one
structure with one substitutional defect in a 96-atomic supercell.
The reason for that is that this defect creates not only a
homogeneously doped HfO, matrix, given the periodic boundary
conditions, but this homogeneity is also almost isotropic, because
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Fig. 4 The effect of the defects on the crystal phases for a, b SiyLayy, € SipLapVo), and d Siye(LaycLapVo) mixtures and their constituents in

HfO,. Bars represent the change of the total energies of the o-, p-o-, and t- phases due to the defect, given by (E{{’,’? - Ef’o'f”'e), with respect to

the m-phase, the (Em® — Em:™U"®) part. The red bars depict the effect of the mixtures and the green and blue bars depict the effect of their

constituents. The bars are drawn using the medians of the statistics

all three lattice constants of the 96-atomic supercell of any HfO, superimposed. The effect of a defect on the total energy of a
phase are approximately 10 A long. So each defect has six defects crystal phase is defined by the energy difference of the doped
next to itin a di;tance of 10A. 6_;.25 f.u.% doped structure can also HfO, structure and the undoped HfO, in this phase. For instance,
be created putting one dEfeFt in a 48-atomic supercell. This also the effect of 3.125 f.u.% Siys doping on the t-phase is 71 meV/f.u. -
leads to homogeneous doping, but one lattice constant of the 116 meV/f.u. = —45 meV/f.u. (middle and left red points in Fig. 3¢).
supercell is twice as short as the two others. This results in a strong Similarly, the effect of 3.125 f.u.% Lays on the t-phase is —16 meV/f.
anisotropy of .th'e defect density. This anisotropy'is canceled out u. (see Fig. 3a). These two numbers are represented as green and
when the statistics of several hundreds of locally inhomogeneous blue bars in Fig. 4a. The sum of the two effects is approximately
defect arrangements are considered. . A
- . . equal to the effect of 6.25 f.u.% Siy—Laprdoped t-phase, which is

Figure 3d shows that the crystal phase total energies go linearly lto —66 meV/f.u. (see Fig. 3d) and ted by the red b
with defect concentration to a certain extent also for a mixture of equalto —o6 MEV/LU. (see Fig. and represented Dy the red bar
in Fig. 4a. The same holds for the o- and p-o-phases. The m-phase

two defects. An interesting question is whether the effects of . . Bt .
single defects in the mixture on the total energy can be is generally not depicted in Fig. 4, because each set is referenced
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to its m-phase and the effect of any defect on the total energy of
the m-phase is always zero.

Figure 4b supports the argument for the nonlinearity of the p-o-
line in Fig. 3d. For the o- and t-phases, the green and blue bars of
the Siyr and Lays defects approximately sum up to the red bar of
the Siys—Laye mixture. Thus, the mixture constituents do not
interact with each other in these crystal phases. On the contrary,
the red p-o-phase bar of the mixture is 50% higher than the sum
of the green and blue bars of the constituents. Consequently, the
Siys—Laps defects start to interact at 12.5 f.u.% and exert a stronger
effect on the stability of the p-o-phase. Both Figs. 3d and 4b
visualize it from two different approaches.

The effects superposition can also be shown for more
complicated defects. Figure 4c shows that the effect on the
crystal phase total energies of freely distributed Siys and (LapVo)
defects with the total concentration of 6.25f.u.% is given by the
sum of the contribution of the single defects with 3.125f.u.%
concentration each. Figure 4d reveals the same for freely
distributed Siys—(LapslanVo) defects pair at 9.375 f.u.%.

This finding allows the assumption that the effect of a mixture
of two defects on the phase total energies can be approximated
by the sum of the effects of its constituents. This again can be
formulated as the appearance of Vegard's rule.

A crucial point in the computation of defects in periodic DFT
calculations is the interaction of the incorporated defects, which
differs for their concentration and distribution. For sufficient dilute
dopant concentrations, no interaction and energetic influence are
expected. Differently, for denser concentrations and possible
enforced defect distributions (i.e. in the case of ALD manufactured
films), in which defects in denser areas interact while defects in
diluted areas do not. Generally speaking, the interaction increases
with the point defect density, which is determined by the
manufacturing process. Attempting to quantify these interactions,
formation energies E; of the single La and Si defect in HfO, in the
t-phase are computed for three different supercell sizes and
illustrated in Fig. 5. The larger the supercell, the greater the
distance to the next dopant. The results evidence that the
formation energy saturates at a 2 x 2 x 2 supercell meaning that
defects at distances larger than 1nm do not interact, which
reflects a sufficiently dilute concentration. In the distance range of
0.5—1 nm, the defects do interact, which is precisely the distance
range of two defects in the 48- or 96-atomic supercell computed
in this study. The natural length scale of our coarse-grained model
for the interaction energy variation turns out to be { =1 nm. Since
the energies of all positional arrangements of dopants in the
48- and 96-atomic unit cells in Table 1 are computed, the distance-
dependent interactions of the defects are already included in the
statistic as error bars shown in Fig. 2. Therefore, we can argue that
the IQRs in Fig. 2, which are illustrated separately in Fig. 3e—h, are
caused by the dopant—dopant interactions and increase with
increasing doping concentration. Note that the IQRs in Fig. 2 do
not contain a statistical contribution o(E). These arise from a
statistical variation o(c) of the averaged concentration and

5 L L
Ix1x1 2x2x2 3x3x3

Supercell size

Fig. 5 Formation energies of La and Si defects in HfO, t-phase in
dependence on the supercell size, according to Eq. (1). 2x2x2
corresponds to {=1nm
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depend on the sensitivity as o(E) = £0(c). Figure 3i-I contains
these values. The concentration dependence has the same
interaction length & as the individual dopants because a
concentration gradient is modeled with a similar supercell with
inserted dopant atoms.

In the introduction, three different manufacturing processes
were discussed, revealing three different dopant distributions, see
also Fig. 1. Since we have shown in the previous paragraphs that
the energy evolution with increasing doping concentration is
linear and an additional energy variation resulting from a dopant
—dopant distance-dependent interaction must be included, we
can decide which energy must be considered for specific
manufacturing processes. In the case of the ceramics process, in
which a large thermal budget is available during the crystallization
process, the structure is expected to be in or close to the
thermodynamic equilibrium (lowest-energy structures). Mostly
structures with low energy are realized and the lower whiskers
in Fig. 2 are essential for the energy and phase stability. Moreover,
the energy variations in the film from dopant—dopant interactions
are expected to be very shallow.

In the case of CSD-manufactured films, the dopants can be
considered to be homogeneously distributed after processing
because of the liquid precursor and the low thermal budget during
the anneal. Therefore, all positional arrangements would be
randomly realized in the film. Overall, the energy and the phase
stability of the CSD-manufactured film would be determined by
the energy median, as shown in Fig. 3a-d. The energy variations in
the film, possibly causing nanoregions, are a superposition from
concentration variation as shown in Fig. 3i-I and dopant
interaction in Fig. 3e-h. The dopant distribution of ALD-
manufactured films is more complex. Doping on the level of
6.25f.u.% is realized by a single deposition cycle of an Si precursor
followed by about 15 deposition cycles of Hf. Since a single layer
realizes only a fraction of a monolayer, the Si concentration is
modeled as a 1-nm-thick region of 12.5 f.u.% Si. It is experimentally
shown®®*” that metal movements are suppressed by the low
thermal budget during the anneal. The dopant distribution
orthogonal to the surface of the film would lead to a wavy energy
evolution superimposed by energy variations. But the energy
variations are much stronger in the dopant layers compared to
CSD due to the concentration dependence of the variation shown
in Fig. 3e-l, increasing the possibility for nanoregions.

Figure 1 shows the nanoscaled energy variations in CSD and
ALD Si-doped HfO, films in the p-o- and t-phases due to the local
doping distribution inhomogeneities in a coarse-grained repre-
sentation in 1x1x1nm? units. For the CSD film, a constant
average concentration of 6.25 f.u.% is chosen that corresponds to
two Si atoms per discretization unit. For each unit the number of
Si atoms is randomly chosen in accordance to the Poisson
distribution resulting in the variance of the local concentration
o(c) and hence the energy o(E) (Fig. 3k). The additional energy
variation stemming from the defect—defect interaction is drawn
from an assumed normal distribution with the standard deviation
equal to IQR(E)/2 (Fig. 3g). For the ALD films, the layers of 1 nm
thickness are chosen. Within each layer, the doping concentration
is constant on average, while along the growth direction it
alternates between 0 and 12.5f.u.%. In the undoped layers, both
types of the energy variation are equal to zero. For the doped
layers, the variations are calculated in the same manner as for the
CSD film with appropriate o(E) and IQR(E)/2. Finally, both energy
variations are added to the energy profile originating from the
average doping concentration, which is constant for the CSD and
alternating for the ALD film. Owing to the independent total
energy of the p-o-phase on the defect concentration, the energy
variation o(E) is small in comparison to IQR(E)/2 (Fig. 3g, k). Hence,
the defect—defect interaction is the main contributor to the
energy variance of the p-o-phase for both the CSD and ALD
Si-doped HfO, films. On contrary, for the t-phase the energy
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variance is mainly based on the local variations of the defect
concentration.

For instance, the Curie temperature is broadened during the
transformation from the polar to the nonpolar phase in
experimental measurements,*'*? possibly owing to the nanos-
caled energy domains. Due to the high crystal symmetry of the
t-phase its Helmholtz free energy is decreasing faster with the
increasing temperature if compared to the p-o-phase. Therefore,
the rising temperature results in the downwards shift of the
energy landscape of the t-phase with respect to the p-o-phase,
which leads to the gradual switching of the domains from the
p-o-phase to the t-phase.

The range of interaction of La or/and Si dopants in HfO,,
relevant for the stability of the ferroelectric p-o-phase relative to
the t-phase, has been calculated as §=1nm. High-throughput
calculations with 1 nm-sized supercells for all relevant crystal
phases produce low energy structures, median energy values, and
unexpectedly large energy variation IQR(E), caused by the dopant
interaction. The current approach is an improvement to our
previous studies because it now considers big statistics and allows
to relate the data to different production processes. As there is
additionally a statistical deviation o(E) in any control volume, the
detection of IQR(E) seems only possible in a coarse-grained
approach with discretization units of size £&. When evaluating the
data, the dependence of median energies on the average
concentration turns out to be almost linear, even in the mixture
of defects, resembling Vegard’s rule. The relevance of the energy
variation is considered with regard to the competition between
the dielectric t-phase and ferroelectric p-o-phase. As nanoregions
in this material have been suggested and nanolaminate effects
have been identified, the theoretical results obtained here are an
important step to fundamentally substantiate the experimental
findings. The formation of nanoregions with different phases
requires interphase boundaries with additional energy contribu-
tions. The related and experimentally observed effect of the Curie
temperature broadening can be investigated utilizing the Monte
Carlo method. The condition for the appearance of the interphase
boundaries and diffuse phase transition with increasing tempera-
ture are the topics of further research.

METHODS
Geometries setup for the calculations

The primitive unit cells for the m-, o-, p-o-, and t-crystal phases consist of
12, 24, 12, and 6 atoms, respectively. For convenience, a 12-atomic cell for
the t-phase can be constructed through a coordinate transformation. The
c-phase is omitted, because it always disintegrates into the t-phase during
the ionic force relaxation. It is also expected, because the c-phase is
stabilized dynamically at high temperatures and has disadvantageous
energy at 0K, a condition of DFT calculations. In this study, supercells
consisting of 48 and 96 atoms are considered. For the m-, p-o- and
t-phases a 2 x 2 x 2 supercell and for the o-phase a 1 x 2 x 2 supercell sum
up to 96 atoms. There are, though, three possible orientations for a 48-
atomic supercell for m-, p-o-, and t- phases: 1x2x2,2Xx1x20r2x2x1.
For the o-phase only two orientations 1x 1 x 2 or 1 x2 x 1 are possible due
to the double amount of atoms in the primitive cell.

The number of possible arrangements of two substitutional dopants on
the metal sites in, for instance, a 96-atomic supercell with 32 Hf atoms is
3231 =992. Due to the symmetry, a lot of these arrangements are equal.
Hence, not for all possible arrangements, a DFT calculation needs to be
performed. In a supercell of any size metal sites in all here considered
crystal phases are equivalent by symmetry. It does not play any role on
which metal site the first substitutional dopant is placed. The presence of
this dopant in the supercell though reduces the spatial symmetry, so the
remaining 31 metal sites for the second substitutional dopant are in
general not equivalent. For this reason, at most, 31 DFT calculations are
needed for covering the whole space of arrangements of two substitu-
tional dopants on the metal sites in a 96-atomic supercell. For the t-phase
this number is further reduced due to the high symmetry of the crystal
phase compared to the other three phases. The number of needed
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computations is also reduced if the two substitutional dopants are of the
same kind, and so indistinguishable.

Similar arguments hold for placing an oxygen vacancy in supercells
during the structures set up for calculations. In m-, o- and p-o-phases there
are only two by symmetry nonequivalent oxygen sites, regardless of the
supercell size. In the t-phase all oxygen sites are equal by symmetry.

Freely distributed Lay—Laps—Vo defects in, for instance, a 96-atomic
p-o-supercell require almost 2000 calculations, even after reduction of
arrangement space due to the symmetry. Further reduction can be made
assuming that a tight complex (LapsLanfVo) is build due to the electrostatic
attraction. Any oxygen or hafnium site in any phase has four hafnium or
eight oxygen next-neighbor sites, respectively.

In comparison to 96-atomic supercell, a 48-atomic supercell can be
differently oriented. For instance, 16 x 15 x 3 =720 arrangements of two
dopants of a different kind in a 48-atomic p-o-supercell with 16 metal sites
are possible. The number of needed calculations can be reduced, though,
in the same manner as discussed above.

Defect formation energy

For Fig. 5, the defect formation energies in HfO, supercells of different size
are calculated. The structures for the three different supercell sizes are
prepared in a special way and only single-shot calculations of the total
energies without the ionic relaxation are performed. The setup procedure
for the structure is as follows. First, a 12-atomic cell in t-phase with one Hf
substituted by a defect is relaxed, which changes the lattice constants and
the oxygen atoms around the defect form a characteristic tetrahedron
arrangement. While keeping the reduced coordinates of the relaxed doped
structure intact, the lattice constants are set to the values of the pure HfO,
t-phase cell in order to build pre-relaxed 48- and 96-atomic doped cells.
Second, an HfO, supercell in the t-phase of needed size is constructed and
one 12-atomic section is substituted by the relaxed and scaled cell with the
defect prepared in the first step. The result is a doped HfO, supercell,
structurally mostly equal to the pure t-phase with adjusted crystal structure
in the vicinity of the defect. The formation energy of a substitutional defect
in the HfO, matrix is the energy for replacing one Hf with the doping atom.
Additionally, the chemical potentials of Hf and the dopant are also needed.
The chemical potential of Hf is the energy for incorporating the removed
Hf into some reference structure like metallic hafnium. On the contrary, the
chemical potential of the dopant gives the energy for creation of one free
atom from some reference structure. Hence, the formation energy of a
defect is given as follows:

EE _ ED _ EPure _IJD +“Hf’ (1)

tot tot

where p® and ptf are the chemical potentials of La, Si and Hf atoms, which
are calculated from pure lanthanum, silicon and hafnium metals,
respectively.

Phase transformation detection during structural relaxation

In total, more than 2500 DFT calculations are needed for this study. For
each doped structure, a structural relaxation must be performed, which
leads to changes of the supercell and the positions of all atoms compared
to the pure HfO, host. None of the structures can retain its initial space
group symmetry, not only due to the introduced doping defects but also
due to the structural deformation after the relaxation. Only by means of
certain characteristics of the relaxed structures, like lattice constants, their
ratios, lattice angles, positions of the oxygen atoms with respect to the
metal atoms, they can be related to a certain crystal phase. Furthermore, a
doped structure can even transform from its initial phase into another one
during the relaxation of ionic forces. Such transformations must be filtered
out for further evaluation of the calculations.

It is rather a rare case that a structure transforms into another crystal
phase. Therefore, it is sufficient enough to compare calculations with each
other within a single set to filter out the cases of the phase transformation.

The m- and o-phases have greater supercell volume than the p-o- and t-
phases. Additionally, the m-phase has one sharp angle and the o-phase
has only right angles. The relaxed structures comparing with each other
can be unambiguously classified into the m- or o-phase by these two
characteristics.

The distinction between the p-o- and t-phases is more complicated. We
have found empirically that the Hirshfeld charge analysis,*® which can be
performed by FHI-AIMS, gives a good criterion for distinguishing the
p-o-phase from the t-phase. For the m-, o-, and t-phases of the pure HfO,,
the vector sum of the electron dipole moments is a zero-vector. For the
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p-o-phase this is a vector of 0.01856 eA/f.u. length, which is chosen to be a
reference. The doped m-, o-, and t-supercells have a finite dipole moments
sum due to the presence of the defect, of course. Nevertheless, these
phases can still be clearly separated from the doped p-o-supercells.

All the described procedures can be performed in an automated
manner, which not only saves evaluation time but also excludes the
subjective nature of the human eye if the classification of the relaxed
structures were performed by hand.

DFT calculations

All DFT calculations in this paper were performed with the all-electron
code FHI-AIMS®” using the local density approximation®® (LDA). FHI-AIMS
uses tabulated numeric, atom-centered orbitals as the basis set. The
simulations were conducted using the tight settings of basis set
additionally enabling the complete first and second tiers for the atom
species. The convergence criteria were set to 1x10 % and 1x10 2 eV/A for
electronic and ionic forces, respectively. FHI-AIMS utilizes the Monkhorst-
Pack®® grid for the k-point grid definition. For supercells consisting of 96
atoms (95 with a vacancy), a 2x2x2 grid was chosen. For supercells
consisting of 48 atoms (47 with a vacancy) 4x2x2,2x4x2or2x2x4
grid was chosen depending on the orientation of the supercell, as
discussed in the section “Geometries setup for the calculations”. All these
settings were found to be sufficient in a convergence study.
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ABSTRACT: HfO, and ZrO, have increasingly drawn the interest
of researchers as lead-free and silicon technology-compatible
materials for ferroelectric, pyroelectric, and piezoelectric applica-
tions in thin films such as ferroelectric field-effect transistors,
ferroelectric random access memories, nanoscale sensors, and
energy harvesters. Owing to the environmental regulations against
lead-containing electronic components, HfO, and ZrO, offer, along
with AIN, (K,Na)NbO;- and (BiysNags)TiOs-based materials, an
alternative to Pb(Zr,Ti;_,)O;-based materials, which are the
overwhelmingly used ceramics in industry. HfO, and ZrO, thin
films may show field-induced phase transformation from the
paraelectric tetragonal to the ferroelectric orthorhombic phase,
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leading to a change in crystal volume and thus strain. These field-induced strains have already been measured experimentally in pure
and doped systems; however, no systematic optimization of the piezoelectric activity was performed, either experimentally or
theoretically. In this screening study, we calculate the ultimate size of this effect for 58 dopants depending on the oxygen supply and
the defect incorporation type: substitutional or interstitial. The largest piezoelectric strain values are achieved with Yb, Li, and Na in
Zr0O, and exceed 40 pm V' or 0.8% maximal strain, which exceeds the best experimental findings by a factor of 2. Furthermore, we
discovered that Mo, W, and Hg make the polar-orthorhombic phase in the ZrO, bulk stable under certain circumstances, which
would count in favor of these systems for the ceramic crystallization process. Our work guides the development of the performance
of a promising material system by rational design of the essential mechanisms so as to apply it to unforeseen applications.

KEYWORDS: hafnium oxide, zirconium oxide, thin film, piezoelectric, ferroelectric, antiferroelectric

1. INTRODUCTION

Incipient HfO,- and ZrO,-based ferroelectrics' have recently
stimulated materials research, as they show great potential for a
vast number of applications such as next-generation memories,”
nanotransistors,” tunnel junctions,‘*'5 neuromorphic architec-
tures,” and optical,” high-frequency,® and thermoelectric’
devices. What is noteworthy is that the ferroelectric phase is
metastable and that the desired properties are most easily
obtained in thin films because of the size effect.'”"" The thickest
films reported so far have been prepared by chemical solution
deposition (CSD) of up to 390 nm'” and with an epitaxy of up to
930 nm."” Thinner films can be deposited by atomic layer
deposition (ALD) or physical vapor deposition. Among their
material properties, the piezoelectric and field-induced strain
effects are the least studied.

Thin-film piezoelectrics are needed for electromechanical
transducers such as thin-film bulk acoustic wave resonators and
tactile sensors,'* and the availability of a printing process is
desired."® For comparison, the widely used aluminum nitride
(AIN) thin films have a moderate piezoelectric strain coefficient
of around 4pmV~"'® Following the pioneering work of

© 2020 American Chemical Society

v ACS Publications 32915

Boscke'” and Starschich,'” the piezoelectric coeflicient of Si-
doped HfO, has recently been investigated more systematically
by Kirbach et al.'® and Mart et al,'” and they found larger
piezoelectric coefficients than in conventional AIN and much
larger strain values.

Piezoelectric properties are found as a combination of linear
crystalline piezoelectric, nonlinear electrostrictive, domain-
switching, and volume-change effects, which become large in
the proximity of a phase boundary.”® For lead zirconate titanate
(PZT)- and potassium sodium niobate (KNN)-based materials,
the morphotropic phase boundary between two ferroelectric
phases, determined by optimization of their composition and
doping, has shown large strain values with little temperature
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dependence. However, recently, in the search for lead-free
materials such as sodium bismuth titanate (BNT), materials
close to a further polymorphic phase boundary”' (PPB) have
displayed large field-induced strain effects. This has been
interpreted as a volume-change effect caused by a field-induced
phase transition from a paraelectric phase to a ferroelectric
phase.”” The strain values could be optimized by adding small
amounts of KNN, thus moving the material system closer to the
PPB, and this effort is ongoing.”” Thin-film piezoelectrics so far
have not been optimized to maximize the volume change. AIN is
paraelectric, it operates without phase transition, and the
addition of a dopant may increase its crystalline piezoelectric
coefficient. Very few studies are available where optimization is
systematically supported with ab initio simulations by
calculating piezoelectric coefficients in a doped crystal.”***

Pure HfO, and ZrO, are chemically similar and crystallize in
the monoclinic P2,/c phase (m) at low temperatures. Under
medium pressures (~10 GPa), a nonpolar orthorhombic Pbca
phase (o) is stabilized. Differently, with the increase of the
temperature, the monoclinic phase transforms into the
tetragonal P4,/nmc phase (t). The ferroelectric, polar-
orthorhombic Pbc2, phase (p-o) is metastable,’ which makes
these materials incipient ferroelectrics. Stabilization is possible
with doping, whose most prominent examples are 3—4% Si-
doped HfO, and 50% Zr-doped HfO, or Hf; sZr, sO,. Since its
discovery,'”** field-induced phase transition has been suggested
as an explanation for the double hysteresis appearing in about
5% Si-doped HfO, and Hf|_,Zr,O, with Zr content close to x =
1. The feasibility of such a mechanism has been investigated
theoretically.”**’

In this paper, we will design by simulation the material
properties close to the tetragonal to polar phase transition for the
piezoelectric applications. These design points may also be
favorable for thermoelectric applications based on the pyro-
electric or electrocaloric effect. The design point for the
ferroelectric application is maximal polar phase stabilization.
Many experimental and theoretical studies concerned with
doping have focused on the stabilization, and less on the material
properties. There is no study available where the field-induced
strain effects have been addressed. Doping effects show a great
variety stemming from the large number of required structures,
as there is a choice of the host material (HfO, or ZrO,); dopant
and its concentration; incorporation type (substitutional or
interstitial); and the charge compensation mechanism (ionic-
compensated, electronic-compensated or mixed-compensated).
To date, HfO, has been studied experimentally with dopants™®
Si, Zr, Al, Gd, Sr, La, Y, Ge, Sc, and N and ZrO, with dopants
Mg, In, La, Y, Ce, Ti, and Sn. >0 Theoretically, HfO, with
dopants Zr, Si, Ge, Ti, Sn, C, Ce, Al, Y, La, and Sr has been
investigated in detail’' ~** and more than 40 dopants using a
theoretical high-throughput selection approach,® with a focus
on phase stabilization. The dependence of the crystal volume on
doping has been studied in HfO, for the polar phase, showing a
good correlation between the theoretical and experimental
values.** Doping effects in ZrO, have not been studied
theoretically and constitute the focus of this study. With regard
to the incorporation type, these studies assumed that large
dopants are incorporated substitutionally, and only small
dopants may be interstitials.’* Finally, the allowed charge
compensation mechanism is controversial for dopants other
than tetravalent ones. While in ceramic process materials, an
ionic compensation including oxygen vacancies is expected,
ALD or CSD materials processed for a short time under oxygen-

rich conditions may preserve the electronic compensation,
which is metal site substitution without the associated oxygen
vacancy.”> ™

In the present work, we calculate the energy, structure, and
volume of substitutionally—assuming electronic compensation
only—and interstitially doped HfO, and ZrO, supercells in the
crystal phases mentioned, focusing on the free energy difference
between the tetragonal and polar-orthorhombic phase with
field-induced transition in mind, and obtain the values for the
volume change and associated strain.

2. RESULTS AND DISCUSSION

Fifty-eight species from groups 1—15 and periods 1—6 in the
periodic table of elements and Ce and Yb from lanthanide series
were chosen for the study. For each dopant species, we
considered a substitution on a metal site and its interstitial
incorporation at nominal concentrations of 3.125 and 6.25
formula unit percent (fu. %) in four crystallographic phases:
monoclinic, orthorhombic, polar-orthorhombic, and tetragonal.
The setup of geometries and definition of the nominal
concentration are explained in the Methods section and
Supporting Information. In total, we performed the geometry
relaxation of 3450 structures of doped HfO, and ZrO,.

During the geometry relaxation, an initial structure deforms or
even undergoes a phase transition due to the presence of the
doping atom. It is necessary to filter out these transitions and
strong deformations in an automated manner because of the
sheer amount of relaxed geometries. For this purpose, we
introduce two filters: a dipole and an X-ray diffraction (XRD)
filter, which are described in full detail in the Methods section.
Only the structures that passed both filters were considered in
the further analysis. In total, 537 out of 3450 structures were
filtered out via these filters.

According to Duncan et al,*” the formation energies of the
substitutional dopants Dy, with M € {Hf, Zr} and interstitial
dopants D; are written as

n—1

Egp(Dy) = E(Dy) — [ E(MO,) + E(D)

* E(OZ)] 0

Eform(DI) = E(DI) - [E(MOZ) + E(D)] (2)

where E(Dy,) and E(D;) are the total energies of the relaxed
structures doped with substitutional and interstitial defects,
respectively, E(MO,) is the total energy of the pristine supercell
of the corresponding size, n is the number of formula units (f.u.)
in the supercell (for instance, a primitive monoclinic cell
contains 4 fu.), and E(D) and E(O,) are the chemical potentials
of D and O,, respectively. Subtracting the formation energies of
the interstitial and substitutional dopants from each other yields
El (D), the relative formation energy of the dopant D. Here
the dependency on the chemical potential of the dopant, which
is very much influenced by the experimental conditions, is
eliminated

rel 1
Ejorm(D) = E(Dy) — E(Dy) — —E(MO,) + E(O,) 3)
Note that the subtraction also cancels out some of the
insufficiencies of the chosen electronic structure method. E&.

depends only on the experimental parameter E(O,), the
chemical potential of O,, which is calculated here for a perfect

https://dx.doi.org/10.1021/acsami.0c08310
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Figure 1. Relative formation energies of the considered dopants. The values are averaged over the host materials (HfO, and ZrO,), nominal doping
concentrations (3.125 and 6.25 fu. %), and crystal phases (monoclinic, orthorhombic, polar-orthorhombic, and tetragonal). The error bars give the
standard deviations. The dopants on the horizontal axis are sorted by their group and period in the periodic table of elements. Yb and Ce from the
lanthanide series are assigned to the beryllium and titanium groups because of the similarity of the electronic structures. The red line is the reference for
the incorporation type of defects taken from the work of Duncan et al.>’” The dopants lying above the red line rather build a substitutional defect. The

dopants below the line rather build an interstitial defect.
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Figure 2. Free energies of the crystal phases in (a) substitutional La-doped HfO,, (b) substitutional Si-doped HfO,, (c) interstitial Cd-doped HfO,,
(d) substitutional Os-doped ZrO,, (e) interstitial Fe-doped ZrO,, (f) substitutional Ga-doped ZrO,, and (g) substitutional Hg-doped ZrO, vs the
doping concentration at 300 K. The free energy of each crystal phase ¢ € {m, o, p-o, t} is referenced to the corresponding m-phase. The TS
contribution is taken from the work of Kiinneth et al.'" and assumed to be independent of the doping concentration. (f,g) Visual aid for understanding
how the bars in Figure 3 are derived from the free energies of the crystal phases. For clarity, the o-phase lines are omitted in (fg).

rel

O, ambient condition. Large values of E;,,, (D) indicate that the
incorporation of the dopant as a substitutional defect is favored.
For small values, the interstitial defect is favored.

The values of the relative formation energy depend on the
valence of the dopant ion and its size in terms of ionic radius, and
range around a few eV. Interestingly, the values rather depend to
a small extent on the host material, the doping concentration,
and the crystal phase. Applying eq 3 to a particular doping
species, having two different host materials, two concentrations,
and four phases, 16 different values of EX for each of the S8
doping species can be calculated. Figure 1 depicts the means and
standard deviations of EXL  for different doping species. In the
figure, it becomes apparent that these values have a surprisingly
small variation of about 100 meV, meaning that the relative
formation energy of a dopant, defining its incorporation type
into the host, is a major trend essentially independent of the host
material, doping concentration, and crystal phase. After
determining the incorporation type of the dopant, further
dependencies will be investigated in detail.

The general expectations are confirmed in trends: the
tetravalent Ti, Zr, Hf, Ce, Si, Ge, Sn, and Pb rather build a

32917

substitutional defect on the metal site in HfO, or ZrO, because
their relative formation energies range in the upper energy
interval. Hydrogen, having the smallest radius of all the
considered species, also has the smallest EiL  which means
that it is more likely to build an interstitial defect compared to all
other species. While large doping atoms substitute the metal
atoms in the host, small doping atoms can build interstitials with
a higher probability. However, almost all calculated relative
formation energies are positive, implying that the considered
doping species never build interstitials, except for hydrogen.
Duncan et al.”” calculated the relative formation energies of
doped HfO, in the monoclinic phase at approximately 1%
doping concentration. Their results show that several dopants
can also create an interstitial defect in HfO,. They cite several
publications dealing with both substitutional and interstitial
defects in HfO, in accordance with their findings. However,
Duncan et al. used a spin-polarized local density approximation
(LDA)*® with an on-site Coulomb correction (LDA + U)
formalism, whereas we utilized the simple LDA approach. The
relative formation energies from our study over four crystal
phases are in remarkable agreement with Duncan et al’s

https://dx.doi.org/10.1021/acsami.0c08310
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calculations for the monoclinic phase and smaller doping
concentrations (see the Supporting Information for compar-
ison), except for the overall shift of the values. This discrepancy
in the zero lines in Duncan et al’s and current studies is
attributed to the LDA + U corrections to Hf (U= 6.6 éV) and O
(UP = 9.5 eV) atoms in Duncan et al.’s work, describing more
precisely the electronic structure of the doped HfO, which
allows better values for the absolute formation energy. To be in
good agreement with experimental findings and compensate
these U corrections in our calculations, we indicate the overall
shift of 8.5 eV as a red line in Figure 1—the substitutional—
interstitial-filter—which is precisely the zero line in Duncan et
al.’s calculations. E¥!  above or below this line correspondingly
leads to the substitutional or interstitial defect. However, this
filter should not be considered as a hard filter, because the
relative formation energy depends on the chemical potential of
O,, which is governed by experiment. This means that, for
instance, Pt—being somewhat below the substitutional—
interstitial-filter—can also build a substitutional defect if the
chemical potential of oxygen is high enough (cf. eq 3). This can
be ensured if the oxygen plasma is used instead of the ambient
oxygen. Another possibility to alter the chemical potential of
oxygen during the annealing procedure is to use specific
electrode materials, for instance, TiO,>* or apply different
pressure conditions™ (see the Supporting Information).

Si and La are very well-known promoters of ferroelectric
characteristics in HfO,. Richter et al.*° and Schroeder et al.*!
describe them as “fragile” and “robust” ferroelectric systems,
respectively. These two dopants are also two good examples for
discussion of the energies of the crystal phases depending on the
doping concentration. It is expected that Si and La will build
substitutional defects with a low concentration of oxygen
vacancies during the crystallization process under oxygen-rich
conditions (electronic compensation of defects).’"****

The La doping causes the free energy of the p-o- and t-phases
to decline, as depicted in Figure 2a. The p-o-phase stays far
below the t-phase and eventually crosses the m-phase at
approximately 15% if extrapolated. Above this La concentration,
the p-o-phase is bulk stable. However, it is known experimentally
that even at 5% La-doping, the ferroelectric characteristics
emerge,*' while the m-phase is expected to prevail from the
energy landscape of the crystal phases.

Si-doped HfO, exhibits more complicated behavior in
experiments, having a ferroelectric window in the 2.6—4.3%
doping concentration range and an antiferroelectric window
between 4.3 and 5.6%. Above 5.6%, the tetragonal phase is
stabilized.'” The experimentally observed tetragonal phase can
be easily explained by means of Figure 2b: at the concentration
of about 5.8%, the t-line surpasses the m-line and the t-phase
becomes bulk stable.

However, within this simple picture of free energies, the
ferroelectric characteristics of moderately La-doped HfO, and
ferro- or antiferroelectric characteristics of Si-doped HfO,
cannot be explained because the m- and o-phases have lower
free energies than the p-o- and t-phases. Additional effects
stemming from, for instance, strain conditions,'”** kinetics of
phase formation,**** primitive cell volumes, thickness of the
HfO, films,'* and their grained structure'"*>*® can directly or
effectively increase the free energies of the m- and o-phases.
Owing to the generally higher kinetic barriers in the o-phase if
compared with the m-phase,47 the m-phase is preferred to form
over the o-phase, making the o-phase even less probable to occur
in HfO, and ZrO,. Therefore, the m- and o-lines in Figure 2 can

be shifted upward in the reader’s mind for the purpose of the
discussion. In this case, the crossing point of the m- and p-o-lines
is shifted to the left, allowing the ferroelectricity to occur at a
lower doping concentration for both dopants. Additionally, the
t-line crosses the p-o-line at 3.5% in Si-doped HfO,. Above this
concentration, the field-induced phase transition from the
paraelectric t-phase to the ferroelectric p-o-phase can occur,
explaining the antiferroelectric behavior."*'” The direct
comparison of Figure 2a,b makes it evident that the free energy
of the p-o-phase reacts more strongly with the increase of the
doping concentration of La than of Si, which implies that La
promotes the ferroelectricity more strongly than Si. This
observation correlates with the terminology of “robust” and
“fragile” ferroelectric systems.

We performed a vast study on doped HfO, and ZrO, in a self-
consistent manner. This allows us to compare the computed
energies and make statements about the relative effect strengths
of different dopants on the ferroelectricity and antiferroelec-
tricity of HfO, and ZrO, systems. For instance, Figure 2c—e
compares interstitial Cd-doped HfO,, substitutional Os-doped
Zr0O,, and interstitial Fe-doped ZrO,. Obviously, Cd strongly
disfavors the p-o- and t-phases, hence the probability is low that
Cd will promote any ferro- or antiferroelectric characteristics in
HfO,. Os has a very weak effect on these two phases, which is
even slightly weaker than the Si effect on the p-o-phase.
Therefore, Os might or might not promote ferroelectricity in
ZrO,. Fe strongly decreases the free energy of the p-o-phase,
even more significantly than La in HfO, it does, while the free
energies of o- and t-phases are increased. As a consequence, Fe
should be an even better promoter of the ferroelectric
characteristics in ZrO, if compared with La-doped HfO,. To
sum up, the characteristics of doped HfO, and ZrO, in the frame
of the energy landscape of the crystal phases can be described in
the simple observations as the decline in the free energy of
phases with increasing doping concentration and their crossings.

For the quantitative description of these observations, certain
criteria must be defined. We chose La-doped HfO,, which is
known to be a good ferroelectric system, to serve as a link
between the experiment and simulation. In the experiment, 5%
La concentration is sufficient for the ferroelectric properties to
emerge, which corresponds to 15—20 meV/fu. of free energy
decline of the p-o-phase. The p-o-phase, according to the
simulation, still remains above the m- and o-phases, hence
further mechanisms are needed for its stabilization, as discussed
previously. This free energy scale can be applied to other
dopants, allowing a direct comparison with La. Dopants, which
lead to the free energy decline of the p-o-phase larger than 20
meV/fu.,, are expected to be better ferroelectricity promoters in
HfO, as La, and vice versa. This absolute free energy scale is
approximately 40% of the p-o-phase energy with respect to the
m-phase. The relative scale of 40% applied to the p-o-phase in
ZrO, leads to a similar absolute energy scale because the free
energies of the p-o-phase referenced to the corresponding m-
phases are similar in pure HfO, and ZrO, (cf. Figure 2¢,d).
Hence, we considered a 40% free energy decline for the p-o-
phase to be significant to promote the ferroelectric character-
istics in both HfO, and ZrO,, as sketched in Figure 2f,g. Such a
high threshold efficiently separates the dopants with a high
impact on the ferroelectric characteristics, like La, from those
with low impact. The crossing of the p-o- and m-lines, meaning
that p-o-phase becomes bulk stable, is then an even stronger
indication of the potential ferroelectric characteristics.

https://dx.doi.org/10.1021/acsami.0c08310
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The t-phase of the undoped HfO, and ZrO, has a particularly
high value of the dielectric constant x, meaning that it can be
used as an insulator in dgfnamic random access memory, for
instance, for these oxides.*® Provided that the dielectric constant
does not decrease with an introduction of dopants, which we
have not investigated in this paper, the decline of the free energy
of the t-phase can be interpreted as an enhancement of the high-
Kk characteristics in HfO, and ZrO,. The same relative energy
scale as for the p-o-phase can be applied to the t-phase. While the
free energy of the t-phase in ZrO, is comparable to the free
energies of the p-o-phase in both HfO, and ZrO,, the t-phase
free energy in HfO, is twice as high. Correspondingly, it leads to
a doubled absolute energy scale for the HfO, t-phase. However,
it is still plausible because the effect of the temperature on the
free energy of the HfO, t-phase is also approximately twice as
high compared to the ZrO, t-phase."

Finally, the antiferroelectric characteristics can be explained
through the field-induced transition from the t- to the p-o-
phase.'” As a necessary condition, the free energy of the t-phase
must be smaller than the free energy of the p-o-phase. In
comparison, this condition is fulfilled for undoped ZrO, but not
for HfO, (Figure 2). Experimentally, the antiferroelectric
behavior is precisely observed for pure ZrO,, but not for
HfO,.”> The crystal phases of both HfO, and ZrO, exhibit
similar trends in terms of the total energy and the crystal volume
except for the t-phase, leading to the advantageous small total
energy and large volume differences for the p-o- and t-phases in
ZrQ,, compared to HfO, (see the Supporting Information).
This can be explained by the combined effect of the different
bonding strengths between atoms in HfO, and ZrO, and the
high crystal symmetry of the t-phase, which makes this phase
stand out from the others. Hence, the antiferroelectric
characteristics are more to be expected in doped ZrO, than in
doped HfO, because pure ZrO, has an intrinsic tendency toward
it. Additionally, we have to estimate the antiferroelectric energy
scale E2% —the maximal energy difference between the free
energies of the t- and p-o-phases—which can be surmounted by
the external electric field. While the crossing of the t- and p-o-
lines defines the left boundary for the doping concentration
range for the antiferroelectric activity, E'y. defines its right
boundary. For the estimation, we use

Eiie = BBV (4)

where EX. is the common, external electric field scale used in

experiments, P, the spontaneous polarization of the p-o-phase,
and Vits volume. The EZ is then the energy which is needed to
separate the charges across volume V in order to build up
polarization P at the given external field, starting from the
paraelectric and moving toward the polarized (ferroelectric)
phase. We took 2 MV cm™ to be the typical, external electric
field. The spontaneous polarization and the volume of the
formula unit of the p-o-phase for HfO, and ZrO, are 56, 54 uC
em™ and 32.2, 329 A?, respectively.”® These values yield the
antiferroelectric energy scale of 22 meV/fu. Furthermore, for
the antiferroelectric characteristics, we enforce the condition
that the free energy of the t-phase is decreased significantly.
Using these definitions, the bars in Figure 3 depict the
concentration range for which the significant effects of the
dopants on HfO, and ZrO, are expected. The light and dark red
bars show the decline of the free energy of the t-phase, thereby
suggesting the corresponding dopants for high-x applications,
for instance. The light and dark green bars indicate the
enhancement of the ferroelectric characteristics. Lastly, the
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Figure 3. Concentration ranges for dopants which have a significant
effect on the free energies of the p-o- and t-phases in HfO, and ZrO,
under different oxygen supply conditions. The light and dark red bars
encode the concentration ranges in which the free energy of the t-phase
is significantly reduced, allowing the high-x application for these
dopants. The light and dark green bars mark the concentration ranges in
which the ferroelectricity is enhanced. The light blue bars show the
antiferroelectric concentration range windows. The dopantsin (a,b) are
interstitial defects, in (e,f) are substitutional, and in (c,d) both defect
types are mixed, as shown in Figure 1.

light blue bars mark the strengthening of the antiferroelectric
characteristics. They all are overlapping with the corresponding
red bars because we require the decline of the free energy of the
t-phase for the antiferroelectric behavior. Furthermore, Figure 3
distinguishes the effect of the dopants depending on the oxygen
supply during the crystallization process.

Consider Fe-doped ZrO,. According to Figure 1, Fe atoms
tend to incorporate as interstitials into ZrO, under ambient
oxygen conditions, because its relative formation energy lies
below the substitutional—interstitial-filter. As discussed pre-
viously, we expect that this defect promotes the ferroelectricity
in ZrO, under this condition. This fact is marked by the
corresponding light green bar in Figure 3d in agreement with
Figure 2e. However, if the oxygen supply or its chemical
potential is increased in a way that the relative formation energy
for Fe surpasses the substitutional—interstitial filter (eq 3), then
Fe can possibly build a substitution for the Zr atom. In this case,
the energy landscape for crystal phases looks different (see the
Supporting Information), which allows Fe to enhance not only
the ferroelectricity in ZrO, but also the tetragonality and
antiferroelectricity for different ranges of concentrations. The
corresponding doping concentration ranges are depicted in
Figure 3f. Hence, the ferroelectric/antiferroelectric behavior in
Fe-doped ZrO, can be tuned by the oxygen supply and doping
concentration.

Two other examples for ZrO, are Mo and W dopants. Under
ambient oxygen conditions, they are expected to build a
substitutional defect, because their relative formation energies
lie above the substitutional—interstitial-filter in Figure 1. In this

https://dx.doi.org/10.1021/acsami.0c08310
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case, however, these dopants do not exhibit any significant effect
on ZrO, characteristics. In contrast, Mo and W are expected to
strongly promote the ferroelectricity in ZrO, if they build the
interstitial defects. In fact, at around 6 f.u. %, the p-o-line crosses
the m-line for these dopants, making the p-o-phase bulk stable
(see the Supporting Information). In order to force these two
dopants to build the interstitials instead of Zr substitution, the
relative formation energy must decrease below the substitu-
tional—interstitial filter in Figure 1, which can be achieved with a
reduced oxygen supply, or a reduced oxygen chemical potential.
Therefore, Mo and W are marked by light and dark green bars in
Figure 3b.

Sr-doped HfO,, which was found to exhibit ferroelectric
characteristics,** is accordingly depicted in Figure 3c. As
previously discussed, La is also marked here as a ferroelectricity
promoter in HfO,. However, Si-doped HfO, under ambient
oxygen conditions have only the tetragonality and antiferroelec-
tricity to a significant degree but not the ferroelectricity, as
discussed previously. The reason for this is that we chose a rather
high threshold for significance. Only if the dopant cuts the free
energy of the p-o-phase by 40% with respect to the free energy of
the m-phase will this dopant be considered as a good enhancer of
the ferroelectric characteristics, which Si in HfO, is not,
according to our calculations. This does not mean that Si does
not enhance the ferroelectricity in HfO,, but that all other
dopants marked by the green bar in Figure 3 are better for this
application than Si.

Hg doping is also worthy of discussion: it is depicted in Figure
3e,f as a good enhancer of the ferroelectric properties in both
HfO, and ZrO,. The free energy of the Hg-doped p-o-phase
declines at a high rate with the increase of the concentration, if
Hg is incorporated as a substitutional defect (Figure 2g and
Supporting Information). Having a similar electronic structure
to Sr, which builds metal substitution in HfO, and ZrO,,* Hg
can also possibly build a substitution under conditions of
elevated oxygen supply. Hence, Hg, Mo, and W provide an
option to manufacture bulk ferroelectric ceramics, especially if
ZrO, is used.

For pure ZrO,, Starschich et al."> measured a piezoelectric
coefficient of 10 pm V™. For Si-doped HfO,, the following
values were recently published: dy; =20 pm V™' and dy; = —11.5
pm V~L'®' All the authors explain their measured piezoelectric
properties with the field-induced phase transition from a
nonpolar to a polar crystal phase, because the piezoelectric
coefficient changes during the wake-up procedure, in which a
double hysteresis polarization—field curve transitions to a simple
one. The piezoelectric effect itself is then attributed to the
change in the crystal phase volume during the transition.

Figure 4 depicts the polarization (a,b) and the corresponding
strain (c,d) hysteresis loops produced by the modeling of the
field-induced phase transition. It is an example of how the form
of the polarization double hysteresis, whether it is fully pinched
or not, affects the form of the strain hysteresis. Both these strain
loops are desired depending on the application. In the idealistic
model, for the fully pinched polarization double hysteresis loop
(a), the polar regions transform back to 100% nonpolar at zero
external field, which in turn leads to the minimal strain in (c).
However, if the polarization does not vanish after the removal of
the external field (b), the minimal strain state cannot be
achieved because of the nonvanishing polar regions leading to
the remnant strain (d). Thus, the maximal achievable strain
change Ao, is reduced. Hence, for optimizing the stroke, the
fully pinched polarization double hysteresis is favored. However,

(a) (b)
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© (d) 100% polar
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Figure 4. Modeled fully pinched (a) and partially pinched (b)
polarization double hysteresis loops and the corresponding strain
hysteresis loops (c,d).

the problem is that the strain changes slowly with the external
electric field around zero in (c) if compared to (d). The rate of
strain change around zero electric field defines the piezoelectric
coefficient d. Therefore, if an application demands high and
linear d, the not-pinched polarization double hysteresis is
preferable. Jo et al.”” discuss these aspects in full detail.

Nevertheless, both the nonlinear stroke Ao,,,, and the linear
piezoelectric coefficient d increase, if the difference between the
crystalline volumes of the polar and nonpolar phases increases.
The higher the difference, the stronger the overall device volume
changes are during the transition from 100% nonpolar fraction
(red lines in (c,d)) to 100% polar fraction (green lines). This
effectively stretches the strain hysteresis loops in the vertical
direction. However, 100% of the polar fraction cannot be
achieved at finite external electric fields.

Using the calculated volumes of the t- and p-o-phases, which
we set to be the nonpolar and polar phases, respectively, we can
estimate the piezoelectric effect of the dopants in HfO, and
ZrO, stemming from the field-induced phase transition. The
hydrostatic piezoelectric coeflicient can be estimated as follows

V..— W

dh =0y elxt = 1= t elxt
Escale ‘/t Escale (5)
where o}, is the hydrostatic strain and V}, , and V, are the volumes
of the p-o- and t-phases, respectively. As in eq 4, Egy, gives the
typical external electric field scale in experiments and we chose it
to be 2 MV cm™. The hydrostatic piezoelectric coefficient for a
single crystal is defined as ds; + ds, + ds;3 and for a polycrystalline
material as 2dy; + dy;.°° Applying eq 5 to our self-consistent
study, we can directly compare the effect of different dopants on
the piezoelectric activity for both HfO, and ZrO,. In order to
compare our calculated values with the experimental values for
the piezoelectric coefficients and strains, we use the following

definitions

1
d* = —4

30" (6)

1

S§ = —o

3 (7)
Figure 5 shows the calculated strains S due to the phase
transformation, and from them the estimated piezoelectric
coefficients d*. Only those dopants expected to exhibit the
antiferroelectric behavior, as marked in Figure 3, are considered

https://dx.doi.org/10.1021/acsami.0c08310
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Figure 5. Calculated strains and estimated piezoelectric coeflicients
stemming from the field-induced transition from the t- to p-o-phase.

here. d* defines the theoretical upper bound for the piezo-
electric effect, because not all p-o-regions in a device can be
induced from the t-phase at a finite external electric field, as
shown in Figure 4.

The correspondingly calculated crystalline piezoelectric
coefficients d:‘ryst for HfO, and ZrO, are —1.9 and —2.0 pm
V™, respectively,”' which is 1 order of magnitude smaller than
the coefficients estimated herein, stemming from the field-
induced phase transition. According to our findings, the Si-
doped HfO, with very high experimentally measured piezo-
electric coeflicients is expected to be the weakest of the
piezoelectric systems considered here. Table 1 compares the

Table 1. Comparison of the Experimental and Our Estimated
Values

system d [pm v S [%]
Current Study
7r0, 29 0.58
Yb:ZrO, 39 0.78
Li:ZrO, 53 1.06
Na:ZrO, 57 1.14
Si:HfO, 20 0.4
Crystalline Coefficients
Zr0,*! -2.0
HfO,”! -1.9
Experiments
7r0,"” 10 0.15
Mg:Z:0,” 10 0.28
Si:HfO,"* 19.8 0.3
Si:HfO,"’ —11.5 (d;)
AIN'® 43
(MgZr)g 35Alo 6N 122
LiNbO,* 10 6x 1073
PZT-based™” 333-2000 0.11-0.82
BNT-based* 214—844 0.13-0.57
KNN-based’ 235-901 0.039-0.34

piezoelectric coefficients and strains found experimentally for
different material systems with the current findings. For the pure
ZrO, and Mg-doped ZrO, samples, the e);perimental values
have been obtained from thick CSD layers'>** which seem to be
not optimized as the hysteresis loops show an unexplained
thickness dependence. The Si-doped HfO, samples, however,
are obtained from mature ALD processes.'”'” The piezoelectric
coefficients of PZT-, BNT-, and KNN-based materials are
unattainable for HfO, and ZrO,—a consequence of the lower
dielectric constant—however, their achievable strain values can
be improved by the optimized ZrO,.

Another important figure of merit for piezoelectric
applications is the electromechanical coupling coeflicient
(EMCC), which is defined as follows

pe
ste’ (8)
with d, s&, and T denoting the piezoelectric coefficient, elastic
compliance at a constant electric field, and electric permittivity
. 182 ;
at constant mechanical stress, respectively.”” However, this
formula can not be applied to the incipient type of ferroelectrics

like ZrO,, as it uses crystalline properties. Instead, we consider
the effective EMCC

2 — Umz(deff)
U(ssp) U (9)

where U, is the elastic, Uy electric, and U,, mutual energies.53
These energies depend only on the effective elastic compliance
sty electric permittivity efy and piezoelectric coefficient dg
which is d* in our case. Thus, eq 9 precisely resembles the
dependence of the EMCC on the basic material coeflicients, as
described by eq 8. The electric permittivity of ZrO, ranges from
20 to 40, depending on the crystal phase. This is beneficial if
compared to perovskite-based piezoelectrics for which the
electric permittivity can achieve values of several thousands.
However, the perovskite-based materials exhibit more superior
piezoelectric constants, as reported in Table 1, which acts
against the benefit of the electric permittivity. The comparison
of AIN with ZrO, reveals a converse picture: ZrO, is inferior to
AIN in terms of the electric permittivity (e, &~ 9) and superior
in terms of the piezoelectric coefficient (Table 1). This shows
the potential of ZrO, to compete with both materials in terms of
the electromechanical coupling constant.

K=

eff

3. CONCLUSIONS

In conclusion, we have found a number of promising dopants for
HfO, and ZrO, materials for enhancing the ferroelectric,
antiferroelectric, and piezoelectric characteristics, as shown in
Figures 3 and S. However, the assumption for this study is that
the defects are completely electronic compensated, as we did not
take the oxygen vacancies into consideration. In a first step, we
classified the dopants with respect to the incorporation type,
using the relative formation energy Exl  We found EX! to be
dependent on the dopant, but—to our surprise—only margin-
ally dependent on the host material, crystal phase, and
concentration.

Mo and W are expected to promote the ferroelectricity in
ZrO, to a very large extent under poor oxygen supply conditions
(Figure 3b), which in turn can lead to oxygen vacancies. Hence,
it might be complicated to ensure both the conditions of
interstitial incorporation of Mo and W and suppression of
oxygen vacancies in an experiment. Nevertheless, it is worth
investigating the effect of these dopants experimentally as well as
theoretically with regard to their ionic charge compensation.
Additionally, Mo, W, and Hg may be used to stabilize the polar-
orthorhombic phase in ZrO, in a ceramic process, if oxygen
vacancies can be sufficiently suppressed.

ZrO, shows generally a larger potential for piezoelectric
applications than HfO, because of the approximately 80% larger
volume difference between t- and p-o-phases. Li and Na are very
promising dopants in ZrO, for the piezoelectric application.
They enhance the piezoelectric effect approximately by a factor
of 2 compared to pure ZrO,. In contrast to Mo and W for the

https://dx.doi.org/10.1021/acsami.0c08310
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ferroelectric application, these two dopants need oxygen-rich
supply conditions, thus suppressing the oxygen vacancies and
supporting the electronic charge compensation. By the same
token, the dopants in Figure 3e,f rather achieve the
corresponding enhancements as the dopants in Figure 3a,b.
Additionally, Yb also increases the piezoelectric effect in ZrO, by
one-third under ambient oxygen supply conditions.

4. METHODS

4.1. Substitutional Doping. In our study, we considered 48- and
96-atomic supercells of HfO, and ZrO, for the incorporation of doping
as a substitution on the metal site. The metal (cationic) sites in the
monoclinic, orthorhombic, polar-orthorhombic, and tetragonal crystal
phases are mutually equivalent owing to the crystal symmetry. Hence, it
is sufficient to consider only one metal site for the substitutional doping.
Substituting one metal atom in a 96-atomic supercell with one doping
atom leads to the doping concentration of 3.125 fu. %, while 1 fu.
consists of three atoms. One substitutional doping in a 48-atomic
supercell corresponds to 6.25 f.u. % concentration.

The primitive unit cells of the considered crystal phases consist of 12,
24, 12, and 6 atoms, respectively. The 12-atomic conventional
tetragonal cell can be built through a coordinate transformation.
Hence, a 1 X 2 X 2 supercell is used for the construction of a 96-atomic
orthorhombic cell, while a 2 X 2 X 2 supercell is used for the other three
crystal phases. One doping atom in such periodic supercells produces
an isotropic dopant distribution, where the distance between the
doping atoms in all three Cartesian directions is approximately 10 A for
all phases. However, there are three possible supercells for 48-atomic
m-, p-0-, and t-cells: 1 X2 X 2,2 X 1X2,and 2 X 2 X 1. For the o-phase,
there are only two possibilities: 2 X 1 X 2, and 2 X 2 X 1. These doped
supercells exhibit strong anisotropy of the doping distribution because
along one direction the doping atoms are separated only by
approximately S A. To eliminate the effect of anisotropy of the dopant
distribution, we considered all the described 48-atomic supercells.””
For evaluation purposes, the averages of the total energies and supercell
volumes were calculated.

4.2. Interstitial Doping. While the starting geometries for the
structural relaxation of the substitutionally doped supercells are
unambiguously defined by the metal sites, there are an infinite number
of positions, where an interstitial defect can be placed in the crystal for
the structural relaxation. We utilized an interstitial site-finder code
implemented in the pymatgen library.** Using generous parameters for
the finder, we found up to 38 starting positions for different crystal
phases for an interstitial Si atom in ZrO,, which we chose to be our
sample system. During the structural relaxation, however, different
geometries often collapsed into the same relaxed structure. The
examination of these relaxed geometries showed that the low distortion
of the host geometry by the interstitial corresponds to the low total
energy. Furthermore, the interstitials in these weakly distorted
geometries built a similar arrangement with the metal atoms across
all crystal phases. Therefore, for each crystal phase and material host, we
chose certain positions for the interstitial sites, which are similar to each
other. These universal interstitial sites were used for all the doping
species considered herein. These interstitial positions are listed in the
Supporting Information.

For the interstitial incorporation of the doping atoms, the same
supercells of HfO, and ZrO, as for the substitutional dopants were
considered. Introducing the interstitial atom into the supercells, 49- and
97-atomic supercells are produced. The question then arises as to how
to define the doping concentration. In order to compare the effect of a
dopant, for instance, on the volume of the host depending on the
incorporation type, we defined the small and large supercells to have 16
and 32 fau., respectively. To emphasize this, we use the term nominal
concentration for both the substitutional and interstitial dopants, which
is given in fu. %.

4.3. DFT Calculations. The electronic structure calculations in this
study were conducted with the all-electron code FHI-AIMS®® using the
LDA.*® The code implements the Monkhorst—Pack grid for the k-point
definition. Depending on their orientation, for the 48- and 49-atomic

structures, 4 X 2 X 2,2 X 4 X 2, and 2 X 2 X 4 grids were used. For the
96- and 97-atomic structures, it was a 2 X 2 X 2 grid. For the geometry
relaxation, the convergence criterion for the ions was set to 1 X 107 eV
AL, These settings were tested in a convergence study and found to be
sufficient. The all-electron code has predefined basis sets for nearly all
elements of the periodic table, and does not rely on the transferability of
the constructed pseudopotentials, which is of great advantage for a
dopant screening study.

All the calculations were performed in two steps: first, the geometries
were pre-relaxed using the light basis set of FHI-AIMS with default
settings. In the second step, the basis set was changed to the tight set
with the first and second tier settings fully enabled, which delivered
precise geometries and total energies.

4.4. Dipole Filter. The dipole filter>> compares the dipole moments
evaluated from the Hirshfeld charge analysis of the relaxed doped
structures with the reference dipole moments of the corresponding
undoped polar structures of HfO, and ZrO,, which are 0.019 and 0.015
eA/fu., respectively. If the absolute value of the dipole moment of a
relaxed m-, o-, or t-structure exceeds half of the reference dipole
moment, then this initially nonpolar structure has built a significant
dipole moment during the relaxation and is deemed to have been
filtered out. If the dipole moment of a relaxed p-o-structure projected
on a plane perpendicular to the polar axis exceeds half of the reference
dipole moment, then the dipole has acquired a significant rotation, and
this structure is also deemed to have been filtered out. Furthermore, the
reduction of the dipole moment projected on the polar axis below half
of the reference means a significant decline of the polarization. In this
case, such a structure is also deemed to have been filtered out.

4.5. XRD Filter. This filter compares multiple and—in a certain
way—calculated X-ray scattering patterns of the doped HfO, or ZrO,
structures with the corresponding reference patterns. For the
calculation of the scattering patterns, we used the Atomic Simulation
Environment (ASE) library,”® which implements the Debye formula.

How this filter exactly works is best explained by way of a particular
example. Consider a relaxed 97-atomic structure of HfO,, which was
initially in the t-phase configuration, with an interstitial defect. In order
to tell if the structure has significantly deformed and can no longer be
considered as a t-phase structure, it is necessary to analyze not only the
relaxed structure as a whole but also the oxygen atoms and Hf atoms
with the dopant separately from each other. Hence, the scattering
pattern is calculated for the full 97-atomic structure as well as for the 64-
atomic structure, which consists only of oxygen atoms, and the 33-
atomic structure, which is made of Hf atoms and the doping atom. The
ASE implementation of the Debye formula works only for molecules
but not for structures with a periodic boundary conditions. Therefore,
we build approximately 3 X 3 X 3 nm? large molecules out of the 97-,
64-, and 33-atomic periodic structures. This size of the molecules is
large enough to reproduce the important features in the scattering
patterns of extended crystals. Additionally, the scattering patterns for all
four crystal phases of pure HfO, are computed as references in the same
manner: 3 X 3 X 3 nm® molecules consisting of both hafnium and
oxygen, only of oxygen, and only of hafnium atoms. Finally, the doped
molecules are compared with four corresponding references for
different phases by computing residuals, which are defined as follows

¢
o i1, - 12,.d(20)
[ 12,.d(20) (10)

where ¢ € {m, o, p-o, t}, I, and T ¢ are the calculated scattering

pure
patterns of the doped and pure molecules, respectively. The
integrations are performed over the scattering angle 26, which is
chosen to range from S to 85°. For the scattering patterns, the
wavelength of 1.5 um is utilized.

The smaller the residual res? is, the greater the similarity of the
relaxed doped structure to the pure phase ¢. For this particular example,
if in all three cases: (i) all hafnium and oxygen atoms plus the doping
atoms, (ii) only oxygen atoms, and (iii) hafnium and doping atoms, the
residuals for the t-phase happen to be the smallest among the
corresponding residuals for the other phases, and then the particular

https://dx.doi.org/10.1021/acsami.0c08310
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doped structure is considered to have remained in the tetragonal crystal
phase. However, if in one or more cases, this is not true, then this
structure is filtered out from further analyses.
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