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A B S T R A C T

Knowing the temperature distribution within a battery pack is vital, because of the impact on capacity
loss, power degradation and safety. Temperature measurements are usually realized with temperature sensors
attached to a limited number of cells throughout the battery pack, leaving the majority of cells in larger battery
systems unattended. This work presents a novel sensorless method for determining the temperature of a cell by
exploiting the relation of the cell’s overpotential and temperature exemplary using a 18650 nickel-rich/silicon–
graphite cell, although the method is basically applicable to any cell. Current changes in the battery load are
utilized as pulse excitation for the calculation of a direct-current resistance 𝑅DC,𝛥𝑡 determined after a certain
time 𝛥𝑡. Reference pulses at 10/20/30/40 ◦C are recorded to investigate the influence of state-of-charge and
pulse rise/fall-time, as well as the pulse-current amplitude and direction on 𝑅DC,𝛥𝑡. The analysis of the reference
pulses shows that a 𝛥𝑡 in the 10ms to 100ms regime has the greatest sensitivity to temperature and the least
dependence on other parameters. The method is finally validated using a 6s1p-module with an externally
constant temperature gradient applied to the serial connection, showing an average estimation error smaller
than 1K for each cell.
1. Introduction

Monitoring the temperature of a lithium-ion battery (LIB) is a
crucial task of a battery management system (BMS). The temperature
not only influences the performance of the battery [1], but also the
aging behavior [2–4] and safety [5,6]. In general, the temperatures
of cells within a battery pack differ during operation [7,8], simply
caused by the spatial location of the cells, which poses a challenging
task for homogeneous cooling/heating of each cell [9,10]. The result-
ing temperature inhomogeneity within the battery pack may lead to
safety issues and inhomogeneous aging [11,12]. Thermal simulations
of the battery pack are capable of detecting systematic design flaws
causing the inhomogeneous temperature distribution within a battery
pack [13,14]. Nevertheless, simulations cannot take all events into
account, such as deviations during pack assembly and intrinsic cell
parameter variations. Also a shift of the pack temperature distribu-
tion during operation, for instance induced by cell aging, is difficult
to model. Therefore, monitoring the temperature of each cell in the
battery pack is of high interest for a BMS. Since a battery system
can be composed of several hundred up to thousands of cells [15],
monitoring each cell poses a difficult task. Increased wiring effort,
hardware and BMS costs are the consequence, if temperature sensors
are used [16]. Moreover, external sensors barely indicate the internal
cell temperature and cover a limited area on the surface of the cell [17].
Electrochemical impedance spectroscopy (EIS) is proposed in several
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studies to partially overcome these challenges [16–23]. By utilizing
the relation of a cell’s temperature and certain features within the
impedance spectrum, the temperature can be estimated without the
use of an external temperature sensor. Using these EIS-based methods
does not increase the wiring effort, since the existing connections for
voltage monitoring can be utilized, but there is still the additional
effort and cost for the hardware performing the sinusoidal excitation.
Wang et al. [24] recently developed an approach using the instant
current changes and the corresponding voltage response in the time
domain as input for a wavelet transformation to calculate the cell
impedance. With the transformed result they build on the findings of
the EIS-based temperature estimation methods and use the impedance’s
phase at 10Hz to estimate the temperature. Using pulses in the time
domain is also used for estimating other critical battery states. For
instance, Mathew et al. [25] have already shown that using only
sharp current pulses for direct resistance estimation can be utilized for
state-of-health (SOH) estimation. Their approach significantly reduces
the required computational complexity compared to model-based solu-
tions. With the pulse-based approach in the time domain the need for
additional hardware for EIS measurements is eliminated. Load changes,
which naturally occur during the operation of battery powered devices,
such as acceleration or braking of an electric vehicle (EV), can be used
as an excitation. Nevertheless, it is not ensured that the load changes
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Fig. 1. Investigated SOCs, temperatures and pulse parameters.
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in an application are perfectly pulse shaped. Therefore, this study has
the goals to (i) find the criteria the pulses have to meet to be suitable
for temperature estimation and (ii) develop a sensorless temperature
estimation method in the time domain. The method only requires the
generally monitored parameters, current and voltage, to calculate a
direct current (DC) resistance 𝑅DC,𝛥𝑡 = 𝛥𝑈

𝛥𝐼 for a certain resistance-
calculation-period 𝛥𝑡 after a current change (pulse). The focus lies on
a simple time domain based approach without the need for additional
excitation hardware or a complex transformation from the time domain
to the frequency domain, which is online applicable in a BMS.

The work is structured as follows. In the first step, different load
changes, including rectangular and non-rectangular pulses, are ex-
perimentally evaluated at different temperatures and state-of-charges
(SOCs). The relation of the resistance 𝑅DC,𝛥𝑡 and temperature is ana-
yzed in terms of resistance-calculation-period 𝛥𝑡, the pulse parameters
nd the SOC. In the next step, the results of the analysis are incor-
orated in the parametrization of a temperature estimation function
est = 𝑓 (𝑅DC,𝛥𝑡) and the search for the optimal resistance-calculation-
eriod. Finally, the online applicability of the method is validated with
representative battery module of six serial connected cells.

. Experimental

This chapter describes the investigated cell and the conducted ex-
eriments for the pulse parameter analysis and the method validation.

.1. Investigated cell

The developed method aims at applications with changing load
urrents, such as EVs. The trend for EVs points to batteries with higher
nergy density and capacity. Nickel-rich lithium-ion cells are a recent
hemistry to fulfill this demand, although they show a poor interfacial
tability [26]. Silicon as an anode material or as an additive to a con-
entional graphite anode is also a recent development [27,28]. For this
eason, a commercial nickel-rich NMC/SiC high-energy 18650 lithium-
on cell (INR18650-MJ1) from LG Chem with a nominal capacity of
.5Ah is the objective of the study. For a detailed chemistry description
2

f this cell the authors refer to [12,29–31].
Table 1
Parameter overview with expectation (𝜇) and standard deviation (𝜎) of the cells used
for the pulse parameter analysis at 25 ◦C. The capacity 𝐶act was measured according to
the manufacturer’s standard CC discharge procedure with 𝐼CC = −0.2C from 4.2V to
.5V followed by a CV stage with a cut-off current of 𝐼CV > −50mA. The resistance was
etermined at 50% SOC with a discharge current pulse of 1.0C. According to Sturm
t al. [29] the composition of the active material of the cathode amounts to 82% nickel,
6.3% manganese and 11.7% cobalt. The proportion of silicon in the anode amounts to
3.5wt%.

Parameter Cell
𝜇 𝜎

𝐶1 𝐶2 𝐶3

𝐶act ∕ Ah 3.389 3.421 3.407 3.406 0.016
𝑅DC,10s ∕ mΩ 45.3 44.2 45.0 44.7 0.569

2.2. Pulse experiment

The three selected cells for the pulse parameter analysis are listed
in Table 1. Besides the temperature, several pulse parameters influence
the voltage response, and thereby the resistive behavior of a cell. To
investigate the influence of the pulse parameters and the temperature,
an experiment with different pulses was conducted. Fig. 1 depicts the
investigated influence factors on the DC-resistance 𝑅DC,𝛥𝑡. The influence
of SOC and temperature on the voltage response was investigated
by performing current pulses at eleven SOC steps and for four tem-
peratures. To cover a large variety of possible load changes in an
application, the shape of the current pulses was altered according to
the pattern in Fig. 1. The pattern varied the pulse amplitude 𝐼p, current
direction and pulse duration 𝑡p, and was performed at each SOC and
temperature point. To investigate the influence of (non)-rectangular
pulses, the pulse pattern was repeated for three different rise/fall-
times 𝑡r/f. The rise/fall-time refers to the individual pulse edges. To
distinguish DC-resistances calculated on the rising edge and the falling
edge of the pulse, the corresponding pulses are named 𝐼p,r for rising
and 𝐼p,f for falling edges.

The details of the test sequence for the pulse parameter experiment

are documented in Table 2. The sequence started with a 3 h pause to
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Table 2
Test procedure for generating pulses with different parameters. Steps #1–3 were
measured with a BaSyTec CTS. Steps #4–18 were measured with a BioLogic VMP3
with 5A Booster. Temperatures were set with a Binder KT 115 climatic chamber with
a maximal temperature fluctuation of ±0.1K.
# Step Parameter Termination

for 𝑇exp = 10 ∕20 ∕30 ∕40 ◦C

1 Pause 𝑇 = 25 ◦C 𝑡 > 3 h
2 Charge (CC) 𝐼 = +0.5C 𝑈 > 4.2V
3 Charge (CV) 𝑈 = 4.2V 𝐼 < +50mA
4 Pause 𝑇 = 𝑇exp 𝑡 > 3 h

for SOCexp = 0.95∕0.90∕0.85∕0.65∕0.45∕0.25∕0.20∕0.15∕0.10∕0.05

for 𝑡r/f
a= 0.0 ∕0.4 ∕4.0 s

5 Charge pulse 𝐼p = +0.5C, 𝑡r/f 𝑡p > 20 s
6 Pause 𝑡 > 1 h
7 Discharge pulse 𝐼p = −0.5C, 𝑡r/f 𝑡p > 20 s
8 Pause 𝑡 > 1 h
9 Charge pulse 𝐼p = +1.0C, 𝑡r/f 𝑡p > 10 s

10 Pause 𝑡 > 1 h
11 Discharge pulse 𝐼p = −1.0C, 𝑡r/f 𝑡p > 10 s
12 Pause 𝑡 > 1 h

end

13 Discharge (CC) 𝐼 = −0.2C SOC = SOCexp
14 Pause 𝛥𝑈

𝛥𝑡
< 5mVh−1

end

15 Discharge (CC) 𝐼 = −0.2C 𝑈 < 2.5V
16 Discharge (CV) 𝑈 = 2.5V 𝐼 > −50mA

end

aAlthough the test device’s minimal rise/fall-time for current changes is 40 μs, the
‘‘instant" current changes are denoted with 𝑡r/f = 0.0 s.

cclimatize the cells to the reference temperature of 25 ◦C. The cell
as then fully charged by a constant-current (CC) charge according

o the manufacturer’s specifications followed by a constant-voltage
CV) phase. A period of 3 h of acclimatization at the corresponding
xperiment temperature 𝑇exp is followed by a sequence of four pulses
harging/discharging the cells according to Step #5 to #12. The se-
ected pulse duration avoided larger SOC or temperature changes and
he absolute charge-throughput of the pulses was equal. The pause
f 1 h in between the pulses resulted in a voltage drift of less than
2mVh−1 before the subsequent pulse, which is sufficient enough to
ssume that the relaxation processes are almost completed and the
ulses start from an equilibrated state. The sequence of four pulses from
tep #5 to #12 was repeated for three different pulse rise/fall-times
r/f = 0.0 s, 0.4 s and 4.0 s. Subsequently, the SOC was adjusted according
o Step #13. Since the voltage relaxation after Step #13 differs with
emperature and SOC and may affect the result of the pulses [32,33],
he following pause in Step #14 ended after the cell voltage change
er hour was less than 5mVh−1. The pause was followed by the pulse
attern for the next SOC. Since the charge transfer resistance and
iffusion resistance increases at the periphery of the SOC range [34,35],
iner SOC steps were used towards the limits.

.3. Validation experiment

To validate the temperature estimation method, a 6s1p-module of
he same cell type was used. However, the cells of the module were not
he same as the ones for the pulse parameter analysis. There were two
easons for this: (i) only three cells were used in the pulse parameter
nalysis and six were needed for the validation experiment; (ii) by
sing six different cells for the validation experiment the transferability
f the method within the same cell type is demonstrated. The initial
arameters of the six module cells (𝐶4 to 𝐶9) are listed in Table 3. The
odule setup is shown in Fig. 2a and ensured different temperatures

or each cell in the module but minimized a possible temperature gra-
ient within the cylindrical cells [36]. Thereby, the comparison of the
stimated temperature and the external reference temperature sensor
3

Table 3
Parameter overview with expectation (𝜇) and standard deviation (𝜎) of the cells used
for the validation experiment at 25 ◦C. The cells were the same as in [12]. The capacity
𝐶act was measured according to the manufacturer’s standard CC discharge procedure
with 𝐼CC = −0.2C from 4.2V to 2.5V followed by a CV stage with a cut-off current of
𝐼CV > −50mA. The resistance was measured at 50 % SOC with a discharge current of
1.0C.

Parameter Cell
𝜇 𝜎

𝐶4 𝐶5 𝐶6 𝐶7 𝐶8 𝐶9

𝐶act/Ah 3.461 3.469 3.461 3.47 3.462 3.463 3.464 0.004
𝑅DC,10 s/mΩ 42.3 42.7 42.3 43.0 42.4 42.0 42.45 0.3507

was not distorted by cell internal temperature deviations. To achieve
this, the cells of the module were wrapped in high thermal conductivity
foil and enclosed in copper blocks to ensure thermal contact via heat
conduction. The copper blocks with the embedded cell were screwed
to a common copper rail with a Peltier element at each end of the rail.
To ensure a minimal thermal transfer resistance between the copper
rail and block, the contact area was lubricated with thermal grease. By
setting the Peltier elements to different temperatures, a temperature
gradient 𝛥𝑇 developed over the module. For more information about
the module setup and cells, the authors refer to [12].

The validation scenario applied the current-profiles of 14 concate-
nated drive cycles of the 149 drive cycles presented by Campestrini
et al. [37] to the 6s1p-module. With the variety of drive cycles, the
method was tested for all kinds of EV application scenarios. Fig. 2b
shows the resulting module current for the 14 drive cycles. While
applying the drive cycles, a temperature gradient of 𝛥𝑇 = 5 ◦C from
25 ◦C to 30 ◦C was enforced on the module. Fig. 2c shows the sensor-
offset corrected cell temperatures during the drive cycles. The offset
calibration for all temperature sensors was performed at 25 ◦C. All six
cells kept an almost constant temperature during the drive cycles with a
maximal average deviation of ±0.086K from the mean cell temperature.

3. Results and discussion

The first part of this chapter discusses the influence of temperature,
SOC and the pulse parameters on the 𝑅DC,𝛥𝑡 by analyzing the results
from the pulse experiment of Section 2.2. Subsequently, a temperature
estimation method is proposed and benchmarked against the exper-
imental pulse data. Lastly, the results of the estimation method are
presented and validated with the module and driving profiles depicted
in Fig. 2.

3.1. Parameter influence

The goal of this section is to narrow down the resistance-calculation-
period 𝛥𝑡, in which the estimation method is the most resilient against
any parameter variation.

Fig. 3 is utilized to interpret all investigated parameters (tempera-
ture, SOC and pulse shape) from the pulse experiment in Section 2.2.
Each row of Fig. 3 depicts the influence on 𝑅DC,𝛥𝑡 for a specific pulse
parameter and 𝛥𝑡 over the SOC for all four experimental temperatures.
The three investigated cells from Table 1 feature an almost equal curve
shape, only differing in an resistance offset between the curves of the
individual cells. For this reason, the curves depicted in Section 2.2
represent the average 𝑅DC,𝛥𝑡 of the three cells from Table 1 for a specific
pulse parameter and 𝛥𝑡. The averaged DC-resistance values are scaled,
allowing an easier comparison between the different time scales.

3.1.1. Temperature and SOC influence
This section focuses on the general temperature and SOC sensitivity

of Fig. 3. The temperature has a major influence on the properties and
processes of a lithium-ion cell. Be it the ionic/electronic conductivity of
a cell’s materials [38–40] or the electrochemical processes within the



Journal of Power Sources 490 (2021) 229523S. Ludwig et al.
Fig. 2. Overview of the test setup for the 6s1p-module used for method validation (a) [12]. On the module level, a High-Power-System (HPS) was used to drive the module
current 𝑖(𝑡). The temperature as well as the cell voltage was monitored with a Cell-Measurement-Unit (CMU). For cell level cycling and monitoring, each cell was connected to
a Cell-Testing-System (CTS). To control the temperature gradient and measure the cell temperatures, PT100 temperature sensors were used. The temperature sensors for the cells
were integrated in the copper blocks and mounted on the surface of each cell. Six clipboards connected the positive and negative tabs of each cell with gold contact pins in a
4-wire connection to a configuration plug, allowing measurements on the cell level as well as module level. BaSyTec measurement equipment accuracy as follows. HPS: precision
of 0.05%; CMU voltage measurement: resolution of 0.2mV and accuracy of 2.5mV; CMU temperature measurement: precision of 1 ◦C and resolution of <0.1 ◦C; CTS: accuracy of
±0.3mV and ±0.5 μA in the smallest range for the voltage and current measurement. Applied module current 𝑖(𝑡) scaled to the limits of the cell (maximal charge current of 3.5A)
and the HPS (maximal current 5A) (b), and corresponding cell temperatures 𝑇1 to 𝑇6 (c).
cell [41,42], all are affected by temperature and ultimately affect the
𝑅DC,𝛥𝑡. Depending on the resistance-calculation-period 𝛥𝑡, the voltage
response 𝛥𝑈 is influenced by different processes, represented by three
resistance-calculation-periods in Fig. 3a to Fig. 3f. The resistance-
calculation-periods in Fig. 3a to Fig. 3f were selected according to the
time scales for dynamic processes in lithium-ion batteries according
to [42–44].

In Fig. 3a and Fig. 3d the resistance-calculation-period is set to
1ms representing the shortest time scale, still allowing a reasonable
sampling rate for a BMS. In this time domain, the major contribution
to the DC-resistance comes from the ohmic losses of the cell [42,43].
The temperature behavior of the ohmic part is caused by the limited
electronic conductivity of the current collectors, the electrodes, the
electrolyte ionic conductivity and the conduction properties of their
interfaces [45,46]. Except for the current collectors, all other materials
show an increasing conductivity with increasing temperature. How-
ever, taking the overall high electronic conductivity of the current
collectors into account, the contribution to the potential drop 𝛥𝑈
and the electronic conductivity change over temperature is negligibly
small [42,47]. The temperature behavior of the anode’s materials of
the investigated cell, graphite [48,49] and silicon [50], has a minor
effect on the 𝑅DC,𝛥𝑡, because both materials show a minor conductivity
increase with increasing temperature compared to the other materials.
The cathode of the investigated cell is made of nickel-rich NMC, which
has a relatively low ionic/electronic conductivity with high Arrhenius-
like temperature dependence [39,40]. Therefore, the cathode is most
likely one of the main contributors to the temperature behavior of the
cell’s ohmic resistance. The other main contributor to the ohmic resis-
tance with major dependence on temperature is the electrolyte, also
with an Arrhenius-like behavior [38,42,51,52]. Since 𝛥𝑡 = 1ms does
not only include the instant voltage response related to the sole ohmic
losses of a cell, the solid electrolyte interface (SEI) and the charge
transfer reaction also contribute to the 𝑅DC, 1 ms. Both, the SEI and
the charge transfer reaction, are temperature dependent and increase
in impedance with decreasing temperatures [17,21,35,41,42,52–54].
Besides the temperature influence, the dependence on SOC is apparent,
especially at the periphery of the SOC range.
4

By increasing 𝛥𝑡 to 10ms in Fig. 3b and Fig. 3e, the contribution
of the charge transfer reaction at both electrodes increases and its
SOC dependence becomes even more apparent. In general, the charge
transfer resistance can be described with an Arrhenius-like exponential
dependency on temperature [42,52,55]. As a result, the distance be-
tween the curves of the different temperatures in Fig. 3b and Fig. 3e
is more distinct compared to Fig. 3a and Fig. 3c, and the sensitivity of
the DC-resistance for temperature changes is increased.

Fig. 3c and Fig. 3f depict the DC-resistance for 𝛥𝑡 = 1000ms. In
this time domain the charge transfer reactions are completely included
in the impedance with a partial contribution of the diffusion-driven
processes. At the SOC extremes and lower temperatures, the charge
transfer reaction has a dominant contribution to the resistance of the
cell. Here, the electrodes are almost fully lithiated/delithiated and the
intercalation/deintercalation is aggravated. Additionally, the increased
resistance at lower temperatures is related to the slower diffusion of
the lithium-ions within the electrodes [1,23,56,57].

Looking at the temperature and SOC behavior of the DC-resistance
in all three representative time domains of Fig. 3a to Fig. 3f, the
following two facts can be concluded:

1. The temperature behavior of the DC-resistance shows a non-linear
behavior. It is assumed to be mainly influenced by the Arrhenius-
like dependence of the relevant processes and materials in all
investigated time domains.

2. The DC-resistance is SOC-dependent in all investigated time do-
mains.

Compared to the other two time domains, a spread for the different
pulse shape parameters, especially in the lower SOC region below 20%,
stands out for 𝛥𝑡 = 1000ms in Fig. 3c and Fig. 3f. A detailed inves-
tigation on this resistance spread and on the general pulse parameter
influence in the different time domains is done in the next section.

3.1.2. Pulse shape influence
As depicted in Fig. 1, the current pulse shape was altered by chang-

ing several pulse parameters in the pulse experiment of Section 2.2
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Fig. 3. Influence of the pulse parameters current amplitude/direction (a–c), excitation/idle pulses (d–f) and pulse rise/fall-time (g–i) on 𝑅DC,𝛥𝑡 for different 𝛥𝑡. 𝛥𝑡 = 1ms for (a,d),
𝛥𝑡 = 10ms for (b,e), 𝛥𝑡 = 1000ms for (c,f), 𝛥𝑡 = 𝑡r/f = 400ms for (g), 𝛥𝑡 = 𝑡r/f = 4000ms for (h) and 𝛥𝑡 = 8000ms for (i). All values are scaled to 𝑅0 = 40 mΩ, which is the maximal
cell impedance at 1 kHz, 23 ◦C and 100% SOC according to the manufacturer’s specifications. For the sake of clarity not all SOC markers for each curve are depicted.
o investigate the influence on the DC-resistance and to find the least
arameter dependent time domain for 𝛥𝑡.

The first regarded parameters are the pulse current direction and the
pulse amplitude. The first row, Fig. 3a to Fig. 3c, depicts the influence
of the pulse current direction and the pulse amplitude at different 𝛥𝑡.
Only rising pulses 𝐼p,r are included. There is no noteworthy difference
between the 𝑅DC,𝛥𝑡 evident for short 𝛥𝑡 (1ms and 10ms) in Fig. 3a and
Fig. 3b. For longer 𝛥𝑡, such as in Fig. 3c, the resistance values increase,
especially in the SOC regime below 20% and temperatures of 20 ◦C
and less. A possible explanation, also reported by [34] and [42], is
the increased charge transfer and diffusion polarization. Besides the
resistance increase, two additional effects are visible in Fig. 3c that
can be explained with the Butler–Volmer equation [58,59]. The first
one is the non-linearity of the voltage–current relation. With increasing
current density the corresponding slope of activation overpotential
decreases, which causes a smaller resistance for the pulses with a
current of ±1.0C compared to ±0.5C. The second effect is the current
direction dependency of the resistance values. The cathode approaches
its lithiated state and the anode its delithiated state for the SOC regime
below 20%. In this case, the intercalation in the cathode active material,
respectively the deintercalation out of the anode active material (dis-
charge pulse), gets less favorable, while the reversed process (charge
pulse) gets more favorable. Since the reaction rates of the electrochem-
ical process decrease with temperature, the effect increases for lower
temperatures. [42,60,61]

As a result, the resistance values of different temperatures start
5

to overlap with increasing 𝛥𝑡, which makes the 𝑅DC,𝛥𝑡 in this time
domain impractical for temperature estimation. The same effect with
inverted pulse direction evolves for the SOC regime over 90%. Since
the electrodes are not fully utilized because of the limited stability
of the electrolyte above 4.2V [62] and the increased potential for
lithium plating at a higher SOC during charging, the resistance increase
and spread is less distinct. In terms of temperature estimation for the
investigated cell, this means that the resistance-calculation-period 𝛥𝑡
must be limited to values below 1 s to avoid an ambiguous resistance–
temperature relation and a distinction of pulses with respect to current
direction and amplitude.

The effects of rising (𝐼p,r) and falling (𝐼p,f) pulses for charging and
discharging currents with 1.0C are depicted in the second row of Fig. 3.
There is a minimal difference in 𝑅DC,𝛥𝑡 for the short 𝛥𝑡 (1ms and
10ms) in Fig. 3d and Fig. 3e for the majority of the SOC range. The
deviations merely increase at 10 ◦C and a SOC below 10%. Since the
pulses are too short, the influence of the open-circuit-voltage (OCV)
is not relevant for the difference. However, in the case where 𝑅DC,𝛥𝑡
is calculated from 𝐼p,r pulses (solid lines), the system starts from an
equilibrated state with no concentration gradient in the cell, since no
current was applied for 1 h. In the case of 𝑅DC,𝛥𝑡 calculated from 𝐼p,f
pulses (dashed lines), the current is flowing prior to the pulses and
the electrode surface of the cell is already polarized [63]. When the
pulse is turned off, the system returns to the equilibrium state and
the concentration gradient, which was built up before, is reduced.
This difference in Li-ion concentration between the 𝐼p,r and 𝐼p,f pulses

results in a small overpotential difference and might be cause for the
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difference in 𝑅DC,𝛥𝑡 [60]. The effect increases with increasing 𝛥𝑡 in
Fig. 3f, again particularly at 10 ◦C and a SOC below 20%. With respect
to temperature estimation, this again means that as long as 𝛥𝑡 is small
enough, excitation and idle pulses have a negligibly small influence on
the resulting 𝑅DC,𝛥𝑡, such as in the case for pulse current direction and
amplitude.

The last investigated factor is the pulse shape altered by changing
the rise and fall time 𝑡r/f of the pulses, as depicted in Fig. 3g to
Fig. 3i. This is achieved by comparing the rectangular pulses with the
pulses having a larger rise/fall-time at the moment when 𝑡r/f = 𝛥𝑡.
For the sake of clarity only rising pulses with 1.0C are compared. The
markers for the pulses are the same as before, only the difference in
the rise/fall-time is indicated by the color of the markers. In Fig. 3g
the DC-resistances for 𝑡r/f = 𝛥𝑡 = 400ms are compared. The pulses
with instantaneous current rise (black markers) show a slight increased
resistance compared to the ones with 𝑡r/f = 400ms (green markers),
especially in the peripheral SOC regions and at lower temperatures.
This is probably caused by the difference in charge-throughput for the
different pulses. In general, the charge-throughput of the pulses can be
calculated by integrating the current pulses:

𝑄 = ∫ 𝐼(𝑡) 𝑑𝑡 (1)

For rectangular pulses (𝑡r/f = 0.0 s) the integral can be simplified to

𝑄𝑅 = 𝐼 ⋅ 𝛥𝑡 (2)

For pulses with 𝑡r/f > 0.0 s the integral can either be simplified to

𝑄𝑇 = 1
2
𝐼 ⋅ 𝛥𝑡 for 𝛥𝑡 ≤ 𝑡r/f

or to

𝑄𝑇 = 1
2
𝐼 ⋅ 𝑡r/f + 𝐼 ⋅ (𝛥𝑡 − 𝑡r/f) for 𝛥𝑡 > 𝑡r/f.

(3)

Comparing the different pulses in Fig. 3g, where 𝛥𝑡 = 𝑡r/f = 400ms,
the charge-throughput of the rectangular pulses is twice as large as
the one of the pulses with 𝑡r/f = 400ms. Therefore, the polarization
and ultimately the resistance is larger as well. Fig. 3h shows the same
effect for the pulses with 𝑡r/f = 4.0 s (cyan markers) at 𝛥𝑡 = 𝑡r/f = 4.0 s.
The relative ratio in charge-throughput in Fig. 3h is still twice as much
as the one for the pulses with 𝑡r/f = 400ms in Fig. 3g. However, since
𝑡r/f = 4.0 s in Fig. 3h is ten times longer than 𝑡r/f = 400ms in Fig. 3g, the
absolute difference in charge-throughput is larger, and the resistance
difference is more apparent in Fig. 3h. When 𝛥𝑡 is increased above
𝑡r/f the relative difference in charge-throughput diminishes and the
difference of the DC-resistances as well. This is illustrated by increasing
𝛥𝑡 to 8000ms in Fig. 3i. Here, the relative charge-throughput for the
pulses with 𝑡r/f = 0.0 s compared to the pulses with 𝑡r/f = 400ms
amounts to 𝑄𝑇

𝑄𝑅
= 7.8

8 and compared to the pulses with 𝑡r/f = 4.0 s to
𝑄𝑇
𝑄𝑅

= 6
8 . For this reason, the curves for 𝑡r/f = 0.0 s and 0.4 s already

overlap and the distance to the curve for 𝑡r/f = 4.0 s is reduced. In the
context of temperature estimation this suggests that as long as 𝛥𝑡 is
longer than the rise/fall-time, the pulse shape has a minor influence on
the resulting 𝑅DC,𝛥𝑡.

After analyzing temperature, SOC and shape influence on the DC-
resistance in this and the previous section, the following conclusions
can be drawn for the estimation method:

– The temperature estimation method has to fit the non-linear
temperature behavior of the cell.

– 𝛥𝑡 must be short enough (𝛥𝑡 < 1 s) to avoid a pulse edge, direction
and amplitude distinction.

– 𝛥𝑡 must be larger than 𝑡r/f of the pulses occurring in the applica-
tion to minimize the influence of the rise/fall-time.

– Besides temperature, only the SOC remains as an influence factor.
All other factors, the current direction, the current amplitude and
the rise/fall-time, have a negligible influence.
6

Fig. 4. Temperature estimation function example. Calculated 𝑅DC, 100 ms and polyno-
mial fits 𝑃𝑇 (𝑆𝑂𝐶) for all experimental cells (a). Temperature estimation function fit
for marked example SOC points 𝑆𝑂𝐶 = 5∕10∕15∕55∕95% (b).

As a result, this leaves the corridor 𝑡r/f < 𝛥𝑡 < 1 s for the resistance-
calculation-period 𝛥𝑡, in which acceptable sampling rates for a BMS
are possible and a large variety of pulses can be used for a robust
temperature estimation method without any differentiation of the pulse
shape. Nonetheless, the questions still remain: what kind of estimation
function should be used and which resistance-calculation-period and
which pulse parameter combination is optimal for the parametrization.

3.2. Temperature estimation function

This section describes the proposed temperature estimation function
(TEF) and the way it is parameterized. Since only four temperature
and eleven SOC points were investigated, the goal is to find a con-
tinuous functional description of the DC-resistance for any SOC and
temperature. Looking at the volume of tested pulse parameters and
their possible combinations, a simplified way to represent a subset of
pulse parameters 𝐒𝐢, used for the parametrization of the TEF, is needed.
In this regard a specific subset 𝐒𝐢 contains all 𝑅DC,𝛥𝑡, which can be
calculated from all pulses meeting the selection criteria. The different
subsets of 𝑅DC,𝛥𝑡 are then approximated by a SOC-dependent polyno-
mial 𝑃𝑇 (𝑆𝑂𝐶) of 8th degree described by Eq. (4) for a certain 𝛥𝑡 and
for a specific experimental temperature 𝑇 ∈ [10 ◦C, 20 ◦C, 30 ◦C, 40 ◦C].

𝑃𝑇 (𝑆𝑂𝐶) =
8
∑

𝑖=0
𝑥𝑖 ⋅ 𝑆𝑂𝐶 𝑖 ≈ 𝑅DC,𝛥𝑡(𝑆𝑂𝐶, 𝑇 ) (4)

Fig. 4a serves as an example representing the polynomials for
𝑅DC, 100 ms fitted to a subset of pulses 𝐒𝐢. In this case, 𝐒𝐢 includes
rising and falling pulses with ±0.5C and ±1.0C for 𝑡r/f = 0.0 s of all
cells from Table 1. An overview of all tested subsets can be found
in Fig. 5. In the example in Fig. 4a, all calculated DC-resistances
from the subset are marked with ‘×’ in the temperature related color.
The resulting polynomial fit for each temperature is represented by
a solid line. To retrieve the temperature from the four polynomial
representations, the resistance values at the specific SOC are evaluated
for each temperature. These four points are represented by the vector
𝐏(𝑆𝑂𝐶) in Eq. (5):

𝐏(𝑆𝑂𝐶) =

⎛

⎜

⎜

⎜

⎜

⎝

𝑃10 ◦C(𝑆𝑂𝐶)
𝑃20 ◦C(𝑆𝑂𝐶)
𝑃30 ◦C(𝑆𝑂𝐶)
𝑃40 ◦C(𝑆𝑂𝐶)

⎞

⎟

⎟

⎟

⎟

⎠

(5)

The markers, except for ‘×’ in Fig. 4a and Fig. 4b, depict the resistance–
temperature relation for the vector 𝐏(𝑆𝑂𝐶) for exemplary SOC points.
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Fig. 5. Flowchart depicting the steps for finding error minimum for different combination of parametrization- and validation-subsets. Next to the parametrization- and
alidation-subsets names, their marking/color scheme is depicted to explicitly distinguish them.
ince 𝐏(𝑆𝑂𝐶) only represent the temperature related to four resis-
tance values, an approximation function is needed for the resistance
values outside and in between these points. To describe the non-
linear behavior between DC-resistance and temperature, an exponential
function was selected. The estimation function 𝑓𝐏 in Eq. (6) maps the
resistance–temperature behavior for each vector 𝐏(𝑆𝑂𝐶) at a specific
SOC
point.

𝑇est = 𝑓𝐏(𝑅DC,𝛥𝑡) = 𝐴 ⋅ e

𝐵
𝑅DC,𝛥𝑡 + 𝐶 (6)

The temperature 𝑇est is the temperature estimated with 𝑓𝐏 and the
function variables 𝐴, 𝐵 and 𝐶 are SOC-dependent parameters fitted to
each vector 𝐏(𝑆𝑂𝐶). The dashed lines in Fig. 4b represent 𝑓𝐏 for the
exemplary SOC points from Fig. 4a. The corresponding course of the
function variables is depicted in Fig. S2.

3.3. Parametrization- and validation-subsets

After determining the TEF, the next step is to find suitable subsets
of pulses for the parametrization of 𝑓𝐏 and the corresponding 𝛥𝑡 for
temperature estimation. To achieve this, the flowchart in Fig. 5 is used.
The circles on the left hand side of Fig. 5 represent different subsets of
pulses containing specific parameters, where 𝜴 is the set containing
all pulses. In the following, two different type of subsets of 𝜴 will
be distinguished. The first type are parametrization-subsets 𝐒𝐢, used to
parameterize 𝑓𝐏. The second type are validation-subsets 𝐗𝐣, used to
determine the accuracy and optimal 𝛥𝑡 of the parametrization-subsets.
This is done in the three steps depicted in the center of Fig. 5. In the first
step, different subsets 𝐒𝐢 taken from all pulses are used to parameterize
the polynomial representation according to Eq. (4). The 17 validation-
subsets used in this work are depicted in the table on the right of
Fig. 5, including the pulse parameters contained in the subsets. The
polynomials 𝑃𝑇 (𝑆𝑂𝐶) are generated for each of the 17 subsets for 𝛥𝑡
reaching from 1ms to 10 s. In the second step, the TEF of Eq. (6) is
used to estimate the temperature for the pulses of the four validation-
subsets 𝐗𝐣 in the table on the left of Fig. 5. Each validation-subset tests
a specific property, which will be described in the discussion of Figs. 6
and 7. In the third step, the suitability for temperature estimation of
the parametrization-subsets 𝐒𝐢 is determined for each validation-subset
𝐗𝐢. As a measure for the suitability, the root mean square error (RMSE)
is calculated according to Eq. (7).

RMSE𝐒𝐢 (𝐗𝐣) =
√

1
|𝐗 |

∑

(𝑇est,𝑥 − 𝑇m,𝑥)2 (7)
7

𝐣 𝑥∈𝐗𝐣
𝑇est,𝑥 is the temperature estimated with 𝑓𝐏 for each resistance value
calculated from the pulses in the validation-subset 𝐗𝐣 and 𝑇m,𝑥 is
the measured temperature during the experiment. Finally, the mini-
mal RMSE according to Eq. (8) is utilized to find the most suitable
resistance-calculation-period 𝛥𝑡 in each subset 𝐒𝐢 for each 𝐗𝐣.

RMSE𝐒𝐢 (𝐗𝐣)min = min
𝛥𝑡∈[10−3 s,10 s]

RMSE𝐒𝐢 (𝐗𝐣) (8)

3.4. Optimal parametrization-subset and resistance-calculation-period

The results of the error calculation for the different parametrization-
and validation-subsets are discussed in this section. Fig. 6 depicts the re-
sults for the validation with 𝐗𝟎𝟏 (left column), where parametrization-
and validation-subset are equal, and 𝐗𝟎𝟐 (right column), where all
pulses with 𝑡r/f = 0.0 s are included. The figure investigates the in-
fluence of the pulse parameters on the TEF, when only pulses with a
rise/fall-time 𝑡r/f = 0.0 s are considered. Fig. 6a and Fig. 6b exemplary
depict the course of the RMSE over the resistance-calculation-period for
the corresponding validation-subsets. For short 𝛥𝑡 all subsets indicate
an increased error, followed by an error decline and leading to a more
or less distinct error plateau with increasing 𝛥𝑡. By increasing 𝛥𝑡 further,
the error shows a steeper increase leading to a linear course with a
constant slope.

In Fig. 6a the validation-subset 𝐗𝟎𝟏 is equal to the individual
parametrization-subsets 𝐒𝐢. This represents an application case, where
all load changes are known prior to the parametrization of the TEF. For
the sake of clarity, not all 15 parametrization-subsets are depicted. For
𝐗𝟎𝟐 in Fig. 6b all pulses with a rise/fall-time 𝑡r/f = 0.0 s and addition-
ally pulses with −0.2C, unknown to the parametrization-subsets, are
included. Since the parametrization-subsets stay the same, they only
partly include the pulses of the validation-subset. This represents an
application case, where not all of the load changes are known prior
to the parametrization of the TEF. The general shape of the error
course is not influenced compared to Fig. 6a, but all curves show an
increased error course and error minima. Again, only exemplary curves
are depicted for the sake of clarity.

In the pulse shape analysis in Section 3.1.2, it is assumed that
the optimal resistance-calculation-period is located in between the
boundaries of 𝑡r/f < 𝛥𝑡 < 1 s. This assumption is confirmed considering
Fig. 6c and Fig. 6d. For 𝐗𝟎𝟏 in Fig. 6c, where the validation- and
parametrization-subset are equal, the majority of the error minima are
located in between 13ms to 95ms. The only exceptions are the error
minima for 𝐒𝟏𝟏 and 𝐒𝟏𝟐 at 800ms and 830ms, respectively. The minimal

RMSE for the subsets are within 0.95K and 1.18K. Part of this error
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Fig. 6. Error behavior of the different parametrization-subsets validated with 𝐗𝟎𝟏,
here the validation- and parametrization-subset are equal, and 𝐗𝟎𝟐, including all

pulses with 𝑡r/f = 0.0 s. Exemplary error course over 𝛥𝑡 for 𝐗𝟎𝟏 (a) and 𝐗𝟎𝟐 (b).
Resistance-calculation-period of error minima of the parametrization-subsets vali-
dated with 𝐗𝟎𝟏 (c) and 𝐗𝟎𝟐 (d). Comparison of the minimal error of the different
parametrization-subsets for 𝐗𝟎𝟏 (e) and 𝐗𝟎𝟐 (f). The markers represent the minimum
error of the parametrization-subsets. Table S1 in the supplementary gives a detailed
overview with the RMSE minima and the related resistance-calculation-periods for all
parametrization- and validation-subsets.

is related to the generation of the TEF. Since the TEF is generated
from the average values of the three cells in Table 1, the TEF is not
perfectly adjusted to a specific cell and the error minima is partly
caused by the resistance variation between the cells. To improve the
estimation method, a procedure, which adjusts the TEF to specific cells,
is introduced later in Section 3.5. For validation-subset 𝐗𝟎𝟐 in Fig. 6d,
the range for the optimal resistance-calculation-period is even smaller.
The minimal RMSE for the subsets are within 1.18K and 1.33K and
below 50ms.

Fig. 6e and Fig. 6f are utilized to judge if a specific combination of
pulse parameters is beneficial for the parametrization. For validation-
subset 𝐗𝟎𝟏 in Fig. 6e, the parametrization-subsets including only pulses
with rising edges 𝐼p,r, have smaller minimal errors compared to those
including the same pulses with falling edges 𝐼p,f. This might be caused
by the fact that rising pulses start from an idle state and no concen-
tration gradients are present in the cell. Whereas falling pulses start
from a previously polarized cell. The reduced error for parametrization-
subsets with rising pulses is no longer present for validation-subset 𝐗𝟎𝟐
in Fig. 6f. Here, no specific parametrization seems to be advantageous
and the error minima are higher compared to 𝐗𝟎𝟏.

Fig. 7 investigates the influence of the rise/fall-time, utilizing the
validation-subsets 𝐗𝟎𝟑 and 𝐗𝟎𝟒. As in Fig. 6, each column of Fig. 7
represents the results for one validation-subset. Additionally to the 15
parametrization-subsets as seen in Fig. 6, the subsets 𝐒𝟏𝟔 and 𝐒𝟏𝟕 are
added to the parametrization-subsets in Fig. 7, containing pulses with
the same rise/fall-time as the corresponding validation-subsets 𝐗𝟎𝟑 and
𝐗 .
8

𝟎𝟒
Fig. 7. Error behavior of the different parametrization-subsets validated with 𝐗𝟎𝟑,
including the same pulses as 𝐗𝟎𝟐 and all pulses with 𝑡r/f = 0.4 s, and 𝐗𝟎𝟒, including
he same pulses as 𝐗𝟎𝟐 and all pulses with 𝑡r/f = 4.0 s. Exemplary error course
ver 𝛥𝑡 for 𝐗𝟎𝟑 (a) and 𝐗𝟎𝟒 (b). Resistance-calculation-period of error minima of the
arametrization-subsets validated with 𝐗𝟎𝟑 (c) and 𝐗𝟎𝟒 (d). Comparison of the minimal
rror of the different parametrization-subsets for 𝐗𝟎𝟑 (e) and 𝐗𝟎𝟒 (f). Table S1 in
he supplementary gives a detailed overview with the RMSE minima and the related
esistance-calculation-periods for all parametrization- and validation-subsets.

Fig. 7a and Fig. 7b exemplary depict the course of the RMSE over
𝑡. By adding the pulses with 𝑡r/f = 0.4 s and 4.0 s to the validation-
ubsets, a second error decline evolves after 𝛥𝑡 passes 𝑡r/f. Since the
mount of pulses differing from the parametrization-subsets increases,
he general RMSE increases as well, especially for validation-subset 𝐗𝟎𝟒
n Fig. 7b, which includes the pulses with 𝑡r/f = 4.0 s. Nevertheless,

the parametrization-subsets 𝐒𝟏𝟔 and 𝐒𝟏𝟕, including the pulses with the
corresponding rise/fall-time of the validation-subsets, show the lowest
error course.

The minimal RMSE of the parametrization-subsets and the corre-
sponding resistance-calculation-periods for 𝐗𝟎𝟑 and 𝐗𝟎𝟒 are depicted
in Fig. 7c and Fig. 7d. The assumption for the minimal error corridor
𝑡r/f < 𝛥𝑡 < 1 s holds for the majority of the parametrization-subsets in
Fig. 7c. However, the two subsets 𝐒𝟏𝟐 and 𝐒𝟏𝟒 violate the assumption.
The reason can be seen in Fig. 7a, by observing the error course for 𝐒𝟏𝟒
(dashed line). The error increase after the first error plateau is steeper
than for the other parametrization-subsets and therefore the second
error decline after 𝛥𝑡 passes 𝑡r/f = 0.4 s does not fall below the first
one. This results in an error minimum, which occurs at 𝛥𝑡 < 𝑡r/f. For
all other parametrization-subsets in Fig. 7c, the resistance-calculation-
period with the minimal RMSE lies between 530ms and 730ms. For
the RMSE minima in Fig. 7d the assumption cannot be fulfilled, since
𝑡r/f = 4.0 s > 1 s. Therefore, there are error minima above 4.0 s, below
1 s and even in between, with the majority of the error minima below
1 s.

Fig. 7e and Fig. 7f are utilized to judge if a specific combination
of pulse parameters is beneficial for the parametrization. In contrast to
validation-subset 𝐗𝟎𝟏 in Fig. 6e, the parametrization-subsets including

falling pulses 𝐼p,f have a smaller minimal error compared to those
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including the same pulses with rising pulses 𝐼p,r for validation-subset
𝐗𝟎𝟑 in Fig. 7e. As already noted in Fig. 7a, parametrization-subset 𝐒𝟏𝟔,
including the pulses with 𝑡r/f = 0.4 s, has the smallest minimal RMSE
(1.66K) for 𝐗𝟎𝟑. Except for the generally higher minimal RMSE, the
statements of Fig. 7e are transferable to Fig. 7f. Here, parametrization-
subset 𝐒𝟏𝟕, including the pulses with 𝑡r/f = 4.0 s, has the smallest
minimal RMSE (3.28K) for 𝐗𝟎𝟒. Bringing all findings together, the
optimal subsets have to fulfill the following requirements:

– The closer the parametrization pulses are to the actual pulses
occurring in the application, the smaller the estimation error.

– If only rectangular pulses occur in the application, the optimal
resistance-calculation-period can be found below 1 s.

– If pulses with 𝑡r/f > 0.0 s occur in the application, the optimal
resistance-calculation-period 𝛥𝑡 for the TEF is longer than 𝑡r/f.
However, pulses with long 𝑡r/f should be excluded from the
temperature estimation, because of the increasing error caused
by the DC-resistance dependence on pulse shape for increasing 𝛥𝑡
(Section 3.1).

3.5. Validation experiment

To validate the results of the last two sections for conditions close to
an application, the TEF was tested with the experimental setup shown
in Fig. 2. The pulses in the current-profile (Fig. 2b) for the validation
are more extensive than the ones used for the subsets to generate the
TEFs. In addition to unknown pulse amplitudes, the current-profile
also contains pulses, not starting from and not returning to an idle
state. Besides, the current-profile rarely includes resting periods, which
are relatively short compared to the resting period of 1 h before each
reference pulse. Even if a linear polarization behavior for the relevant
time domain (𝛥𝑡 < 1 s) and current range is assumed, the current-
profile is only partly utilizable for temperature estimation. To take
extensive and irregular pulses of a current-profile into account and
to incorporate the findings from the last section, the pulse filter with
three conditions in Fig. 8a is introduced. The first condition excludes
pulses with long 𝑡r/f, causing increased errors such as for 𝑡r/f = 0.4 s
and small current changes by accepting only pulses which have an
absolute current change rate |𝛥𝐼r/f| within 𝑡r/f larger than a minimal
change rate 𝛥𝐼min. In the validation experiment, two minimal change
rates are evaluated: 𝛥𝐼min = 0.2C to achieve conditions similar to 𝐗𝟎𝟐
and 𝛥𝐼min = 0.1C to have a validation scenario with pulses differing
even more from the parametrization-subset than in 𝐗𝟎𝟐. The second
condition ensures that there is no current direction change during 𝑡r/f.
After 𝑡r/f the pulse should hold a stable current value till 𝛥𝑡 is reached.
To ensure this, the third condition limits the current fluctuation to
stay within the tolerance 𝛥𝐼tol. For the validation experiment, 𝛥𝐼tol
was set to 10mA to avoid the influence of the HPS current sampling
precision. If all three conditions are fulfilled, the pulse is used to
calculate a 𝑅DC,𝛥𝑡. To determine the other filter parameters, as well
as 𝛥𝑡 and 𝐒𝐢 for the validation experiment, the sampling rate of the
test system, the module current, and its current changes had to be
considered. The maximal sampling rate of 200 Sample∕s was applied
to the test equipment. Nevertheless, the first valid data point, after a
current change, is sampled after 100ms, if current-profiles are a part
of the test sequence. For this reason 𝛥𝑡 had to be longer than 100ms
and the limit for 𝑡r/f was set to 100ms. Assuming the current changes
are known for the application, the selection of a suitable subset 𝐒𝐢
can be accomplished by analyzing the current change distribution.
The module current contained charge and discharge pulses with the
majority of current changes in the regime of 0.4C and less (Fig. S1).
The closest error behavior for these kind of pulses is represented by
validation-subset 𝐗𝟎𝟐 and parametrization-subset 𝐒𝟎𝟒, which shows the
best congruence in pulse parameters with the module current-profile.
According to Fig. 6c, the optimal resistance-calculation-period for 𝐒𝟎𝟒
and 𝐗 is 𝛥𝑡 = 40ms. Nevertheless, 𝛥𝑡 is set to 120ms to fulfill the
9

𝟎𝟐
Table 4
Settings for the algorithm used for the method validation in Fig. 8a and the estimation
error results for each cell in the validation module for the corresponding setting.

Parameter Value

𝐒𝐢/– S04
𝛥𝑡/ms 120
𝑡𝑟∕𝑓 /ms 100
𝛥𝐼min/C 0.1/0.2
𝛥𝐼tol/mA 10

Cell C4 C5 C6 C7 C8 C9

𝑅DC,offset
a/mΩ 2.31 2.18 2.41 1.83 2.51 2.74

RMSE𝐒𝟎𝟒(0.1C)b/K 1.11 0.96 1.08 0.96 1.01 0.97
RMSE𝐒𝟎𝟒(0.2C)b/K 0.93 0.65 0.90 0.59 0.67 0.77

aCalculated at 25 ◦C, SOC = 50% and 𝛥𝑡 = 120 ms.
RMSE𝐒𝐢(𝛥𝐼min) calculated according to Eq. (4).

ondition 𝑡r/f < 𝛥𝑡 < 1 s. The RMSE of 1.26K for 𝐒𝟎𝟒 at this resistance-
alculation-period is still relatively close to the minimal RMSE of 1.18K
or 𝐒𝟎𝟔.

In general, the resistance of cells slightly differ, even if they are
rom the same production batch and are treated equally. This is also
he case for the cells used in the pulse experiment (Table 1) and the
alidation experiment (Table 3). Since the function variables of the
EF in Eq. (6) are fitted to the average of the pulse experiment cells,
correction is needed to make the TEF applicable to the validation

xperiment cells. Since the shape of the DC-resistance curves of the cells
sed in the pulse experiment only differed by an offset, the correction
s achieved by adding an individual offsets 𝑅DC,offset to each cell of the
alidation experiment before applying the TEF. The offset is determined
ith the pulses used to calculate the 𝑅DC,10 s in Table 3 at SOC = 50%
nd 25 ◦C, though evaluated for 𝛥𝑡 = 120ms instead of 10 s. At this

temperature and SOC the influence of any pulse parameter is minimal,
which makes the offset correction more robust. The difference between
the 𝑅DC,120ms of each experimental cell and the resistance calculated
by the inverse function of 𝑓𝐏 for SOC = 50% and 25 ◦C results in
the offset 𝑅DC,offset. An overview of all settings for the pulse filter, the
offset values and the results of the validation experiment for each cell
is listed in Table 4. The offset values 𝑅DC,offset reaching from 1.83mΩ
to 2.74mΩ seem to be quite high in relation to the DC-resistance of
the cells in Table 3. However, according to the 𝑅DC,10 s distribution for
the same cell measured by Zilberman et al. [31], the cells used in the
6s1p-module are from the lower end of the DC-resistance range of the
investigated cell and the cells used for the pulse experiment are from
the upper end, leading to this relatively high offset values.

After the offset correction, the final step is applied to the 𝑅DC,120ms
in Fig. 8a. If several 𝑅DC,120ms are calculated within a window 𝑡w =
10 s, the values are averaged and only one temperature estimation is
performed. This reduces the influence of outliers and decreases the
estimation error. The only missing variable for the TEF is the SOC
of each cell. To determine the SOC, the coulomb counting method is
applied [64–67]. The initial state-of-charge SOC0 was determined by
utilizing the relation between the SOC and the OCV. The coulombic
efficiency for charging/discharging the cell was assumed to be one. The
values for the actual capacity 𝐶act of each cell were taken from Table 3.

Fig. 8b shows the measured cell temperature 𝑇m of cell 𝐶9 in the
module and serves as example to visualize the estimated temperatures
for two different pulse current change limits 𝛥𝐼min. Since more pulses
were valid for the temperature estimation with 𝛥𝐼min = 0.1C, the
temperature is continuously estimated during the load profile. Whereas
the temperature estimation for 𝛥𝐼min = 0.2C shows gaps of up to 10 min
between two estimation points. The estimation error RMSE𝐒𝟎𝟒 (𝛥𝐼min)
for 𝛥𝐼min = 0.1C is higher for each cell than for 0.2C (Table 4). An
increased estimation error is visible for 𝛥𝐼min = 0.1C, especially at the
2 h mark in Fig. 8b. At this point, the current-profile of Fig. 2b shows
only small current changes close to the current change limit. However,
the error of each cell is smaller than the minimal RMSE for any 𝐒
𝐢
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Fig. 8. Algorithm for the method validation with pulse filter (a). Exemplary temperature estimation results for cell 𝐶9 with two different pulse filter settings and corresponding
measured cell temperature (b). Error probability for each module cell for the two different pulse filter settings (c–h).
validated with 𝐗𝟎𝟐. The RMSE for 𝛥𝐼min = 0.1C are between 0.96K
and 1.11K. For 𝛥𝐼min = 0.2C the RMSE ranges between 0.59K and
0.93K. The detailed estimation error probability for each cell in the
module is depicted in Fig. 8c to Fig. 8h, showing that the majority of
the estimation errors are within ±1K for any cell.

Although the method was validated with unknown cells, it was
only validated for newly acquired cells. Since aging influences the
impedance and capacity of a cell [4,30,68], the estimation method
needs to be adapted over the application lifetime, in particular for in-
creasing non-linear battery behavior towards the end of life. A possible
approach to solve this issue is already part of the module validation.
By updating the offset correction 𝑅DC,offset of each cell, aging induced
impedance changes could be compensated. To get the offset values,
the battery has to be in an idle state without any temperature or SOC
discrepancy, such as a parking EV after being charged and balanced.
In this case only one temperature sensor for the whole battery pack
is needed, serving as a reference. Before the application is used again,
an intentional pulse, for example triggered by the battery charger, can
be utilized to calculate the new offset correction. A randomized pulse,
such as caused by turning on the EV, can be considered to calculate
the new offset correction as well. Nevertheless, further investigations
are necessary to validate this approach, since it assumes a resistance
increase, which is uniform over the whole SOC range. Along with the
compensation of the DC-resistance, an accurate SOC estimation over
lifetime is significant for the estimation method. To achieve this, a more
sophisticated SOC estimator [69,70] than the coulomb counter used for
the validation is required, especially tracing the capacity fade with an
accurate SOH estimator.

Another issue occurs for systems with parallel connected cells. If
the current distribution is known and is not affected by the connection
itself, the temperature estimation method of this work can be applied
10
without limitations. In this case, it is possible to calculate the individual
DC-resistances of each cell in the parallel connection and estimate the
temperature with the TEF. However, further experiments are needed
to investigate and validate this assumption. If the current distribution
is unknown, which is usually the case, the estimation method cannot
determine the temperature of each cell.

4. Conclusion

In this work, an online temperature estimation method based on DC-
resistance 𝑅DC,𝛥𝑡 is proposed. Unlike previous studies, the method does
neither rely on a transformation of the pulses to the frequency domain
nor on additional equipment for excitation. The method entirely relies
on the current and voltage signals in the time domain generated by
the application, even considering deviations from the ideal edges of
a pulse. To investigate the temperature behavior and the underlying
processes in the time domain, the pulse based DC-resistance values
𝑅DC,𝛥𝑡 were regarded for a variety of pulse shapes and 𝛥𝑡. Based on
the results, an estimation method was proposed and benchmarked for
various combinations of pulse subsets and 𝛥𝑡 from 1ms to 10 s. The
results showed that there is not the one optimal combination of pulses
and 𝛥𝑡 for the proposed estimation method. The following facts have
to be considered to find the optimal combination:

– As long as 𝛥𝑡 is short enough, avoiding a major influence of DC-
resistance spread at low SOC and temperatures, the different pulse
parameters (pulse amplitude, pulse direction and rising/falling
pulse) have a negligible influence on the estimation result, mak-
ing the estimation method independent of the pulse shape. How-
ever, the dependence on SOC still remains. If 𝛥𝑡 is too short,
the estimation error increases. In the remaining intermediate
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time domain from approximately 10ms to several 100ms, the
estimation error has its minimum and shows only a slight error
increase. For the investigated cell, the minimal RMSE amounts to
0.95K for 𝛥𝑡 = 95ms.

– If the current change of the pulse does not happen instanta-
neously, but rises/falls till reaching a steady value, the estimation
method is also applicable as long as 𝛥𝑡 is longer than the rise/fall-
time 𝑡r/f of the pulse. Nevertheless, for an acceptable estimation
error, 𝑡r/f and 𝛥𝑡 are limited. For the investigated cell, the shortest
verified rise/fall-time 𝑡r/f for a non-rectangular excitation pulse is
0.4 s with a minimal RMSE of 1.66K for 𝛥𝑡 = 560ms.

– The validation on the module level showed that the method
can be applied to serial connected cells. By filtering the pulses
occurring in the continuous current-profile and adjusting the
calculated DC-resistance with a simple offset 𝑅DC,offset to the cells
of the module, the RMSE of each cell was reduced to less than 1K
(Table 4).

Although the method was investigated and validated under sev-
ral conditions, there are still open questions for future studies. As
entioned at the end of the discussion, the influence of aging on the

stimation method and application of the estimation method to parallel
onnected cells are the most urgent ones. In addition, the validity for
ther cell chemistries and the behavior for other thermal boundary
onditions, like a changing temperature gradient during cycling, are
f interest.
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