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Abstract

The abundances and energy spectra of cosmic-ray particles are an excellent probe to study
processes in our galaxy and can hint to exotic sources of energetic particles, such as
dark-matter annihilation. The precise measurement of antinuclei, such as antiprotons,
antideuterons, or antihelium, is particularly informative since these particles are expected
to be only rarely produced in conventional reactions. However, the interpretation of antin-
uclei measurements requires a good understanding of all involved processes of the creation
and propagation of the antiparticles as well as a realistic estimate of the involved modeling
uncertainties to distinguish potential exotic contributions from ordinary production.
In this thesis, I review the current understanding of production and propagation of charged
cosmic rays in our galaxy and the thereon based modeling of galactic cosmic-ray �uxes, with
a special focus on galactic antiprotons. In particular, I investigate systematic deviations
that arise due to inaccuracies of the numerical solution of the propagation equation and
systematic uncertainties from the production model of antiprotons in cosmic-ray collisions.
For the latter, several models based on Monte-Carlo event generators and models based on
analytical parameterizations are compared and their accordance with experimental data
from accelerator-based experiments is evaluated. The agreement between the antiproton
�uxes from the di�erent production models and the measurement of the cosmic antiproton
�ux by the AMS-02 experiment is investigated. While the event-generator-based mod-
els overestimate the produced antiproton �ux compared to the AMS-02 measurement,
the �uxes predicted by the parameterization-based production models agree within 25 %
with the data. The found model uncertainties, however, hinder a conclusive statement on
whether the measured antiproton �ux is consistent with a purely conventional �ux from
cosmic-ray interactions or exhibits contributions from additional exotic sources.
As an even more sensitive probe for exotic sources of antimatter in the galaxy, �ux measure-
ments of heavier antinuclei have been proposed as their production in ordinary cosmic-ray
collisions is even rarer than that of antiprotons. However, such particles have not yet been
detected in the cosmic ray spectrum due to their extremely low �ux. New detector con-
cepts are necessary to reach the sensitivity required to detect these particles. I describe
the development of a novel detector concept with a large sensitivity due to its omnidirec-
tional acceptance of particles. It is based on a segmented volume of scintillating plastic
�bers and the entering particles are identi�ed by their unique energy-deposition pro�le. I
present two algorithms to reconstruct the particle characteristics from the detector signals
and discuss limitations of the technique stemming from saturation e�ects of the scintilla-
tors. To showcase the ability of the detector for cosmic-ray measurements, two technology
demonstration missions are currently planned: One to measure the radiation environment
inside the International Space Station and one to measure geomagnetically trapped an-

i



tiprotons in the inner Van-Allen belt. Both missions are discussed and prospects for a
future measurement of heavier antinuclei with such a detector are given.
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Zusammenfassung

Die Vermessung von kosmischer Strahlung eignet sich hervorragend zur Untersuchung
galaktischer Prozesse und zur Identi�kation exotische Quellen von hochenergetischen Teilchen,
wie zum Beispiel der Annihilationsprozess von dunkler Materie. Insbesondere die Flussrekon-
struktion von Antikernen wie Antiprotonen, Antideuteronen oder Antihelium scheint beson-
ders aufschlussreich, da wir erwarten, dass solche Teilchen nur sehr selten in konven-
tionellen Reaktionen in unserer Galaxis entstehen. Um entscheiden zu können, ob ein
gemessener Fluss an Antikernen durch rein konventionelle Reaktionen erklärbar ist, müssen
die Prozesse der konventionellen Entstehung und der Ausbreitung der Teilchen in der
Galaxie genau modelliert werden, inklusive einer realistischen Abschätzung der Model-
lunsicherheiten.
Im Rahmen dieser Arbeit wird das derzeitige Verständnis der Entstehung und der Aus-
breitung geladener komischer Strahlung in unserer Galaxie betrachtet und die darauf
basierende Modellierung der zu erwartenden Teilchen�üsse beschrieben, mit besonderem
Fokus auf die Modellierung des galaktischen Antiprotonen�usses. Ich werde insbesondere
die systematischen Abweichungen der modellierten Teilchen�üsse untersuchen, welche ein-
erseits durch Ungenauigkeiten bei der numerischen Lösung der Gleichungen zur Beschrei-
bung der Ausbreitung der Teilchen in der Galaxie entstehen, und andererseits durch Un-
sicherheiten in der Beschreibung des Produktionsmodells von Antiprotonen in Kollisionen
kosmischer Strahlung mit interstellarer Materie entstehen.
Für letzteres werden verschiedene Arten von Modellen verglichen: Modelle basierend auf
Mehrzweckereignisgeneratoren und Modelle basierend auf einer analytischen Parametri-
sierung des Produktionswirkungsquerschnitts. Die Übereinstimmung der einzelnen Mod-
elle mit Messungen von Experimenten an Teilchenbeschleunigern wird bewertet und die
modellierten kosmischen Antiprotonen�üsse der einzelnen Produktionsmodelle werden mit
der Messung des kosmischen Antiprotonen�usses des AMS-02 Experiments verglichen.
Während die auf Ereignisgeneratoren basierenden Modelle den zu erwartenden Antipro-
tonen�uss im Vergleich mit der AMS-02-Messung überschätzen, stimmen die Vorhersagen
der auf analytischen Parametrisierungen basierenden Modellen innerhalb von 25 % mit den
Daten überein. Die gefundenen Modellunsicherheiten erlauben jedoch keine eindeutige
Aussage darüber, ob der gemessene Antiproton�uss allein durch Interaktionen der kosmis-
chen Strahlung erklärt werden kann oder die Existenz exotischer Quellen notwendig ist.
Als weitere Möglichkeit für die Suche von exotische Quellen von Antimaterie in der Galaxie,
wurden Flussmessungen von schwereren Antikernen vorgeschlagen, da deren Produktion
in konventionellen Kollisionen von kosmischer Strahlung deutlich seltener ist als die von
Antiprotonen. Allerdings konnten solche Teilchen aufgrund ihres extrem geringen Flusses
bisher nicht in der kosmischen Strahlung nachgewiesen werden. Neue Detektorkonzepte
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sind notwendig, um die erforderliche Emp�ndlichkeit für den Nachweis dieser Teilchen zu
erreichen. Ich werde deshalb die Entwicklung eines neuartigen Detektorkonzepts beschreiben,
welches aufgrund seiner Fähigkeit zur omnidirektionalen Akzeptanz von Strahlungsteilchen
eine besonders hohe Flusssensitivität aufweist. Der Detektor besteht aus einem segmen-
tierten Volumen, welches aus szintillierenden Plastikfasern aufgebaut ist; die eintretenden
Teilchen werden anhand ihres Energieverlustpro�ls in dem Volumen charakterisiert. Ich
werde zwei Algorithmen beschreiben, welche entwickelt worden sind, um die Teilcheneigen-
schaften aus dem Detektorsignal zu rekonstruieren. Des Weiteren werde ich die Limitierun-
gen dieser Rekonstruktionsmethodik durch auftretende Saturierungse�ekte in den szintil-
lierenden Fasern diskutieren.
Die Funktionsfähigkeit des Detektors in der relevanten Umgebung des Weltalls soll durch
zwei Demonstrator-Missionen gezeigt werden: Eine Mission zur Messung der Strahlung-
sumgebung innerhalb der Internationalen Raumstation und eine Mission zur Vermessung
der im Magnetfeld der Erde gefangenen Antiprotonen auf einem Kleinsatelliten. Nach
einer Beschreibung beider geplanter Missionen wird eine zukünftige Verwendung des De-
tektorkonzepts für die Messung von schwereren Antikernen diskutiert.
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Introduction

Cosmic radiation can be both, a valuable messenger of astrophysical phenomena in our
universe that helps us to understand the structure and evolution of the cosmos, and a
threat to human space exploration due to its biological hazard to astronauts [1, 2]. Un-
derstanding its characteristics is important to interpret existing measurements, describe
the spatial and temporal dependence of its �ux, and predict the exposures in future space
missions. To do so, we construct physical models that describe in detail the production
and transport of cosmic-ray particles�based on our current understanding of the involved
processes, predict their �ux at Earth, and compare this modeled �ux to experimental data.
By this, we can estimate the validity of our models and, if needed, re�ne them. Due to ad-
vances in experimental methods, the measurements become more precise and experiments
unveil so-far unseen additional features in the cosmic-ray spectra. If these features are not
reproduced by our models, this indicates inaccurate modeling of known processes or the
existence of additional, unknown processes not yet included in our models [3]. To �nd the
reason for the deviation and assign the corresponding process is not trivial: Since we can
only probe the cosmic-ray �ux at one speci�c point in our galaxy�namely at Earth�we
cannot decide easily if a newly found feature is generated by the cosmic-ray source or if
it arises due to processes during propagation of the particles to us. Especially for charged
cosmic rays, the particle-species abundances and energy spectra are heavily altered during
their propagation, and only accurate modeling of the transport mechanisms allows us to
retrieve the spectrum of cosmic rays at their origin, which is key for the understanding of
the production and acceleration processes of cosmic rays [4].

To interpret the signi�cance and cause of a found deviation, uncertainties of measure-
ment and model have to be quanti�ed accurately. In the past, statistical uncertainties
of measurements were often dominating, limiting the signi�cance of a new �nding. New
long-term experiments, either on satellites or long-duration balloon �ights, changed this
picture by providing data with very high statistical precision, putting the focus on system-
atic uncertainties [5]. Their understanding and quanti�cation is now the crucial point to
correctly interpret novel features in new measurements: underestimating them could lead
to false excess signals; overestimating them could decrease the sensitivity of an experiment
unnecessarily, hindering new �ndings. To identify and quantify all relevant systematic un-
certainties and their correlations in our models of cosmic-ray production and propagation
is one of the main tasks of cosmic-ray physics today [6].

One particular process during the propagation of cosmic rays through our galaxy that
modi�es the spectra of cosmic rays signi�cantly, and thus could give rise to large modeling
errors, is inelastic scattering [7, 8, 9]. Cosmic-ray particles interact with the interstellar
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Introduction

material distributed in the galaxy, thereby altering their spectral distribution and �ux.
In these interactions, the cosmic-ray particles are either moderated, absorbed, or create
additional energetic particles that potentially reach our detectors. These interactions can
take place far away in the galaxy, altering the overall �ux of cosmic-rays, or very close to
Earth, giving rise to local spatial variations of the cosmic-ray �ux.
Since in inelastic collisions also particles can be created that�based on our current knowl-
edge of cosmic-ray acceleration�we do not expect to exist in the cosmic-ray spectrum,
these collisions also strongly a�ect the search for exotic sources of cosmic rays in astro-
physics. In recent years, the search for antinuclei has attracted increasing attention due
to theoretical predictions of exotic production mechanisms, such as dark-matter annihila-
tion or decay. In these searches, the contribution of antinuclei production from inelastic
collisions acts as a background. To be able to decide if a measured �ux of antinuclei is
consistent with a pure contribution from inelastic collisions or if an additional exotic source
is present, we require again an accurate model of particle creation in collisions of cosmic
rays and a realistic uncertainty estimate [9].

This thesis is focused on our current models of the production and propagation of galactic
nuclei and antinuclei and the ongoing development of a particle detector, based on a novel
particle-identi�cation approach, that shall be used for cosmic-ray-�ux measurements in
future.
After introducing galactic cosmic rays and the relevant processes of their origin and propa-
gation in Chapter 1, I present a current state-of-the-art modeling scheme in Chapter 2 and
study the in�uence of di�erent numerical settings of the model on the modeled cosmic-ray
�uxes.
For antiprotons and other antinuclei, the production cross section in inelastic cosmic-ray
collisions is one of the largest sources of uncertainty when modeling their cosmic �ux. In
Chapter 3, I discuss di�erent models for antiproton production in cosmic-ray collisions and
their impact on the modeled antiproton �ux. As an outlook, I discuss the impact of the
antiproton-production model on the modeling of heavier antinuclei in the galaxy.
In Chapter 4, I present the development of a novel particle detector, called 'Multi-Purpose
Active-Target Particle Telescope' (MAPT), that can be used to provide measurements to
validate our cosmic-ray models. I present MAPT's working principle and event-reconstruction
scheme and estimate the measurement capabilities of MAPT by simulations and test mea-
surements. I give an outlook on the usage of MAPT for the search of low-energy antinuclei
and upcoming technology demonstration missions in space, which shall showcase the func-
tionality of the detector.
Chapter 5 summarizes the �ndings of this work.
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Chapter 1

Galactic Cosmic Rays

Until the second decade of the past century, physicists believed that the main source of
radiation on the surface of Earth is from radioactive decays in the soil. First measurements
of the radiation environment below the soil and at altitudes of several hundred meters above
ground seemed to con�rm this assumption as the radiation level slightly decreased with
altitude [10]. But measurements at even higher altitudes�above 1000m�using balloons
showed an increase of the radiation level to even larger values than at ground. Victor
Hess, who investigated the altitude dependence of the radiation level as one of the �rst
systematically during several balloon ascents, concluded that the radiation has its origin in
outer space and has to be extraordinary energetic in order to penetrate the atmosphere [11,
12]. However, this new source of radiation was only generally accepted more than ten
years after this discovery in the late 1920s after several further experiments veri�ed his
results [13, 14].
In the following decades this new form of radiation, commonly called cosmic rays, was
investigated further: Of special interest was the question of its composition. Although most
people originally believed cosmic rays to be photons�due to its large penetration power�
it soon became clear that most cosmic rays carry electric charge. This was concluded
from measurements at di�erent geomagnetic locations that revealed a large correlation
between the intensity and direction of cosmic rays and the experiment's location within
Earth's magnetic �eld [15, 16]. With the development of advanced particle detectors, it
became possible to determine the charge, its sign, and the mass of the detected cosmic-ray
particles. Most of them were found to be protons and only some of them to be electrons
or heavier nuclei. But additionally, particles with so far unknown combinations of charge
and mass were found, including a positively charged electron-like particle, the positron�
the antiparticle of the electron�which was predicted by Paul Dirac as a solution with
negative energy of his relativistic wave equation [17, 18]. Not only was this the �rst
proof of the existence of antimatter, but also the veri�cation that it exists naturally in
our universe. Later, many more fundamental but short-lived particles were found during
cosmic-ray measurements, such as the muon, the pion, the kaon, and the lambda, leading to
the development of human-made particle accelerators and the �eld of particle physics [19,
20]. But as most of these particles decay after only fractions of a second, it was directly
concluded that these particles cannot be part of the initial cosmic-ray spectrum but must be
created in the measurement apparatus itself or in interactions of cosmic rays with Earth's
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atmosphere [21].
By using unmanned high-altitude balloons, sounding rockets, and satellites, it later became
possible to conduct experiments above the disturbing in�uence of the atmosphere. Within
a series of measurements on sounding rockets, Van Allen found another in�uencing factor
of Earth on cosmic rays: The magnetosphere. He found that the trajectories of charged
cosmic-ray particles are de�ected by the magnetic �eld of Earth via the Lorentz force
such that in some regions most cosmic rays are shielded very e�ciently from reaching
Earth, while in other regions they are forced to accumulate, forming belt-like structures of
enhanced radiation around Earth, the so-called Van Allen radiation belts. This results in
a strong location dependence of the cosmic-ray �ux in the vicinity of Earth.
Additionally, a strong time dependence of the cosmic-ray �ux, which had been already
indirectly observed by neutron-monitor experiments at sea level in the 1950s, was also con-
�rmed by time-displaced space-based experiments [22, 23] . The temporal change of the
cosmic-ray �ux was found to coincide with the sunspot-activity cycle of Sun. As the solar
activity increased�more sunspots visible�the measured �ux of cosmic rays decreased,
and vice versa. So Sun's varying magnetic �eld and plasma out�ow also in�uences the
local cosmic-ray �ux signi�cantly. The variation is periodic with a 11-year cycle duration
and a�ects especially the low-energy component of the charged cosmic rays. Later, also a
22-year cycle and several short-term variations were found [24].

In order to extract the cosmic-ray �ux prior to the disturbances from the local environ-
ment of Earth and Sun, which is usually referred to as the local interstellar �ux, one has to
either unfold the modi�cation of the particle �uxes from measurements using theoretical
models or to measure the particle �ux away from the in�uencing reach of Sun, outside of
the so-called heliosphere [25, 26]. The latter was just recently achieved for the �rst time
by particle detectors on the Voyager probes about 40 years after their launch [27]. Due
to the long travel duration and the complexity of such a mission, further experiments are
not likely to measure outside the heliosphere within the next decades and we have to focus
on improving our models of the heliosphere to determine the interstellar cosmic-ray �ux
indirectly from the measurements within the heliosphere. However, the Voyager measure-
ments together with measurements at very large particle energies, for which the in�uence
of the near-Earth environment is only marginal, can be used to improve the models of the
near-Earth environment and to decrease the resulting systematic uncertainties on the ex-
tracted interstellar cosmic-ray �ux and its composition [28]. In Section 1.3.1, I discuss the
models currently used to calculate the local interstellar �uxes from measurements inside
the heliosphere.
From the interstellar �ux of charged cosmic rays, we can learn about the processes in the
universe that create such fast particles. Although their trajectories are heavily altered
during the journey from their source to the solar system�and we cannot directly point
back to their origin�we can indirectly infer information about their creation processes by
investigating their abundance, composition, and energy spectra. Alone from �rst measure-
ments of the spectral distribution of cosmic rays, back in the early 1940s, that had shown
that the �ux of cosmic rays decreases with increasing energy following a power-law [29],
Enrico Fermi deduced a theory on a possible acceleration mechanism: Fast moving mag-
netic �elds, as they might be produced in shock waves of explosions, potentially accelerate
charged particles [30, 31]. Later, composition measurements of cosmic rays revealed that
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1. Galactic Cosmic Rays
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Figure 1.1: Measurements of the cosmic-ray energy-dependent proton and all-particle �ux
multiplied by E2.7. The all-particle �ux is scaled by 0.29. The experimental data are
extracted from the cosmic-ray database [35].

the abundance of di�erent ion species in cosmic rays is very similar to the composition of
the solar system, putting large exploding stars, called supernovae, into the focus of being
a good candidate for injecting and accelerating cosmic-ray particles [32, 33, 34].
More detailed investigations of the energy spectrum of cosmic rays, however, revealed

deviations from the simple power-law-like energy dependence of the cosmic-ray �ux, as
can be seen in Figure 1.1, which shows selected measurements of the energy spectrum of
cosmic-ray protons and all cosmic-ray particles. To visually highlight the deviations of the
�ux from a single power-law-like behavior, we multiply the measured �ux by E2.7 and scale
the all-particle-�ux to the proton-only measurements by using the proton-to-all-particle ra-
tio of the NUCLEON space experiment [36]. For the most part, the cosmic-ray particle
�ux, dN /dEkin, decreases with increasing kinetic energy of the particle, Ekin, following a
power-law,

dN

dEkin
∝ E−αkin , (1.1)

with α ≈ −2.7 for energies between 10 GeV and 1× 106 GeV and with α ≈ −3.0 for
energies between 1× 106 GeV and 1× 1010 GeV. At lower energies, the �ux does not
follow a power-law-like behavior because of the complex modulation by the near-Earth
environment. At higher energies, above 1× 1010 GeV, the �ux �rst �attens�following a
di�erent power law with α ≈ −2.6�before becoming strongly suppressed. The suppression
is believed to originate from the predicted Greisen-Zatsepin-Kuzmin limit [37, 38]. The
spectral breaks at around 1× 106 GeV and 1× 1010 GeV are referred to as the knee and the
ankle of the cosmic-ray energy spectrum. Such breaks are nowadays usually interpreted to
arise at energies for which the dominant particle source changes: Above the ankle, particles
are believed to be mainly of extra-galactic origin, since to date no object in our galaxy is
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1.1. DIFFUSIVE SHOCK ACCELERATION IN SUPERNOVA REMNANTS

known that would be able to accelerate particles to such high energies [39]. Candidates
to source such energetic particles are active galactic nuclei, which are galaxies with a
supermassive black hole in their center [40, 41].
Below the ankle, the majority of the particles is believed to be produced within our galaxy.
They are termed galactic cosmic rays.

The theories on the origin of the knee are currently still under debate: It is unclear whether
the break originates from the sources or from the propagation of the particles from their
sources to our detectors [42]. With advancing experimental techniques and more precise
data, further breaks have been found in the spectra of galactic cosmic rays: For example
at around 300 GeV [43], 1× 104 GeV [44, 45] and, 1× 108 GeV [46]. The existence of these
breaks in the spectra of most nuclei suggests a common source type of these nuclei [47, 48].
For some particle, however, the energy spectra di�er largely: mainly for nuclei that do
not naturally appear in stellar nucleosynthesis, like boron, beryllium, or antinuclei [49,
50]. These particles are�by our current state of knowledge�only produced by inelastic
processes of other cosmic-ray particles. They are of secondary origin and called secondary
cosmic rays.
These secondary particles originate from collisions of propagating cosmic rays with the
interstellar material, which is bound mainly in large gas or dust clouds. Secondary cosmic
rays are of special interest when trying to model the propagation of cosmic rays in our
galaxy: If one assumes a particle type to be purely secondary, its abundance can be de-
termined from the primary cosmic-ray �ux, the material traversed by the primary cosmic
rays, and the microscopic production cross section. These particles can serve as a probe
of our understanding of the propagation processes and can be used to constrain several
unconstrained parameters of the propagation models [4]. Deviations between the modeled
secondary particle �ux and measurements could hint to improper modeling of the prop-
agation or�in case of overproduction of only one speci�c secondary particle type�to an
unknown, exotic source not included in the model. Commonly, light secondary nuclei are
used to verify the propagation model, and antinuclei are then used to probe additional
sources of antimatter within this propagation model (e.g. in [51]).
In the following section, I describe the current knowledge on production and propagation of
galactic cosmic rays based on the supernova-remnant paradigm�an expression introduced
in Blasi et al. [52].

1.1 Di�usive Shock Acceleration in Supernova Remnants

According to the supernova-remnant paradigm, it is believed that all non-secondary galac-
tic cosmic rays are accelerated by shock-wave-induced magnetic turbulence following a
supernova explosion [52].
The �rst re�ections on supernovae being the source of high-energy cosmic particles were
already carried out in 1934 by Baade and Zwicky: While investigating the rate and mag-
nitude of abruptly occurring bright stars, which they termed Super-Novae [53], they found
that the emitted energy in such events together with their occurrence quite naturally re-
sults in the measured intensity of cosmic rays at Earth [54]. This proposed mechanism
also explains the lack of a visible source of high energetic particles in our galaxy, and it is
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1. Galactic Cosmic Rays

able to predict the composition of cosmic rays to follow the composition of stellar objects,
which was only later con�rmed by measurements [55]. Although this approach very ele-
gantly resolved several open questions at that time, Baade and Zwicky did not provide a
physical acceleration mechanism.
A �rst theoretical description of how energetic particles can emerge of a supernova ex-
plosion was only realized about 40 years later by various authors. They transferred the
already existing Fermi acceleration principle, which had been originally developed to ex-
plain energy-gaining interactions of particles with intergalactic clouds, to supernova shocks.
This solved the issue of a too-low maximum acceleration energy obtained by the originally
proposed mechanism by E. Fermi [56, 57, 31, 58, 59, 60]. This new theory established under
the term of �rst-order Fermi acceleration or di�usive shock acceleration. The theoretical
progress of this new approach was heavily driven by measurements of ion speeds near
Earth's bow shock, which is created by the interaction of Earth's magnetic �eld with the
solar wind: It was found that in this region ions are accelerated to super-thermal energies
by interactions with shock-induced magnetic turbulence [61, 62]. Even stronger shocks are
believed to be created following a supernova explosion. The collapse and the subsequent
explosion and ejection of a large amount of material into the interstellar medium at su-
personic speed creates shock waves that penetrate the surrounding plasma [63]. Charged
particles in the vicinity of the shock front are con�ned by the magnetic turbulence and
magneto-hydrodynamical interactions and can cross the shock front multiple times [31].
The energy gain of a particle traversing the shock front from upstream the shock to down-
stream the shock and back depends on the relative velocity di�erence of the material
upstream and downstream the shock, the relative shock velocity, βr = vr/c, with c being
the speed of light. The average energy gain of the particle can be calculated as

〈
∆E

E

〉
=

1 + 4
3βr + 4

9β
2
r

1− β2
r

− 1 ≈ 4

3
βr + O(β2

r ), (1.2)

as derived for example in the review by G. Morlino [64].
The relative energy gain is independent of the initial energy, and the acceleration is more
e�ective than what was obtained in the initial theory by E. Fermi, in which the energy
gain was found to be proportional to β2 [30]. To gain a considerable amount of energy by
this mechanism, the particle has to cross the shock multiple times. If a particle crosses the
shock front k-times back and forth, the energy of the particle is

Ek = E0(1 +
∆E

E
)k. (1.3)

However, after each crossing, there is a �nite probability, Pesc, that the particle moves away
from the shock front and is not accelerated further. If one assumes Pesc to be independent
of the particle's energy, the probability to �nd a particle with an energy exceeding Ek is
given as

P (E > Ek) ∝
1

Pesc

(
Ek
E0

)−δ
, with δ =

log(1− Pesc)

log
(
1 + 4

3βr

) , (1.4)

and the resulting energy-di�erential particle spectrum follows a power law with an exponent
−α = 1 + δ [64]. Assuming supernova shocks to be highly supersonic and the surrounding
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1.2. PROPAGATION OF CHARGED COSMIC-RAYS IN THE GALAXY

material to behave as an ideal gas, one obtains an exponent for the energy-di�erential
particle spectrum of α ≈ −2 for the particle acceleration in supernova remnants. This
obtained spectrum is slightly �atter than the measured spectrum of galactic cosmic rays at
Earth (α ≈ −2.7) [64]. This deviation could either arise from modi�cations of the particle
spectra during the propagation of the particles through the galaxy, which we discuss in
the next section, or from oversimpli�cations of the acceleration mechanism that lead to an
overestimation of the acceleration e�ciency. Some exemplary mechanisms that could mod-
ify the particle spectra are: interactions of the accelerated particles with the plasma, which
could reduce the e�ciency of acceleration for increasing particle energies and successively
steepen the energy-di�erential particle spectrum; particle-type dependent reactions during
the acceleration that lead to di�erent spectral shapes of the source spectrum for di�erent
particle types; and local density variations of the material that the shock traverses that
could additionally cause spectral breaks in the source spectrum [65].
To constrain the source spectrum from supernova remnants further, is one major objective
of the modeling of galactic cosmic rays. By comparing the modeled particle �uxes at Earth
for di�erent source spectra with experimental data, one can determine the unconstrained
spectral indices and spectral-break positions of the source spectra. However, this procedure
su�ers from the limited knowledge of the propagation process. The propagation model it-
self involves additional unconstrained parameters which complicate the determination. In
the following, I describe the current understanding of the propagation processes in our
galaxy and the important processes during the propagation.

1.2 Propagation of Charged Cosmic-Rays in the Galaxy

From observational astronomy we know that Earth is located on a spiral arm within our
galaxy, the Milky Way. The Milky Way is a large spiral galaxy containing a stellar mass of
about 5× 1010 M� and just as many stars [66]. Like any spiral galaxy, the visible matter
is most densely populated in a central bulk and several spiral arms that extend outwards
within the galactic plane [67]. Figure 1.2 shows a schematic overview of the structure of
the Milky Way.
The central bulk of the Milky Way is a spherical region of radius 3 kpc1 and contains
about 20 % of all stars in our galaxy. From there, four spiral arms emerge into the galactic
plane, each extending about 20 kpc outwards with a thickness of only about 0.5 kpc [67].
The whole galaxy is surrounded by a spherical halo mainly composed of non-visible, non-
baryonic material, called dark matter, which spreads up to more than 20 kpc into inter-
galactic space. Although this halo makes up around 90 % of the Milky Way's total mass,
the particle properties of this type of matter is not yet known and its existence is solely
based on its gravitation in�uence [68]. Many experimental e�orts are ongoing to character-
ize the particle properties of dark matter, including measurements of galactic cosmic-rays,
more speci�cally cosmic-ray antimatter [69]. Some models of dark matter predict reactions
of dark-matter particles into standard model particles�including antiparticles�which add
to the expected cosmic-ray antimatter �ux from cosmic-ray interactions and manifest as
an excess of the measured antiparticle �ux over the modeled antiparticle �ux from this
conventional production mechanism [70]. To review the models of conventional antimatter

1
1 kpc ≈ 3.0857 × 10

19
m

9



1. Galactic Cosmic Rays

solar 
system

galactic
center
(SGR A*)
 

(a) Top view.

solar
system

globular
clusters

halo

disc

bulge

(b) Side view.

Figure 1.2: Artistic view of the Milky Way. Credit: ESA (adapted by the author)

production, with a special focus on cosmic-ray antiprotons, is one of the main topics of
this work.
The center of the Milky Way is populated by a massive black hole, SGR A* [71]. From
astrometric and spectroscopic observations of its orbiting stars, the radial distance of Earth
from the black hole, and thus from the galactic center, R0, can be determined [72]. The
most accurate determination yields R0 = (8.178± 0.035) kpc [73].

The distribution of supernova remnants�which are the sources of cosmic rays�in the
Milky Way is expected to be similar to the distribution of large molecular clouds, which
act as star-forming regions, as the ejected material of supernova remnants seeds star for-
mation in this dusty environment [74]. As the amount of material in these regions is large,
the resulting stars grow up to several times the mass of the Sun, potentially creating an-
other supernova at the end of their burning phase�again injecting material for further star
formation. This cycle makes it likely, that a large fraction of supernovas can be associated
with such high star-forming regions [67].
Experimentally, one can survey our galaxy directly for supernova remnants or indirectly
for large, heavy stars or pulsars; their distributions should be similar. It is found that
most of them are located in the bulk or in the disc of the galaxy and obey similar radial
distributions [75, 76, 77]. An overview of the radial distributions of supernova remnants,
massive stars, and pulsars are shown in Figure 1.3. As expected, their distributions share
common features: Their number densities are largest at around 0.4R0 to 0.6R0 and de-
crease rapidly towards the galactic center and the outer-disk region. It was found that
each distribution, f(R), can be parameterized well by the function

f(R) =

(
R

R0

)α
exp

[
−BR−R0

R0

]
, (1.5)
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Figure 1.3: Best-�t parameterizations of the measured radial distribution of supernova
remnants [75], massive stars [77], and pulsars [76] in the Milky Way using Equation 1.5.
The distributions are normalized to 1.0 at 8.5 kpc.

with α and B being empirical parameters constrained by a �t to the measured distribu-
tion [78]. However, the extracted parameters di�er for the distributions of the di�erent
object types and also for the same object type measured by di�erent surveys [78]. The
di�erences presumably arise due to systematic e�ects of the measurements, like system-
atic changes of the detection e�ciency with distance, or a non-correct extraction of the
distance, which cannot be directly measured but has to be derived from other measured
quantities [79]. For example, the distance measurement of supernova remnants uses the
relation of luminosity and angular extension of the supernova remnant�the so called Σ-D
relation�to extract the distance from Earth. The applicability of this relation to extract
the distance of a supernova-remnant is highly controversial and su�ers from large system-
atic uncertainties [80, 81].
Despite some uncertainties on the distributions of the di�erent objects remain, a consistent
shape of the radial distribution of supernova-remnants as the source of cosmic rays can be
extracted from these surveys.
One proposed method to validate the measured supernova-remnant distribution by directly
probe the source distribution of cosmic rays is to measure the radial distribution of the
di�usive gamma-ray yield. This method is based on the following consideration: If super-
nova remnants are truly the source of cosmic rays, the radiation density must be larger in
regions near the sources, and so must the di�usive gamma-ray production created by inter-
actions of the radiation with surrounding material [82]. Therefore, the resulting gradient
of the gamma-ray emission with increasing radial distance from the galactic center should
follow the supernova-remnant distribution. However, the decrease of the di�usive gamma-
ray background was found in measurements to be smaller than the measured supernova-
remnant distribution indicating an underestimation of supernova remnants farther outside
of the Galaxy or even the existence of additional cosmic-ray sources [83]. However, the
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1. Galactic Cosmic Rays

di�usive gamma-ray emission around a source depends also on the characteristics of the
surrounding matter, which has been found to vary with radial distance from the galactic
center, and might also account for the deviation [84].

The experimental fact that the cosmic-ray distribution measured at Earth is isotropic
to a large degree although most supernova remnants are located in direction of the galactic
center already hints to a complex transport mechanism and strong randomization of the
particle trajectories in the galaxy [85]. Along their way throughout the galaxy, the parti-
cles interact with galactic magnetic �elds, the interstellar plasma, and scatter on baryonic
matter. Depending on the strength, uniformity, and dynamic of the galactic magnetic
�elds, the hydro-magnetic interactions not only change the particle's direction but also
lead to energy losses or gains that change the spectral shape of cosmic rays during prop-
agation [86]. Collisional interactions, like spallation or inelastic scattering, that annihilate
the initial cosmic ray particle and create other particle species, additionally change the
composition of cosmic rays during propagation [4]. The amount of secondary particles
that are created depends on the amount of material that the cosmic rays traverse. This is
determined not solely by the material distribution in the galaxy but also by the trajectory
of the particles: If the particle tracks are relatively straight and the particles leaves the
galaxy within a short time, the traversed material is smaller than if the particle tracks are
heavily randomized and the particles spend a longer time within the galaxy before leaving
it.
The latter is expected to be the case for the Milky Way: Measurements of secondary-to-
primary cosmic-ray ratios suggest that cosmic-ray particles are con�ned on the order of
108 years in our galaxy due to random magnetic �elds that con�ne the particles [85]. In
the following, I lay out the most common theory of galactic cosmic-ray transport based on
a di�usive motion of cosmic rays in the galaxy.

1.2.1 Di�usion in the Galaxy

The goal of any cosmic-ray propagation model is to describe the energy-dependent cosmic-
ray particle density, Ni(~r, t, E), of a certain particle species, i, at a given location, ~r,
and time, t, in our galaxy. We can treat the interstellar medium, in which the charged
cosmic rays propagate, as a hydromagnetical �uid that interacts electromagnetically with
the moving cosmic rays [87]. Due to the randomly aligned interactions, the cosmic ray
particle follows a random-walk-like path, similar to particles in a �uid.
The �ux of particles, j, in such systems is negatively proportional to the gradient of the
particle density,

ji(~r, t, E) = −D∇Ni(~r, t, E), (1.6)

with a tensor of proportionality, D, which is called the di�usion tensor [67]. The larger the
individual coe�cients of the di�usion tensor, the larger the particle's mobility. In three-
dimensional space, D is a 3 × 3 matrix and potentially has di�erent diagonal elements
to describe di�erent di�usion magnitudes along the di�erent space axes. The o�-diagonal
elements describe induced drift movements [88].
The presence of particle sources that inject particles at certain locations with a given energy
spectrum can be included in the �ux equation by adding a source term, Qi(~r, t, E). The
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evolution of these injected particles with time must ful�ll the continuity equation,

∂Ni(~r, t, E)

∂t
+∇ · ji(~r, t, E) = Qi(~r, t, E). (1.7)

Inserting Eq. 1.6 into Eq. 1.7, one obtains an inhomogeneous di�erential equation, called
di�usion equation [67]:

∂Ni(~r, t, E)

∂t
= Qi(~r, t, E) +∇ · (D∇Ni(~r, t, E)). (1.8)

A fundamental solution of this di�erential equation with a single source at the origin has
the form:

G(~r, t) =
1

8(πDt)3/2
exp

[
− ~r2

4Dt

]
. (1.9)

G(~r, t) represents the probability to �nd a particle injected at the origin at t = 0 at ~r at
t [67].
In our galaxy, the sources are spatially distributed and additional physical processes in-
�uence the particle's propagation. Both need to be included in the di�usion equation.
A current state-of-the-art di�usion equation that includes the spatial distribution of the
particle sources, e�ects induced by a potential galactic wind, momentum gains and losses
by interactions of the cosmic rays with the interstellar medium, and particle losses due to
spallation reactions and radioactive decays is described in Strong et al. [4]. This di�usion
equation has the form:

∂Ni(~r, t, p)

∂t
=

source function︷ ︸︸ ︷
Qi(~r, t, p) +

spatial di�usion and convection︷ ︸︸ ︷
∇ · (Dxx∇Ni − ~VNi)

+
∂

∂p
p2Dpp

∂

∂p

1

p2Ni −
∂

∂p

[
ṗNi −

p

3
(∇ · ~V )Ni

]

︸ ︷︷ ︸
momentum changes

− 1

τf
Ni −

1

τr
Ni

︸ ︷︷ ︸
particle losses

,

(1.10)

with p being the particle's momentum, which relates to the total energy of the particle and
the particle's rest mass, m0, through the relativistic energy-momentum relation,

p =

√
E2 −m2

0c
4/c. (1.11)

The �ve labeled terms describe the di�erent physical processes occurring during the prop-
agation, which we be describe here in more detail:

The source function includes all sources of particles of type i. Beside the already dis-
cussed injection by supernova remnants, the source of primary particles, this term includes

13



1. Galactic Cosmic Rays

0 5 10 15 20

r (kpc)

0.0

0.5

1.0

n
H
(a
to
m
s
/
cm

2
)

H2, z = 0

H2, |z| = 0.1

H-I, z = 0

H-I, |z| = 0.1

H-II, z = 0

H-II, |z| = 0.1

Figure 1.4: Radial distribution of the di�erent states of hydrogen gas in the Milky Way.
Figure adapted from [91].

also secondary production of i-type particles by collisions of other cosmic-ray particles with
the interstellar material. The source term for the production of a secondary particle of
type, i, with momentum, pi, from an interaction between a cosmic-ray particle of type k
and a gas or dust particle of interstellar matter, l, is given as

qk+l→i(~r, t, pi) = 4π

∫
dpkNk(~r, t, pk)nl(~r)

dσk+l→i+X(pk, pi)

dpk
, (1.12)

with σk+l→i+X(pk, pi) being the inclusive production cross section to create an i-type par-
ticle with momentum pi in the interaction together with additional unspeci�ed particles,
denoted here as X. The spatial-density distribution of the l-type particles in the interstel-
lar space is denoted as nl(~r) and Nk(~r, t, pk) is the energy-dependent cosmic-ray particle
density for k-type particles [89]. The explicit dependency of the source function of i-type
particles on the particle densities of other cosmic-ray species couples the individual di�er-
ential equations of all cosmic-ray particle types to form a system of di�erential equations
that has to be solved simultaneously.
The spatial distribution of the target particles of the interstellar material can be extracted
from gas and dust surveys. Most of the matter is gaseous and inhomogeneously distributed
in our galaxy, a large fraction bound in giant molecular clouds. The interstellar gas is
mainly composed of hydrogen, with only a small fraction of helium�approximately 10 %
by number. Heavier elements are rare and their abundance varies spatially in the galaxy.
Depending on temperature and the local environment, the hydrogen can either be molecu-
lar (H2), atomic (H-I), or ionized (H-II). Their abundance and spatial distributions in the
galaxy are very distinct and have to be measured with di�erent techniques [90]. Figure 1.4
shows the current knowledge on the radial distribution of the di�erent hydrogen states in
the interstellar space of the Milky Way in the galactic plane, z = 0, and slightly o�set at
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|z| = 0.1 kpc.
The most abundant component in our galaxy is H-I, which makes up about 60 % of the
total gas mass [90]. It can be measured by detection of its microwave emission of 21 cm
wavelength from the transition between the two hyper�ne states of the atom's ground
state [92]. Only a small fraction of H-I is con�ned in the central bulk of the galaxy and
most of it is distributed along the spiral arms that reach outwards to beyond 20 kpc from
the galactic center. Although it is con�ned near the galactic plane, its spread perpendicu-
lar to the galactic plane increases with increasing distance from the galactic center due to
a weaker gravitational binding [93].
Around 25 % of the gas mass consists of H2, which must be at cold temperatures to retain
its molecular binding. H2 emits no detectable amount of radiation in the radio regime on
its own and estimates of its content in a cloud must be made via the detection of a tracer
molecule, CO. In interactions of CO molecules with H2 molecules and its subsequent exci-
tation and relaxation, the CO molecules emit radiation of 2.6 mm wavelength [94]. From
the measured intensity of the emission, the number density of the H2 molecules in the
gas can be calculated. However, it was only found in the late 1990s, that the ratio of H2

molecules and the emissivity of CO is not constant throughout the galaxy but increases
with distance from the galactic center, overestimating the amount of H2 molecules in the
galactic center and underestimating it at large galactocentric distances [95]. Strong et al.
pinned down the gamma-ray gradient problem�the incompatibility of the expected di�u-
sive gamma ray emission with the measured supernova remnant distribution mentioned in
Section 1.2�on this e�ect [84]. Most H2 gas is distributed along the so called molecular
ring, a spiral-arm-shaped region within the inner part of the galactic disk, between roughly
2 kpc and 4 kpc distance from the galactic center. For outer and more central regions the
abundance of H2 molecules diminishes [90].
The remaining 15 % of hydrogen gas in the galaxy is ionized and labeled as H-II. It can be
mainly found near large O and B-type stars as only their UV radiation is powerful enough
to ionize hydrogen with a higher rate than it recombines [96]. Therefore, its distribution
in the galaxy follows very closely the distribution of O-B stars and it is very abundant in
star-forming regions. It is often used to experimentally trace the spiral arm structure of
the milky way and to de�ne the galactic plane [97, 98].
Although dust grains in the galaxy are of special importance for star and planet formation
and it strongly in�uences optical measurements�especially in the central region of the
galaxy�its in�uence on cosmic rays is only minor, as it only makes up about 1 % of the
interstellar material's mass [99].
This spatial distribution of interstellar matter folded with the spatial-dependent cosmic-ray
�ux determines the source function of secondary production. While secondary electrons,
protons, and antiparticles are produced by many di�erent collision systems and the result-
ing momentum distributions for a given reaction are usually very broad, heavier ions are
mainly produced by fragmentation reactions or radioactive decays of even heavier ions.
In these fragmentation and decay reactions, the energy per nucleon of the produced ions
stays equal to the projectile's energy per nucleon, as the additionally released energy in
the reaction is mostly small compared to typical cosmic-ray energies [89].

Spatial di�usion and convection is described very similar as in the simpli�ed Equa-
tion 1.8 but with an additional term, ~VNi. This term arises in the presence of a large-scale
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collective motion of the interstellar plasma, called galactic wind, which introduces a con-
vective motion of cosmic rays. Its existence in the Milky Way is currently matter of
debate [100].
On microscopic level, the cosmic-ray particles scatter on magnetohydrodynamical irregu-
larities generated in the galactic plasma [4]. The scattering is assumed to be of resonant
character, and the cosmic-ray particles scatter mainly on the portion of the irregulari-
ties that have a wavelength, 1/k, that is equal to the particle's gyroradius, rg. Although
locally the scattering predominantly goes into the direction parallel to the local magnetic-
�eld lines2, the turbulence and �uctuations are randomly aligned in the galaxy on large
scale and by this create an isotropic �ux [101, 102]. The resulting spatial-di�usion coe�-
cient for the di�usion of cosmic-ray particles in the galaxy for a complete isotropic di�usion
from such a magnetohydrodynamical model can be estimated to be:

Dxx ≈
(

B

δBres(k = 1/rg)

)2 vrg
3
, (1.13)

where v is the velocity of the cosmic-ray particle, rg its gyroradius, B the interstellar
magnetic-�eld strength, and δBres(k = 1/rg) the magnetic-�eld strength of the irregular-
ities with wave number k [103]. For the spectral form of δBres(k)2 several models exist,
all of them assuming a power law, δBres(k) ∝ k−a, with di�erent values of the exponent
a. Most commonly a = 5/3 is used, implying the so-called Kolmogorov turbulence spec-
trum [102].
The explicit dependence of the di�usion coe�cient on the gyroradius of the particle di-
rectly results in a dependence of the di�usion coe�cient on the particle's momentum, p,
and charge, Ze, which can be merged into one parameter, the particle's rigidity, R ≡ pc/Ze.
Di�erent particles with equal rigidity di�use equally through the galaxy. Typical magni-
tudes of the considered magnetic-�eld irregularities are on the order of δBres(k) ≈ 5µG,
giving an estimate of the di�usion coe�cient in the Milky Way of:

Dxx ≈ D0βR
1/3
GV cm2s−1, (1.14)

with D0 ≈ 2× 1027 cm2s−1 3 [4]. A direct measurement of the di�usion coe�cient or
the turbulence spectrum is so far not yet possible, and the di�usion coe�cient is a free
parameter in the propagation models that has to be constrained�similar as the source
spectra from supernova remnants�by �ts of our modeled particle �uxes to measurements.
The di�usive motion of the particles continues only as long as they not leave the volume in
which the magnetic irregularities are located. In our galaxy, the irregularities are located
within the galactic disc and extend several kpc into the galactic halo perpendicularly [86].
The exact extend is also unknown, and the extent, often labeled as the galactic halo size,
zh, is also a free parameter in the propagation models. For particles with rigidities large
enough so their gyroradius exceeds this distance, the probability for scattering multiple
times on the irregularities is too low to contain a di�usive-like movement, and the particle

2
the perpendicular component is suppressed by more than an order of magnitude in the most commonly

used quasi-linear theory [101].
3
estimates found in literature mostly vary between 1 × 10

27
cm

2
s
−1

and 5 × 10
28

cm
2
s.
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directly leaves the galaxy. This gives an upper rigidity limit for the di�usive propagation
in the Milky Way of about R ≈ 1× 109 GV [101]. Particles with higher rigidity spend
only a very short time in the galaxy and their �ux within the galaxy is consequently
smaller than for particles that are con�ned over a longer period. Particles with lower
rigidities spend a longer time within the Galaxy due to their di�usive motion. With the
estimated di�usion coe�cient, the escape time of a 1 GV ion from the galaxy is on the
order of 1× 109 yr, approximately a factor 105 longer than if the particle would leave the
galaxy in a straight path. Experimentally, the average con�nement time can be estimated
by measurements of the �ux of secondary cosmic-rays and unstable isotopes and their
respective decay products [104, 105].
As already stated, the existence of a galactic wind in our galaxy is debatable [106]. Many
other spiral galaxies show large out�ows of material away from the galactic plane with
increasing material's velocity with distance from the plane. Large out�ows are mostly
powered by active galactic nuclei or supermassive black holes, which are absent in our
galaxy. Smaller velocities, however, can also be reached by solar winds from large O-B stars
or even induced by cosmic rays [107]. In the �rst case, velocities up to several thousand
km/s are reachable, in the latter several tens [108, 109]. The magnetic irregularities which
scatter the cosmic-rays are spatially bound to the surrounding interstellar material and
move along with it. Due to their collective, convectional movement into the direction of
the galactic wind, the cosmic-ray particles scatter predominately into this direction and
the resulting �ux of cosmic rays becomes anisotropic. However, an measured anisotropy of
cosmic rays is not a unique signal of a galactic wind as it can also be created by anisotropic
di�usion in the galaxy due to a large-scale magnetic �eld in the galaxy or spatial changes
of the di�usion tensor [110]. To proof the existence of an galactic wind in the Milky Way,
a direct evidence in the halo is required.

Momentum changes are induced by interactions of the cosmic ray particles with dif-
ferent constituents of the interstellar medium. The �rst term describes the di�usion in
momentum space of the particles, which is induced by the same scattering process on the
magnetic irregularities that also causes spatial di�usion. If the irregularities have a non-
vanishing relative velocity compared to the galactic bulk, a momentum transfer between
them and the cosmic ray particles can occur, similar to the crossing of a shock described
by Fermi acceleration [4].
The magnitude of the momentum change can be quanti�ed by a momentum-di�usion co-
e�cient, Dpp, which relates to the spatial-di�usion coe�cient by

Dpp = ζ(δBres(k)2)p2v2
A

1

Dxx
, (1.15)

with vA being the velocity of the magnetic irregularities in the interstellar medium, and
ζ a factor depending on the wave-spectrum of the magnetic irregularities [4]. Assuming
the same Kolmogorov-like wave-spectrum as for spatial di�usion results in ζ ≈ 0.2 [111].
The propagation speed of the magnetohydrodynamical irregularities is equal to the Alfven
velocity, vA, of the surrounding interstellar medium. Its value varies within the galaxy
with the local magnetic-�eld strength and particle density and is on the order of 20 km/s
to 150 km/s [112]. Calculations show that the relative energy gain of cosmic rays that
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are con�ned in the galaxy for around 1× 107 yr by momentum di�usion can be as large
as 50 %, and is energetically in a similar order of magnitude as the initial acceleration
of the particles by supernova remnants. This large energy transfer from the interstellar
medium to the cosmic rays can have signi�cant in�uence on the magnetic turbulence of
the interstellar medium and potentially in�uence the e�ciency of cosmic-ray scattering on
them [111].
The second part of the momentum-loss term in the di�usion equation describes momentum
losses due to inelastic scattering, ionization, synchrotron emission, and a potential galactic
wind. For light charged particles like electrons and positrons, radiative losses are the
dominant source of momentum loss, especially at high energies [113]. In the interstellar
magnetic �elds these particles are de�ected and by this emit soft electromagnetic radiation
with energies corresponding to microwave to x-ray photons [114]. For heavier particles
like nuclei, the energy emission by this process is suppressed by the much larger mass of
the particle and plays only a minor role [115]. For these particles, the momentum loss by
interactions with interstellar material is dominant. Charged particles that traverse matter
continuously lose part of their kinetic energy by electromagnetic interactions with the
Coulomb �elds of the surrounding atoms, molecules, or ions, often referred to as ionization
energy loss. Although the average density in the disk of the galaxy is very low, about
1.6× 10−24 g/cm3, the total amount of traversed material of the particles due to the long
con�nement is on the order of 5 g/cm2 [104]. Protons with 1 GeV kinetic energy lose about
2 % of their kinetic energy when traversing this amount of material. Iron ions (Fe-56) with
an equal energy per nucleon lose already about 25 % of their kinetic energy [116, 21]. A
more detailed description of the energy loss by ionization will be given in Section 4.1.1,
when discussing the interactions of nuclei with a particle detector.
In addition, particles can loose a large fraction of their kinetic energy in a single, inelastic
collision in which the projectile particle stays intact but transfers much of its kinetic energy
to newly produced secondary particles. Although the probability for such events to happen
is small, they have to be considered in our propagation model, as such reactions modify
the spectral form of the energy distribution of cosmic rays.

Particle losses also occur in interactions of cosmic rays with interstellar material and
due to radioactive decay. In contrast to the previously considered processes that changed
the particle's momentum, the particle vanishes completely by these interactions. Newly
created secondary particles that emerge during the process are described by their respective
source function. As an approximation in most propagation models, the statistical nature
of these processes are neglected and the particle loss is described solely by its mean rate,
R = 1/τloss, with τloss being the mean time after which the process occurs and the particle
vanishes. For unstable particles that undergo radioactive decay, the mean rate is directly
related to the at-rest lifetime, τ0, of the particle by

Rdecay =
1

γτ0
, (1.16)

with the Lorentz factor, γ, which accounts for the relativistic time dilation [117].
For collisional losses, the mean rate, Rcoll depends on the amount of traversed material per
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time of the cosmic-ray particle and the corresponding reaction cross section as

Rcoll = βcnISMσloss, (1.17)

with β being the velocity of the cosmic ray particle, nISM the particle density of the in-
terstellar material, and σloss the reaction cross section encompassing all interactions that
destroy the cosmic-ray particle [89]. Due to several conservation laws that apply in these
reactions, the reactions also produce other particle types which has to be included in their
respective source terms in the di�usion equation. Interacting ions fragment into lighter
ions, protons, and neutrons; antiparticles annihilate mainly into protons, neutrons, and
several short-lived mesons, which subsequently decay into leptons and gammas [118, 119].
Protons, however, are mostly not lost due to baryon-number conservation, and often only
lose a large fraction of their energy in inelastic collisions [89].

The energy-di�erential particle �ux�the observable we measure by our detectors�can be
calculated from the di�erential particle density of the di�usion equation by

dψi
dEkin

=
βc

4π

dNi

dp

dp

dEkin
=

c

4π
Ni(p)Ai, (1.18)

with Ai being the mass number of the i-type ion.

In contrast to Equation 1.8, the full di�usion equation in Equation 1.10 cannot be solved
analytically, except if some terms are neglected or further approximations are used [4]. The
most common approximation is the so-called leaky-box approximation, or more advanced,
the nested leaky-box approximation. These models assume that particles are con�ned
within the volume of the galaxy and possess a certain probability to leave the volume each
time they hit the surface of the volume. By this, a homogeneous particle �ux throughout
the galaxy is created and the resulting �ux depends only on the probability of the particles
to leave the galaxy [120].
In the more advanced case, the nested leaky-box model, a second box is 'nested' into the
galaxy which encompasses the source region of cosmic rays which in turn con�nes the par-
ticles before entering the outer volume of the galaxy. By this, several features of measured
cosmic-ray spectra and secondary-to-primary ratios can be explained, which could not be
reproduced by the simple leaky-box model [121]. However, both models are empirical and
return only an e�ective �ux of the cosmic-ray particles inside the volume but they do not
incorporate the physical processes that lead to the observed �uxes. A detailed interpre-
tation of the resulting �uxes is therefore not easily possible, and the in�uence of di�erent
processes or additional exotic sources is limited and does not replace investigations of the
full di�usion equation [4]. A commonly used method to solve the full di�usion equation is
to use numerical methods, as we will present in more detail in Section 2.1.

In addition, the propagation model contains several unconstrained parameters that can
only be constrained by �tting the modeled cosmic-ray �ux for di�erent particle species to
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measurements near Earth. As our propagation model of the galaxy obtains the local inter-
stellar �ux outside of the solar system only, we need an additional model to describe the
modi�cation of the cosmic-ray �uxes due to the in�uence of Sun, called solar modulation.
The generation of the magnetic �eld of Sun and current models of solar modulation of
cosmic-ray �uxes in the heliosphere are discussed in the next section.

1.3 Heliospheric Transport

The transport processes of galactic cosmic rays in the heliosphere is described in general
similarly to the transport of the cosmic rays in the galaxy but with some changing aspects:
The much smaller size of the heliosphere in comparison to the galaxy and the consequently
much shorter con�nement period of the cosmic-ray particles within the heliosphere alters
the relevance of certain processes: While the in�uence of residual material of interplanetary
space and the hereby induced processes of absorption and secondary-particle production
can be neglected, the description of di�usive and convective motions of the cosmic-ray par-
ticles in the magnetic �eld of Sun is more complex [24]. Temporal variations and spatial
inhomogeneities play an important role. In the models of galactic transport, temporal vari-
ations are mostly neglected due to the long con�nement time of the cosmic-ray particles
compared to typical variation times of galactic �elds and the epoch of cosmic-ray mea-
surements on Earth [4]. Thus, the cosmic-ray �ux is assumed to be steady in our models,
and the aim of the numerical solution of the di�usion equation is to �nd this steady-state
cosmic-ray �ux within the Galaxy. In the heliosphere, however, the typical timescales of
particle con�nement, �eld variations, and measurement times of cosmic-ray experiments
are comparable [24]: The con�nement duration of galactic cosmic-ray particles is on the
order of hundreds of days; typical variation times of the solar magnetic �eld are on the
order of years to days; and measurement times of current cosmic-ray experiments range
from days to decades, experiencing most of the temporal variations of the heliosphere and
the measurements are thus a�ected by the temporal con�guration of the heliosphere at the
time of the experiment.
Most spatial variations of the cosmic-ray �ux in the heliosphere are also coupled to the
temporal variations and both must be considered in models of the heliosphere.
In the following I describe the mechanism of the creation of Sun's magnetic �eld and the
structure of the heliosphere. Thereafter, I describe the interaction of the heliosphere with
galactic cosmic rays and the consequent solar modulation of cosmic rays and present two
models of solar modulation that are commonly used to model the e�ect of solar modulation:
The simple force-�eld approximation; and the more complex helmod model.

1.3.1 The Heliosphere

Sun generates a local magnetic �eld by intrinsic, large-scale plasma �ows [122]. Its long-
term existence implies a dynamo process that counteracts the natural di�usive decay of
directed, inductive plasma �ows to sustain the magnetic �eld [123]. Such a process is called
solar dynamo and must contain a non-axisymmetric component to overcome Cowling's the-
orem, which states that an axis-symmetric �eld cannot be self-maintained [124]. In case of
Sun, it is believed that the combination of its surface rotation and gravity provides such
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Figure 1.5: E�ect of the interaction of the solar wind with Sun's dipole-like magnetic �eld.

a mechanism. The forces acting on the �owing plasma and the magnetic �elds generated
by the �ow of the plasma form together a highly dynamical system, which results in a
temporal sequence of recurring poloidal and toroidal-dominated �eld con�gurations on a
22-years basis, the so-called solar cycle [125].
Periods in which the toroidal-�eld component dominates were recognized to coincide with
a frequent emergence of sunspots and dynamic changes of local magnetic-�eld structures
and are thus termed as periods of high solar activity [126, 127]. Phases in which the
poloidal �eld dominates are termed as periods of low solar activity. During low solar activ-
ity, the general feature of the solar magnetic �eld in the inner heliosphere is a dipole-like
poloidal �eld, which starts to become increasingly toroidal over time with increasing solar
activity [125]. Shortly after the maximum of solar activity, about 5.5 years after the min-
imum of the solar activity, the poloidal-�eld component starts again to regenerate from
the toroidal �eld by the decay of the active regions on the Sun [128]. This process results
in a dipole-like �eld with a reversed polarity with respect to the previous poloidal-�eld
11 years earlier [123]. After another repetition of this cycle, the initial poloidal �eld is
again obtained and the full 22-year solar cycle is completed [128]. From this point on, the
process repeats.

In addition to the creation of the magnetic �eld, Sun permanently emits ionized gas which
is accelerated by the static expansion of the isothermal corona to supersonic velocities,
called solar wind [129]. The density and the velocity of the solar wind is strongly latitude
dependent and varies with the solar cycle. During solar minimum, the solar wind velocity
is maximal near the poles, with a small particle density, and a high-density but slow wind
near the equator. During phases of high solar activity, the particle and velocity gradients
diminish and the solar-wind out�ow becomes more homogeneous [130].
The particles of the solar wind interact with the solar magnetic �eld, distort the magnetic
�eld lines, and pull them open. By this, open �eld lines emerge from Sun into interplan-
etary space, as sketched in Figure 1.5. The open �eld lines are transported through the
interplanetary space by the solar wind particles with a �nite velocity. Together with the
rotation of the Sun, this causes the initial radial orientation to be twisted into a spiral in
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Figure 1.6: Large-scale heliospheric magnetic �eld.

the ecliptic plane, as depicted in Figure 1.6a [131]. The polarity of the open �eld lines
is opposite on the two hemispheres of Sun. At the magnetic equatorial plane, this leads
to an abrupt change of the polarity and a magnetically neutral plane with a thickness of
about 1× 104 km, in which a large �owing current is required to exist. This plane is called
heliospheric current sheet (HCS) [132]. Due to the o�set of the magnetic axis from the
ecliptic plane and Sun's rotation axis, the orientation of the HCS is constantly changing in
a �xed celestial coordinate frame. The resulting shape of the HCS is shown in Figure 1.6b
and is often referred to as the ballerina's skirt or the Parker spiral [132, 133]. At solar
minimum, the tilt angle of the HCS with respect to the ecliptic plane is only about 10°
to 20°, while during solar maximum the plane of the heliospheric current sheet can be
nearly perpendicular to the ecliptic plane [135]. Even during coronal mass ejections, which
happen mostly near solar maximum, this ordered structure of the heliosphere is vastly
maintained and disruptions are only local and short-lived [132].
Resulting from the solar-wind driven transport of the magnetic �eld in the heliosphere, the
dominant radial component of the magnetic �eld decreases with distance from the Sun due
to magnetic-�ux conservation. Due to the spiral-shaped movement of the solar wind, the
initially pure radial �eld becomes more and more azimuthal with increasing distance [133].
An opposing pressure from the interstellar medium reduces the velocity of the solar wind
with distance from Sun. As the Sun moves through the galaxy, the relative velocities be-
tween the interstellar medium and the solar wind is not constant along a spherical shell
around Sun but is maximal in direction of Sun's movement and minimal in opposite di-
rection. By this, a nose-tail asymmetry of the heliosphere builds up, which's magnitude
depends on the relative velocity of Sun in the local interstellar space and the magnetic
�eld strength and relative alignment of the interstellar magnetic �eld with respect to the
direction of motion [136]. At around 75 AU to 100 AU in nose direction and approximately
150 AU in tail direction, the solar wind velocity falls below the local sound velocity, lead-
ing to a shock front and an associated region with increased particle temperature and
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Figure 1.7: Schematic view of the features of the heliosphere and their distance to Sun.

magnetic �eld, the so called termination shock [137]. As the velocity of the solar wind
changes during the solar cycle, it is expected that the location of the termination shock
does as well [24]. Beyond the termination shock, the solar wind loses its radial direction
and becomes more turbulent, mixing with the plasma of the interstellar medium [138].
The ambient magnetic �eld beyond the termination shock changes direction accordingly
and its magnitude increases. The region beyond the termination shock is referred to as
the outer heliosphere and is called heliosheath. Its extension in radial direction is about
25 AU in nose direction. It ends at the heliopause, where the pressure of the interstellar
medium balances the solar-wind pressure and con�nes the solar particles. The structure
of the heliosheath in tail direction�often referred to as the heliotail�and the shape of
the heliopause is not yet agreed upon. Although it is generally accepted that the helio-
sphere has a coma-like shape, it is not clear how pronounced the expansion of the tail is
and how turbulent the boundary between the solar wind and the interstellar medium is in
this region [139]. Since both Voyager probes have left the heliosphere in head direction,
there is not yet any in-situ measurement of the properties of the tail region of the outer
heliosphere. But from measurements of energetic neutral atoms by the IBEX experiment
it was already found that the heliotail has several complex multi-lobe structures [140].
As the heliopause decelerates the interstellar plasma particles rapidly�especially in nose
direction�the heliosphere potentially is enclosed by a region of compressed hydrogen that
can form a bow shock or a bow wave. The pronounceness of this region and whether
it can form a shock front, depends on the relative velocity between the local interstellar
medium and the heliosphere and is not yet experimentally fully solved but a no-bow-shock
scenario is preferred by IBEX data [141, 136]. Figure 1.7 gives an overview of the di�erent
heliospheric regions and interfaces mentioned above and their distance from Sun.
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1.3.2 Solar Modulation

Charged cosmic rays that enter the heliosphere interact electromagnetically with the pre-
sented features and must cross them to reach Earth. They interact with the shock-like
structures like the termination shock, the heliopause, or the bow-wave; are scattered o�
magnetic irregularities of the interplanetary magnetic �eld that is transported by the solar
wind particles; and drift along large-scale gradients and curvatures of the interplanetary
�eld [24].
The shock-like structures re�ect and re-accelerate cosmic rays back into the interstellar
space at their shock fronts. This results in a reduction of the cosmic-ray �ux in the inner
heliosphere with respect to the local interstellar �ux [142]. The measured energy gains
of cosmic rays in these reactions are, however, small, as measurements by the Voyager
probes and the IBEX experiment a�rm, which indicates that the shocks are relatively
weak [143, 137].
Most magnetic irregularities of the interplanetary magnetic �eld are on the order of 1× 105 km
to 1× 107 km, as measured for example by the EXPLORER XVII probe [144]. As these
irregularities scatter most-e�ectively ions with a gyroradius is of similar size, cosmic-ray
particles with energies of hundreds of MeV/n to several GeV/n are most a�ected. The
scattering leads to a random-walk like motion of these particles through the heliosphere,
which can be described mathematically in a similar way as the di�usion of cosmic rays
through the galaxy (c.f. Section 1.2). Due to the much smaller strength of the magnetic
�eld in the heliosphere compared to the galactic magnetic �eld, the di�usion coe�cient in
the heliosphere is around six orders of magnitude smaller than the galactic di�usion coef-
�cient, namely on the order of 1× 1021 cm2s−1 [144]. This results in a typical con�nement
time of particles in the heliosphere of several days to weeks [24].
As the solar-wind strength and orientation varies spatially and temporally, the di�usion
tensor is not constant throughout the heliosphere and cannot be approximated as such; the
directed out�ow of the solar wind leads to a highly anisotropic di�usion tensor and induces
a strong convective motion directed radially outwards. As the particles have to overcome
this directed motion, they adiabatically lose energy when propagating to the inner region
of the heliosphere [144].
Especially at times near the maximum of solar activity, the interaction of the dynami-
cally changing solar wind and the interplanetary magnetic �eld leads to regions in the
heliosphere with intense magnetic irregularities. These regions act as barriers to the cos-
mic rays that try to penetrate them, resulting in a signi�cant short-term decreases of the
particle �ux in the inner heliosphere. As these irregularities drift radially outwards, they
increase in size and might merge with other such interaction regions, forming a so-called
merged interaction region (MIR). During solar maximum, often several of such MIRs are
drifting through the heliosphere and reduce the cosmic-ray �ux in the inner regions [145].
Together with the overall enhancement of magnetic irregularities caused by the faster and
more intense solar wind during high solar activity and the more inclined HCS, cosmic rays
are shielded from the inner heliosphere most e�ciently during this time of the solar cycle.
When approaching the period of solar minimum, the MIRs dissipate and the solar wind
becomes more homogeneous and calm. The cosmic-ray �ux in the inner regions of the
heliosphere then reaches its maximum. Time-resolved measurements of the cosmic-ray
intensity over several solar cycles con�rm this anti-cyclic behavior of the modulation of
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Figure 1.8: Cosmic-ray modulation along the solar cycle. Upper �gure: sunspot number
measured for the last six solar cycles. The cosmic-ray modulation anti-correlates with the
sunspot number, which is a measure for Sun's activity. Lower �gure: normalized count
rates for various neutron monitors on Earth's surface. The neutron-monitor count rates
correlate with the total cosmic-ray �ux on top of the atmosphere. Credit: Ross et al. [146]

cosmic rays with solar activity, as exemplary shown in Figure 1.8. The visible short-term
�uctuations of the �ux are mainly due to the forming and dissipation of MIRs [24].
Between solar minimum and solar maximum the particle �ux up to a few GeV varies by
more than an order of magnitude. During several balloon �ights at di�erent times within a
solar cycle, the BESS experiment measured the energy-di�erential cosmic-ray proton �ux
to study the energy-dependence of solar modulation [25]. As can be seen in Figure 1.9b,
the measured �uxes measured at di�erent times in the solar cycle start to deviate from
each other below approximately 10 GeV, reaching deviations of more than an order of mag-
nitude at the lowest measured energies around 100 MeV.
Additional charge-dependent particle drifts along the large-scale gradients and structures
of the interplanetary magnetic �eld have long been considered to be only of minor relevance
for cosmic-ray modulation. Only in the last decades their importance became clear after
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measurements of cosmic rays with opposing charge, such as electrons and protons, electrons
and positrons, or protons and antiprotons, revealed a di�erent modulation of particles with
equal absolute charge but di�erent sign over time [147]. The di�erence was most notable in
times of low solar activity, when the in�uence of the magnetic irregularities on the cosmic
rays is minimal and the in�uence of the large-scale heliospheric �elds on the particles is
therefore relatively large. Especially for particles whose drift velocity is on the same order
of magnitude as the solar-wind velocity, this e�ect was found to be most distinct [148].
In the heliosphere, this corresponds to particles with a rigidity of around 0.3 GV. These
particles drift along the curvature of the heliospheric �eld and are guided in their entirety
from the polar regions of the heliosphere to regions near the heliospheric current sheet or
vice versa. The drift direction solely depends on the sign of the particle's charge and the
polarity of the solar magnetic �eld [24].
The polarity of the interplanetary magnetic �eld changes every 11 years due to the solar-
dynamo process. Epochs where the solar magnetic �eld emerges the solar north pole and
returns on the solar south pole are commonly labeled as A > 0 epochs, and epochs where
the solar magnetic �eld emerges the south pole and returns on the north pole are commonly
labeled as A < 0 epochs [149].
The charge-dependent drift causes the oppositely charged particles to pass di�erent regions
of the heliosphere, and thus experience di�erent densities and velocities of the embedded
magnetic irregularities of the solar wind. This leads to di�erent e�ective modulation of
positively and negatively charged particles for a given time [150].
The charge-dependent modulation is of special importance for experiments that aim to
measure the proportion of antimatter to matter in our galaxy. As so far no experiment
measured cosmic-ray antiparticles outside the heliosphere, all current measurements of the
electron-to-positron or proton-to-antiproton ratio are a�ected by solar modulation, and
the local-interstellar-�ux ratio has to be extracted from these measurements by apply-
ing advanced models of solar modulation that include the charge-sign dependent particle
drifts [24]. The magnitude of the solar modulation on the antiproton-to-proton ratio is
exemplarily shown in Figure 1.9. Especially for energies below 200 MeV, the e�ect of solar
modulation can modify the �ux ratio by more than one order of magnitude, and the mea-
sured ratio changes with time in the solar cycle.

To calculate the modi�cations of the cosmic-ray spectra due to the interaction with the
heliosphere, a similar approach as for the cosmic-ray propagation in the galaxy is applied.
The di�usive motion of the cosmic-ray particles is described by a Fokker-Planck di�u-
sion equation, with the boundary condition that the cosmic-ray-particle density at the
heliopause has to coincide with the local interstellar particle density.
In the most basic form, the di�usion equation for a particle with rigidity, R, propagating
in the heliosphere can be written as

∂Ni(~r, t, R)

∂t
=

convection and drift︷ ︸︸ ︷
−
(
~V + ~vd

)
· ∇Ni +

di�usion︷ ︸︸ ︷
∇ ·
(
~D · ∇Ni

)
+

energy change︷ ︸︸ ︷
1

3
(∇ · ~V )

∂Ni

∂ log(R)
,

(1.19)

with ~V being the solar wind velocity, ~vd being the drift velocity of the particle due to
gradients and curvatures of the magnetic �eld and the heliospheric current sheet, and ~D
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Figure 1.9: Modulation of the cosmic-ray �ux during the solar cycle.

being the (3×3)-dimensional di�usion tensor that describes the anisotropic di�usion along
all three spatial dimensions [24]. All of the parameters have a spatial and temporal de-
pendence. As the heliospheric magnetic �eld and solar-wind structure change signi�cantly
during the solar cycle, the equation has di�erent stationary solutions depending on the
current heliospheric con�guration. In order to solve the equation for a given time in the
solar cycle and to determine the cosmic-ray particle density at a certain location within the
heliosphere for a given local interstellar particle �ux, further simpli�cations are required,
as the magnetic-�eld con�guration is too complex to allow an analytical solution.
In a series of publications, Gleeson and Axford, as well as Parker and others, found an
approximate analytical solution of the heliospheric di�usion equation for particle rigidities
larger than a few hundred MV. The solution is often called force-�eld approximation and
accounts only for the radial directed solar wind but neglects all other features of the helio-
sphere [151, 144, 152]. They found that the modulated particle �ux inside the heliosphere,
ψi(Ekin, r, t), at a given time, t, and a heliocentric distance, r, can be related to the local
interstellar particle �ux, ψLIS

i , by

ψi(Ekin, r, t) = ψLIS
i

(
Ekin +

Ze

A
φ(r, t), r, t

)
Ekin (Ekin + 2E0)(

Ekin + Ze
A φ(r, t)

)
+
(
Ekin + Ze

A φ(r, t) + 2E0

) ,

(1.20)
with E0 being the rest energy of the particle and φ(r, t) being the time and spatial-
dependent solar-modulation potential.
The formula shows that in average particles are slowed down when propagating into the
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heliosphere due to the convective, outwards-directed motion of the solar wind. To reach
a certain position within the heliosphere, the average rigidity loss a particle is equal to
φ(r, t) [151]. A determination or prediction of φ from the heliospheric con�guration is
unfortunately not possible, and the modulation potential for a given time and location
has to be constrained experimentally. To do so, a measurement of the solar-modulated
particle �ux and a model for the corresponding local interstellar �ux is required. This
results in an unpleasant model dependence of the modulation parameter on the assumed
local interstellar particle �ux, as currently no suitable data outside of the heliosphere is
available4.
Further downsides of the force-�eld model is that the accuracy of the approximation wors-
ens with decreasing energy [151]. When the model was developed in the 1960s and 1970s,
the experimental data was not yet as precise as it is nowadays, and deviations of the model
were only found below 400 MV. Today, more precise data from long-duration experiments
on satellites are available, which allow more detailed studies on the validity of the force-�eld
approximation. By comparison of the model's ability to describe monthly-averaged parti-
cle �uxes from the PAMELA experiment and the AMS-02 experiment, Corti et al. found
that deviations of the force-�eld approximation on the measured �uxes are signi�cantly
larger than the measurement uncertainties of the considered experiments up to several
GV [153]. Therefore, the usage of the force-�eld approximation for studies that employ
such precise data would generate a signi�cant systematic uncertainty, which to quantify is
not simple. In addition, e�ects which stem from the detailed structure of the heliosphere,
like charge-sign dependent particle drifts, are not included in this model, generating further
uncertainties. Especially when studying antiparticles or particle-to-antiparticle-�ux ratios,
the negligence of the charge-sign dependence of the modulation can lead to large model
uncertainties and more sophisticated models should be used.
More accurate models are often based on solving the heliospheric di�usion equation (Equa-
tion 1.19) numerically. Depending on the level of detail of the employed magnetic-�eld
model of the heliosphere, the various e�ects of the di�erent structures in the heliosphere
can be included in the calculation of the solar-modulated particle �uxes. One of the most
commonly used models today is the helmod model [154].
The helmod computer code solves the di�usion equation in the heliosphere numeri-
cally using a Monte-Carlo-integration method [155]. The heliosphere is modeled in two
dimensions�in helio-colatitude and radial distance from the Sun�and includes global
structures such as the heliospheric current sheet, the termination shock, and the he-
liopause [154]. The time dependence of the tilt angle of the heliospheric current sheet and
the locations of the shocks are included in the model. To evaluate the solar-modulation
particle �ux at a given time and location in the heliosphere, global observables such as
sunspot numbers, tilt-angle of the heliospheric current sheet, and magnetic-�eld strength
measurements from satellites, are used as an input for the heliospheric con�guration for
the desired time period [156].
The e�ect of the con�gured model on the penetrating cosmic rays is then evaluated by
a backward-propagation algorithm, which simulates particles starting from the desired
location inside the heliosphere to the heliopause and by this extracts numerically the

4
Although the Voyager probes provide measurements outside of the heliosphere, the energy range

covered by them is too low to fully constrain the local interstellar particle �ux for the whole relevant
energy range.
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energy-dependent mapping function that transforms the particle �ux from outside of the
heliosphere to the modulated �ux at the desired location for a given con�guration. This
mapping function can be used to transform any local interstellar �ux to a solar-modulated
�ux and is thus independent of the local interstellar �ux. The accuracy of the helmod
model is claimed to be on the order of the experimental uncertainties of current cosmic-ray
experiments, such as AMS-02, and the prediction accuracy for solar-modulation studies in
future time periods is on the level of 5 % to 15 % [156].
As the model includes charge-dependent drift motions, helmod is better suited to mod-
ulate �uxes of cosmic antiparticles than the force-�eld model. I employ the helmod

model later in this thesis to model the solar-modulation of our obtained local interstel-
lar particle �uxes to compare them to experimental data from the AMS-02 experiment.
I use the stand-alone module of helmod, version 4.1, which can be downloaded from
http://www.helmod.org/. The stand-alone module has pre-calculated parameterizations
of the mapping function for several time periods, experiments, and particle types, which
spares repetitive execution of the Monte-Carlo integration and allows a fast modulation of
modeled local interstellar cosmic-ray �uxes.
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Chapter 2

Modeling of the Galactic

Propagation of Cosmic Rays

To test di�erent hypotheses of the origin of galactic cosmic rays and to probe exotic sources
indirectly by measuring the cosmic-ray �ux at Earth, one needs to model the propaga-
tion through the galaxy and�depending on the location of the regarded experiment�the
propagation through the heliosphere. As discussed in the previous chapter, all propagation
models have several unconstrained physical parameters, for example, the size of the galactic
halo, the di�usion coe�cient in the galaxy, or the time-dependent di�usion tensor in the
heliosphere. In order to constrain them, one needs to �t the particle �ux predicted by the
model at Earth to cosmic-ray measurements, with the unconstrained physical parameters
as free �t parameters [4]. Depending on which processes are included in the model, which
parameterizations of the di�erent processes are assumed, and which cosmic-ray measure-
ments are used for the �t, the number of free parameters that need to be constrained by
the �t varies, and the obtained best-�t values of the parameters can di�er for di�erent
models [157, 158].
For most propagation-model �ts, data from several di�erent cosmic-ray particle species are
required, as some parameters are only constrained by the primary component of cosmic
rays, some are only constrained by the secondary component, and a few are even only
constrained by radioactive secondary particles [4].
From the primary-particle spectra measured at Earth, one can learn about the spectral
parameters of cosmic-ray acceleration in supernova remnants.
From secondary-to-primary �ux ratios, one can extract the amount of material cosmic
rays traversed during their propagation and processes that change the spectral shape of
the cosmic-ray spectrum during propagation. Such processes in�uence the spectra of sec-
ondary particles more pronounced than the spectra of primary particles. The secondary-to-
primary �ux ratios thus constrain many propagation parameters, for example parameters
describing the magnitude of di�usive reacceleration or convection [4]. Due to the relatively
well-measured fragmentation cross section of carbon and heavier ions into boron and the
relatively large cosmic �uxes of both particles, the boron-to-carbon �ux ratio has been used
in many studies for this purpose [91]. Unfortunately, the �ux of stable secondary particles
constrains only the total amount of material that the cosmic-ray particles traverse during
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their propagation, and thus they can only help to constrain the ratio of the galactic-halo
size and the di�usion coe�cient, zh/Dxx [86].
To constrain both values independently, a �ux measurement of an radioactive isotope with
an lifetime of around the con�nement time in the galaxy is needed. This lifts the so-
called zh/Dxx ambiguity by restricting the absolute di�usion time of the particles in the
galaxy, which allows to determine both parameters individually [4]. Commonly used for
this purpose is the �ux ratio of the radioactive beryllium isotope, beryllium-9, and the
stable isotope, beryllium-10 [159].
If a model can simultaneously describe these di�erent components of the cosmic-ray parti-
cle spectrum, the model poses a good candidate for a valid source and propagation model,
and one can either validate the model's generalization ability on particle types not used
in the parameter �t or use the obtained self-consistent propagation scheme to search for
additional exotic contributions in speci�c particle spectra, like in the spectra of antiprotons
or heavier antinuclei.

Since I want to investigate di�erent production models of antiprotons and the in�uence of
the production-model selection on the modeled cosmic antiproton �ux at Earth in Chap-
ter 3, I require to set up a valid, self-consistent propagation model that reproduces the
measured �uxes of nuclei at Earth and can be used to propagate the produced antiprotons
accordingly. Therefore, I need to select a suitable propagation scheme which is �tted to ex-
perimental cosmic-ray data and use it as a propagation model in our antiproton-production
study.
Di�erent propagation frameworks have been developed that solve the galactic di�usion
equation numerically and allow for di�erent parameterizations of the particle injection
spectra and the processes during propagation. The most common frameworks for this pur-
pose are the dragon-II [110, 89] and the galprop [91] computer codes.
Based on them, various studies have been published that constrain propagation parameters
and injection spectra by �tting the modeled particle �uxes at Earth to cosmic-ray mea-
surements. These studies often used di�erent combinations of experimental data to �t to,
distinct parameterizations of the involved propagation processes, and di�erent settings for
the numerical scheme to solve the di�usion equation shown in Equation 1.10. Due to these
di�erences, no concurrent values for the injection and propagation parameters have been
reached yet, even when using the same propagation framework. The selection of a suitable
propagation setup thus requires a more detailed investigation of the propagation schemes
used by the di�erent studies. As I aim to use the galprop framework in our study, as it
is the most commonly used propagation framework to date, I restrict this investigation to
studies that employed galprop.
The most comprehensive studies using galprop and the new experimental data from
AMS-02 and Voyager are from Boschini et al. [157, 160, 161, 162, 163] and Korsmeier et
al. [164, 158, 165]. Both employed a similar model of galactic propagation, with some dis-
tinctions: While Boschini et al. used the helmod solar-modulation model [166], Korsmeier
et al. applied the force-�eld method for solar modulation (c.f. Section 1.3.1); Boschini et
al. used a gradually increasing velocity of the galactic wind with distance from the galactic
plane, while Korsmeier used a constant velocity, which results in an unphysical divergence
of the galactic-wind velocity at the galactic plane, z = 0; the most distinct di�erences,
however, are the di�ering parameterizations of the injection spectra: While Boschini et
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al. used an individual injection spectrum for each nuclei, violating the assumption of a
universal particle injection in supernova remnants, Korsmeier et al. used a single spectrum
for all nuclei except for protons, as it is established by experimental data that the proton
spectrum has a signi�cant di�erent slope compared to helium [165]. However, Korsmeier et
al. concluded in their study that in order to match the data of AMS-02 for di�erent nuclei,
a single, universal injection spectrum requires a nuclei-dependent di�usion coe�cient [165].
Therefore, both studies point to an inaccuracy of the understanding of the involved physi-
cal processes, as both obtained results contradict the assumption of a universal cosmic-ray
injection and propagation for di�erent nuclei [165], but solve the discrepancy in a di�erent
manner. Since both studies obtained good agreement for the �tted cosmic-ray �uxes with
the experimental data, a data-driven judgment of which implementation of the propagation
processes and injection spectra is more valid is not possible.
Beside the di�erent parameterizations of the physical processes, the studies also di�er in
terms of their settings of the numerical scheme that is used to obtain the approximated
solution of the di�usion equation. The di�erences that arise from the di�erent settings
and the deviations of the modeled cosmic-ray �uxes from the accurate solution of the dif-
fusion equation have not yet been studied. Before selecting a suitable propagation model
for the study of di�erent antiproton-production models, I �rst investigate the settings of
the numerical-solution method in galprop and investigate the reached accuracies of the
modeled cosmic-ray �uxes in di�erent published studies.

2.1 Numerical Solution of the Di�usion Equation with GAL-

PROP

For modeling the transport process of charged cosmic rays in our galaxy, we use the most
commonly used computer code on this problem, galprop. First results of galprop were
already published in 1998 [100]. Since then, the code has been maintained and upgraded
on regular basis and is publicly available. In this thesis, we use version 56 of the code,
which can be downloaded from https://galprop.stanford.edu/. In galprop, the full dif-
fusion equation, as shown in Equation 1.10, is solved numerically including all previously
discussed processes: The distributed primary particle sources, secondary production, spa-
tial di�usion and convection, momentum changes, and energy losses and particle decays.
In galprop, the galaxy is modeled as a cylinder with a given radius, which corresponds to
the radius of the Milky Way, and a height, which relates to the height of the galactic halo
as 2zh. The source distribution is parameterized following Equation 1.5 with adjustable
parameters. For the di�usion and convection processes, di�erent parameterizations are
available and can be selected by the user. A full overview on the available parameteriza-
tions of the di�erent processes can be found in galprops explanatory supplement [167].

As we assume the process of particle creation and transport to already happen continuously
for a time span much longer than the typical con�nement time of the cosmic rays�which
is on the order of 108 years (c.f. Section 1.2.1)�and the state of our galaxy to be unaltered
within this time, in terms of the distribution of cosmic-ray sources, magnetic �elds, galactic
winds, and interstellar material, we expect the cosmic-ray density to have reached a steady-
state distribution within the galactic volume, meaning that ∂Ni(~r, p, t)/∂t � Ni(~r, p, t)
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everywhere in the galaxy. In the di�usion equation this state is reached for t → ∞. Our
goal is to retrieve an accurate approximation of this steady-state location and momentum-
dependent particle density from the di�usion equation by evolving the di�usion equation
numerically from an initial state over a long time period until the particle-density dis-
tribution does not signi�cantly change anymore. In the initial state, the particle-density
distribution is equal to the primary-source distribution�the distribution of supernova
remnants�and the momentum distribution is equal to the injection spectrum of the pri-
mary sources. To evolve the distribution from this initial state with time, galprop uses
the �nite-di�erence method, which is in detail described in the galprop explanatory sup-
plement [167] and that I summarize here.
In the �nite-di�erence method, the derivative of the particle density with respect to time
is approximated by a �nite di�erence,

∂Ni(~r, p, t)

∂t
≈ Ni(~r, p, t+ ∆t)−Ni(~r, p, t)

∆t
, (2.1)

with discrete, �nite timesteps, ∆t. The spatial and momentum dimensions are also dis-
cretized to apply the same �nite-di�erence method to approximate spatial and momentum
derivatives that also occur in the di�usion equation. galprop uses a two-dimensional de-
scription of the intra-galactic space, with variables R and z describing the radial distance
from the galactic center and the o�set from the galactic plane, respectively. Thereby, one
implies�as an approximation�the galaxy and the corresponding particle-density distri-
bution to be circular symmetric around the galactic center, R = 0. From the discretization
of the variable space, one obtains a multidimensional grid for which Ni(~r, p, t) has to be
evaluated for each grid point. To get an accurate approximation of the time derivative by
this �nite di�erence, ∆t must be smaller than the smallest timescale of the processes in-
cluded in the di�usion equation [167]. For charged cosmic rays, the processes with smallest
timescales are energy losses by ionization or radiative emission, which have timescales of
approximately 103 to 104 years for nuclei. On the contrary, the time required to reach the
steady-state solution depends on the processes with the largest timescale. For nuclei, these
are the di�usive motion through the galaxy and the secondary production, which both
have timescales on the order of 107 years. Thus, one needs to evolve the particle-density
distribution on each grid point for at least a few-billion years in steps of a few-thousand
years, which requires many iterations and thus a large number of computations. However,
this approach is most accurate in terms of approximating the steady-state solution of the
di�usion equation. Starting from the initial state, one successively calculates the particle
densities of all grid points for each consecutive timestep by the help of a set of boundary
conditions. At all times the boundary conditions,

Ni(R, zmax, p) = Ni(R,−zmax, p) = Ni(Rmax, z, p) = 0, (2.2)

with Rmax and zmax being the radial size of the galaxy and the height of the galactic halo
from the galactic plane, apply[167]. The particle density of a grid point, j, at t + ∆t can
then be approximated from its previous value at t and the particle-density values of the
neighboring points using di�erent updating schemes. The simplest is the so-called explicit

33



2. Modeling of the Galactic Propagation of Cosmic Rays

method and can be written as:

Ni(j, t+∆t) = Ni(j, t)+

(
αj,1Ni(j − 1, t)− αj,2Ni(j, t) + αj,3Ni(j + 1, t)

∆t
+ qi

)
∆t, (2.3)

with αj,1,2,3 being coe�cients which stem from the �nite di�erentiation of the various terms
of the di�usion equation at j. An explicit calculation of the �nite di�erence of the terms
of the di�usion equation and a table of the coe�cients for the di�erent terms can be found
in the galprop explanatory supplement [167].
To reach the steady-state result, this updating procedure has to be repeated until the
particle-density values at all grid points become stable and do only marginally change
with each successive timestep. A typical criterion to quantify the stability and accuracy
of the obtained result is to compute the timescale, Ni(~r,p,t)/∂Ni(~r,p,t)/∂t , and require it to
be much larger than the typical timescales of the included processes and the evolution
time of the updating procedure. If the result is stable, the calculated timescale can be
orders of magnitude larger than the evolved timespan or even reach machine in�nity. Al-
though this method is computationally simple and gives an accurate approximation of the
solution of the di�usion equation, an enlargement of ∆t to speed up the evolution and to
reduce the required number of iterations until the steady-state is reached is not possible
as the result becomes unstable if the timesteps are larger than the smallest timescale of
included processes. Thus, the method must remain very slow, which makes the method
for most applications that require many evaluations of the steady-state particle density
not applicable, like it is, for example, in �tting procedures. To overcome this drawback,
a method is required that can be sped up by allowing larger ∆t�of course at the cost of
accuracy�without losing the stability of the numerical result. This can be achieved by
the so-called implicit method: The particle-density values on the grid points are updated
in each new timestep using the neighboring values evaluated also at t + ∆t, which is in
contrast to the explicit method where the values of the neighboring points at t are used.
The corresponding calculation scheme for the particle densities at t+ ∆t is then given as

Ni(j, t+ ∆t) = Ni(j, t)+(
αj,1Ni(j − 1, t+ ∆t)− αj,2Ni(j, t+ ∆t) + αj,3Ni(j + 1, t+ ∆t)

∆t
+ qi

)
∆t. (2.4)

Unlike as for the explicit method, the terms of the neighboring points are all unknown and
cannot straightforwardly be calculated sequentially. Instead, this leads to a (Nj − 1) ×
(Nj − 1)-dimensional coupled system of linear equations, with Nj being the number of
grid points per dimension, j ∈ [R, z, p], which has to be solved for each timestep [168].
The solution of the system of linear equations can be obtained by using standard matrix-
formalism-based methods [169, 170]. Although the implicit method is computationally
more complex than the explicit method, it is stable also for larger timesteps and in turn
reduces the number of iterations required until the steady state is reached. Overall, it
reduces the total computing time. Unfortunately, larger timesteps reduce the accuracy of
the obtained solution and the accuracy of the implicit method depends on �rst order on
∆t [167].
To increase the accuracy with respect to the implicit method, galprop uses the so-called
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Crank-Nicolson method [171], which uses an averaged value calculated from the explicit
and implicit method. The calculation of the particle densities for each timestep can be
written as:

Ni(j, t+ ∆t) = Ni(j, t)+(
αj,1Ni(j − 1, t+ ∆t)− αj,2Ni(j, t+ ∆t) + αj,3Ni(j + 1, t+ ∆t)

2∆t
+

αj,1Ni(j − 1, t)− αj,2Ni(j, t) + αj,3Ni(j + 1, t)

2∆t
+ qi

)
∆t. (2.5)

Similar to the implicit method, the Crank-Nicolson method is numerically stable for all
∆t, but the accuracy of the result is of second order in ∆t, allowing for larger timesteps
or a more accurate result for a �xed timestep compared to the implicit method [167]. The
Crank-Nicolson method, however, is generally only applicable in one-dimensional prob-
lems, while our application requires three dimensions (two spatial and one momentum
dimension). To adapt it to the multi-dimensional case, the calculation scheme is in turn
applied on the di�erent dimensions sequentially for each timestep. In each call, only the
corresponding partial derivatives of the operators on the current turn's dimension are used.
Although this dimensional splitting is mathematically not unconditionally stable and ne-
glects some of the higher-order correlations between the dimensions, it was found that it
returns an accurate solution for small-enough grid spacing [100]. However, the stability
and accuracy for a given grid and ∆t has to be tested and validated beforehand by com-
paring the results between di�erent settings.
As an additional feature to speed up the �nding of the steady-state solution, the Crank-
Nicolson method implemented in galprop does not use a single, �xed value of ∆t but
starts with a large ∆t for several steps before reducing ∆t to a smaller value. This is
repeated several times during the calculation. The successive shrinking of ∆t adapts the
results gradually to include the short-term variations by the processes with small timescales
in an accelerated way. The reduction factor of ∆t and the number of repetitions per ∆t
have to be tuned to reach an accurate and stable solution.

To model the cosmic-ray �ux for all particle species, the described adapted-Crank-Nicolson
method is applied to all ion species sequentially from heavy to light ions to incorporate the
fragmentation of heavier ions as a source term in the di�usion equation for the lighter ions.
The local interstellar particle density at the position of the solar system in the galaxy can
then be retrieved from the found steady-state solution at the grid point corresponding to
R = R0 and z = 0 kpc.
As discussed, the characteristics of the grids in space and momentum together with the
setting of ∆t used in the Crank-Nicolson method are important settings that need to
be correctly set to obtain an accurate particle-�ux for a given propagation model. Al-
though the usage of the explicit method or the usage of very narrow grid spacing and small
timesteps would in general give the best accuracy, the calculation speed would hinder to
use galprop in �tting procedures, as such �ts require a great number of evaluations of
the steady-state particle �ux during the tuning of the parameters. Typical numbers of
evaluations of the di�usion equation found in literature for such use cases are on the order
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of 2× 105 to 3× 106[158]. The computing time for a single evaluation of the steady-state
particle density depends strongly on the used settings of the grid parameters and the set-
tings of the Crank-Nicolson algorithm and can vary between a few seconds to a few hours
on a single CPU. For the longest evaluation times, the total required computational time
of a full �t would thereby often exceed the available capacities and an trade-o� between
numerical accuracy and runtime has to be found. Especially in the light of recent cosmic-
ray measurements from long-term experiments, which reach statistical precision on the
order of 1 % or less, the settings have to be validated so that the accuracy of the numerical
solution is compatible or better than the experimental uncertainties because otherwise no
meaningful constraints on the �t parameters can be obtained.
In the following section I describe the investigation of the in�uence of some of the most
important settings of the numerical-solution method of galprop on the accuracy of the
produced particle �uxes. The aim is to �nd an optimal setting that allows for an accurate
prediction of the particle �ux at Earth on the level of the experimental uncertainties with
a computational time that still allows for using galprop in parameter-�tting procedures
and to estimate the systematic e�ect of di�erent settings used in existing studies on the
extracted propagation parameters.

2.2 Studies of Solution and Grid Parameters

We aim to assess the in�uence of the di�erent parameters on the accuracy of the obtained
particle �uxes and whether deviations might in�uence the resulting values of propagation
parameters when �tting propagation models to data. To do so, we compare the resulting
particle �uxes from galprop with di�erent solution-and grid-parameter settings with the
results from a benchmark model, which we believe to be most accurate but computation-
ally most costly. We focus on comparing the particle �uxes with the di�erent settings at
Sun's location (R = R0, z = 0 kpc) and in an energy range that is relevant for studies
that compare to AMS-02 and Voyager data, namely between around 1× 10−1 GeV/n and
1× 103 GeV/n. We start with investigating the solution parameters of the explicit method
and the accelerated Crank-Nicolson method. After this, we analyze the in�uence of di�er-
ent settings for the grids of the spatial and momentum dimensions.
For the study we need to �x the parameters of propagation and injection such that we can
test the di�erent con�gurations of the solution and grid parameters on a realistic setup
of the galaxy and the propagation. Therefore, we use the propagation parameters and
injection spectra obtained by the �tting procedure from Boschini et al. [163]. Compared to
other studies, Boschini et al. used relatively elaborate settings, which we believe to result
in an accurate representation of the solution of the di�usion equation. The yielded cosmic-
ray �uxes in their model agree well with experimental data. In Figure 2.1, exemplarily
the modeled proton �ux using the settings from Boschini et al. is shown and the relative
deviation to the measurement of AMS-02 [172]. As can be seen, the model agrees well with
the measurements, and it deviates from the data points less than 5 % over the whole mea-
surement range. Another reason for us to use the propagation and injection parameters
from Boschini et al., is that they found a non-zero Alfven velocity and a non-zero galactic
wind velocity, giving non-zero terms for reacceleration and convection. This is important
as some deviations may arise only from speci�c processes during propagation and we want
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Figure 2.1: Comparison of the modeled proton �ux at Earth and the experimental data
from AMS-02 [172]. The propagation model galprop is used together with the parameter
settings of Boschini et al. [163]. Solar modulation is modeled using helmod [154].

to include all relevant processes in our study.
As the computations for the �nest grid settings and the execution of the explicit method re-
quire large computational e�ort, we restrict our analysis of the di�erent settings to protons.
We investigate the primary and secondary component of the proton �ux independently to
learn whether found deviations are more pronounced for primary or secondary cosmic rays.
At the end of the study, we also analyze the in�uence of di�erent settings on other nuclei
which are of particular interest for propagation studies, such as helium, boron, and carbon.
To assess the importance of the found deviations, we also compare their magnitude to the
relative uncertainties of the AMS-02 experimental data and perform an exemplary �t of
the injection parameters for protons to the AMS-02 data with di�erent settings to estimate
the impact of the solution and grid parameters on obtained �t results.

2.2.1 Solution Method and Parameters

2.2.1.1 Explicit Method

We start with an examination of the explicit method and its settings, the total evolution
time, tevol, until the steady-state result is reached, and the minimal required timestep to
be used to cover all small-timescale processes accurately. In initial tests of galprop,
an evolution time of about 1× 108 years and a timestep of 1× 103 years gave stable and
accurate results for most applications at that time [167].
We run galprop with di�erent evolution times between tevol = 5× 107 years and tevol =
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(a) Flux of primary protons.
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(b) Flux of secondary protons.

Figure 2.2: Resulting local interstellar �ux of protons from galprop using the explicit
method with di�erent evolution times and ∆t = 1× 103 years. The �uxes are multiplied
by E2

kin to increase the visibility of the deviations.

1× 109 years with a �xed ∆t = 1× 103 years. We compare the obtained �uxes of primary
and secondary protons from the di�erent runs at Sun's location in the Milky Way, at
R = 8.5 kpc1 and z = 0 kpc. The corresponding settings �le used for this and the following
studies can be found in Appendix A. Figure 2.2 shows the obtained particle �uxes for
the di�erent evolution times and the corresponding relative deviations from the run with
tevol = 1× 109 years. If not otherwise stated, we de�ne the energy-dependent relative
deviation between the obtained �ux from a run with settings, s, and the run with the
benchmark settings, b, which is given as the �rst entry in the corresponding �gure legend,
as

rel. dev ≡ fs(E)− fb(E)

fb(E)
. (2.6)

For both, primary and secondary protons, the �ux changes visibly for t ≤ 1× 108 years
with respect to the runs with longer evolution times. The relative deviations of the �uxes

1
Recent measurements suggest Sun's location at R = 8.2 kpc but all of the considered studies used

R = 8.5 kpc. To ease comparison of our results with the older studies, we also use 8.5 kpc for Sun's location.
By comparing �uxes at di�erent radial locations, we have found that this choice does not in�uence the
found results. Although a di�ering radial location yields a di�erent absolute magnitude for all cosmic-ray
�uxes�without any energy dependence�the normalization procedure of galprop compensates the e�ect.
In galprop, all obtained particle �uxes are normalized such that the proton �ux at 100 GeV at Sun's
location coincides with experimental measurements. A radial shift of Sun's location in the galaxy would
therefore only a�ect this normalization constant.
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(b) Flux of secondary protons.

Figure 2.3: Resulting local interstellar �ux of protons from galprop using the explicit
method with an evolution time of tevol = 1× 109 years and di�erent timesteps. The �uxes
are multiplied by E2

kin to increase the visibility of the deviations.

are larger for secondary protons than for primary protons. This is expected as the sec-
ondary production depends on the primary cosmic-ray �ux, and the secondary �ux thus
can only reach the steady-state after the primary �ux. For evolution times longer or equal
3× 108 years, no deviations are visible and the steady-state �ux seems to be reached. As
the required evolution time is expected to be dependent on the halo size of the galaxy,
we conducted the same analysis with di�erent halo sizes. Most studies so far found the
halo size of our galaxy to be in the range of 3 kpc to 12 kpc [4].2. Within this range, the
required evolution time to reach the steady-state does, however, not change.
To study the dependency of the proton �ux on ∆t, we evolve the particle density for
1× 109 years with di�erent ∆t in the range from 1× 103 years to 5× 104 years. Figure 2.3
shows the di�erent �uxes and relative deviations with respect to the run with the shortest
timesteps, ∆t = 5× 102 years. Again, the deviations are more pronounced for secondary
protons. The deviations are relatively small for most energies, even for the largest tested
timesteps. As the processes with smallest timescale are energy losses, we expect the devia-
tions to arise from these processes. The relative increase of the particle �ux at high energies
with increasing ∆t, and the decrease at low energies could hint to an under-representation
of energy losses for such large timesteps. Since energy losses of charged cosmic rays scale
with their charge, we expect these deviations to be larger for particles with higher charge.

2
We use the term 'halo size' as a synonym for zh The total size of the galactic halo is twice the halo

size, zh.
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To obtain the minimal required ∆t also for higher-charged ions, we conduct the same
study with a medium and a highly charged ion, silicon-28 (Z = 14) and iron-56 (Z = 26).
The found relative deviations are similar to the deviations of the protons, and no smaller
timesteps are required to describe higher charged particles accurately as well.
In summary, we con�rm the �ndings from Strong et al. [167], and yield an accurate rep-
resentation of the steady-state solution of the di�usion equation with the explicit method
already for tevol ≥ 3× 108 years and ∆t ≤ 1× 103 years.
The runtime of the explicit method with such settings, however, is around 7× 103 s for
each ion type on a modern Intel i9-10900K processor with 3.7 GHz and parallelization
on up to 12 threads. This long execution time makes the explicit method not usable for
most applications in which the whole ion network�with up to 20 or more ion types�has
to be solved successively. Therefore, in most applications the accelerated Crank-Nicolson
solution method is used instead.

2.2.1.2 Accelerated Crank-Nicolson Method

We compare the accuracy of the accelerated Crank-Nicolson to the accurate solution found
by the explicit method for di�erent settings of the time-reduction factor, f∆t, and the
number of repetitions per timestep, n∆t. For each time-step reduction, the previous ∆t is
multiplied by f∆t and the new ∆t is applied n∆t times before the next reduction step.
We test di�erent combinations of f∆t and n∆t, which result in di�erent execution times,
and compare their results to the accurate result found by the explicit method. Figure 2.4
shows selected results of the tested combinations with respect to the result of the explicit
method with tevol = 1× 109 years and ∆t = 1× 103 years. For small timestep-reduction
factors and large number of iterations per timestep, the accelerated Crank-Nicolson method
gives very accurate results. For f∆t = 0.95 and n∆t = 100 the maximum deviation from
the result obtained by the explicit method is smaller than 4× 10−3 although the execution
time is about 160 times shorter. Smaller values for f∆t and n∆t decrease the execution time
further but at the cost of larger deviations from the numerically accurate solution. Settings
which have been employed in published studies are 0.25 ≤ f∆t ≤ 0.75 and 20 ≤ n∆t ≤ 30,
which result in deviations from the accurate solution of up to 5 % for the total proton �ux
within the energy range covered by the AMS-02 experiment. As this deviation is already
larger than the experimental uncertainties from AMS-02, this systematic uncertainty is
non-negligible when comparing the predictions from galprop with experimental results.

2.2.2 Space and Momentum Grids

In most studies, the particle density is evaluated for each timestep on a three-dimensional
grid in galprop, two spatial dimensions, R and z, and one momentum dimension. Com-
monly the range and grid-point density of the momentum dimension is set via an energy-
per-nucleon grid, and the values are transformed within galprop. We investigate the
in�uence of the grid sizes of the di�erent dimensions independently. For the spatial di-
mensions, the parameters of interest are the spatial density of the grid points. For the
energy-per-nucleon grid the density of the grid points and additionally the minimum and
maximum energy of the grid.
The grid size perpendicular to the galactic plane depends on the galactic halo size and
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Figure 2.4: Resulting local interstellar �ux of protons from galprop using di�erent set-
tings of the accelerated Crank-Nicolson method in comparison to the result of the explicit
method. The �uxes are multiplied by E2

kin to increase the visibility of the deviations.

the distance between two neighboring grid points. To investigate the in�uence of di�erent
grid-point densities, which are de�ned by the distance of two grid points, ∆z (in kpc), we
compare the resulting proton �ux from runs with di�erent ∆z and a �xed total halo size
of 4 kpc with each other. Figure 2.5 shows the corresponding results. The deviations are
mainly visible at small energies for primary protons except for values of ∆z ≥ 1, where
large deviations occur also in the secondary component. However, this setting belongs to
only eight grid points along the z-direction in total, which is clearly to coarse. For grid-
point distances of ∆z = 0.1, the found deviations are below 0.6 %.

The radial extend of the galaxy is more constrained than its halo size and is in most
cosmic-ray studies �xed to 20 kpc [28, 158]. We again compare the results for di�erent
grid-point distances in terms of ∆R evaluated at Sun's location at R = 8.5 kpc. For grids
in which Sun's location does not coincide with a grid point, a linear interpolation of the
�uxes of the two closest neighboring points is used. This approach is the common procedure
in many published studies in which ∆R = 1 kpc are used [28, 158]. Figure 2.6 compares
the resulting proton �uxes for di�erent ∆R settings. For all settings in which the Sun's
location coincides with a grid point�∆R ≤ 0.5 kpc�no signi�cant di�erences are found.
However, for settings that require interpolation, the di�erences are much larger, hinting
to an inaccuracy of the linear interpolation procedure. Although the di�erence is mostly
constant with energy�and the deviations would be absorbed by the normalization proce-
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(b) Flux of secondary protons.

Figure 2.5: Resulting local interstellar �ux of protons from galprop with di�erent grid-
point spacing perpendicular to the galactic plane. The size of the galactic halo is set to
4 kpc. The �uxes are multiplied by E2

kin to increase the visibility of the deviations.

dure of the obtained particle �uxes in galprop�some energy-dependent deviations are
visible. For ∆R = 1.0 kpc, which is used most commonly in studies employing galprop,
these energy-dependent deviations are found to be signi�cant only below 1× 10−1 GeV/n,
not in�uencing most studies that compare the predicted particle �uxes to AMS-02 data.

The energy grid has three parameters that need to be set: The maximum energy per nu-
cleon, Emax, the minimum energy per nucleon, Emin, and a factor, f∆E , that de�nes the
point density within the grid. The neighboring grid points of the energy grid are related to
each other by Ei = Ei−1 ·f∆E , starting from Ei=0 = Emin. In most applications, the energy
range between 1× 10−2 GeV/n and 1× 103 GeV/n are of interest�the energy range cov-
ered by the particle detectors on the Voyager probes and the AMS-02 experiment, requiring
the energy grid to be at least to cover this range. However, setting the energy boundaries
just outside the range of energies one is interested in is not enough due to the kinematics
of secondary production and di�usive reacceleration, as we will see in the following.
Choosing Emax just above the maximum energy that one is interested in, in�uences the
spectra of secondary particles at lower energies, as the produced secondary particles from
fragmentation or inelastic processes are often less energetic as the initial particle. The
missing source term from the higher-energetic collisions can reduce the secondary par-
ticle �ux over a large range of energies. To quantify this e�ect, we varied Emax be-
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Figure 2.6: Resulting local interstellar �ux of protons from galprop with di�erent grid-
point spacing in radial direction. The radial size of the galaxy is set to 20 kpc. The �uxes
are multiplied by E2

kin to increase the visibility of the deviations.

tween 1× 103 GeV/n and 1× 106 GeV/n and investigated the relative changes of the
secondary proton and additionally the antiproton �ux. Figure 2.7 shows the secondary
proton and antiproton �uxes and their relative deviations with respect to the run with
Emax = 1× 106 GeV/n within our energy range of interest. Although the primary proton
�ux is not altered within this shown range, the secondary particle �uxes are. This e�ect
is especially large for antiprotons as they are created in high-energetic collisions, and the
creation of very fast antiprotons requires even faster projectiles. In order to not alter the
secondary particle �uxes signi�cantly within the energy range up to 1× 103 GeV/n, we
�nd that Emax ≥ 1× 108 GeV/n is required.
For Emin we perform a similar study. We vary the lowest energy-grid point between
1× 10−1 MeV/n and 100 MeV/n3 and investigate the changes of the primary and sec-
ondary proton �ux. The results are shown in Figure 2.8. Although nearly no deviations
are visible for the runs with Emin ≤ 10 MeV, large deviations, even above 1 GeV, occur for
larger Emin. The corresponding �uxes are reduced with respect to the runs with smaller
Emin. This e�ect can be attributed to the process of reacceleration. For small Emin, more
low-energy particles are propagated and can be re-accelerated during the di�usion through
the galaxy, while for large values of Emin, these particles are not injected and propagated
at all. When changing Emin between 10 MeV/n and 0.1 MeV/n, no further changes are

3
Althought 50 MeV/n and 100 MeV/n are already within the measurement range of Voyager, we show

these values to emphasize the modi�cation of the particle �uxes for such large values of Emin at even larger
energies.
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(b) Flux of secondary antiprotons.

Figure 2.7: Resulting local interstellar �ux of protons and antiprotons stemming from
proton interactions on interstellar material from galprop with di�erent settings of Emax

and their relative deviations within the energy range covered by Voyager and AMS-02.
For the antiproton production cross section, the parameterization by Tan et al. [173] is
used (see Chapter 3 for more details on cosmic antiproton production). The �uxes are
multiplied by E2

kin to increase the visibility of the deviations.

visible, indicating that particles below around 10 MeV/n are not re-accelerated e�ciently
anymore due to their high relative energy losses from ionization and Coulomb scattering.
Therefore, Emin should be chosen smaller than approximately 10 MeV/n, even in appli-
cations that are focused only on an energy range above 1 GeV/n. For models without
di�usive reacceleration, we �nd no dependence of the resulting particle �uxes on Emin.
The third parameter to set for the energy grid is f∆E . From its de�nition, it follows that
f∆E > 1. It must be chosen appropriately to the experimental dataset that one wants
to compare the galprop output to: depending on the binning of the measured energy-
di�erential particle �ux of the experiment, the result from galprop requires an additional
interpolation to be compared to the experimental data. The larger the grid-point spacing
used in the galprop run, the larger potential systematic errors due to the interpolation
become. In Figure 2.9, we show the proton �uxes for di�erent values of f∆E and compare
them to a grid with smallest grid-point spacing, f∆E = 1.01, which has in total 230 grid
points per decade of energy. For the calculation of the relative deviations, all other �uxes
are interpolated to the grid point values from the grid with f∆E = 1.01 using a so-called
lin-log interpolation, meaning a linear interpolation of the �ux values on logarithmic en-
ergies. This is a standard approach for exponential-like functions and employed in many
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Figure 2.8: Resulting local interstellar �ux of protons from galprop with di�erent Emin.
The �uxes are multiplied by E2

kin to increase the visibility of the deviations.

cosmic-ray related computer programs including galprop and helmod [166]. For large
values of f∆E , the e�ect of this interpolation is clearly visible in forms of small, peaking
structures in the �gure of the relative deviation. Such artifacts arise due to the mismatch
of the interpolation function, which is based on an exponential, and the true, underlying
function of the particle �ux, which is more power-law like. In order to get rid of these ar-
tifacts, one could use a more suited interpolation function or reduce the distance between
neighboring grid points. Additionally, large deviations are visible at the boarders of the
energy grid due to boundary e�ects, which can be migrated by extending the grid. For
secondary protons however, an additional large deviation that peaks at an energy of about
10 GeV/n is noticeable. This deviation is found to be independent of Emax.
We notice that the deviations stemming from a too large energy-grid density are compara-
bly large with respect to the other found deviations from other grid parameters, and that
even for small values of f∆E ≈ 1.2 signi�cant. An appropriate choice of this parameter is
thus inevitable.

2.2.3 Systematic Errors from the Solution Settings

As we have seen, several of the grid and solution parameters strongly in�uence the accuracy
of the obtained solution and alter the resulting cosmic-ray �ux for primary and secondary
particles. Since it is not possible in most applications to simply use the �nest and most
accurate settings due to the large computational e�ort, we need to quantify the deviations
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Figure 2.9: Resulting local interstellar �ux of protons from galprop with di�erent energy-
grid densities. The �uxes are multiplied by E2

kin to increase the visibility of the deviations.

made for a given set of settings and assign them as systematic uncertainties that have
to be taken into account when drawing conclusions from studies using galprop. To as-
sess the systematic uncertainties from the selected grid and solution settings in published
studies, we compare the modeled �uxes from the settings used in the studies with the
solution of one of our investigated benchmark settings that obtains an accurate solution
of the di�usion equation. Additionally, we aim to quantify how these deviations in�uence
obtained physical parameters of cosmic-ray production and propagation in �tting proce-
dures. Therefore, we perform a simpli�ed �t of the injection parameters for protons using
the AMS-02 proton-�ux measurement with di�erent solution and grid-parameter settings
and compare the obtained parameters.
In Table 2.1 we list the employed settings of selected studies that we aim to compare. Beside
the two recent studies in which the propagation and injection parameters were extracted
using galprop from Boschini et al. [163] and Korsmeier et al. [158, 165], we also compare
the settings used in a recent study of the cosmic-ray antideuteron �ux by D. Coral [174],
and the default values of the galprop webrun, which allows to run galprop over the
internet [175]. We calculate the deviations of the particle �uxes obtained with the di�erent
settings with respect to the solution from a run with speci�cally �ne grids and solution
parameters, which we tested to obtain an accurate steady-state solution. We label the run
with those settings as the benchmark model and list the corresponding settings also in
Table 2.1. Figure 2.10 shows the obtained proton �uxes for identical propagation and
injection parameters�as given in Appendix A�and the relative deviations from the �uxes

46



2.2. STUDIES OF SOLUTION AND GRID PARAMETERS

Reference solution settings spatial-grid settings energy-grid settings

Boschini ∆tmax = 1× 108 years ∆z = 0.1 kpc Emin = 1× 10−3 GeV/n

et al. [157, 163] ∆tmin = 1× 102 years ∆R = 1.0 kpc Emax = 1× 105 GeV/n

f∆t = 0.75 f∆E = 1.07

n∆t = 100

Korsmeier ∆tmax = 1× 109 years ∆z = 0.1 kpc Emin = 1× 10−3 GeV/n

et al. [164, 165] ∆tmin = 1× 102 years ∆R = 1.0 kpc Emax = 1× 104 GeV/n

f∆t = 0.50 f∆E = 1.30

n∆t = 20

Coral [174] ∆tmax = 1× 109 years ∆z = 0.1 kpc Emin = 1× 10−1 GeV/n

∆tmin = 1× 102 years ∆R = 1.0 kpc Emax = 1× 106 GeV/n

f∆t = 0.25 f∆E = 1.36

n∆t = 20

galprop ∆tmax = 1× 109 years ∆z = 0.1 kpc Emin = 1× 10−2 GeV/n

Webrun [175] ∆tmin = 1× 102 years ∆R = 1.0 kpc Emax = 1× 104 GeV/n

f∆t = 0.25 f∆E = 1.30

n∆t = 20

benchmark ∆tmax = 1× 109 years ∆z = 0.1 kpc Emin = 1× 10−3 GeV/n

∆tmin = 1× 102 years ∆R = 1.0 kpc† Emax = 1× 105 GeV/n

f∆t = 0.95 f∆E = 1.01

n∆t = 100

Table 2.1: Di�erent settings used in various studies employing galprop. Settings that are
not published in the speci�ed reference have been obtained by private communication with
the corresponding author. † Although this setting of ∆R requires interpolation to extract
the local interstellar �ux at Sun's location at R0 = 8.5 kpc, which is used in all other
models, we use this value for consistency of galprop's internal normalization throughout
the comparison of the models.

obtained by the benchmark model. In order to compare the magnitude of the found relative
deviations with the relative experimental uncertainties from AMS-02, Figure 2.12 shows the
resulting particle �uxes after solar modulation using the helmod solar-modulation model
together with the relative uncertainties of the AMS-02 experiment for the corresponding
�ux measurement as a grey band. In addition to protons, we show also the cosmic-ray
helium �ux, the antiproton �ux, and the boron-to-carbon �ux ratio, which is an important
observable used to constrain several propagation parameters. Especially for protons and
helium, for which the relative measurement uncertainties are small, the deviations from nu-
merical inaccuracies due to the employed settings in most studies exceed the experimental
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Figure 2.10: Resulting local interstellar �ux of protons from galprop with di�erent set-
tings of the solution and grid parameters used in literature, listed in Table 2.1. The �uxes
are multiplied by E2

kin to increase the visibility of the deviations.

uncertainties by far, meaning that obtained propagation and injection parameter based for
the modeled proton and helium �uxes might su�er from a large systematic error. Due to
the larger measurement uncertainties, the relative e�ect on the modeled boron-to-carbon
ratio and the antiproton �ux is not as severe. For antiprotons, all models obtain a �ux
that coincides within 10 % with the accurate solution of the di�usion equation, which is
comparable to the current experimental uncertainties from AMS-02.

In order to illustrate a possible e�ect of the numerical settings on obtained parameters
from a �t of the propagation model to cosmic-ray data, we perform a simpli�ed �t to the
AMS-02 experimental data with a unique propagation model but di�erent grid and solution
settings and compare the obtained parameters by the �t. Instead of �tting all propagation
and injection parameter, we use only selected injection parameters as free parameters and
�x all propagation parameters beforehand to the values obtained by Boschini et al. [163].
The parameters used for this study are again the ones listed in Appendix A.
In Boschini et al. [163], the proton-injection spectrum is modeled as a broken power law
with four breaks, as

Qp(R) =

(
R

R0

)−γ0 3∏

i=0


1 +

(
R

Ri

) γi−γi+1
si



si

, (2.7)
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Figure 2.11: Fit results for the proton-injection parameters for di�erent solution and grid
parameters obtained from a �t to the AMS-02 proton-�ux data [172]. The result of the
numerically accurate benchmark model is shown as a grey band.

with γi=0−4 being the spectral indices, Ri=0−3 the rigidities of the spectral breaks, and
si=0−3 smoothing parameters for each break. As we expect the positions of the breaks to
be similar to the best-�t values in [163], we expect the lowest and highest break position
outside of the AMS-02 measurement range and we therefore �x the following parameters
additionally beforehand to the best-�t values of [163]: γ0 = 2.24, R0 = 0.95 GV, s0 = 0.29,
γ3 = 2.19, R3 = 16.0× 103 GV, s3 = 0.09, and γ4 = 2.37. Additionally to the remaining
injection parameters, also the �ux normalization parameter, fnorm, which gives the �ux
of protons at Ekin = 1× 102 GeV at Sun's location in the galaxy, is treated as a free
parameter.
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B/C ratio is shown as a function of rigidity.
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(d) Flux of antiprotons.

Figure 2.12: Resulting local interstellar �ux of protons from galprop with di�erent set-
tings of the solution and grid parameters used in literature, listed in Table 2.1. For compar-
ison, the relative uncertainties of the AMS-02 measurements are shown [172]. The �uxes
are multiplied by E2

kin to increase the visibility of the deviations.
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best-�t value

parameter prior range Benchmark Boschini Korsmeier Coral [174] galprop

model et al. [157, 163] et al. [164, 165] Webrun [175]

fnorm(×10−9) [4− 5] 4.41± 0.01 4.41± 0.01 4.37± 0.01 4.37± 0.01 4.38± 0.01

γ1 [1.3− 2.3] 1.85± 0.01 1.85± 0.01 1.86± 0.01 2.07± 0.01 1.86± 0.01

R1(×103) MV [4− 20] 8.05± 0.28 8.28± 0.29 9.49± 0.30 13.51± 0.39 9.31± 0.29

s1 [0.01− 0.3] 0.18± 0.03 0.17± 0.03 0.14± 0.02 0.05± 0.03 0.14± 0.03

γ2 [2.0− 3.0] 2.45± 0.01 2.45± 0.01 2.43± 0.01 2.42± 0.01 2.44± 0.01

R2(×103) MV [200− 600] 365± 35 366± 31 374± 40 376± 42 373± 39

s2 [0.01− 0.2] 0.10± 0.03 0.09± 0.03 0.07± 0.02 0.07± 0.03 0.08± 0.03

Table 2.2: Prior ranges and obtained best-�t values for the di�erent injection-spectrum parameters for the di�erent grid and solution-
method settings in galprop.
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2. Modeling of the Galactic Propagation of Cosmic Rays

The free parameters and their prior ranges are summarized in Table 2.2 together with the
�t results for the di�erent numerical settings.
We perform the �t using the Bayesian-inference framework Ultranest [176]. Given the
likelihood, Ultranest explores the multidimensional parameter space using the nested-
sampling Monte-Carlo algorithm, MLFriends [177, 178], and returns the marginalized
posterior-probability distributions for each parameter, the covariance matrix and samples
distributed according to the posterior-probability distribution. Additionally it calculates
the maximum likelihood found during the �t procedure and the Bayesian evidence that can
be used for model comparison [176]. For each call of the likelihood, a numerical evaluation
of the proton �ux at Sun's location using galprop is performed and the resulting �ux
is solar modulated using the helmod model. The corresponding logarithmic likelihood
is de�ned as the sum of the logarithmic likelihood for each data point of the AMS-02
measurement of the proton �ux [172], i, and is given as

lnL = −1

2

∑

i

(
fi − µi
σi

)2

, (2.8)

with fi being the predicted particle �ux from galprop for data point, i, and µi and σi
the mean and uncertainty of the measured �ux for i. Figure 2.11 shows the marginalized
mean values and central-68 % intervals obtained for the parameters for the di�erent �ts.
As expected, the injection parameters at low energy are most a�ected by changes of the
solution and grid settings. We �nd that the systematic deviations of the obtained parame-
ters between the di�erent settings are up to 20-times larger than the �t uncertainties of the
parameters stemming from the experimental uncertainties, posing a large systematic bias
on the resulting values of the parameters. From our previous investigations of the di�erent
e�ects from the di�erent settings, we can assign most of the deviations to originate from
the di�erent energy-grid settings.
The found deviations due to the settings of the grid and solution parameters therefore con-
tribute to the di�ering parameter values obtained by di�erent studies. The settings used
by Boschini et al [163] obtain the most accurate results from the analyzed studies, and
in our simpli�ed �tting procedure these settings do not show signi�cant deviations with
respect to the numerically accurate solution. However, the computational e�ort of these
settings is already around 10 to 20-times larger compared to the settings employed in the
other studies and already requires a large computational e�ort for the �tting procedure.
For the usage of the propagation model to predict the created secondary antiproton �ux for
di�erent production models, the numerical accuracy of the settings of Boschini et al. [163]
is found to be su�cient, as the deviation of the antiproton �ux is found to be smaller
than the relative uncertainties of the current antiproton �ux measurements. However,
with increasing precision of upcoming experiments or longer measurement times of exist-
ing experiments, the systematic deviation of the numerical solution might also become a
signi�cant source of uncertainty for other particle species as well. Therefore, it is essen-
tial for upcoming studies to adapt the solution and grid settings such, that the numerical
accuracy is not biasing the intended results.
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2.3 A Propagation Model for Galactic Antiprotons

As we have seen, recent propagation models employ not only di�erent parameterizations of
the various processes involved in the propagation of cosmic rays, but use also di�erent set-
tings for the numerical solution of the di�usion equation of cosmic-ray transport to obtain
the expected particle �uxes at Sun's location in the Milky Way. Although these studies
obtain well-matching solar-modulated particle �uxes for the particle types they are �tted
to, the modeled local interstellar �uxes and the �uxes of particles not included in the �t
might di�er.
However, we need to select a propagation scheme to study the in�uence of the production
model of antiprotons on the cosmic-ray antiproton �ux in the next chapter. As already
discussed in the beginning of this chapter, the scheme by Boschini et al. [163] and Ko-
rsmeier et al. [164, 158] are promising models for this task. Although both are in similar
good agreement with the experimental data of AMS-02, the models have some distinct
features: They use di�erent methods to model the e�ect of solar-modulation, which leads
to di�erent local interstellar particle �uxes at low rigidities to obtain the same modulated
�ux and to be consistent with AMS-02 measurements. In addition, the injection spectra
and some other propagation processes are also parameterized di�erently. These di�erences
might also lead to a di�erent local interstellar antiproton yield even for an equal production
of antiprotons in the galaxy.
The factors that determine the modeled secondary antiproton �ux at Earth are the galac-
tic �ux of protons and helium at energies above approximately 10 GeV/n, as they are
the most abundant projectile particles that create antiprotons in interactions with the in-
terstellar material; the propagation parameters, which determine the amount of material
the protons and helium nuclei traverse during their con�nement in the galaxy and in�u-
ence the spectrum of the produced antiprotons during the propagation to Earth; and the
antiproton-production cross section. While the latter has to be determined from measure-
ments of antiproton production at accelerator-based experiment, the �rst two factors are
determined by the selection of the propagation model.
The deviation of the local interstellar �uxes of the projectile particles, protons and helium,
for the propagation model from Boschini et al. [163] and Korsmeier et al. [164, 158] are
shown in Figure 2.13 and represent the spectra of the projectile particles in the galaxy.
Although the modeled �uxes coincide for most of the energy range that is covered by the
AMS-02 experiment�which we expect as both models are tuned to reproduce the AMS-
02 experimental data and coincide equally well�some deviations arise for energies below
10 GeV/n and above 1× 103 GeV/n. The di�erence at low energies stems from the di�erent
models of solar modulation. As both obtain a coinciding solar-modulated particle �ux in
agreement with AMS-02 data, the local interstellar particle �ux has to compensate di�er-
ences of the modulation model. The increasing di�erence for energies above 1× 103 GeV/n,
which is above the energy range covered by AMS-02, stems from the extrapolation of the
�tted spectra. As experimental data above the energy range of AMS-02 is less precise,
both models are still consistent with data from experiments at higher energies [163, 164].
The model from Boschini et al. yields a higher proton and helium �ux for energies above
the AMS-02 measurement range than the model by Korsmeier et al..
The di�erences of the energy spectra of the projectile particles are expected to be visible
also in the modeled antiproton spectra. To quantitatively compare the in�uence of the
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Figure 2.13: Comparison of the local interstellar �ux of protons and helium from the
propagation model of Boschini et al. [163] and the model of Korsmeier et al. [164, 158].
The �uxes are multiplied by E2

kin to increase the visibility of the deviations.

di�erent projectile spectra and the di�erent propagation of the created antiprotons, we
show the propagated local interstellar antiproton �ux for an identical production model of
antiprotons by Tan et al. [173] in Figure 2.14. Due to the identical antiproton production
cross section used, the obtained di�erence of the antiproton �ux must stem solely from the
di�erence of the projectile spectra and the propagation of the antiprotons. As expected
due to the lower proton and helium yield at large energies, the antiproton yield for the
propagation model from Korsmeier et al. [164, 158] is lower than the obtained antiproton
�ux from the model by Boschini et al. [164, 158] at antiproton energies above approximately
1× 102 GeV/n. At lower energies, the yield obtained by the Korsmeier model, however,
exceeds the antiproton �ux obtained by the Boschini model by up to 50 %, which stems
from a di�erent propagation of the antiprotons in the galaxy.
The extracted di�erence of the obtained local interstellar antiproton �ux for these two
state-of-the-art propagation models can be used as a rough estimate of the current model
uncertainties of propagation in the galaxy on the �ux of cosmic antiprotons. Above around
10 GeV, the model uncertainty is on the order of 25 %; below, even up to 50 %. The much
larger deviation at low energy arises from the large uncertainty of the solar-modulation
process and hinders a better constrain of the propagation processes in the galaxy for low-
energy particles. In order to reduce the model uncertainties in the region of a few GeV,
the e�ect of solar modulation has to be modeled as precisely as possible to resolve any
ambiguities.
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Figure 2.14: Comparison of the local interstellar antiproton �ux obtained by the prop-
agation model of Boschini et al. [163] and the the propagation model of Korsmeier et
al. [164, 158] with an identical antiproton-production model. Here, exemplarily the model
from Tan et al. [173] is used. The �uxes are multiplied by E2

kin to increase the visibility of
the deviations.

So far, we have investigated the uncertainty of the propagation model on the modeling
of the �ux of cosmic antiprotons. In the following chapter, I present the model uncer-
tainty stemming from the antiproton-production model. I discuss the agreement of cur-
rent antiproton-production models with data from accelerator-based experiments, and I
compare the modeled antiproton �ux for di�erent production models using an identical
propagation scheme. For this task, the introduced propagation scheme from Boschini et
al. is used [163], which is not tuned to a speci�c antiproton-production model. Therefore,
the antiproton �ux at Earth for this particular propagation model for di�erent choices of
the antiproton-production cross section can be predicted and the obtained antiproton �ux
at Earth can be compared to the measurement of AMS-02.
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Chapter 3

Antiprotons from Cosmic-Ray

Interactions

In the current standard model of the production of cosmic-rays, antiprotons are believed
to be produced solely by interactions of nuclei with interstellar matter. Antiprotons are
the antiparticles of protons and hence the lightest antinuclei. They consist of two up
antiquarks and one down antiquark as valence quarks and have an electric net charge of
Z = −e [21]. Antiprotons undergo the same physical processes as protons and their propa-
gation is very similar. However, due to their conjugate charge they behave di�erently than
protons within the heliosphere (c.f. Section 1.3.1). During the propagation in the galaxy,
antiprotons can additionally also annihilate with nuclei of the interstellar matter. In this
process, the antiproton is absorbed. The probability for an annihilation process to happen
increases inversely with decreasing antiproton velocity and becomes signi�cant for kinetic
energies of the antiproton below 300 GeV [21, 179].1 Experimentally, this inelastic process
is well constrained and is included in galprop [91].
In the following sections, I describe the production mechanisms for antiprotons in colli-
sions of cosmic-ray particles with the interstellar matter in more detail: �rst, the underlying
inelastic-scattering processes that are driven by the strong interaction and that lead to the
emergence of antiprotons. I discuss di�erent models that describe the production rate
and spectral distribution of antiprotons in collisions relevant for galactic production of
antiprotons. I compare the antiproton production modeled by phenomenological parame-
terizations and Monte-Carlo event generators and study their agreement with experimental
data. The predicted antiproton �uxes by the di�erent models are compared and the un-
certainties of the prediction stemming from the limited knowledge of the production cross
section are investigated. Based on these results, I estimate the cosmic antiproton �ux at
Earth and discuss its agreement with the antiproton-�ux measurement from AMS-02. I
close the chapter by brie�y discussing the implications of the found results on the prediction
of the �ux of heavier cosmic antinuclei, such as antideuterons.

1
For more details on the annihilation process, I refer the reader to the Master's thesis of the author [180].
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3.1 Inclusive Antiproton Production

Because of the composition of cosmic rays and the interstellar matter, the most abundant
collisions in our galaxy are proton-proton (p-p), proton-helium (p-He), helium-proton (He-
p), and helium-helium (He-He) collisions. In this notation, the �rst particle name indicates
the fast cosmic-ray particle, i.e. the projectile particle, the second particle indicates the
particle of the interstellar material, i.e. the target particle, which in the galactic frame
is approximately at rest. The above described collision systems contribute to more than
90 % of the antiproton production in the galaxy, as we discuss later in Section 3.4 [181].
Due to baryon-number conservation, antiprotons can be created only if the collision energy
is large enough to either directly produce a proton-antiproton pair or to produce some other
baryon-antibaryon pair, where the latter then decays into an antiproton [182]. At the colli-
sion energies relevant for antiproton production, a nucleus-nucleus collision is dominated by
single nucleon-nucleon interactions. In these interactions, the center-of-momentum energy,√
sNN , hence has to larger than 4mp , with mp being the rest mass of the (anti)proton.

As the target particle is approximately at rest, the collision has a �xed-target kinematics
in the galactic frame, and the minimal kinetic energy per nucleon of the projectile particle
has to surpass Ekin ≈ 5.7 GeV/n to reach the required collision energy.
The inclusive production rate of antiprotons in reactions of the form A + B → p + X,
where A is one of the projectile nuclei, B is one of the target nuclei, and X represents
the other produced particles, is given by the inclusive, di�erential antiproton-production
cross section. This cross section quanti�es the probability with which antiprotons with a
certain three-momentum are produced in an interaction. The di�erential cross section is
independent of the interaction rate and can be related to the antiproton-production rate
as

dσA+B→p+X

d3pp

=
1

ΦA

dNp

d3pp dt
, (3.1)

with ΦA being the �ux of the incoming projectile particles, dNp / dt the production rate
of antiprotons, and d3pp the in�nitesimal phase-space-volume element of the produced
antiprotons [182]. The inclusive cross section is determined by the underlying physical
processes of the collision and is obtained by summing all contributing sub-processes in
which the �nal state of the reaction contains an antiproton.
Independently of whether the antiproton is produced directly in the collision or shortly
after, as a decay product of a heavier antibaryon which was produced in the collision, the
nucleon-nucleon interaction and the particle production therein is dominated by the strong
force and can be described theoretically by quantum chromodynamics (QCD).

QCD is a quantum �eld theory, in which hadrons consists of quarks that are bound by
gluons, which are the force carriers. The fact that the gluons also carry the charges of the
strong interaction (color charges), leads to the e�ect of con�nement of particles carrying
color charge into hadrons [183]. Neither free quarks nor free gluons are observed in nature.
In a simpli�ed picture, the dependence of the potential energy between two opposite color
charges and their distance, r, or equivalently on the inverse of the squared 4-momentum

57



3. Antiprotons from Cosmic-Ray Interactions

transfer between them, 1/Q2, has the form

V (r) ∝ − 1

3π
g2
s(r)

1

r
+ kr, (3.2)

where the �rst term is a Coulomb-like term that decreases with distance and corresponds
to a one-gluon exchange; the factor gs is the strong interaction coupling constant, which
itself depends on r (resp. on Q2) and becomes large at large distances (low Q2) and small
for small distances (large Q2); and the second second term is the con�nement term, which
increases linearly with distance, with k being the constant of proportionality [67]. This
linearly increasing term leads to the con�nement of quarks and gluons into hadrons. In the
simplest model, the constituent-quark model, hadrons are bound states either of a quark
and an antiquark, which are called mesons, or of three quarks which are called baryons.2

The binding of the quarks is realized by the exchange of soft gluons, meaning gluons
with small Q2 in order to not tear apart the hadron. As in this low-Q2 regime, which is
often referred to as the soft-interaction regime, the strong-coupling constant is large, i.e.
gs(Q

2) � 1, and the method of perturbation theory cannot be applied to calculate these
processes and the resulting binding, called hadronization. So far, no analytical approach
has been found to solve the QCD equations in this regime. Therefore, one has to revert to
empirical models or numerical simulations to calculate the binding process.
In contrast, hard processes, which are characterized by a large Q2 between the contributing
quarks and gluons can be calculated well by perturbation theory. Such hard scattering
processes of quarks and/or gluons�in this regard often referred to as partons�appear
often in high-energy hadron-hadron collisions and are followed by soft processes that con�ne
the scattered partons again in color-charge-neutral hadrons.
In the parton model, a nucleon-nucleon interaction is described as a superposition of all
possible parton-parton interactions. In this model, hadrons consist of several partons, each
carrying a fraction of the hadron's total momentum, xpart = ppart/phad. The cross section
of a nucleon-nucleon interaction is then given by factorizing the initial hard interactions and
the succeeding soft interactions of hadronization of the outgoing partons into new hadrons,
and by summing over all possible hard parton-parton interactions of the participating
nucleons. Therefore, the inclusive, di�erential antiproton-production cross section can be
written as

dσA+B→p+X

d3pp

=
∑

a,b,c,d

1∫

0

dxa

1∫

0

dxb f
a
A(xa)f

b
B(xb)

1

πxc

dσa+b→c+d

d
¯
Q2

Dc
p(xc), (3.3)

with a being the parton from the projectile nucleon and b being the parton of the target
nucleon that participate in the hard-scattering process [185]. The produced partons c
and d hadronize together with the non-scattered spectator partons into an antiproton
and other hadrons. The parton-distribution functions, faA(xa) and f bB(xb), describe the
probability to �nd a parton with a certain momentum fraction within the hadron. The
fragmentation function Dc

p(xc) describes the probability that parton c hadronizes into a
2
In principle, also states with more quarks that yield a total net color charge of zero, such as pen-

taquarks, hexaquarks, or heptaquarks, or even pure gluonic states, so called glueballs are allowed by QCD.
They are expected to appear only rarely in nature and are not yet all experimentally con�rmed [184].
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Figure 3.1: Illustrative sketch of the nucleon-nucleon interaction to form an antiproton
within the parton model. Time evolves from left to right.

certain hadron, in our case an antiproton. The hard parton-parton interaction to crate
the partons c and d from the initial partons a and b is described by the parton-parton
cross section dσa+b→c+d /dQ̄2. Figure 3.1 illustrates the corresponding di�erent parts of
the interaction.
The parton-distribution functions are experimentally well constrained by deep inelastic
lepton-hadron scattering and can also be extracted from lattice QCD calculations [186,
187]. They also depend on Q2 of the reaction. This dependence is described by the so-
called DGLAP evolution[188].
The fragmentation functions can only be calculated analytically for heavy quarks and
are not well constrained for light quarks. Experimentally they can be accessed in single-
annihilation processes or semi-inclusive deep inelastic scattering [185]. Fragmentation func-
tions are often calculated based on phenomenological string-fragmentation models, which
are tuned to experimental hadron yields [189].
The parton-parton cross sections of the underlying hard process are related to the quantum-
mechanical transition amplitudes, A, according to

dσa+b→c+d

d
¯
Q2

=
|Aa+b→c+d|2

ŝ2 , (3.4)

with ŝ2 being the center-of-momentum energy of the parton-parton subsystem [190]. The
transition amplitude for such a scattering reaction can be calculated by standard QCD
perturbation theory to any given order. The lowest-order processes that contribute to this
kind of interaction and the corresponding transition amplitudes can be found in [191, 190].
Although the hard parton-parton collision can be calculated, the complexity of the soft
interactions happening during the hadronization of the produced partons prevents us to
write down a full analytical expression for the inclusive, di�erential antiproton-production
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cross section, and numerical models or further approximations are required to obtain the
cross section.
The most advanced models to calculate production yields of particles from hadron-hadron
collisions are Monte Carlo event generators based on the aforementioned string-fragmentation
models. The event generators simulate the complete reaction and calculate the di�erent
parts of Equation 3.3 numerically, including the underlying hard process, initial and �nal-
state radiative e�ects, and the hadronization process, on an event-by-event basis.
The most commonly used multi-purpose event generators in high-energy physics today
that are based on a string-fragmentation model are the pythia and the epos event gen-
erators. These models are available already since 1980 and 2006, respectively, and have
been upgraded ever since. Today, many di�erent tunes and subversions are available as the
event generators are constantly improved and tuned to match newly available data better.
A second, computationally simpler, approach to describe the antiproton-production cross
section is to �nd an empirical parameterization that approximates the antiproton-production
cross section well. The functional form of such parameterizations is often based on kine-
matic characteristics of the underlying hard process and some additional degrees of free-
dom that shall account for the soft processes. The parameterizations contain several free
parameters that are constrained by �tting the antiproton-production model to available
experimental measurements of the antiproton production. The parameterization with the
obtained best-�t parameters can then be used to inter and extrapolate the antiproton-
production cross section to collision energies and phase-space regions where no experimen-
tal data is yet available.
In the following, I describe both approaches for modeling the antiproton-production cross
section, Monte Carlo event generators and empirical analytical parameterizations: I com-
pare them with current experimental data and use them to estimate the secondary cosmic-
ray antiproton �ux at Earth. The focus is to compare the results obtained with the di�erent
approaches and investigate the production-model dependence of the cosmic-ray antiproton
�ux.

3.2 Measurements of Antiproton Production

Since the development of particle accelerators that are energetic enough to produce an-
tiprotons in collisions, antiproton-production measurements have been performed at var-
ious di�erent collision energies and with di�erent types of colliding particles. The �rst
observation of antiprotons was accomplished in 1955 at the Bevatron in Berkeley in colli-
sions of protons with energies of around 6 GeV and a copper target [192]. Since then, the
accelerators, as well as the particle-detector systems, advanced and allow measurements
for center-of-momentum energies ranging from the production threshold of antiprotons up
to several TeV and for di�erent colliding systems, from proton-proton collisions up to lead-
lead collisions. Due to the complexity of the experimental setups, individual experiments
often only measure at one collision energy or within a small range of collision energies.
Several di�erent experimental setups are required to cover di�erent collision energies.
Commonly, �xed target experiments are used for collision energies up to

√
s ≈ 20 GeV.

In a �xed-target experiment, an accelerated projectile particle hits an at-rest target parti-
cle. Due to the Lorentz boost of the produced antiprotons into the �ight direction of the
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projectile particle, a particle detector placed behind the target covers nearly the complete
phase space of the produced antiprotons and allows to study the phase-space distribution
of the antiprotons comprehensively. However, to reach higher collision energies, collider
experiments are commonly used, in which the projectile and the target particle are ac-
celerated in beams of opposing directions that intersect each other in a certain point to
collide the beam particles. The particle detectors that measure the produced particles
have to surround the beam pipe. Due to the complex experimental geometry, these de-
tectors are often not sensitive to particles that emerge from the collision in a direction
close to the initial directions of the beams. Therefore, experiments at colliders typically
cover a smaller fraction of the phase space of the produced antiprotons compared to �xed-
target experiments. To nevertheless measure particles that move close to the beamline in
collider experiments, often dedicated experiments have to be built that are sensitive to
very forward-or backward-produced particles, as for example the BRAHMS experiment at
RHIC or the LHCb experiment at the LHC[193, 194].
In addition to di�erent phase-space coverage, di�erent experimental setups also have di�er-
ent e�ciencies for antiprotons stemming from di�erent production reactions. As discussed,
antiprotons can be either produced directly in the hadronization phase of the collision, or
produced later by the decay of heavier antibaryons. Depending on the lifetime of the heav-
ier antibaryons, the decays might be displaced so far from the collision that the antiprotons
might not be detectable.
Experimentally the production of antiprotons is therefore discerned into two di�erent
classes: Prompt production and production from weakly decaying particles. Antiprotons
are termed promptly produced if they are created during the hadronization phase of the
collision or are produced by the decay of heavy baryons via the strong force. Typical
lifetimes of particles that predominantly decay by the strong force are only on the order
of 1× 10−24 s and in current particle detectors the displacement of the decay from the
collision vertex cannot be resolved. The two production processes are indistinguishable.
Antibaryons that decay via the weak force have much longer lifetimes compared to parti-
cles that decay via the strong force. Lifetimes of particles that decay by the weak force
into antiprotons are on the order of 1× 10−10 s, except the lifetime of the antineutron,
which is much longer, approximately 880 s, and is discussed separately [21]. Depending on
the experimental setup, antiprotons from weak decays can be distinguished from prompt
antiprotons by their displaced production vertex. While most of the current experiments
can use this technique to distinguish the origin of the antiproton, the spatial resolution of
older experiments was not su�cient to separate them, and only the cumulative antiproton
production could be measured. Antineutrons from the collisions leave all detectors before
they decay into antiprotons. Since the antineutron also does not carry electric charge, it
is not easily reconstructable. Therefore, measurements of antineutrons are rare, and their
contribution to the total antiproton production is experimentally not well accessed and
has to be estimated from theoretical models.
As most experiments nowadays can distinguish between prompt antiprotons and antipro-
tons from weak decays (except for antineutrons), the production models are often also
discussed separately and the total antiproton production in the galaxy is given as the sum
of both contributions. About 40 % of the antiprotons are created promptly; about 40 % are
created from the decay of (promptly produced) antineutrons; and about 20 % are created
from other weakly decaying particles, that either decay directly into antiprotons or �rst

61



3. Antiprotons from Cosmic-Ray Interactions

into antineutrons and then into antiprotons [195].
In the following, I describe the investigation of the agreement of current antiproton-
production models with experimental data for antiproton production.

3.3 Comparison of Di�erent Antiproton-Production Models

For our study we compare two di�erent event generators based on the PYTHIA model
and two di�erent event generators based on the EPOS model with experimental data of
antiproton production: PYTHIA-8 (v.8.2.44) with the Monash 2013 tune, which is the
most up-to-date version of the PYTHIA model and the most commonly used tune [196];
GiBUU (v.2019), which is based on PYTHIA-6 with an additional transport-model code to
describe �nal-state interactions more precisely, especially for center-of-momentum energies
of a few GeV [197]; EPOS-3 (v.3.117), which is a retuned version of EPOS-2 to early LHC
data and includes particle �ow e�ects and collective motions mainly relevant for heavy ion
collisions [198]; and EPOS-LHC (implemented in CRMC v.1.6.0), which's development
was dedicated to describe early LHC data and collisions relevant for high-energy cosmic-
ray collisions with the atmosphere and the description of the successive particle shower
creation [199, 200].
The analytical parameterizations we compare are fromM.Winkler [195] and from Di Mauro
et al. [201]. They are two of the most recent parameterizations developed that including
the new insights from the LHC for large collision energies. Most parameterizations focus
on the prompt production of antiprotons in proton-proton collisions and use scaling rela-
tions to include the contribution of weakly decaying particles and from heavier collisions
systems [181].
Therefore, we compare the prompt production of antiprotons in proton-proton collisions
to selected experimental data within the energy range of available antiproton-production
data between

√
s = 6.1 GeV up to

√
s = 900 GeV �rst.3 In a second step, we investigate

the production of antihyperons�as the most abundant particles that decay via weak decay
into antiprotons and antineutrons�and antineutrons to validate the non-prompt antipro-
ton component. In a third step, we investigate the modeling of antiproton production in
heavier collision systems, which is important to describe the full antiproton production in
the galaxy.

3.3.1 Prompt Production of Antiprotons

Commonly, the momentum-di�erential antiproton-production cross section for prompt an-
tiprotons is given in a Lorentz-invariant form, depicted as fp , to ease comparison between
data from collider and �xed-target experiments.4 The phase-space distribution of the cre-
ated antiprotons is described by di�erent kinematic variables by most experiments and the

3
Experimental data above 1 TeV is not relevant for the production of antiprotons that have kinetic

energies within the measurement range of AMS-02 and are thus excluded in this study.
4
To ease readability, I interchange the expression 'Lorentz-invariant momentum-di�erential production

cross section' with 'cross section'.
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cross section for the most common kinematic variables can be written as:

fp = E
d3σ

dp3 =
E

2πp2

d2σ

dp d cos θ
=

E

2πp

d2σ

dpl dpt
=

1

π

d2σ

dy dpt
=

E

π
√
s

d2σ

dxF dpt
, (3.5)

with E being the energy, p the momentum, θ the angle measured with respect to the beam
direction, pl the longitudinal component of the momentum, pt the transverse component
of the momentum, y the rapidity, and xF the Feynman scaling variable, xF = 2pl/

√
s, of

the produced antiproton [201].
√
s is the center-of-momentum energy of the proton-proton

collision. Another parameterization of the phase space of the produced antiprotons, which
is often used for phenomenological descriptions of the production mechanism�including
the ones we discuss in Section 3.3.1.2�uses pt together with the radial-scaling variable,
xr, which is de�ned as

xr ≡ E/Emax =
2
√
p2

t +m2
p√

s
cosh y, (3.6)

with

Emax =
s− 8m2

p

2
√
s

(3.7)

being the kinematically maximum-possible energy of the antiproton in the inclusive re-
action and E being the antiproton energy, both measured in the center-of-momentum
frame [201].
We compare the antiproton-production cross section obtained by the di�erent production
models to experimental data from �ve di�erent experiments taken at nine di�erent colli-
sion energies for proton-proton collisions. The considered datasets are listed in Table 3.1
together with their center-of-momentum energy, whether the datasets include antiprotons
from weak decays�so-called feed-down events�or reject them during analysis, and the ap-
proximate phase-space coverage of the experimental setups. The phase-space coverage is
extracted by the help of one of the event generators that we compare the measurements to
in the next section, the EPOS-LHC event generator. We use the event generator to mimic
the antiproton production in the corresponding experiment and �lter the produced antipro-
tons according to whether they fall within the stated acceptance region of the experiment.
The ratio of the accepted antiprotons to all produced antiprotons gives the phase-space
coverage. Auxiliary information on the used datasets is given in Appendix B.1.

3.3.1.1 Prompt Antiprotons from Event Generators

For each event generator we simulate 1× 107 proton-proton collisions for each collision
energy listed in Table 3.1 and select the promptly produced antiprotons to compare with
the experimental data. To compare to the experiments that did not distinguish prompt
and non-prompt antiprotons, we additionally select all antiprotons from weak decays ex-
cept from antineutrons, since antineutrons do not decay in the sensitive volume of any of
the regarded experiments. The antiproton-production cross section in then calculated in
kinematic bins that are equal to the the bins of the experimental data. The cross section is
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experiment
√
s contribution from phase-space

(GeV) antihyperons coverage (%)

Dekkers et al. 6.1 included 9.0

[202] 6.7 6.3

NA61 7.7 excluded 99.6

[203] 8.8 99.3

12.3 98.8

17.3 98.0

NA49 [204] 17.3 excluded 98.7

PHENIX [205] 62.4 included† 12.3

200.0 13.5

BRAHMS [206] 200.0 included 0.2

ALICE [207] 900.0 excluded 11.3

Table 3.1: Overview of experimental data for prompt-antiproton production that we use
for comparing di�erent antiproton-production models with. † Although PHENIX has ad-
ditionally published feed-down-corrected values, we use the non-corrected data, as the
magnitude of the correction is found to be unexpectedly large and is not consistent with
any model of the antiproton production from antihyperon decays [195].

calculated from the multiplicity of the antiprotons in the bin and the inelastic cross section
given by the event generator for the corresponding collision energy.
In the following, I summarize the �ndings of the comparison of the prompt-antiproton
production modeled by the event generators with the di�erent datasets. A full, and more
detailed overview of the obtained cross sections of the event generators and the bin-by-bin
deviations to the experimental data are given in Appendix B.2.
Overall, the considered event generators overproduce antiprotons for most collision ener-
gies but in particular at low collision energies (

√
s . 20 GeV). The overproduction is more

pronounced in the PYTHIA-based generators compared to the EPOS models. Due to the
large phase-space coverage at low collision energies by the NA49 and NA61 experiments, it
is also visible that the overproduction is not uniform in phase space but increases for most
tested generators with transverse and longitudinal momentum of the produced antiproton.
A similar trend is found at

√
s = 200 GeV by the comparison of the event generator results

with the experimental data from PHENIX and BRAHMS. Especially the EPOS models
tend to overproduce antiprotons at forward rapidity stronger than for central rapidity. At√
s = 900 GeV, the overall overproduction of antiprotons with respect to the experimental

data seems to vanish.
In order to qualitatively compare the disagreement of the di�erent tested event generators
with the di�erent datasets, we de�ne a metric, χ2, as a measure of the deviation of the
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experiment
√
s (GeV) data points χ2

EPOS-LHC EPOS3 PYTHIA8 GiBUU

Dekkers et al. 6.3 5 2.5 3.4 174.8 70.6

6.7 5 0.4 6.9 48.8 18.4

NA61 7.7 41 1.3 4.2 349.2 30.6

8.8 33 15.3 2.4 510.5 164.0

12.3 119 11.06 19.1 98.6 92.6

17.3 126 7.6 53.5 111.9 146.9

NA49 17.3 148 38.7 100.1 1070.3 5727.2

PHENIX 62.4 27 2.6 25.1 9.3 74.65

200.0 34 2.2 10.9 3.1 24.4

BRAHMS 200.0 33 3.0 5.3 0.9 14.7

ALICE 900.0 24 9.5 32.9 15.7 −†

Table 3.2: Results of the event generator comparison to prompt-antiproton-production
data.† Due to an internal error of GiBUU for collision energies above 200 GeV, no results
could be obtained for the dataset at

√
s = 900 GeV.

antiproton production by an event generator from the experimental data. For a dataset
consisting of n data points,i, the χ2 for a given event generator, labeled 'gen', is de�ned
as

χ2
gen ≡

1

n

∑

i

(
f (i)

gen − f (i)
data

σ
(i)
data

)2

, (3.8)

with f (i)
gen being the modeled antiproton �ux of the kinematic bin, i, by the event generator

and f
(i)
data and σ

(i)
data the experimental antiproton cross section and its uncertainty. The

so-obtained χ2 values for the various data sets and the di�erent event generators are listed
in Table 3.2. EPOS-LHC shows overall the smallest deviations to experimental data over
the whole range of tested collision energies. This is a similar result than what has been
obtained by D. Coral, who compared a di�erent set of event generators to experimental
antiproton production data but also has found EPOS-LHC to match best [174]. However,
the large values of χ2, even for EPOS-LHC, shows that none of the models can accurately
describe the available experimental data of antiproton production. The found overproduc-
tion of antiprotons by all tested event generators would lead to an overestimation of the
antiproton �ux in the galaxy from cosmic-ray collisions, which I discuss in more detail
in Section 3.4, when comparing the antiproton source term and the obtained antiproton
�ux at Earth from EPOS-LHC and PYTHIA-8 with the corresponding values from the
tested analytical parameterizations and the experimental data from AMS-02. The model-
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ing of prompt-antiproton production using analytical parameterizations is discussed in the
following section. In Section 3.3.1.3 I compare the deviations of the prompt production
from the event generators to the obtained deviations for the analytical parameterizations
to investigate which approach gives a more accurate representation of prompt antiproton
production.

3.3.1.2 Fit of Empirical Parameterizations to Prompt-Antiproton Data

The use of analytical parameterizations to approximate the antiproton-production cross
section is the most common approach to include antiproton production in propagation
codes such as galprop.
An analytical parameterization of the prompt-antiproton production requires an mathe-
matically expression of the invariant production cross section of prompt antiprotons, f0, as
a function of the collision energy and two phase-space variables in order to fully describe
the antiproton production. Most often f0 is parametrized as a function of

√
s, pt, and

one of the scaling variables, xF or xr, as it was experimentally found in the 1970s that for√
s & 10 GeV, the invariant cross section for inclusive hadron production becomes constant

with increasing
√
s [208], meaning that

f(xF, pt,
√
s) −−−−−−−→√

s&10 GeV
f(xF, pt), or equivalently (3.9a)

f(xr, pt,
√
s) −−−−−−−→√

s&10 GeV
f(xr, pt). (3.9b)

The usage of xr�implying so-called radial scaling�was found to be advantageous com-
pared to xF�which implies so-called Feynman scaling�as the scaling limit is reached for
lower collision energies and is valid up to larger values of pt [208]. Within the radial-scaling
regime, Kinoshita and Noda have found that the invariant cross section for inclusive pro-
duction of a certain hadron type has the form

f(xr, pt) ∝ (1− xr)
βF (pt), (3.10)

with β being a constant and F (pt) a pt-dependent function that both have to be determined
by experimental data [209]. Based on this approach, Tan and Ng developed an empiri-
cal functional form of the antiproton-production cross section by studying antiproton-
production data from CERN's Intersecting Storage Rings. They obtained

f(xr, pt) ∝
[
a exp (−bxr) Θ (0.5− xr) + c (1− xr)

d
]

exp
[
−
(
ept + fp2

t

)]
, (3.11)

with

Θ(U) =

{
0, if U < 0

1, if U ≥ 0
(3.12)

and the parameters a to f being free parameters that they constrained by �tting the pa-
rameterization to experimentally obtained cross sections [210].
Below

√
s = 10 GeV, the scaling limit is not yet reached and the production cross section

exceeds the expectation from the radial scaling. This enhancement was also parametrized

66



3.3. COMPARISON OF DIFFERENT ANTIPROTON-PRODUCTION MODELS

by Tan and Ng as a function of
√
s and xr in a later study [173].

One consequence of the independence of the inclusive cross section from the collision energy
within the radial-scaling limit is that the total inelastic cross section should �atten with
increasing collision energy. However, recent experiments, reaching up to

√
s = 13 TeV,

found that the inelastic cross section further increases with collision energy and such a
�attening is not existing [195]. This implies a violation of the radial scaling at large colli-
sion energies, starting at around

√
s ≈ 50 GeV. In addition, found particle multiplicities

increase and the pt spectra change, giving further modi�cations to the produced particle
spectra as expected from radial scaling [195].
Based on the concept of radial scaling and the violation of it at collision energies below√
s ≈ 10 GeV and above

√
s ≈ 50 GeV, several further empirical parameterizations of

the antiproton production cross section have been developed, some of them based on the
parametrization from Tan and Ng.
Two of the most recent and commonly used parameterizations are from Di Mauro et al. and
Winkler et al. [201, 195]. The parameterization by Di Mauro et al. is an adaption of the pa-
rameterization by Tan and Ng and additionally includes an explicit

√
s dependence of the

invariant cross section to account for radial-scaling violation at high collision energies [201].
Di Mauro et al. parameterize the prompt-antiproton production in proton-proton collision
as

f(
√
s, xr, pt) = σinel(1− xr)

C1 exp (−C2xr)

×
[
C3(
√
s)C4 exp(−C5pt) + C6(

√
s)C7 exp

(
−C8p

2
t

)]
, (3.13)

with the free parameters C1 to C8 that have to be constrained by a �t to experimental
data. The inelastic proton-proton cross section is given as the di�erence of the total and the
elastic cross section, σinel = σtot− σel, which are parameterized and �tted to experimental
data provided by the PDG, yielding

σtot = 33.44 +
π(~c)2

2.062 log2

(
s

(2mp + 2.06)2

)

+ 13.53

(
(2mp + 2.06)2

s

)0.324

− 6.38

(
(2mp + 2.06)2

s

)0.324

(3.14)

and

σel = 144.98 +
π(~c)2

2.062 log2

(
s

(2mp + 2.06)2

)

+ 2.64

(
(2mp + 2.06)2

s

)1.57

− 137.27

(
(2mp + 2.06)2

s

)−4.65×10
−3

, (3.15)

with s being the squared center-of-momentum energy and mp the mass of the proton [201].
In their most recent work, they �tted the free parameters of their invariant-cross-section
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parametrization to experimental data from Dekkers et al., NA49, NA61, and BRAHMS [181].5

In our study, we re�t the parameters of the parameterization by additionally using the ex-
perimental data from PHENIX and ALICE to complement the BRAHMS data at high
energy, as BRAHMS data is taken at large forward rapidity and accounts only for a very
small fraction of the produced antiprotons at

√
s = 200 GeV. By adding further experi-

mental data at the same collision energy but covering the central-rapidity region, we add
additional information on the rapidity distribution of produced antiprotons at a relative
large value of

√
s. This is complementary to the experimental data below

√
s = 20 GeV,

where the full phase-space is experimental probed by the �xed target experiments NA49
and NA61.
The second parameterization we aim to �t to the described experimental data is from
Winkler et al.[195], and it is given as

f(
√
s, xr, pt) = σinelRC1(1− xr)

C2

[
1 +X

(√
p2

t +m2
p −mp

)]− 1
XC7

, (3.16)

with

X = C8 log2

[ √
s

4mp

]
, (3.17)

R =





1, if
√
s ≥ 10 GeV[

1 + C5

(
10−

√
s

GeV

)5
]

exp

[
C6

(
10−

√
s

GeV

)(
xr −

mp

Emax

)2
]
, if

√
s < 10 GeV

,

(3.18)
and

σinel = 30.9 +−1.74 log
√
s+ 0.71 log2√s. (3.19)

The parameterization has in total six free parameters, C1 to C6, and describes the radial-
scaling violation at low collision energies by an enhancement factor, R, similar as in the
extended parameterization from Tan and Ng in 1983 [173]. At high energies, the expo-
nential pt distribution passes over to a so-called Tsallis distribution, as it is expected from
statistical models of particle production [211].
In addition to the original parameterization by Winkler et al., we aim to test in addition
an modi�ed version of this parameterization, which we term 'adapted Winkler parame-
terization' in the following. The parameterization remains the same as in the original
parameterization by Winkler et al. beside of the substitution of

(1− xr)
C2 → (1− xr)

C2

(
1+C7 log

2
√
s

4mp

)
(3.20)

in Equation 3.16. By this we add a
√
s-dependent degree-of-freedom to the xr distribution

of the produced antiprotons. This is motivated by the e�ect described by Ostapchenko
et al., who argued that for large collision energies multiple-scattering of the �nal-state

5
The used dataset for NA61 included only positive rapidity and the BRAHMS dataset included only

the data points for 2.9 < y < 3.1 (M. Korsmeier, priv. comm.).
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partons suppresses the production of particles at large xr [212]. The chosen functional
form, however, is so-far purely arti�cial and not physically motivated. Nevertheless, such
an additional degree-of-freedom increases the agreement of the parameterization with the
experimental data from PHENIX, BRAHMS, and ALICE, as we will see when comparing
the �t results of the di�erent models to the experimental data.

For our �ts of the parameterizations to the experimental data of Dekkers et al., NA61,
NA49, PHENIX, BRAHMS, and ALICE, we use a likelihood-based �tting method. We
de�ne the total logarithmic likelihood, logL, as the sum of the logarithmic likelihoods of
each data point, i, of each dataset, j, as

logL
(
~D|~λ,M

)
≡
∑

j

∑

i

logLj,i
(
Dj,i|λ,M

)
, (3.21)

with Dj,i being the i-th datapoint of dataset j, and ~λ the �t parameters of the investigated
parameterization, M . The likelihood for each individual datapoint is de�ned as

logLj,i
(
Dj,i|λ,M

)
≡ −1

2

(
fMj,i (~λ)− fDj,i

σDj,i

)2

, (3.22)

with fMj,i being the predicted invariant cross section for datapoint i in dataset j by pa-
rameterization M with parameters ~λ; fDj,i the measured invariant cross section for i in
j; and σDj,i the corresponding experimental uncertainty. For the datasets of NA61 and
ALICE, in which only the invariant multiplicity�instead of the invariant cross section�
was measured, fMj,i (~λ) is divided by the inelastic cross section predicted by M . For the
Dekkers, PHENIX, and BRAHMS datasets, we removed the feed-down contribution from
antihyperon decays by using the approach from Winkler et al.[195], which I describe in
Section 3.3.2.
As the parameterizations describe the invariant cross section as a function of xr and pt,
we transform the experimental data for the likelihood calculation also into the xr-pt space.
The center value of each bin of the experimental data is transformed and the measured
invariant cross section is assigned to the transformed center value. This implies that we
approximate the experimental data as a point estimate instead of explicitly averaging the
parameterizations over the complete experimental bin. To verify that this procedure does
not induce unwanted systematic errors, we have performed the �t for one parameterization
with both approaches: One with the point estimate, and one where we explicitly integrate
the antiproton production over the whole experimental bin. As we have found no statis-
tically signi�cant deviation between both, we have concluded to use the computationally
much faster approach of the point estimate.
In addition to the experimental uncertainties that are assigned to each individual data
point, each experiment su�ers from an systematic uncertainty that systematically scales
each datapoint of the experiment equally. This uncertainty is often referred to as the
normalization uncertainty and stems from uncertainties of the luminosity measurement,
the overall trigger e�ciency, or other experimental e�ects that change the relative yield at
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each datapoint equally [88]. The assumed magnitude of this uncertainty for the di�erent
datasets are 10 % for the dataset from Dekkers et al., 5 % for NA61, 6.5 % for NA49, 10 %
for PHENIX, 10 % for BRAHMS, and 3.6 % for ALICE [202, 203, 204, 205, 206, 207, 88].
We also assume this uncertainty to be identical for datasets measured by the same exper-
iment but at di�erent collision energies.
To account for this uncertainty in the �t, we use one nuisance parameter for each experi-
ment that scales the measured antiproton-production cross section for all datapoints of the
datasets of the corresponding experiment by this parameter. The prior-probability distri-
butions of the nuisance parameters are normal distributions centered at one with standard
deviations equal to the normalization uncertainty of the corresponding experiment. The
posterior-probability distribution of these parameters additionally serves as a qualitative
measure of whether a certain dataset can be well described by the parameterization or
if the model systematically over or underproduces antiprotons with respect to the data.
The larger the shift of the posterior-probability distribution from the prior-probability
distribution, the larger the systematic deviations. Shifts to larger values indicate an over-
production of antiprotons and a shift to smaller values an underproduction of antiprotons
by the parameterization with respect to the experimental dataset.
To explore the parameter space for each model and to �nd the most-probable parameter
con�guration, we employ a Bayesian formulation of probability and use a Markov-Chain-
Monte-Carlo-based method (MCMC-based method) implemented by the Bayesian Anal-
ysis Toolkit [213, 214, 215]. By this, we explore the posterior-probability distribution,

logP
(
~λ| ~D;M

)
, which is related to the logarithmic likelihood, logL, and the logarithmic

prior probability, logP0, as

logP
(
~λ| ~D;M

)
∝ logL

(
~D|~λ;M

)
+ logP0

(
~λ|M

)
. (3.23)

The prior probability is determined by the values of the normalization parameters alone, as
the free parameters of the parameterization have a constant probability over their complete
range of values since we imply no prior information on them. The set of parameters
which belongs to the maximum logP value of the posterior-probability distribution is
termed as the best-�t point and gives the most-probable parameter con�guration for the
parameterization and the data it is �tted to. Beside the best-�t point, the MCMC method
allows to extract the correlation matrix of the parameters as well as the marginalized
posterior-probability distributions for all parameters.

The found maximum probability and the corresponding best-�t parameters for the three
di�erent models obtained by the MCMC �t method are listed in Table 3.3. We additionally
give the obtained correlation matrices for the �t parameters and a detailed comparison of
the �t results with the individual datasets�which is also summarized in the following�in
Appendix B.3.
To investigate the agreement of the �tted parameterizations with the experimental data
and to compare them to the results obtained by the event generators, we calculate a χ2 for
the best-�t con�gurations similar as in Section 3.3.1.1 for each model to qualitatively com-
pare the disagreement of the di�erent models with the experimental datasets in Table 3.3.
In addition to the χ2 values of the best-�t parameters of the parameterizations, we also
show the χ2 values obtained for the parameters of the parameterizations from the origi-
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Korsmeier param. Winkler param. adapted Winkler param.

C1 1.837± 0.548 (4.230± 0.132)× 10−2 (4.783± 0.134)× 10−2

C2 7.808± 0.718 8.081± 0.071 7.498± 0.080

C3 (3.657± 0.650)× 10−3 (1.578± 0.010)× 10−1 (1.590± 0.010)× 10−1

C4 (4.171± 0.290)× 10−1 (4.170± 0.085)× 10−2 (4.341± 0.086)× 10−2

C5 2.74± 0.026 (1.405± 0.380)× 10−3 (3.020± 2.347)× 10−4

C6 (2.793± 0.136)× 10−2 5.681± 0.641 3.790± 0.756

C7 0.000± 0.001 − (3.188± 0.290)× 10−2

C8 2.635± 0.024 − −
nDekkers 0.663± 0.060 1.113± 0.094 1.070± 0.089

nNA61 0.662± 0.029 0.877± 0.027 1.035± 0.030

nNA49 0.645± 0.028 0.852± 0.025 0.976± 0.027

nPHENIX 1.097± 0.041 1.082± 0.036 1.222± 0.038

nBRAHMS 1.828± 0.064 1.915± 0.061 1.190± 0.072

nALICE 1.005± 0.03 0.800± 0.02 0.905± 0.025

max logP −602.9 −506.2 −412.5

Table 3.3: Best-�t points for the �t of the parameterizations to the experimental data.
The uncertainties give the 68 % con�dence interval for the parameters of the best-�t point.

nal studies by Winkler et al. and Di Mauro et al., which were constrained by di�erent �t
methods and a di�erent set of experimental data [181, 195]. When comparing the χ2 values
obtained by our re�t and the original parameters, deviations for some datasets increase
while the deviations for other datasets decrease. These large changes hint to systematic
deviations of the underlying production cross-section and its dependence on the kinematic
variables and the experimental data. Especially the simultaneous description of the two
datasets at

√
s = 200 GeV with di�erent covered rapidities from PHENIX and BRAHMS

seem to be described inaccurately.
As discussed we can also use the shifts of the normalization parameters to identify po-
tential inaccuracies of the antiproton production of our parameterizations. In order to
describe the measured data, most of the normalization parameters obtain values that are
unnaturally far away from one. This can be seen in the comparison of the prior-probability
distribution and the posterior-probability distributions of the normalization parameters in
Figure 3.2. While for the datasets with

√
s ≤ 17.3 GeV the parameterizations tend to un-

derproduce antiprotons, they tend to overproduce antiprotons for larger collision energies.
Especially the dataset from BRAHMS, which exclusively covers a non-central-rapidity re-
gion at such large

√
s, overproduces antiprotons signi�cantly. This issue could be related

to the fact that both parameterizations imply a xr dependence that is identical for all
collision energies. Due to the full phase space coverage of the �xed-target experiments
for
√
s ≤ 17.3 GeV, the parameters are mainly tuned to describe the xr dependence for
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experiment
√
s (GeV) χ2

Di Mauro et al. Winkler Di Mauro et al. Winkler adapted

(orig. param.) (orig. param.) (re�tted) (re�tted) Winkler

Dekkers et al. 6.3 3.3 3.5 5.9 2.3 2.6

6.7 10.4 11.8 18.8 9.4 9.0

NA61 7.7 1.82 1.83 7.0 3.3 1.5

8.8 2.9 2.4 6.5 1.6 2.8

12.3 2.3 2.6 10.1 3.4 2.0

17.3 3.1 3.0 22.2 6.2 2.5

NA49 17.3 7.6 3.4 106.9 24.2 2.2

PHENIX 62.4 14.3 23.6 2.2 4.5 7.4

200.0 37.8 28.0 4.4 1.4 6.1

BRAHMS 200.0 1.6 141.0 26.7 33.8 2.2

ALICE 900.0 38.2 2.7 4.8 10.5 3.8

Table 3.4: Disagreement of the antiproton-production of the parameterizations with their
best-�t parameters for the di�erent �tted datasets. In addition, the obtained χ2 values for
the original parameters of the parameterization of Di Mauro et al. and Winkler are given.

low collision energies. At larger
√
s, each experiment covers only a very narrow rapidity

region and the probed xr region is limited. However, when using PHENIX and BRAHMS
data, we cover three di�erent rapidity regions at a constant

√
s, covering a larger xr region

requiring a good description of the xr-dependence of the antiproton production at this
collision energy. The disagreement of the models with the data, however, seems to indicate
that the xr-dependence at this large collision energy is in tension with the xr-dependence
at lower collision energies. To probe this assumption, we adapt the Winkler parameteri-
zation as given in Equation 3.20 and �t it also to the experimental data. As can be seen
by the obtained results, this additional degree of freedom for the xr-dependence of the
antiproton production decreases the overall deviation of the antiproton production by the
parameterization to the experimental data signi�cantly. This supports our assumption of
a collision-energy dependent xr�or equivalently xF�distribution.

3.3.1.3 Comparison of the Prompt-Production Models

In comparison to the event-generator models, however, the deviations of the parameteriza-
tions from the experimental data are generally smaller. To visually compare the magnitudes
of the deviations of the di�erent production models and the dependency on the collision
energy, Figure 3.3 shows the χ2 values for all tested models for each collision energy.
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Figure 3.2: Posterior-probability distributions of the normalization parameters for the
di�erent experiments for the di�erent parameterizations. In gray the corresponding prior-
probability distributions are shown.

73



3. Antiprotons from Cosmic-Ray Interactions

101 102 103

√
s (GeV)

100

101

102

103

104

χ
2

p + p → p̄ + X

EPOS-LHC
Pythia
GIBUU
EPOS3

(a) χ2 values for the event-generator-based models.
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Figure 3.3: Obtained χ2 values of the comparison of the di�erent production models as a
function of the collision energy.

It is visible that the event generators have particular issues to describe the data for low col-
lision energies. This is mainly due to the tuning of most of the current models to collisions
at higher energies, mainly LHC data. Although the analytical parameterizations have in
total a smaller deviation, the spread of the χ2 values and the shifts of the normalization
parameters indicate that they also cannot describe all datasets simultaneously well. Even
for the best tested model, the adapted Winkler parameterization, the found deviations are
still on the order of 20 % in some regions of phase space at some collision energies and the
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Figure 3.4: Comparison of the shape of the xF distribution of produced antiprotons at√
s = 200 GeV for di�erent models of the antiproton production.

found χ2 values show statistical signi�cant deviations from the data.
A direct interpretation of the impact of the found deviations on the produced antiproton
�ux is however complicated. Most datasets measure the antiproton production in many
bins of pt. However, due to the strong decrease of the production cross section with in-
creasing pt, the importance of the datapoints for larger pt for the produced antiproton
momentum spectrum in the galaxy is small. More important is the rapidity distribution�
or equivalently the xr or xF distribution�as it determines the momentum spectrum of the
produced antiprotons. Unfortunately, at large collision energies only sparse data for di�er-
ent rapidity regions is available and the distributions have to be extrapolated by models
from measurements at lower collision energies, mostly below

√
s ≈ 17.4 GeV. This leads to

very di�erent particle spectra at high energies for the di�erent production models. To vi-
sualize this di�erences, we exemplarily show the normalized xF distribution of antiprotons
at
√
s = 200 GeV, for some of the tested models. The steeper the distribution decreases

with xF, the less antiprotons with large total momentum are produced, and the the �ux
of cosmic ray antiprotons at large energies is reduced. More explicit studies and more ex-
perimental data is required to constrain the total-momentum distributions of antiprotons
in collisions, especially for

√
s ≥ 20 GeV.

Beside the prompt production of antiprotons, also weakly decaying particles, namely an-
tihyperons and antineutrons, signi�cantly contribute to the galactic antiproton �ux. In
the following, I discuss their production and their decay into antiprotons and how well the
di�erent available models describe these processes.

3.3.2 Antiprotons from Antihyperon Decays

The contribution of antiprotons from weak decays is dominated by decaying antihyperons
and antineutrons. The contribution from decaying antihyperons depends on the production
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rate of the antihyperons in the collisions and the branching fraction into antiprotons in
their decay. The most abundant antihyperons produced in collisions contain only a single
strange antiquark [21]. The contribution from antihyperons that contain two or more
strange antiquarks or other baryons containing heavier antiquarks that decay directly into
antiprotons are small, as most of these heavier states �rst decay back into an antihyperon
with a single strange antiquark before decaying into an antiproton. The two lightest
antihyperons which contribute most to the antiproton production are the charge-neutral
antilambda hyperon, Λ̄, and the negatively charged antisigma hyperon, Σ̄−, with masses
of m

Λ̄
0 = 1.116 GeV and m

Σ̄
− = 1.189 GeV, respectively [21, 195]. The branching ratios

of lambda hyperons and sigma hyperons have been measured precisely, and assuming their
antiparticles to decay similarly as expected from CP invariance6, the dominant decays and
branching fractions of Λ̄ and Σ̄− into antiprotons, as given by the PDG [21], are

Λ̄→ p̄ + π+ (63.9± 0.5)%and (3.24a)

Σ̄− → p̄ + π0 (51.57± 0.30)%. (3.24b)

As both antihyperons almost exclusively decay into antiprotons via a two-body decay, the
momentum distribution of the produced antiprotons is determined by the momentum dis-
tributions of the respective mother particles.
While for Λ̄ measurements at many di�erent collision energies and for di�erent colliding
systems exist, no data is available for Σ̄− production in (for us relevant) collisions. There-
fore, in many models the momentum distribution of produced Σ̄− particles is assumed to
be identical to the momentum distribution of produced Λ̄ particles and their yield, f

Σ̄
− ,

can be estimated from the Λ̄-to-Λ ratio following symmetry arguments as

f
Σ̄
− = 0.8

fΛ̄

fΛ
f

Σ
+ , (3.25)

with f
Σ

+ being the production cross section of Σ+, for which experimental data are avail-
able, for example from NA49 [217, 218]. A summary of measurements of the yield of Λ̄
particles relative to prompt antiprotons has been given by M. Winkler together with an
empirical function to describe the collision-energy dependence of the yield ratio [195]. The
ratio was found to be fairly constant for collisions with center-of-momentum energies be-
tween the antihyperon production threshold and

√
s ≈ 50 GeV and above

√
s ≈ 400 GeV.

In between, the ratio of Λ̄ to prompt antiprotons rises from approximately 0.3 to 0.6.
Winkler parametrized the dependency of the yield on the collision energy as

fΛ̄

fp̄
(
√
s) = c1 +

c2

1 +
(
c3/
√
s

2
)c4 , (3.26)

6
Although the weak force does ab-initio not provide CP symmetry, CP-violation is assumed to be very

small for light baryons and is not yet experimentally detected. Experimentally, a possible CP asymmetry
between the decay of the Λ and Λ̄ has been investigated e.g. by Ireland et al. [216], and the symmetry is
con�rmed within a percent precision [21].
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with his obtained best-�t parameters c1 = 0.31, c2 = 0.30, c3 = (146 GeV)2, and c4 =
0.9 [195]. This parameterization of the contribution to the antiproton production from the
decay of Λ̄ is also used in the recent study by Korsmeier et al. [181].
Driven by experimental data from the NA49 collaboration, the momentum distribution of
antiprotons from decayed Λ̄ particles in proton-proton collisions is often assumed to be
identical to the momentum distribution of prompt antiprotons [217]. At larger collision
energies, however, this assumption is still unproven. Naïvely, in hadron collisions at large
energies it is expected that the phase-space distributions of produced hadrons follow the
Tsallis thermodynamics, and their momentum spectra depend solely on the characteristics
of the hot �reball created during the initial phase of the collision and do not depend on
the quark content of the produced hadrons [211].7 The resulting hadron spectra are very
similar to each other and only di�er slightly due to the di�erent masses of the particles.
As the mass di�erence between the two antihyperons and the antiproton is small, their
spectra are expected to be very similar. Experimentally this can be tested, for example
at
√
s = 200 GeV, by comparing the pt spectrum of prompt antiprotons at central rapid-

ity from the PHENIX experiment with the corresponding spectrum for Λ̄ measured by
STAR [205, 219]. Both spectra normalized to one for pt = 0.36 GeV are shown in Fig-
ure 3.5a, together with a prediction of the antiproton spectrum after the Λ̄ decay. For
the calculation of the antiproton spectrum from the Λ̄ spectrum we employ two di�erent
techniques: The spectrum labeled '(calc)', uses a simple mass-scaling of the production
cross section following the approach from Winkler et al. for the NA49 data [217]. The
calculation of the transverse momentum and the invariant production cross section for the
antiprotons from the Λ̄ decay is performed bin-by-bin and is given as

fp̄(pt,p̄, y = 0) = fΛ̄(pt,Λ̄, y = 0)

(
mΛ̄

mp̄

)2

, (3.27)

with
pt,p̄ = pt,Λ̄

mp̄

mΛ̄

. (3.28)

As a second method, labeled '(gen)', we use a Monte-Carlo simulation of the decay kine-
matics. The decay of the Λ̄ particle is modeled in its center-of-momentum frame using a
dedicated computer code that models the phase-space distribution of the outgoing particles
in the decay, which is integrated in the so-called TGenPhaseSpace class of the high-energy
physics analysis toolkit ROOT [220, 221]. The momentum of the produced antiproton
is subsequently Lorentz-transformed into the initial proton-proton center-of-momentum
frame and is counted if the particle falls into the acceptance region of the experiment. In
comparison to the �rst method, this approach incorporates the relativistic e�ects from the
boost of the Λ̄. However, as can be seen in Figure 3.5a, the di�erence between the obtained
spectra from both methods is small.
The pt spectrum of antiprotons from Λ̄ decay is found to be slightly harder than the
spectrum of prompt antiprotons. However, we have to note that the experimental data of
prompt antiprotons and Λ̄ stem from di�erent experiments and the result could be a�ected
by systematic uncertainties.

7
When assuming the collision energy much larger than the individual hadron and quark masses.
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Figure 3.5: Experimental data of prompt antiproton production and Λ̄ production, together
with modeled antiprotons from the decayed Λ̄ for

√
s = 200 GeV and

√
s = 900 GeV. The

antiproton spectra from the decaying Λ̄ particles are obtained by using a simple mass-
scaling relation, labeled (calc), and a Monte-Carlo based approach, labeled (gen).

We perform the same analysis at an even higher collision energy of
√
s = 900 GeV using

experimental data from proton-proton collisions by the ALICE experiment. ALICE mea-
sured the transverse-momentum spectrum of prompt antiprotons as well as of Λ̄ [207, 222].
Both, together with the prediction from the decay models, are shown in Figure 3.5b. Un-
fortunately, due to the limited precision of the Λ̄ measurement, no conclusive statement
on a possible spectral di�erence between prompt antiprotons and antiprotons from weak
antihyperon decays can be made and more precise data is desirable.

To test the agreement of the antihyperon production by the event generators with ex-
perimental data, we compare the production of antilambda particles. We investigate the
production rate relative to prompt antiprotons, the spectral distribution, and the branch-
ing ratio into antiprotons implemented in the event generators. We restrict the comparison
to the EPOS-LHC model, as it exhibits the smallest deviations of the prompt-antiproton
production over the whole range of collision energies, and PYTHIA-8, as it is the most
recent PYTHIA-model based generator.
The branching ratios of the Λ̄ decaying into an antiproton are extracted from the source
code of the generators and yield 64.2 % in EPOS-LHC and 63.9 % in PYTHIA-8, both in
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Figure 3.6: Comparison of the relative antilambda-particle production with experimental
data and the parametrization from M. Winkler [195].

agreement with the experimentally obtained value quoted by the Particle Data Group [21].
The production yield of Λ̄ relative to prompt antiprotons, Λ̄/p, is evaluated at 30 di�erent
collision energies between

√
s = 7 GeV and

√
s = 7 TeV. Figure 3.9 compares the obtained

results by the event generators with the experimental data summarized by M. Winkler and
his parametrization, as discussed in Section 3.3.2 [195]. Both tested event generators pro-
duce a slightly smaller Λ̄/p than experimentally measurement for collision energies above√
s = 100 GeV. At lower energies, the result from EPOS-LHC is in agreement with the ex-

perimental data, while for PYTHIA-8, the Λ̄ production sharply falls o� at
√
s = 11 GeV.

To further study the absolute yield and the spectral shape of the produced Λ̄ particles,
we additionally compare the production by the event generators to the measured pt dis-
tributions of Λ̄ measured by the STAR collaboration at

√
s = 200 GeV and the ALICE

collaboration at
√
s = 900 GeV [219, 222]. Both experimental data and the results from

both event generators are shown in Figure 3.7. The deviations of EPOS-LHC are within
20 % for both datasets while PYTHIA-8 overproduces antilambda particles at small pt.
The underproduction of the relative antilambda-to-antiproton ratio, which we investigated
in Figure 3.9, therefore is expected to stem from the large overproduction of antiprotons
rather than from an underproduction of antilambda particles. Compared to the found
deviations of the prompt production, the deviations of the antihyperon production seem
to be less signi�cant.

3.3.3 Antiprotons from Antineutron Decays

Experimentally, the direct production of antineutrons in hadron collisions has not yet
measured due to the complexity of detecting high-energy antineutrons. As they are charge
neutral, they are not measured by tracking detectors and their characteristic annihilation
pattern, which is commonly used to distinguish antineutrons from neutrons at low energies,
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Figure 3.7: Comparison of the spectral distributions of Λ̄ from event-generator-based pro-
duction and experimental data.

yields no signi�cant signal at such high-energy collisions in the calorimeter, as the energy
release of the annihilation compared to the energy released by the hadronic shower is
too small. Therefore, most often the antineutron yield from proton-proton reactions is
modeled from underlying physical principles. The concept used to model the antineutron
yield in such reactions is the concept of isospin symmetry within the strong interaction.
For high-energy reactions these particles can be treated as a doublet state and so can the
antineutron and the antiproton [223].8 In collisions, the production rate of p-p and n-n
pairs is then expected to be equally abundant. Additionally, the antinucleons can also
be created in pairs of p-n or n-p which are, at large collision energies, also expected to
be equal. At lower energies, however, measurements of NA49 at

√
s = 17.3 GeV showed

that the production of the mixed antinucleon-nucleon pairs depends on the value of I3,
the third component of the isospin, of the initial state�or equally the charge value of the
initial state [224]. For p-p collisions, NA49 measured an enhancement of created n-p pairs
and a depletion of p-n pairs relative to the respective yields in n-p collisions. In cosmic-ray
interactions in the galaxy, the underlying nucleon-nucleon interactions feature more often
p-p collisions than n-p or n-n collisions, posing an enhanced production of antineutrons
over antiprotons based on the result from NA49. The strength of this asymmetry, its
dependence on the collision energy, and the distribution of the asymmetry within the phase
space of the produced antinucleons in a collision are not yet well known. The experimental

8
The same statement is also valid for the ordinary particles, neutrons and protons.
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Figure 3.8: Experimental data of antiproton production in p-p and n-p collisions from
NA49. Figure taken from [224].

data of NA49 shows that the asymmetry of the production reaches factors of 1.5 to 1.6 and
seems to be maximal at xF = 0. A more detailed study of the phase-space distribution of
this e�ect and at di�erent collision energies, however, is pending.
At higher collision energies, like at the LHC, the e�ect can also be investigated by the
p-to-p ratio in p-p collisions. A possible enhancement of np pairs with respect to pn pairs
would also decrease the p-to-p ratio. As at these high energies the ratio is expected to
be one, deviations from this value could be associated with this e�ect. However, data
con�rms that the p-to-p ratio is consistent with a symmetric production of n-p and p-n
pairs [225]. Therefore, the e�ect seems to depend strongly on the collision energy and the
dependence has to be parameterized appropriately to correctly model the enhancement
of n production in cosmic-ray collisions. M. Winkler performed a �rst estimate of the
collision-energy dependence of the e�ect by interpolating the available data [195]. He
extracted the energy-dependent isospin enhancement factor, ∆is = f0

n/f
0
p − 1, by �tting

the parametrization
∆is(
√
s) =

c14

1 +
(√

s
2
/c15

)c16 (3.29)

to the available data. The best-�t values of the free parameters he extracted as c14 = 0.28,
c15 = 12.12, and c16 = 1.04.9 The parameterization with the best-�t parameters and
the upper boarder of the 68 % central interval of the posterior probability distribution of
the isospin asymmetry are shown in Figure 3.9. As can be seen in the �gure, the isospin
asymmetry a�ects mainly the production of antiparticles at lower energies and is with
the current experimental status not yet con�rmed. The isospin asymmetry poses a large
systematic uncertainty of the antiproton production from antineutrons of up to approxi-

9
As unfortunately the parameter values are not given in the publication, we repeat the �t to obtain

the quoted values.
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Figure 3.9: Comparison of the isospin-asymmetric production of antineutrons and an-
tiprotons in EPOS-LHC and PYTHIA-8 compared with experimental data and a �tted
parametrization from Winkler [195].

mately 40 % that has to be taken into account when interpreting the obtained cosmic-ray
antiproton �ux.

For the event generators we probe the antineutron production by calculating ∆is for 30
di�erent collision energies between

√
s = 7 GeV and

√
s = 7 TeV for EPOS-LHC and

PYTHIA-8. The obtained results are also shown in Figure 3.9. While in PYTHIA-8
antineutrons are produced exactly symmetric to antiprotons, EPOS-LHC produces more
antineutrons than antiprotons for all collision energies. At

√
s = 10 GeV, EPOS-LHC pro-

duces two times more often an antineutron than an antiproton and even at LHC energies
of
√
s = 7 TeV, the asymmetry is still on the order of 20 %. EPOS-LHC thus overproduces

antineutrons over the whole range of tested energies. The found overproduction is also
not directly related to an explicit isospin asymmetry depending on the initial isospin con-
�guration of the collision, as can be probed by comparing the yields of antineutrons and
antiprotons for proton-proton, proton-neutron, and neutron-neutron collisions. All initial
states yield the same antineutron-to-antiproton ratio and we conclude that EPOS-LHC
overproduces antineutrons over the whole range of collision energies independently of the
isospin con�guration of the initial state.

Summarizing our study of the production of antiprotons by commonly used event gen-
erators and analytical parameterizations in proton-proton collisions, we have found large
discrepancies between the production yields of the models and the available experimen-
tal data. For the event generators, EPOS-LHC has been found to have the least devia-
tions from measurements for prompt-antiproton production but it overproduces antineu-
trons strongly. The production of antihyperons is well described by both, the EPOS and
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PYTHIA models. Due to the large deviations we expect no reliable prediction of the
cosmic-ray antiproton �ux using event generators.
The analytical parameterizations describe the experimental data better. However, statis-
tically signi�cant deviations of the prompt antiproton production from experimental data
are still present and the impact on the modeled antiproton �ux is not yet quanti�able.
The yields of antihyperons and antineutrons with respect to prompt antiprotons are well
described by additional parameterizations that scale the prompt-production cross section.
For the antineutron production, however, the lack of precise data on the isospin asymmetry
at low collision energies poses a large uncertainty.
Beside of proton-proton collisions, collisions including heavier nuclei contribute also to the
galactic antiproton production. In the following I discuss how this contribution is mod-
eled by the event generators and by scaling relations from the antiproton production cross
section from proton-proton collisions.

3.3.4 Antiproton Production in Heavier Collision Systems

Most experimental measurements of antiproton production are conducted in proton-proton
collisions or heavy ion collisions, with heavy nuclei like gold or lead. In such collisions strong
in-medium e�ects and collective-�ow motions have been measured that modify the pro-
duction and phase-space distribution of secondary particles [226]. However, in the galaxy
such collisions are very rare and most cosmic-rays and interstellar atoms are�beside of
protons�light nuclei such as helium, carbon, nitrogen, or oxygen. The collision system of
these nuclei is much smaller than for heavy ions and the in-medium e�ects are less pro-
nounced, and therefore results from heavy ion collisions cannot be easily scaled-down to
describe light-ion collisions. Often the results obtained in proton-proton collision are scaled
to describe the expectation from collisions of protons with light nuclei or light nuclei with
light nuclei. To �nd a suitable parameterization of the scaling for antiproton production,
the NA49 collaboration measured the antiproton production in proton-proton collisions
(see Figure B.3) as well as in proton-carbon collisions, as shown in Figure 3.10. As the
experiment covers nearly the complete phase-space of the produced antiprotons they were
able to not only compare the yield but also the di�erence in phase-space distribution of the
antiprotons in the two collision systems. Their data reveals that in forward direction in
the center-of-momentum system�xF > 0�the phase-space distribution of antiprotons is
very similar for both colliding systems, while for xF < 0 larger di�erences occur. This was
explained by the assumption that in forward direction most particles stem from the frag-
mentation of the projectile nucleus, which in both cases was a proton, while in backward
direction in the center-of-momentum frame the particles mainly stem from the fragmenta-
tion of the target nucleus which are di�erent in proton-proton and proton-carbon collisions.
From the comparison of both datasets the NA49 collaboration developed a phenomeno-
logical scaling of the antiproton production cross-section from proton-proton collisions to
collisions of arbitrary nuclei A1 and A2 as

(
dn

dxF

)

A1+A2→p̄+X

=
(
〈vA1
〉Fpro(xF) + 〈vA2

〉Ftar(xF)
)( dn

dxF

)

p+p→p̄+X

, (3.30)
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Figure 3.10: Experimental data of antiproton production in p+ C collisions from
NA49 [227].

with 〈vA1
〉 and 〈vA2

〉 being the average number of projectile and target nucleon-nucleon
scatterings and Fpro and Ftar the projectile and target fragmentation functions [227]. The
average number of nucleon-nucleon scatterings of a nucleus A with a proton is calculated
as

〈vA〉 = A
σpp,inel

σpA,inel
, (3.31)

with A being the mass number of the corresponding nucleus and σpp,inel and σpA,inel the
proton-proton and proton-nucleus inelastic cross sections. The fragmentation functions
Fpro(xF) and Ftar(xF) give the probability of a particle emitted with a given xF to stem
from the fragmentation of the projectile or the target particle. A tabulation of the projectile
fragmentation function into antiprotons, as extracted by NA49 [227], is given in Table 3.5
and the target fragmentation function is related to projectile fragmentation function by

Ftar(xF) = Fpro(1− xF). (3.32)

At larger collision energy, LHCb measured the antiproton production in proton-helium
collisions at

√
s = 110.5 GeV [228]. As unfortunately at this collision energy no data from

proton-proton collisions are available, a direct comparison between the production of both
colliding systems is not possible and the aforementioned scaling cannot be tested for such
large collision energies.
Event generators are often used to describe di�erent colliding systems, even heavy ion col-
lisions. However, not all event generators are capable to simulate such collisions but only
single nucleon-nucleon reactions. In these cases, the results from the simulated proton-
proton collisions have to be scaled by Equation 3.30. PYTHIA-8 only recently added the
feature of simulating nuclei collisions other than proton-proton. But unfortunately, in our
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xF Fp̄ xF Fp̄

−0.250 0.0 0.250 1.0000

−0.225 0.0003 0.225 0.9997

−0.200 0.0008 0.200 0.9992

−0.175 0.0027 0.175 0.9973

−0.150 0.010 0.150 0.990

−0.125 0.035 0.125 0.965

−0.100 0.110 0.100 0.890

−0.075 0.197 0.075 0.803

−0.050 0.295 0.050 0.705

−0.025 0.4 0.025 0.6

0.000 0.5

Table 3.5: Fragmentation function into antiprotons as given by NA49. Table reproduced
from [227].

used version a failure of the computing code hinders us to use of this novel feature, and
we use the analytical scaling to emulate the production of antiprotons in cosmic proton-
helium, helium-proton, and helium-helium collisions for PYTIHA-8 [229].
For EPOS-LHC, the simulation of ion collisions is possible, and we qualitatively compare
the antiproton production from EPOS-LHC with the two mentioned experimental datasets.
Figure 3.11 shows the relative deviation of the double-di�erential antiproton-production
cross section from EPOS-LHC to the measured values of the proton-carbon collisions by
NA49 [227]. The deviation as a function of the phase-space variables is similar to the
deviations found for the antiproton production in proton-proton collisions from the same
experiment (c.f. Figure B.9b), which indicates that the deviations stem mainly from the
underlying antiproton production model rather than from the description of the larger
collision system for this collision energy.
The results for the proton-helium collisions at

√
sNN = 110 GeV to compare with the LHCb

data are shown in Figure 3.12. As no experimental data for proton-proton collisions at this
collision energy is available, we additionally show the obtained result for simulated proton-
proton collisions by EPOS-LHC scaled to proton-helium collisions by Equation 3.30. The
antiproton yield of EPOS-LHC is for both approaches�directly simulating the proton-
helium collision and scaling the result from the proton-proton collision�smaller than the
experimental data. The di�erence between both approaches is small compared to the over-
all deviation but increases with increasing pt. In addition to EPOS-LHC, also the result
from EPOS-3 is shown, which is explicitly tuned to describe physical e�ects that appear
in heavy-ion collisions at the LHC, such as in-matter e�ects of the produced particles and
collective motions. However, the antiproton production of EPOS-3 exceeds the measured
antiproton yield by LHCb signi�cantly. As unfortunately no antiproton-production data
from proton-proton collisions at

√
s = 110 GeV is available, it stays unclear whether the
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Figure 3.11: Comparison of the antiproton-production yield of EPOS-LHC in proton-
carbon collisions at

√
sNN = 17.3 GeV with the experimental data from NA49.

deviations stem from a deviation of the underlying antiproton production in the nucleon-
nucleon interaction or due to the scaling to the larger collision system. The experimental
dataset from proton-proton collisions that has the closest collision energy to the LHCb data
is the data from PHENIX at

√
s = 62.4 GeV, in which both generators, EPOS-LHC and

EPOS-3, tend to overestimate the antiproton production (c.f. Figure B.10). However, we
have to note that the experimental data from PHENIX is taken at central rapidity, while
the data from LHCb is at non-central rapidity, probing a di�erent region of the phase-space
of the produced antiprotons. Nevertheless, the found result might hint to an underestima-
tion of the scaling of the antiproton production from proton-proton to proton-helium in
EPOS-LHC for this speci�c collision energy, but more data for di�erent colliding systems
are required to verify this assumption.
Similar to the modeling of antiproton production in proton-proton collisions, the modeling
of the production in larger colliding systems is not completely accurate. Due to the lack
of experimental data, it is not possible to attribute the deviations to the description of
the larger colliding system or due to the antiproton production in the underlying nucleon-
nucleon reactions.

The described models and approaches to approximate the antiproton-production in col-
lisions relevant for the creation of cosmic-ray antiprotons in our galaxy obtain di�erent
antiproton-production cross sections. Although they all deviate for certain collision en-
ergies from the experimental data, especially the analytical parameterizations currently
approximate best the antiproton production. In the following, I compare the resulting
antiproton �uxes at Earth stemming from these di�erent production models and I present
the study of the agreement of the measured cosmic-ray �ux from AMS-02 with the param-
eterizations and the event generators.
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Figure 3.12: Comparison of antiproton production of EPOS-LHC and EPOS-3 in proton-
helium collisions at

√
sNN = 110 GeV with experimental data from LHCb [228]. In addi-

tion, the result of the scaled proton-proton result from EPOS-LHC, using the parametriza-
tion from Section 3.3.4 is shown.
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3.4 Prediction of the Antiproton Flux for Di�erent Produc-

tion Models

The di�erent models of antiproton production�either based on an analytical parameteri-
zation or on event generators�produce di�erent antiproton yields and phase-space distri-
butions. Although we have compared them at several collision energies to experimental
data, most collision energies and regions of the phase space of the produced antiprotons
stay untested due to the limited data on antiproton production. Therefore, one cannot
easily predict how di�erent the resulting antiproton �ux in the galaxy is for the di�erent
production models. Therefore, we investigate the di�erences in two ways: We �rst cal-
culate the so-called source function of antiprotons, which gives the yield of antiprotons
from cosmic-ray interactions at their origin�excluding e�ects of the propagation�and af-
terwards we investigate the di�erences of the propagated antiproton �ux at Earth, which
includes the modi�cation of the antiproton spectrum due to the processes during propa-
gation. However, only the propagated �uxes can be experimentally probed.
The source function, as introduced in Section 1.2.1 for the general case, can be written for
antiprotons as

qi+j→p̄(~r, t, Ep̄) = 4π
∑

i

∑

j

nj(~r)

∞∫

E
min
i

dEp̄

dσi+j→p̄+X(Ei, Ep̄)

dEp̄
Φi(~r, t, Ei), (3.33)

with i representing the di�erent cosmic-ray nuclei that act as projectiles with kinetic en-
ergies, Ei, and their corresponding particle �ux, Φi(~r, t, Ei); j represents the nuclei of
the interstellar medium that act as target particles with corresponding densities, nj ; and
dσi,j/dEp̄ is the energy-di�erential inclusive antiproton production cross section for the
collision of nuclei i and j. Ei,min represents the kinetic threshold of nuclei i to be able
to produce antiprotons in the collision. The source function of antiprotons comprises the
contributions from prompt production as well as from the decays of antineutrons and
antihyperons from all collisional systems that occur in the galaxy. As discussed in Sec-
tion 3.2, the non-prompt contributions and the contributions from colliding systems heavier
than proton-proton, can be all expressed in terms of the prompt-antiproton production in
proton-proton collisions. Therefore, we investigate the source function of prompt antipro-
tons from proton-proton collisions �rst to quantify the model dependence of the source
function for the di�erent models of production we have analyzed.
It is notable in Equation 3.33, that the source function inhibits a location and time de-
pendence due to the time and location-dependent �ux of the projectile particles, and we
have to choose a corresponding projectile �ux to evaluate the source function. We use
the steady-state local interstellar �ux of protons obtained by Boschini et al. using gal-

prop [163], as described in Section 2.3, for this study.
To calculate the source function from the analytical parameterizations with the proton �ux
from galprop, which is discretized on an energy grid as described in Section 2.1, we need
to integrate the invariant cross section corresponding to each energy. As the energy of the
created antiprotons is also discretized on the same grid, we have to calculate the source
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function for antiprotons at each energy-grid point as

qp̄

(
E

(l)
p̄

)
= 4π < nH >

E
max
p∑

E
(k)
p =E

min
p

(
E(k)

p − E(k−1)
p

) dσ

dEp̄

(
E(k)

p , E
(l)
p̄

)
ΦLIS

(
E(k)

p

)
, (3.34)

with E
(l)
p̄ being the antiproton energy, < nH >≈ 1 cm−3 the average density of the in-

terstellar hydrogen, Emin
p the minimum kinetic energy of the projectile protons to create

an antiproton in the collision, Emax
p the maximum energy-grid point for which particles

are propagated in galprop, ΦLIS(E(k)
p ) being the local interstellar �ux of protons, and

dσ/dEp being the energy-di�erential antiproton production cross section, which can be
calculated from the invariant cross section as

dσ

dEp̄

(
E(k)

p , E
(l)
p̄

)
= 2πpp̄

∫
d cos(θ)fp̄

(
E(k)

p , E
(l)
p̄ , θ

)
, (3.35)

with θ being the angle between the incoming proton and the produced antiproton and fp̄

being the invariant cross section for prompt antiproton production.
To obtain the source function for the event-generator-based production, we simulate proton-
proton collisions for each E(k)

p and calculate from this the production cross section as

dσ

dEp̄

(
E(k)

p , E
(l)
p̄

)
= σinel

(
E(k)

p

) Np̄

Ncoll

(
E

(l)
p̄ − E(l−1)

p̄

) , (3.36)

with Ncoll being the number of simulated collisions, σinel(E
(k)
p ) being the inelastic cross

section, and Np̄ being the number of created antiprotons in the energy interval E(l−1)
p̄ �

E
(l)
p̄ .

In Figure 3.13a, we show the obtained source function for prompt antiprotons from proton-
proton collisions multiplied by E2.7

p̄ for several of our tested production models: For the
event generators EPOS-LHC and PYTHIA-8; for the adapted Winkler model with its best-
�t parameters, which has given the best agreement to the experimental data of antiproton
production of all investigated models and thus is expected to give the most accurate es-
timation of the source function; and the original parameterizations by Winkler and Di
Mauro et al. with their originally obtained parameters from their publications [195, 164].

As expected from the comparison of the di�erent models with the antiproton-production
data from accelerator-based experiments, the source functions of the event generators
PYTHIA-8 and EPOS-LHC are exceeding the obtained source functions of the analytical
parameterizations over the whole energy range. The source terms of the parameterizations
di�er only on the order of 10 % from each other. For the adapted Winkler model, for which
we performed the parameter �t, we additionally show the central-68 % interval of the source
term which visualizes the propagated uncertainty from the antiproton production model.
This interval is obtained by using the posterior-probability-distributed samples of the pa-
rameters from the MCMC sampling. We calculate the source function for each obtained
sample, and mark for each Ep̄ the interval around the value from the best-�t parameters
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Figure 3.13: Comparison of the local antiproton source functions for proton-proton colli-
sions of di�erent production models. The relative deviations are calculated with respect
to the best-�t result of the adapted Winkler model.

in which 68 % of all samples fall. Although in the studies of Winkler and Di Mauro et
al. di�erent experimental datasets and �t procedures have been used, their given relative
uncertainties are similar to what we obtained for our adapted Winkler model [195, 164].
When including the uncertainties from the �tting procedure, the predicted source functions
for all three analytical models coincide up to energies of around 1× 103 GeV. Above this
energy, the model by Di Mauro et al. predicts a smaller source function.
In addition to prompt antiprotons, antiprotons from decayed antineutrons and antihyper-
ons also contributes to the source function of antiprotons in the galaxy. To include these
contributions in the analytical parameterizations, we scale the invariant prompt-antiproton
production cross section following the approach from M. Winkler as

fall
p̄ = fp̄

(
2 + ∆is + 2∆hyp

)
, (3.37)

with ∆is from Equation 3.29, to account for asymmetric antineutron-to-antiproton pro-
duction, and ∆hyp = (0.81 ± 0.04)fΛ̄/fp̄, with the ratio of the antilambda-to-antiproton
production cross section, which is parametrized as a function of collision energy using
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Figure 3.14: Relative contribution of the various contribution channels to the source spec-
trum. Figure taken from Korsmeier et al. [164].

Equation 3.27 [195].
To include the contributions from antihyperons and antineutrons in the event-generator-
based models, we include the corresponding weak decays in the simulations and let all
antineutrons and antihyperons decay.
The obtained full source functions for galactic proton-proton collisions are shown in Fig-
ure 3.13b. While the relative deviations between the analytical parameterizations do not
change�since we scale them all equally�the relative deviation of EPOS-LHC with respect
to them increases due to the overproduction of antineutrons. As both, the production of
antineutrons and antihyperons, su�er from additional uncertainties which are independent
from the prompt-antiproton cross section, we include them as well in our central-68 %-
interval band of the result from the adapted Winkler model. To do so, we additionally
sample ∆is and ∆hyp according to their posterior-probability distributions that we obtain
by reproducing the �ts to experimental data from Winkler et al. [217, 195]. The com-
bined central-68 % interval that includes the uncertainties from the prompt-antiproton-
production �t, from the isospin asymmetry, and from the antihyperon contribution has a
relative magnitude on the order of 5 % of the source function and increases with decreasing
antiproton energy due to the increasing uncertainty from the antineutron production.

In order to obtain the full antiproton source term and to model the full antiproton �ux at
Earth, the contributions from colliding systems other than proton-proton have to be added
as well. As found by Korsmeier et al., the proton-proton channel accounts for around 50 %
to 60 % of the total source function [164]. The remaining fraction distributes mainly to
helium-proton, proton-helium, and helium-helium collisions. But even heavier ions con-
tribute measurably to the total production. Figure 3.14 shows the relative contributions
to the source function as obtained by Di Mauro et al. for their production model from the
di�erent collisional systems. The contributions from the heavier collision systems can be
calculated for a given production model by scaling the antiproton production from proton-
proton collisions as discussed in Section 3.3.4 using Equation 3.30. Although the relative
deviations of the source functions for the di�erent production models do not signi�cantly
change, the inclusion of the contribution from the heavier collision systems is important to
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Figure 3.15: Relative contribution to the LIS �ux of antiprotons extracted from EPOS-
LHC.

be able to compare the resulting antiproton �ux to cosmic-ray measurements. To obtain
a good approximation of the total antiproton �ux for our models, we use Equation 3.30
to add the contribution from proton-helium, helium-proton, and helium-helium collisions
to our �ux prediction. These collisional systems together with proton-proton collisions
account for more than 90 % of the total antiproton production. In order to account for
the missing fraction from even heavier systems, we scale the calculated contribution from
helium-proton collisions by a factor 1.4, as the next leading contributions from carbon,
nitrogen, oxygen, neon, magnesium, and silicon follow a very similar energy dependence in
their contribution as can be seen in Figure 3.14. By this scaling, we expect the models to
account for more than 97 % of the total antiproton production in the galaxy. For EPOS-
LHC, we perform the simulations of the proton-helium, helium-proton, and helium-helium
collisions and extract the corresponding antiproton-production cross sections similar as
for the proton-proton case. To again compensate the missing contribution from heav-
ier systems, we scale the result from the helium-proton collsion by a factor of 1.4. The
contribution of the di�erent collision systems for the �nal antiproton �ux at Earth for
EPOS-LHC is depicted in Figure 3.15 excluding the scaling of the helium-proton contri-
bution. For PYTHIA-8, as mentioned, we apply the same scaling as for the analytical
parameterizations.

To obtain the propagated antiproton �uxes for the di�erent production models we again
use the propagation setup of Boschini et al. as discussed in detail in Section 2.3 [163].
The obtained local interstellar antiproton �uxes for the di�erent production models are
shown in Figure 3.16a together with the relative deviations to the obtained �ux by the
adapted Winkler model. Again, the blue uncertainty band shows the central-68 % interval
of the prediction, which is accounting for the uncertainties from the prompt production,
the isospin asymmetry, and the antihyperon contribution. The interval is obtained by using
the samples from the Markov-Chain Monte-Carlo procedure, similar as for the uncertainty
calculation of the source function, and executing the galprop simulation for each sample
to obtain the propagated antiproton �ux. The uncertainties for the models by Winkler
and Di Mauro et al. are expected again to be of similar magnitude.
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(b) Solar-modulated �ux of antiprotons com-
pared to AMS-02 data.

Figure 3.16: Prediction of the antiproton �ux for the di�erent antiproton-production mod-
els obtained with GALPROP and the parameters of the Boschini propagation model. The
solar modulation is performed using HELMOD.

The obtained antiproton �uxes for the original models by Winkler and Di Mauro et al.
have a slightly �atter spectrum as the �ux from the adapted Winkler model and result
in a larger antiproton �ux at energies above a few tens of GeV. This is as expected from
the comparison of the production models with the experimental antiproton-production
data, in which both, the Winkler and Di Mauro model, overestimated the total antiproton
production at

√
s = 62.4 GeV and

√
s = 200 GeV by the PHENIX and BRAHMS experi-

ment. Collisions with
√
s ≈ 50 GeV contribute most to the antiproton �ux on the order of

200 GeV kinetic energy of the antiprotons.
The modeled �uxes from the event generators yield way larger antiproton �uxes. Only
at the lowest energies, below a few GeV, the �ux from EPOS-LHC decreases to the �ux
predicted by the analytical parameterizations. This is found to be due to an instant drop
of the antiproton production in EPOS-LHC to zero below

√
s = 6 GeV, as the generator

does not produce any secondary particles below this collision energy. Since the energy
threshold for antiprotons is smaller, at approximately

√
s = 4 GeV, the contribution of

antiprotons produced within this range of collisions is missing, reducing the �ux of very
low-energy antiprotons.
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To compare the modeled antiproton �uxes to AMS-02 data near Earth, we include so-
lar modulation on the obtained local interstellar antiproton �uxes using the HELMOD
code described in Section 1.3.2 [28]. The modulated �uxes and their relative deviations
from the AMS-02 data are shown in Figure 3.16b. Except for the result of PYTHIA-8, all
models produce an antiproton �ux that is not deviating more than 50 % from the AMS-02
data over the whole measurement range. The analytical parameterizations, which are much
more in agreement with the antiproton production measurements at accelerator-based ex-
periments are only deviating at maximum 25 % from the AMS-02 measurement. While
the model by Winkler and Di Mauro et al. only deviates in the energy range of 10 GeV to
30 GeV, our adapted Winkler model deviates also at larger energies.
Similar as for the source term, the lower �ux at high energies is a consequence of simulta-
neous use of PHENIX and BRAHMS data in our �tting procedure of the antiproton pro-
duction cross section, which suggests a di�erent xr distribution of antiprotons as measured
at lower collision energies by NA49 or NA61. The data suggests an increased suppression
of antiproton production at large xr and thus at large kinetic energy of the antiproton.
Due to the lack of further measurements at non-central rapidities at such large collision
energies, we cannot further probe the evolution of this suppression and whether our ad-hoc
parameterization of the collision-energy dependence of the suppression is justi�ed. With
the so-far available data, however, the adapted Winkler model yields the best agreement
with the antiproton-production measurements and might give a more realistic estimate of
the antiproton �ux. To further pin-down the correct antiproton-production model, more
experimental data, covering a larger fraction of the phase space�especially for large colli-
sion energies are required.
When interpreting the deviations of the modeled antiproton �ux from the AMS-02 data,
the uncertainties of the propagation model must be also taken into account. As we have
seen in Section 2.3, the variations of the propagated antiproton �ux for a given production
model but a di�erent propagation model�which is still in agreement with cosmic-ray mea-
surements of other particle species�is on the order of 20 % below around 30 GeV as can
be seen in Figure 2.14. Combining the uncertainties from the propagation and production
of antiprotons, our current models cannot provide a convincing statement on whether the
assumption of a purely secondary antiproton �ux explains the measured antiproton yield
or if an additional exotic contribution is required to explain the measured �ux. Further
e�orts to reduce the uncertainties on the �ux modeling are required to improve the ex-
clusion limits of exotic sources or to identify an exotic contributions of antimatter in the
galaxy using antiprotons.

Due to this complication, in the last decade the search for heavier antinuclei has been
proposed, as the collisional production of such particles is expected to be suppressed com-
pared to the single antinucleon production and the detection of such particles might be
a hint to an exotic source of antimatter in our galaxy. In the following section we want
to shortly review this idea as an outlook and discuss possible implications of the here
presented study of the antiproton and antineutron production on the models of antinuclei
production in the galaxy.
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3.5 Outlook on Heavier Antinuclei in Cosmic Rays

The comparison of the measured cosmic-ray antiproton �ux with �ux models have served
as a good constraint on exotic sources in the past, often limited only by the statistical
precision of the cosmic-ray antiproton measurement. As we have seen, however, this has
changed and the uncertainties of the propagation model and the production model of an-
tiprotons currently hinder further improvements of the constraints of exotic sources or to
con�rm them. Because of these drawbacks, in the last decade the measurement of heavier
antinuclei has been proposed as a more sensitive probe for exotic sources with respect to
antiprotons [230].
Similarly to ordinary nuclei, antiprotons and antineutrons can form a bound state, an
antinucleus, if they are close enough in space and momentum. Hence, processes which are
energetic enough to produce at least two antinucleons potentially also produce them in
a bound state. In cosmic-ray collisions, the minimum collision energy required is around√
s ≈ 6mp. For exotic processes such as dark-matter decay or annihilation the mass of the

involved dark-matter particles has to be above
√
s ≈ 4mp [231].

Although the expected �uxes of such antinuclei are much smaller than the �ux of antipro-
tons due to the much lower probability to produce two antinucleons close in phase space
in any reaction, kinematic considerations suggest that the produced antinuclei �ux from
cosmic-ray collisions at low energies is even lower than a potential �ux from many pro-
posed exotic sources, such as dark-matter annihilation or decay, that are still in agreement
with the current limits set by the �ux of antiprotons in the galaxy [232]. Antinuclei that
emerge a cosmic-ray collision are largely boosted due to the �xed-target kinematics of the
reaction and inherit a large kinetic energy. The production of low-energy antinuclei is thus
very unlikely. On the other hand, most models of dark matter annihilation and decay
for dark matter particles in the GeV to TeV range, or exotic sources like primordial black
holes, predict antinuclei �uxes that peak at these low kinetic energies. Figure 3.17 shows
exemplarily some current estimates of the antideuteron �ux for di�erent exotic source
hypotheses together with estimates of the antideuteron �ux from cosmic ray collisions.
Especially at energies below 1 GeV/n the �ux from exotic sources can exceed the �ux from
cosmic ray collisions signi�cantly. However, at energies around several GeV both �uxes are
expected to be on the same order of magnitude and a good estimate of the antideuteron
�ux from cosmic-ray interactions is required to interpret possible future measurements of
antideuterons. The di�erences between the obtained antideuteron �uxes from cosmic-ray
interactions stem mainly from di�erent modeling of the antideuteron formation from the
two initially independently created antinucleons. The most commonly used model to de-
scribe this process is the so-called coalescence model. In this model, only the distance
of the two antinucleons in momentum space determines whether a bound state is formed.
The maximum allowed distance to be able to form an antideuteron is called the coalescence
momentum, p0, which cannot be constrained from �rst-principles but has to be extracted
from antideuteron-production measurements [232].
In the most simple form, the so-called factorized coalescence model, the invariant produc-
tion cross section of antideuterons, fd̄, is calculated from the invariant production cross
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Figure 3.17: Estimates of antideuteron �uxes obtained for di�erent exotic source hypothesis
and from cosmic-ray interactions from Serksnyte et al [232]. The green and blue lines show
the prediction for dark-matter annihilation with di�erent characteristics of the annihilation
process and from primordial black hole evaporation (lower-right �gure). The red lines show
the prediction of the background of antideuterons created by cosmic-ray interactions for
two di�erent models of the antideuteron-production cross section based on the studies by
Shukla et al. and Kachelriess et al. [233, 234]. The di�erence between the lines and the
shaded bands stems from di�erent antideuteron annihilation cross sections assumed for
propagation. Figure taken from Serksnyte et al. [232].

section of antiprotons, fp̄ and antineutrons, fn̄, and the coalescence momentum as

fd̄ ≈
πp3

0

6

md̄

mp̄mp̄
fp̄fn̄. (3.38)

This model, however, assumes a completely uncorrelated production of the individual antin-
ucleons, which is questionable especially for low collision energies in which the available

96



3.5. OUTLOOK ON HEAVIER ANTINUCLEI IN COSMIC RAYS

phase-space for the production of the second antinucleon shrinks signi�cantly in compari-
son to the production of the �rst one due to the reduced available energy to create further
baryon-antibaryon pairs [231]. To take this and further particle-particle correlations dur-
ing the production of the antinucleons into account, an event-by-event coalescence has
been proposed, in which the coalescence requirement, pp̄ − pn̄ ≤ p0, is evaluated for each
produced antiproton-antineutron pair in each event individually [231]. To model such
individual events, event generators are used, often the already discussed EPOS-LHC or
PYTHIA-8 generator.
Recent studies have used di�erent event generators and obtained di�erent coalescence mo-
menta when �tting to similar experimental data of antideuteron production [233, 234].
These obtained deviations can be either assigned to di�erent particle-particle correlations
employed by the event generators or�as discussed in Section 3.3.1.1�to a di�ering pro-
duction of individual antinucleons.
To disentangle the in�uence of the two e�ects and estimate their magnitude, we exemplar-
ily compare the antideuteron production of EPOS-LHC and PYTHIA-8 at

√
s = 17.3 GeV

using the event-by-event coalescence model and compare the obtained antideuteron spec-
tra to spectra obtained by the two generators with identical antiproton and antineutron
production. To obtain an identical production of the single antinucleons, a weighting pro-
cedure is employed, which is described in the following.
As we have seen, both generators overproduce antiprotons and antineutrons signi�cantly
at
√
s = 17.3 GeV. While PYTHIA-8 produces antiprotons and antineutrons symmet-

rically and overestimates the antiproton yield by roughly a factor of two, the deviation
of EPOS-LHC to the measured antiproton yields are smaller but the antineutron yield
is around 1.75 times larger than the antiproton yield, which is exceeding expectations�
even when including models of isospin asymmetry�signi�cantly. The full antiproton and
antineutron spectra for this collision energy are shown in Figure 3.19a and Figure 3.19b,
respectively. To compare the di�erences in antideuteron yields stemming from only the
di�erent particle-particle correlations employed by the two event generators and to obtain
the antideuteron yield for single-antinuclei spectra that are consistent with experimen-
tal data, we correct the invariant yield of the single antinucleons to the yield obtained
by our adapted Winkler model, which accurately described the NA49 data. In addition,
we assume isospin symmetric production of antiprotons and antineutrons. To correct the
yields of the antinucleons produced by the event generators, we assign a weight, w, to each
produced antinucleon of the generators as

w(y, pt) =
fgen(y, pt)

fparam(y, pt)
, (3.39)

with fgen(y, pt) being the invariant production cross section obtained by the event generator
and fparam(y, pt) being the invariant production cross section of the adapted Winkler pa-
rameterization. The invariant production cross section of the event generators and the cal-
culated weights are obtained in bins of ∆y = 5.9× 10−2 and and ∆pt = 4.0× 10−2 GeV/c
using 1× 108 collisions. In Figure 3.18, we show exemplarily the obtained weights for the
EPOS-LHC event generator.
The weighted particle production yields identical spectra of antiprotons and antineutrons
for both event generators. The created antinucleons follow the phase-space distributions
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(b) Correction weights for antineutrons.

Figure 3.18: Binned correction weights for EPOS-LHC antinucleon production.

and yields of our adapted Winkler model, as can be seen in Figure 3.19a and Figure 3.19b.
In order to obtain antideuterons event-by-event with the corrected antinucleon yields, we
assign to each antiproton-antineutron pair that is produced in an event the weight

wd̄ = wp̄wn̄, (3.40)

with the corresponding weights of the antiproton,wp̄, and antineutron, wn̄. The weights are
interpreted as a probability to produce the event given the experimental constraints of the
single-particle spectra. The antideuteron spectra for an exemplary value of p0 = 150 MeV
without and with the described correction of the single-antinucleon yields are shown in Fig-
ure 3.19c and Figure 3.19d, respectively. For each generator we simulate 5× 108 collisions
and the coalescence criterion is checked for each produced antiproton-antineutron pair in
each event. If the pair ful�lls the criterion, the pair is assigned to form an antideuteron
with kinetic energy per nucleon of Ed̄ = (Ep̄ + En̄)/2.
Comparing the obtained antideuteron spectra with and without the correction, we see that
the obtained antideuteron yields are reduced by more than a factor three. For the corrected
case, in which EPOS-LHC and PYTHIA-8 inhibit the same single-antinucleon production
from the weighting, the yield of antideuterons obtained by PYTHIA-8 is only roughly half
of the obtained yield by EPOS-LHC. As the initial antideuteron spectra from EPOS-LHC
and PYTHIA-8 by accident coincide, this di�erence can now be assigned to stem solely
from the di�erent particle-particle correlations of the two event generators.
In this small exemplary analysis, we have shown that the di�erences of antideuteron yields
in di�erent event generators stem from both, the di�erent single-antinucleon production
and the di�erent modeling of particle-particle correlations. To extract an accurate value of
p0 and an accurate prediction of the cosmic-ray antideuteron �ux from collisional produc-
tion, both processes have to be modeled accurately. Nevertheless, even with the current
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uncertainties, the search for antideuterons as a promising approach to improve our limits
on exotic antimatter sources or prove their existence.

However, the measurement of the cosmic-ray antideuteron �ux�or even the detection of
a single cosmic antideuteron�is experimentally very challenging due to the very low �ux
of antideuterons. This requires experiments with ultra-long measurement time and large
geometrical acceptance and also demands new particle-detector concepts, especially for
measurements of low-energy antinuclei. Beside AMS-02, which might improve our current
limits on the antideuteron �ux, several experiments are planned to speci�cally measure
cosmic-ray antinuclei, like exemplarily the upcoming GAPS experiment, or proposed ex-
periments like ADHD, or GRAMS [9].
In the next chapter I describe a novel detector approach which identi�es particles solely
using the characteristic interactions of them with the detector material and is omnidi-
rectionally sensitive, which results in a large geometrical acceptance for a given system
size. Considering the scalablity of the concept, the detector system might be a potential
experimental approach for future measurements of antinuclei.
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Figure 3.19: Obtained antiproton, antineutron, and antideuteron spectra at
√
s = 17.3 GeV

from EPOS-LHC and PYTHIA-8 obtained with and without correction of the single-
antinuclei spectra.
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Chapter 4

A Multi-Purpose Active-Target

Particle Telescope for Cosmic Rays

The Multi-purpose Active-Target Particle Telescope (MAPT) is a particle detector that is
currently under development at the Technical University of Munich. The detector shall
allow omnidirectional measurements of cosmic-ray nuclei and antinuclei in space, while
being compact, lightweight, and low-power demanding to be deployable on a variety of
spacecrafts�even CubeSats with sizes of only a few tens of centimeters in each dimension.
The detector consists of a stack of scintillating-plastic �bers coupled to silicon photomul-
tipliers. The identi�cation of charged particles is based on their energy-loss characteristics
in the detector's material. MAPT's concept is easily scalable and larger versions of the
detector can be realized to increase the sensitivity of the detector to probe rare cosmic-ray
particles such as antinuclei.
The development of the detector also serves educational purposes and many subtasks of the
development have been performed by students in the scope of their Bachelors' and Masters'
theses. A list of MAPT-related theses that have been co-supervised by the author is given in
Appendix D. In this work, I focus on the developed concepts of the particle-reconstruction
scheme and the designed algorithms to analyze the detector signals in MAPT.
In Section 4.1, I describe the layout of the detector and the basics of the particle-identi�cation
principle, which is based on the ionizing interactions of the charged cosmic-ray particle with
the detector material. In Section 4.2, I discuss the signal-generation processes of the scintil-
lating plastic �bers and the silicon photomultipliers and highlight the physical e�ects that
a�ect the particle-reconstruction capabilities of MAPT. Most important are saturation ef-
fects of the scintillator, so-called ionization quenching. After assessing the magnitude of
the e�ect experimentally in Section 4.3, I estimate the impact on the particle-identi�cation
capability of MAPT. In Section 4.4, I describe the planned reconstruction algorithms to
identify the particle species, the direction, and the energy of a particle that hits MAPT.
I present two algorithms for the reconstruction: one based on a Bayesian particle �lter,
which is intended to be used for a detailed analysis of the recorded detector data after
transmission to ground; and one based on neural networks to analyze the measured parti-
cle events in near real-time directly on the on-board computer of MAPT, which is required
for applications with a limited data-transmission contingency. I evaluate the performance
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(a) Exploded view of MAPT's �ber stack.

SciFi (2mm x 2mm cross section)
SiPM
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(b) Schematic view of a �ber coupled to a SiPM.

Figure 4.1: The active tracking volume of MAPT, consisting of 1024 scintillating-plastic
�bers coupled to SiPMs.

of both algorithms for light nuclei using simulated detector data. In Section 4.5, I present
two planned technology demonstration missions in which the functionality of the MAPT
concept shall be demonstrated: The measurement of the radiation environment inside of
the International Space Station, and the measurement of geomagnetically trapped antipro-
tons on a CubeSat. Concluding, I give an outlook on the possibility of cosmic-ray antinuclei
measurements using a particle detector based on the concept of MAPT in Section 4.6.

4.1 Detector Layout and Detection Principle

MAPT consists of a stack of 1024 scintillating plastic �bers, each 80 mm long with a
(2×2) mm2 cross section coupled at one end to a silicon photomultiplier (SiPM). A charged
particle that traverses a scintillating �ber transfers part of its kinetic energy into scintil-
lation light due to electromagnetic interactions [235]. The so-created scintillation light
travels along the �ber and is detected by the silicon photomultiplier, a state-of-the-art
photon detector which creates an electrical signal that we can digitize and record using a
suitable data-acquisition system [236].
Figure 4.1b depicts one of the 1024 individual �ber-SiPM channels of MAPT. The �bers
are arranged in 32 layers of 32 �bers each, spanning a segmented, cube-shape volume that
is sensitive to charged particles traversing it from all directions. The �ber layers are rotated
by 90° with respect to their neighboring layers to allow a three-dimensional reconstruction
of the particle's track within the volume. I refer to the two di�erent oriented arrays of
�bers as di�erent projections. Each second layer per projection is additionally shifted by
half a �ber width (1 mm) with respect to the former layer of the projection to increase the
e�ective spatial resolution within the tracking volume.
Figure 4.1a shows an exploded view of the �ber stack. A typical representation of the
resulting hit pattern in the detector from a traversing particle is shown in Figure 4.2. The
displayed event shows the simulated signals created by a 3 GeV proton. The simulation is
performed using Geant4, a toolkit for the simulation of the passage of particles through
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Figure 4.2: Representation of a simulated particle event in MAPT. The two projections
show the signals obtained for the two perpendicular �ber orientations. The gray squares
depict all �ber positions for the corresponding projection.

matter [237]. The two projections, labeled as XY and ZY, show the obtained signals in
all �bers of MAPT separated into the two projections. Following the de�nition of the
coordinate system shown in Figure 4.1a, the XY and ZY projections correspond to the
projections in which the �bers' end surfaces are aligned within the XY and ZY plane,
respectively. From the hit pattern in both projections we can reconstruct the full three-
dimensional particle track through the detector.
In addition to the geometrical information of the particle's track, we aim to use the signal
strength in the individual �bers and the change of the signal strength along the particle's
track to reconstruct the characteristics of the nuclei, such as its charge number, mass num-
ber, and kinetic energy. To achieve this, we must extract the stopping power of the particle
along its track within the detector from the signals in the individual �bers. The stopping
power is an informative observable to infer characteristics of the traversed particle, espe-
cially if the particle stops in the detector [235].
In the following, I brie�y review the physical process of electronic energy loss of heavy
charged particles in matter, and I introduce the concept of Bragg-curve spectroscopy,
which can be used to identify the charged particle using the energy-loss pro�le along its
track.

4.1.1 Energy Loss of Nuclei in Matter

Charged particles that traverse matter interact electromagnetically with the atoms of the
material. More speci�cally, heavy charged particles�those with masses on the order of the
proton mass and thus much larger than the mass of the electron�most probably scatter
elastically on the material's nuclei or inelastically on the material's electrons [235]. While
the former mainly leads to a change of the particle's direction, the latter leads to an
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energy transfer from the particle to the electron. Although the energy transferred in a
single collision is often small compared to the kinetic energy of a fast particle, only on the
order of a few hundred eV, the large density of electrons in the material results in many
interactions during the passage of the particle and thus in a non-negligible total energy
loss [21]. This transferred energy is often called 'electronic energy loss'. The electronic
energy loss divided by the path length through the material is called 'stopping power'. The
electronic energy loss is the dominant energy-loss mechanism for nuclei in matter at the
for us relevant energies of a few MeV/n and above.
Although the energy loss is of statistical nature and can for a single particle only be
predicted with a limited certainty, the Bethe formula can be used to calculate the mean
stopping power, 〈−dE/dx〉, for a nucleus with kinetic energy, E, velocity, β, and charge,
z, as 〈

−dE

dx

〉
=

4πe4z2

m0c
2β2AZ

[
ln

2m0c
2β2

I
ln
(

1− β2
)
− β2

]
, (4.1)

with A and Z being the average mass and charge number of the stopping material and I its
average ionization and excitation potential, which has to be extracted experimentally for
each material [235]. A list of values of I for di�erent materials was for example collected
by Seltzer et al. [238]. For non-relativistic particle velocities, β � 1, the stopping power
increases in good approximation quadratically with decreasing velocity. At large veloci-
ties, the stopping power increases logarithmically with increasing velocity. In between, at
around βγ ≈ 3, the stopping power reaches a minimum. Particles with such a minimal
stopping power are often referred to as minimum-ionizing particles (MIPs) [21]. The Bethe
formula is valid for kinetic energies of nuclei between approximately 0.1 MeV/n and a few
TeV/n
The stopping power of several di�erent nuclei in polystyrene�the base material of our
detector�as a function of kinetic energy per nucleon is shown in Figure 4.3a exemplarily
for protons (z = 1), helium-4 (z = 2), and lithium-7 (z = 3). The values are extracted from
Geant4 [237]. Clearly visible is the z2-dependence of the stopping power on the particle's
charge. Visualizing the stopping power of di�erent ions as a function of the kinetic energy
per nucleon, which results in identical particle velocities for a given energy per nucleon,
reveals the identical trend of the stopping power for the di�erent particles. At around
3 GeV/n, all nuclei reach their minimum-ionizing regime.
One consequence of the steep increase of the stopping power for nuclei below 1 GeV is that
these particles deposit most of their kinetic energy shortly before stopping in the material
due to the electric energy loss [239]. The mean range of a particle in a material can be ob-
tained by integrating the reciprocal of the stopping power from the particle's initial energy
down to approximately zero. 1 The method to obtain the mean particle range like this is
called continuous-slowing down approximation (CSDA). Within the CSDA, the obtained
range is slightly overestimated with respect to measurements as the CSDA does not take
into account the e�ective prolongation of the particle's path length due to multiple scatter-
ing [240]. However, this e�ect is relevant only for particles below approximately 1 MeV/n

1
Below a few hundred keV per nucleon the Bethe formula fails to describe the stopping power accurately

and other models have to be used to describe the stopping power for even lower energies. However, for
our application the residual energy and range of particles below this energy can be neglected, introducing
only uncertainties on the order of a few-hundred keV per nucleon or several micrometer for the range.

104



4.1. DETECTOR LAYOUT AND DETECTION PRINCIPLE

101 103 105

kin. energy per nucleon (MeV/n)

100

101

102

st
op

pi
ng

po
w
er

(M
eV

/m
m
)

proton
helium-4
lithium-7

(a) Stopping power in polystyrene.

101 102 103

kin. energy (MeV)

100

101

102

ra
ng

e
(m

m
)

proton
helium-4
lithium-7

(b) CSDA range in polystyrene.

Figure 4.3: Mean stopping power and range of di�erent ions in polystyrene. The range
is calculated by the continuous-slowing-down approximation (CSDA). Both values are ex-
tracted from geant-4 [237].

in polystyrene [241]. The CSDA ranges for protons, helium-4, and lithium-7 in polystyrene
as a function of the their kinetic energies are shown in Figure 4.3b. For kinetic energies
below 100 MeV for protons, 400 MeV for helium-4, and 700 MeV for lithium-7, the ranges
of the nuclei are comparable with the size of MAPT, allowing us to stop them within the
detector.
The change of the energy deposition along the track of a nucleus as a function of the depth
in the material before it is completely stopped follows the so-called Bragg curve [235].
The shape of the Bragg curve is unique for a certain particle type with a given energy.
From a recorded Bragg curve from an energetic nucleus, the charge number, mass number,
and the initial kinetic energy�the energy before entering the detector volume�can be re-
constructed. Figure 4.4a exemplary shows Bragg curves of 250 MeV/n protons and alpha
particles which slowed down in high-density polyethylene, measured by the Brookhaven
Science Associates [242]. The stopping power is normalized to one at depth zero, and
the Bragg curve of helium-4 is additionally scaled by the ratio of the stopping power of
protons and helium-4 particles at 250 MeV/n to visualize the absolute di�erence of the
Bragg curves stemming from the di�erent charges of the two nuclei. The typical shape
of the Bragg curve is clearly visible for both nuclei: Both have a rather constant energy
deposition in the beginning and a steep increase shortly before stopping. For a completely
stopped nucleus, the integral of the Bragg curve corresponds to the initial kinetic energy
of the nucleus; the depth at which the nucleus stops, the range, is related to the charge,
mass, and initial velocity of the nucleus; and the maximum value of the Bragg curve, the
so-called Bragg peak, depends only on the charge of the nucleus. Using these observables,
one can reconstruct the characteristics of the nucleus that stopped in the detector. This
method is called Bragg-curve spectroscopy and was developed by C. R. Gruhn et al. in
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Figure 4.4: Bragg curves for di�erent particles.

1982 [243].
In a segmented detector like MAPT, however, we cannot directly measure the stopping
power itself but only the integrated stopping power per traversed �ber, the deposited en-
ergy, ∆E. It depends not solely on the stopping power but also on the path length of the
particle in the �ber. The deposited energy is given as the integral over the stopping power
along the particle's track through the �ber as

∆E =

xout∫

xin

〈
dE

dx

〉
dx, (4.2)

with xin and xout the entrance and exit point of the track in �ber. For tracks that pene-
trate MAPT perpendicular to the �ber layers, the track length per �ber is constant and
the obtained Bragg curves are very similar to the previously shown unsegmented case.
Figure 4.4b exemplarily shows the segmented Bragg curves in MAPT for di�erent particle
species with similar range and constant track length per �ber. For tracks that penetrate
the detector not perpendicular to the �ber layers, the track length in the di�erent �bers
can vary, and the shape of the Bragg curve is distorted. In order to still reconstruct the
particle characteristics from the underlying Bragg curve for such events, the direction and
location of the track in the detector must be reconstructed simultaneously to constrain the
track length per �ber.
For particles that are too energetic to be stopped completely in the detector, the Bragg
curve is not completely recorded and extrapolation techniques must be applied to be still
able to characterize the particle, as exemplarily done by Terasa et al. [244]. The reduced
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information of these events, however, increase the uncertainty of the energy reconstruction
and particle identi�cation.
In Section 4.4 we show two algorithms based on Bragg-curve spectroscopy to determine
the energy and identify the species of a traversing nucleus from the MAPT data: one based
on a Bayesian particle �lter and one using neural networks.

4.1.2 Annihilation of Antinuclei

From Bragg curve spectroscopy alone we cannot distinguish particles from their antiparti-
cles as the stopping powers of nuclei and antinuclei with equal energy are mostly identical
and the energy deposition along the track in MAPT for both are equal.2 However, during
slowing down, antinuclei are likely to annihilate with the nuclei of the detector mate-
rial [246]. In such annihilation events, the incoming antinuclei disintegrate and several
neutral and charged secondary particles emerge from the annihilation vertex [119]. As
the annihilation probability increases with decreasing velocity, low-energy antinuclei that
enter MAPT will to a certain proportion �rst slow down�depositing energy according to
their Bragg curve�before annihilating and creating secondary particles [179]. This gives a
unique distribution of �ber hits, which I call 'hit pattern' in the following, in the detector
that can be used to distinguish a particle from its antiparticle.
To visualize this concept, Figure 4.5 compares the di�erent hit pattern of a stopped proton
(Figure 4.5a) to that of an annihilated antiproton (Figure 4.5b) with identical initial kinetic
energies of 50 MeV. While slowing down, both particles deposit their energy similarly in
the detector, following the same Bragg curve. For the antiproton, an additional star-like
pattern created by emerging secondary charged particles from the annihilation process is
visible. These tracks are created by several charged pions and nuclei that emerge from the
annihilation together with several neutral particles that leave the detector unnoticed. A
detailed investigation of the annihilation process of antiprotons on polystyrene has been
conducted in the Master's thesis of the author, obtaining that in average around four addi-
tional charged particle tracks are visible in the detector [180]. For heavier antinuclei, such
as antideuterons or antihelium, even more charged secondary particles are expected to be
created and the multiplicity of the secondary particles can potentially be used as a sec-
ond observable to distinguish di�erent types of antinuclei beside by their Bragg curve [247].

The identi�cation of the species of both antinuclei and nuclei in MAPT, using Bragg-curve
spectroscopy, requires an accurate reconstruction of the deposited energy of the particle
in the �bers from the measured signals. However, the signal generation of a scintillating
�ber coupled to a silicon photomultiplier is complex. In order to �nd the accurate relation
between the measured signal and the deposited energy, we require an accurate description
of the involved physical processes. The relation between the deposited energy and the
signal magnitude measured in a channel of MAPT is also required to generate accurately
simulated data to test and verify the developed particle-reconstruction algorithms due to
the unavailability of appropriate experimental data for the detector currently in develop-
ment. For this purpose, the simulated data must be as realistic as possible to allow an
accurate performance measurement of the algorithms and to exclude potential systematic

2
Neglecting the Barkas e�ect, which is only signi�cant for kinetic energies below 1 MeV [245].
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(a) Stopping proton.
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(b) Annihilating antiproton.

Figure 4.5: Comparison of the hit pattern in MAPT for a stopping proton and an annihi-
lating antiproton with 50 MeV initial kinetic energy each. The initial particles enter from
below at approximately central position (30 mm).

errors stemming from the event-reconstruction scheme. This is of particular importance
for our neural-network-based reconstruction algorithm that employs a supervised-learning
approach using simulated data (see Section 4.4.3.2).
In the following, I discuss the most important e�ects that must be taken into account to
reconstruct the deposited energy in a �ber from the recorded signals.
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4.2 Signal Generation

The signal generation in a single �ber-SiPM channel of MAPT involves several processes:
First, a fraction of the electronic energy loss of the traversing charged particle is converted
into scintillation light; the produced light subsequently spreads within the �ber and some
of the photons are transported to the SiPM, which is glued to one end of the �ber; the
photons that hit the SiPM eventually create an electrical pulse that is converted by an
analog-to-digital converter into a digital signal and recorded by the data acquisition system.
To relate the magnitude of the obtained recorded signal to the magnitude of the energy
deposition in the �ber, the relations of all the sub-processes have to be known for each
of the 1024 �ber-SiPM systems of MAPT. Although most relations are linear and require
only a calibration with a known signal magnitude, some e�ects might introduce non-linear
relations that can a�ect the reconstruction capability of MAPT. Especially saturation
e�ects worsen the achievable separation power of nuclei and antinuclei and the energy
resolution.

4.2.1 Relevant Detector Components

In the following, I shortly introduce the relevant parts of MAPT for the signal generation:
the scintillating �bers, the silicon photomultipliers, and the data-acquisition system. I
focus on e�ects that in�uence our event reconstruction, and I discuss their impact.

4.2.1.1 Scintillating Plastic Fibers

The active tracking volume of MAPT consists of scintillating-plastic �bers of type SCSF-
78, produced by Kuraray [248]. The scintillator is made from polystyrene and several
proprietary admixtures, so-called dopants, which are added to the plastic to increase the
scintillation-light yield of the �ber. In addition, the �ber has a cladding of polymethyl-
methacrylate (PMMA) to increase the e�ciency of the light transport to the SiPMs by
improving the internal-re�ection probability of the created photons along the �ber. The
thickness of the cladding is 4 % of the total �ber thickness [248]. Within the cladding, no
scintillation light is created by the traversing charged particle. Additionally, all surfaces
but the end surface that is glued by optical glue to the SiPM are coated by a thin layer
of aluminum (a few hundred nm) to prevent scintillation light from leaving the �ber and
generating a signal in a SiPM of another �ber.
The average number of scintillation photons created by unit of distance of a traveling
charged particle in the scintillator is in general linearly dependent on the mean electric
energy loss of the particle. The mean light yield per unit distance can be written as

〈
dL

dx

〉
= S

〈
dE

dx

〉
, (4.3)

with S being the speci�c light yield of the scintillator [249]. Although the exact value
of S is heavily dependent on the dopant molecules added, and has to be experimentally
determined for each scintillator type individually, typical values for polystyrene-based scin-
tillators are on the order of 1× 104 photons/MeV [235].
For large values of 〈dE/dx〉, which occur during the stopping of nuclei and antinuclei,
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several authors found that the dependence of the light yield on the energy loss becomes
non-linear due to saturation e�ects of the scintillation mechanism. This e�ect is called ion-
ization quenching [249]. As large stopping powers occur especially during the slowing-down
process of nuclei near their Bragg peak, a detailed quanti�cation of this e�ect is crucial
for our application. I therefore discuss the e�ect explicitly in more detail and investigate
it experimentally in Section 4.3.
The scintillation photons are created isotropically at the location of the traversing charged
particle and only a small fraction of the produced light reaches the SiPM. The rest of the
produced photons is absorbed in the aluminum cladding of the �bers. The fraction of
photons that in total reaches the SiPM, however, is independent of the initial light yield.
In principle, one would expect the fraction of the produced light that reaches the SiPM to
depend on the location of its production along the �ber due to an increased re-absorption
probability and decreased transport e�ciency with increasing distance to the SiPM. How-
ever, due to the short length of our �bers, no such a dependency was found experimentally
and measured signal magnitudes are constant within 10 %.
In summary, the scintillation process and the subsequent light transport to the SiPM re-
tains the linear relation between the deposited energy and the scintillation light that reaches
the SiPM. Only for highly ionizing radiation the ionization-quenching e�ect disrupts this
relation and requires further investigation.

4.2.1.2 Silicon Photomultipliers

To ease the assembly, the (2×2)mm2 �bers are read out by (3×3)mm2 SiPMs. The SiPMs
are attached on alternating ends of the �bers in a layer to assure a complete overlap of
each �ber end with the active area of the corresponding SiPM. A SiPM is an array of micro
avalanche photodiodes, called cells, that are interconnected in parallel [236]. For MAPT
we use PM3325 SiPMs manufactured by KETEK, which consist of 14400 cells each, with
each cell having a size of (25× 25)µm2 [250].
The cells are reversed biased above their breakdown voltage, so that a photon entering
them and being absorbed by the silicon triggers a charge avalanche that leads to a complete
discharge of the cell. The charge signal from the breakdown is independent of the number
of photons that have hit the single cell and constant for a given bias voltage. Only when
photons hit di�erent cells of the SiPM simultaneously�each photon triggering a breakdown
of one cell�the total created signal is proportional to the number of absorbed photons.
Due to the large number of cells of a SiPM, the probability for multiple photons hitting
the same cell is small, and the produced signal is proportional to the amount of photons.
When a large amount of photons hits the SiPM simultaneously, a non-linear response of
the signal to the number of photons hitting the SiPM can occur since the probability for
several photons to hit the same cell cannot be neglected anymore. From a probabilistic
approach of the spatial photon distribution over the surface of the SiPM, one can deduce
the average number of cell breakdowns, Nav, as a function of the number of photons hitting
the SiPM, Nγ , as

Nav = Npixel

(
1− e−

εPDENγ
Ncells

)
, (4.4)

110



4.2. SIGNAL GENERATION

0.00

0.25

0.50

0.75

M
ea
su
re
d
ph

ot
on

s

×103

linear
50µm × 50µm
25µm × 25µm
10µm × 10µm

0 1 2 3

Number of photons ×103

−0.3

−0.2

−0.1

0.0

re
l.

de
v.

Figure 4.6: E�ect of SiPM saturation for di�erent cell sizes of the SiPM for large light
yields using εPDE = 0.3, a typical value of the photon-detection e�ciency. The shown
range depicts roughly the range of signals expected in MAPT.

with Ncells being the number of cells of the SiPM and εPDE the probability of a photon to
create a cell breakdown [236]. εPDE is the product of the probability of the photon to hit
a cell of the SiPM, which is not unity as the surface of the SiPM has non-active structures
in between the cells covering around 30 % of the surface, and the probability that a photon
hit on a cell creates an breakdown, which is around 45 % and depends on the applied bias
voltage [250].
Figure 4.6 shows the relation of Equation 4.4 for di�erent cell sizes of (50 × 50)µm2,
(25 × 25)µm2, and (10 × 10)µm2 and an active area of (2 × 2)mm2 and the relative de-
viation of the measured signal to the actual number of photons hitting the SiPM given a
constant photon detection e�ciency for all SiPMs. The range of the number of photons
shown corresponds to the range of expected signals in MAPT assuming 200 photons per
MeV energy deposition as it was measured during a prototype test in 2014, and a maxi-
mum e�ective energy deposition of around 15 MeV per �ber after accounting for ionization
quenching [180]. Using a SiPM with a larger number of cells is advantageous to minimize
the in�uence of the saturation of the SiPM. However, a larger cell number also decreases
the overall photon detection e�ciency as the amount of the non-active surface on the SiPM
increases, reducing the sensitivity of the SiPM for low light yields. In a �rst prototype
measurement in 2014, the e�ect of SiPM saturation using (50× 50)µm2 has been encoun-
tered [180], and we decided for MAPT to use SiPMs with (25×25)µm2 cells to reduce the
non-linearity of this e�ect to an acceptable level (less than 10 %).
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4.2.1.3 Data Acquisition System

The electrical signals from the SiPMs need to be digitized and recorded to be analyzed
by event-reconstruction algorithms. The data acquisition system of MAPT is currently
under development and is planned to be based on the IDE3380 integrated circuit for the
readout of photosensors by Integrated Detector Electroncis AS [251]. The magnitude of
the SiPM signal is digitized by a 12-bit analog-to-digital converter. Such systems generally
obtain a very good linearity between the incoming signal magnitude and the digitized
value that represents the signal magnitude. The main challenge for the DAQ system is to
provide a large enough dynamic range to be able to record small SiPM signals, as they
are created by minimum ionizing particles traversing our �ber, up to very large signals as
they are produced by stopping nuclei. The concept, development, and an estimate of the
performance of the data-acquisition system for MAPT will be given in the upcoming PhD
thesis by M. Losekamm [252].
As the �nal data-acquisition system is not yet fully characterized, its in�uence on the
reconstruction capability of the deposited energy in a channel is not yet known and is
not considered in the performance tests of the reconstruction in this work. However, we
expect that any non-linearity of the DAQ system is small compared to the non-linear e�ects
induced by SiPM saturation and ionization quenching. The latter is expected to be the
most limiting e�ect for MAPT. In the following I investigate this e�ect in more detail.

4.3 Measurement of Ionization Quenching

The magnitude of ionization quenching is dependent on the scintillator type and has not yet
been investigated for SCSF-78 plastic �bers. I proceed with a description of our measure-
ment of the ionization-quenching e�ect for this scintillator type using a beam of stopping
protons. We compare di�erent ionization-quenching models to our data to �nd the most
suitable analytical dependence of the quenching magnitude on the stopping power of the
traversed particle. To verify our method, we also probe the quenching magnitude for a
second plastic scintillator for which measurements of the ionization-quenching e�ect exist.
In addition, we also use a model-independent approach to describe the quenching e�ect
that allows us to probe the agreement of the di�erent ionization-quenching models with
our data.

The following description of the di�erent quenching models, the experimental method,
and the results of our experiment�Section 4.3.1 through Section 4.3.4�have been pub-
lished in Nuclear Instruments and Methods in Physics Research A, Volume 988, as part of
our article Measurement of ionization quenching in plastic scintillators in 2021 [253] and
is reprinted here.

4.3.1 Quenching Models
3

The response of a scintillating material to a charged particle is characterized by its light
yield per unit of distance traveled by the particle, dL/dx . However, the light yield per unit

3
Section reprinted from [253]
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of energy deposited by the particle over that distance, dL/dE , is more useful in modeling
and simulation. The two are related to each other by

dL

dx
=

dL

dE
· dE

dx
, (4.5)

where dE/dx is the energy lost by the particle per unit of distance, which depends on the
energy of the particle (as well as its species and the scintillator material). To simplify our
equations, we denote dE/dx , a function of the particle's kinetic energy, T , as ε(T ). The
light yield per unit of energy deposited is a function of ε, and therefore indirectly of T :

dL

dE

∣∣∣∣
T

≡ S ·Q(ε(T )), (4.6)

where Q(ε) is the unitless quenching function, de�ned such that at small ε (that is, at high
kinetic energy), it goes to unity; S is the linear proportionality of light yield to energy
deposition at high energy and has units of photons per energy. So the light yield per unit
of distance is

dL

dx

∣∣∣∣
T

= ε(T ) · S ·Q(ε(T )). (4.7)

Scintillation light is produced via several steps [249]: a passing particle ionizes molecules of
the scintillator's base plastic material, which then emit light. In a pure plastic, this light is
quickly reabsorbed by other molecules. To allow the light to propagate further, the plastic
is doped with a molecule that absorbs this light and emits light of a shifted wavelength.
Since neither the base molecule nor the dopant e�ciently absorbs the wave-length-shifted
light, it propagates long distances. However, dopant molecules can absorb photons without
re-emitting them or can re-emit them at wavelengths unsuitable for detection. This occurs
when they have been excited by interaction with the ionizing particle.

J. B. Birks developed the �rst model of ionization quenching in the early 1950s, which
is still widely used [249]. He parametrized quenching in terms of the density of excited
dopant molecules, B, and the probability for non-radiative relaxation, k:

QBirks(ε) = 1/(1 + kB ε). (4.8)

Since k and B appear only as a product, they act as one parameter, kB, called Birks'
coe�cient, which has units of distance per energy. Its value depends on the scintillating
material.

Many authors have extended Birks' model: Chou et al. accounted for secondary e�ects by
adding a term to the denominator that is second order in ε:

QChou(ε) = 1/(1 + kB ε+ Cε2), (4.9)

where
√
C has the same units as kB [254, 255]. Wright et al. de�ned the phenomenological

quenching function

QWright(ε) ≡
1

Wε
log(1 +Wε), (4.10)
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where W has the same units as kB [256]. Voltz et al. developed the �rst model to dis-
tinguish between primary and secondary ionization: The primary particle can produce
high-energy electrons as it ionizes the scintillator molecules. They travel away from the
path of the primary particle, losing energy via ionization of the scintillator and spread-
ing out the energy deposition, which weakens quenching. The Voltz model assumes that
a fraction of deposited energy, f , is unquenched and parametrizes the quenching of the
remaining fraction with an exponential function:

QVoltz(ε) ≡ f + (1− f)e−V (1−f)ε, (4.11)

where V has the same units as kB [257].
Like Birks' coe�cient, C, W , and V all depend on the scintillator material. All four
must be positive and are independent of the species of the particle interacting with the
scintillator. The Voltz model's f depends on both the scintillator material and primary
particle species [258]. None of the parameters can be predicted from �rst principles�all
must be measured experimentally.
These quenching functions have some common features: As we require of a quenching
function, they are all bounded by 1 above, which is approached as ε→ 0; and by 0 below,
which may be approached as ε → ∞. All have negative �rst derivatives (dQ/dε) every-
where regardless of their parameters and therefore always monotonically decrease. Birks',
Wright's, and Voltz' functions all have positive second derivatives everywhere regardless
of their parameter values; only Chou's function allows for a negative second derivative
and a potential in�ection point. These properties will be important when we compare
model-dependent and model-independent results.

4.3.2 Quenching Measurement
4

To determine each model's parameters and which model most accurately describes quench-
ing, we measure dL/dE at several kinetic energies and �t the parameterizations of Q(ε)
to this data using equation (4.6).
Many issues complicate this task: We cannot directly measure dL/dE ; instead we measure
the amount of light, L, produced by a particle that has lost energy in the scintillator. So
we must integrate equation (4.6):

L(T in, T out) = S

T
in∫

T
out

Q(ε(T )) dT , (4.12)

where T in and T out are the incoming and outgoing kinetic energies of the particle. Q is not
directly a function of T , but instead of ε(T ), which is a stochastic function: At a particular
kinetic energy, we know the mean energy loss per unit distance for particles with that energy
from both the Bethe formula and experiment [186, 240]. But an individual particle's energy
loss stochastically deviates from the mean according to distributions whose shapes are also
T dependent [240, 259, 260]. This stochastic behavior is di�cult and computationally

4
Section reprinted from [253]
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expensive to model. So instead of studying the behavior of individual particles, we study
the behavior of an ensemble of particles. We measure the distribution of L(T in, T out)
and �t the quenching model parameters to the mean amount of light, L̄, produced by an
ensemble of particles given a mean energy loss, ε̄:

L̄(T̄ in, T̄ out) = S

T̄
in∫

T̄
out

Q̄(ε̄(T )) dT , (4.13)

where T̄ in and T̄ out are the mean incoming and outgoing kinetic energies of the ensemble
and Q̄ is the quenching function of the mean energy of an ensemble. We assume quenching
of the mean energy loss is described identically to quenching of the stochastic energy loss:
Q̄ = Q.
The above equations are further complicated by how the scintillation light is measured:
it propagates through the scintillator to a light detector. Both propagation and detection
cause losses of light. In our experimental setup, these losses linearly scale the light yield
and can be canceled out by measuring with respect to a reference light yield. To simplify
our calculations, we measure with respect to the signal produced by a particle with εx� T
for distances, x, even much larger than our setup. To very good approximation, the light
yield of such a particle is

L̄ref = S

T̄∫

T̄−εrefx̄

Q̄(ε̄(T )) dT ≈ ε̄ref x̄ S Q̄(ε̄ref), (4.14)

where ε̄ref is the mean energy loss per unit distance of the reference particle and x̄ is the
mean length of scintillator passed through. We de�ne the relative mean light yield as

Λ̄(T̄ in, T̄ out) ≡ L̄(T̄ in, T̄ out)

L̄ref
=

1

ε̄ref x̄ Q̄(ε̄ref)

T̄
in∫

T̄
out

Q̄(ε̄(T )) dT. (4.15)

To gather granular data for a range of ε̄, we use a segmented detector consisting of an array
of scintillating �bers laid in a row. We shoot a beam of protons and pions into the detector
such that pions could traverse all �bers successively and protons could stop within the
array. We vary the energies of the beams and the angle of incidence on the �bers, θ, which
changes x̄. The protons serve as test particles for measuring quenching, and the pions
serve as the low-ε reference particles for the relative light yield measurement. From initial
kinetic energies in the range of tens to hundreds of MeV to stopping, the range of ε̄ for
the protons varies by two orders of magnitude, while the through-going pions are always
in their minimum-ionizing energy range, regardless of incoming beam energy. Though
changes of the angle only translate into small changes of the protons' path lengths in the
�bers, they strongly a�ect their energy-loss pro�les because of the high stopping power of
protons shortly before stopping. Where the energy loss is largest, quenching e�ects are
most pronounced; so small variations of the angle lead to large variations in quenching and
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signi�cantly improve our measurement sensitivity. We label each di�erent setting of beam
energy and incidence angle as a run.
In each run, we measure Λ̄i for each �ber, with i labeling the �ber; this is the data set for
each run. Unfortunately we do not know T̄ in

i and T̄ out
i for individual �bers. In our �ts to

the Λ̄i, the mean energy of the proton beam prior to it entering the �ber array, T̄0 is a
free parameter. We calculate all the incoming and outgoing energies, T̄ in

i and T̄ out
i (i ≥ 1),

with the continuous-slowing-down approximation (CSDA) using data from the National
Institute of Standards and Technology (NIST) for ε̄(T ) [240, 116]. We account for inactive
coatings on the �bers, so T̄0 6= T̄ in

1 and T̄ out
i 6= T̄ in

i+1. This calculation depends on x̄, and
therefore on the incidence angle, which is also a free parameter in our �ts.

4.3.2.1 Fit Likelihood

To �t a quenching model, M , to our data, we must quantify how well it describes the data
given particular values of its parameters, ~λ. This is the likelihood of the data given the
model and its parameters. Since the likelihood for the data of an individual run has a
common form for all runs, we factorize the likelihood to describe our total data set, ~D,
into the product of likelihoods to describe the data of individual runs, ~Dr:

L( ~D |~λ, ~ν;M) ≡
∏

r

Lr( ~Dr |~λ, ~νr;M), (4.16)

where ~ν is the vector of beam parameters vectors, ~νr = {T̄r0, θr}, for all runs; and the data
for a particular run, ~Dr, are the observed Λ̄obs

ri and their uncertainties, σri. The likelihood
for an individual run is

Lr( ~Dr |~λ, ~νr;M) ≡
∏

i

N
(

Λ̄exp
i (~λ, ~νr;M) | Λ̄obs

ri , σri

)
, (4.17)

where N is the normal distribution and Λ̄exp
i is the expectation for the quenched mean

relative light yield calculated according to equation (4.15) using quenching model M .
To calculate Λ̄exp

i , we �rst simulate the trajectory of a particle with an initial energy T̄r0
and incidence angle θr through the �ber array, calculating its energy losses in both the
active and inactive layers of the array with NIST's CSDA data. From the simulation we
know the integration limits of equation (4.15). To account for the variation in the pion
momentum from run to run, we replace ε̄ref in equation (4.15), with a run-dependent mean
pion energy-loss density, ε̄πr . The mean distance traversed by a pion in a �ber is calculated
from the incidence angle for the run: x̄ = w/cos θr , where w is the width of the active layer
of a �ber. To emphasize the parameter dependence, we rewrite equation (4.15) explicitly
for this context:

Λ̄exp
i (~λ, ~νr;M) =

cos θr

ε̄πr w Q̄M (ε̄πr ;~λ)

T̄
in

i (Tr0,θr)∫

T̄
out

i (Tr0,θr)

Q̄M

(
ε̄(T );~λ

)
dT , (4.18)

where now ~νr = {T̄r0, θr, ε̄πr }.
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Runs with di�erent angles were taken at common beam momenta; and runs with di�erent
beam momenta were taken at common angles. Runs with a common beam momentum
share a single Tr0 and a single ε̄πr ; and runs with a common angle share a single θr.

We explore the parameter space of each model using a Bayesian formulation of probabil-
ity and a Markov-Chain Monte-Carlo (MCMC) algorithm implemented by the Bayesian
Analysis Toolkit [213, 214, 215]. This de�nes the posterior probability�the probability
for parameters given our knowledge after the experiment�as the product of the above
likelihood and a prior probability:

P (~λ, ~ν | ~D;M) ∝ L( ~D |~λ, ~ν;M)× P0(~λ, ~ν |M), (4.19)

where proportionality is used since the right-hand side must be normalized for the product
to be a probability. The prior probability, P0, of parameters re�ects our knowledge before
the experiment. For each model and for each scintillator type, we �t the parameters to all
data sets simultaneously. The free parameters in each �t are all Tr0, θr, and ε̄

π
r and the

parameters of the quenching model studied.

This approach necessitates that we choose a prior probability distribution for all param-
eters. Although we have precise knowledge of the proton and pion energies in the beam,
we use informative uniform prior probability distributions for the Tr0 and ε̄πr . We do this
since the beam passes through two windows and a short gap of air before entering the
detector array. Interaction with the windows and air smears out the energy distribution.
The prior for each θr is a normal distribution with mean and standard deviation learned
from an independent �t to pion data that calibrates the experiment's rotatory table. The
priors for the model parameters are discussed below alongside the �t results.

The NIST data used to calculate the Λ̄exp has an uncertainty that scales the entire stopping-
power data set up or down together, not a�ecting the T dependence of ε̄. We account for
this uncertainty with a parameter that scales the CSDA data. It has a normal prior
probability distribution centered at unity with a standard deviation of 4 %�the known
uncertainty from NIST. This parameter is also free in the �t, but its posterior probability
is identical to its prior probability. Though this uncertainty a�ects all analyses that rely
on NIST data, it has been neglected in most existing measurements.

4.3.2.2 Model Comparison

We compare models to each other by calculating Bayes factors, which quantify the relative
abilities of two models to describe the data regardless of the best-�t values found for their
parameters [261]. This approach accounts for model complexities, full posterior probability
distributions, and over�tting (acting as an Occam's razor).

The Bayes factor, KAB, comparing model A to model B, is the ratio of the model evidences,
zA and zB,

KAB ≡
zA
zB
. (4.20)

The evidence of a model is a measure of its ability to describe the data regardless of the
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values of its parameters. It is the integral over the right-hand side of equation 4.19

zM =

∫
L( ~D |~λ, ~ν;M)P0(~λ, ~ν |M) d~λ d~ν, (4.21)

�the integrand is the product of the likelihood and the prior probability density and the
integration is over all parameters and over the entirety of each parameter's allowed range.
The posterior belief in preferring model A over model B is

P (A)

P (B)
= KAB ·

P0(A)

P0(B)
, (4.22)

where P0(M) and P (M) are the prior and posterior probabilities for a particular model�
that is, one's belief in the model before and after the experiment. The prior probabilities,
P0(A) and P0(B), are subjectively chosen by each scientist. The Bayes factor thus quanti-
�es the objective part of our learning process and separates it from the subjective priors.
If KAB is greater than one, model A is preferred over model B by the data; if KAB is less
than one, model B is preferred over model A by the data.
The integral in equation (4.21) is not generally easy to calculate. We used a harmonic-
mean estimator (HME) algorithm to calculate evidences from the MCMC samples [262].
We calculate the evidence from the samples by

zM ≈
(

1

N

N∑

i=1

1

L( ~D |~λi, ~νi;M)P0(~λi, ~νi |M)

)−1

, (4.23)

where the sum is over the N sampled parameter points in the Markov chain. Since this
method su�ers from numerical instabilities in regions of small posterior probability density,
we restricted our evaluation of the HME to a volume in which the calculation is well behaved
and accounted for this restriction in calculating the evidence using an algorithm developed
in [263].

4.3.3 Experimental Setup
5

Our detector consists of 16 scintillating �bers, each 71 mm long with a square 2 mm×2 mm
cross section. We arrange them such that their long sides were perpendicular to the
beam and place them in a row such that the beam passed through them sequentially.
Figure 4.7 shows a schematic view of the experimental setup. We measured with two
di�erent scintillating materials: SCSF-78 from Kuraray, with a polystyrene base; and BC-
408 from Saint-Gobain, with a polyvinyltoluene base [248, 264].
The light produced in each �ber is detected by a square 3 mm×3 mm Hamamatsu Photonics
S13360-4935 silicon photomultiplier (SiPM) glued to one end of the �ber [265]. Each
SiPM has a pitch size of 25 µm with 14 400 pixels in total, of which 6400 overlap with
the �ber end. The large SiPM eases the gluing process and minimizes variations due to
positioning errors. The measurements were performed with constant overvoltages on the
SiPMs and constant temperatures to ensure consistent gains throughout measuring. From

5
Section reprinted from [253]
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Figure 4.7: Schematic of the experimental setup. Figure taken from [253].

simulation, we estimate an average SiPM signal of 10 to 15 photoelectrons for a pion and
around 200 photoelectrons for the maximum signal from a proton. So saturation e�ects
are negligible and we have constant light detection e�ciency for both the pions and the
protons [236]. From test measurements in which we varied the vertical position of the
detector relative to the beam, we observed no dependence of our measurements on this
alignment. To digitize the SiPM signals, we use multichannel mezzanine-sampling analog-
to-digital converters (ADCs) [266].
We measured in the πM1 beamline of the high-intensity proton accelerator at the Paul
Scherrer Institute [267]. The πM1 beam consists of protons and pions with momenta
adjustable between 220 MeV/c and 450 MeV/c with a resolution of about 1 % [268]. The
beam spot size was 10 mm × 10 mm (at fwhm) and centered on the middle of our �bers.
To reduce the beam divergence, we placed a copper collimator with a 2 mm-diameter bore
before the �ber array, with 20 cm between the exit of the collimator and the �rst �ber (at
perpendicular incidence). The collimator produced a strongly collimated beam of protons
that hit the center of the �ber array (at perpendicular incidence), but did not signi�cantly
alter the pion beam. The �ber array was mounted on a rotary table that allowed us to
vary the angle of incidence of the beam on the array. The entire setup was placed in a
vacuum chamber to minimize beam interactions with air before entering the detector.
The recorded data set for the SCSF-78 scintillator contains seven runs: �ve with an in-
cidence angle of 1.6° at momenta of 230 MeV/c, 240 MeV/c, 275 MeV/c, 300 MeV/c, and
335 MeV/c; and two further at 3.4° and 8.4°, both at 335 MeV/c. The recorded data set for
the BC-408 scintillator contains six runs: four with an incidence angle of 1.6° at momenta
of 240 MeV/c, 300 MeV/c, 335 MeV/c, and 350 MeV/c; and two further at 5.4° and 7.9°,
both at 335 MeV/c.

4.3.3.1 Relative Light Yield Measurement

In each run, the beam contains both protons and pions. An event consists of one particle
passing through a contiguous part of the �ber array (always including the �rst �ber, which
was used as a trigger), producing scintillation light in each traversed �ber. The SiPMs
convert this light into charge signals, which are digitized in the ADCs. We �t to the
ADC output to determine the signal amplitude for each �ber. Figure 4.8 shows the signal-
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Figure 4.8: Pulse-height spectrum for the �rst �ber in the detector array for a beam
momentum of 350 MeV/c and an incidence angle of 1.6°. The �ber type is SCSF-78.
Figure taken from [253].

amplitude spectrum for a single �ber and a single run.

At our beam momenta, pions pass through all 16 �bers with a nearly constant energy-loss
density; accordingly we de�ne an event as pion-like if it passes through all �bers. The
signal in each �ber must be above the noise threshold measured for that �ber. Pion-like
events form the low-amplitude peak in �gure 4.8. The arithmetic mean of the spectral
distribution of pion-like events is the uncalibrated mean pion light yield.

Since the minimum energy-loss density for a proton is three times higher than that for a
pion, we de�ne a proton-like event as one with more than one �ber with a signal amplitude
exceeding three times the mean pion light yield for that �ber. Proton-like events form
the high-amplitude peak in �gure 4.8. The arithmetic mean of the spectral distribution of
proton-like events is the uncalibrated mean proton light yield. The ratio of the uncalibrated
mean proton light yield to the uncalibrated mean pion light yield is the relative mean light
yield, Λ̄i.

The signals from the SiPMs are smeared by noise, the resolutions of the ADCs, the pulse-
shape �ts, and the event-selection algorithm. We estimate the uncertainty on the relative
mean light yield from these e�ects by �tting a Landau distribution folded with a normal
distribution to the pion peak in the signal-amplitude spectrum. We take the standard
deviation of the normal distribution, 5 % (relative), as a conservative estimate of the mea-
surement uncertainty on the mean light yield and add it (in quadrature) to the statistical
uncertainty from the above steps. The result is the σri used in the likelihood for the model
�t.

Figure 4.9 shows the relative mean light yield of �ve runs. For all four runs, we clearly see
the Bragg curves for stopping particles, with the particle range increasing with increasing
momentum. From the two runs at 335 MeV/c, we see that changing the incidence angle
causes measurable changes in the Λ̄ pro�le.
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Figure 4.9: Relative mean light yield of proton-like events for four di�erent runs measured
with the SCSF-78 scintillator. The uncertainties are smaller than the symbols. Figure
taken from [253].

model par. units SCSF-78 corr. BC-408 corr.

Birks kB mm/MeV 0.132± 0.004 0.155± 0.005

Chou kB mm/MeV 0.000 ≤ 0.001†
0.93

0.151± 0.040
0.75√

C mm/MeV 0.129± 0.005 0.000 ≤ 0.002†

Wright W mm/MeV 0.333± 0.009 0.406± 0.002

Voltz V mm/MeV 0.091± 0.006
0.25

0.628± 0.108
0.89

f 0.000 ≤ 0.057† 0.427± 0.019

Table 4.1: Parameter values at the best-�t points, 68 %-credibility-interval uncertainties,
and the correlation factors (where applicable). †These best-�t values are at their bound-
aries, zero, so we give their 68 %-credibility upper limits. Table taken from [253].

4.3.4 Results
6

To evaluate each model's posterior probability, we must choose prior probability distribu-
tions for the model's parameters. We choose each prior to be uniform within a reasonable
range, imposing physical constraints, and to be zero outside this range. All model param-
eters are constrained by requiring

0 ≤ Q̄(ε̄;~λ) ≤ 1 ∀ ε̄ ≥ 0. (4.24)

This is ful�lled for all our models when their parameters are greater than or equal to zero.
Additionally, for Voltz' model, f is bounded above by one.
In table 4.1, for each of the four models and for each of the scintillating �ber types,
we list the parameter points that maximize the posterior probability, which we refer to

6
Section reprinted from [253]
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Q(ε) 998 996 962 922 856 629 419 405 309 113

ε 5 10 15 20 30 50 75 100 250 500

5 1.32 1.23 1.10 1.05 1.00 0.76 0.55 0.30 0.01 0.33

10 1.67 1.60 1.54 1.44 1.12 0.81 0.42 0.01 0.18

15 1.72 1.63 1.54 1.12 0.83 0.51 0.11 0.20

20 1.59 1.48 1.15 0.81 0.35 −0.16 0.04

30 1.44 0.99 0.81 0.41 −0.21 0.04

50 1.15 0.65 −0.40 −0.86 −0.65

75 1.94 −0.12 −1.51 −1.18

100 2.73 2.72 1.89

250 10.8 6.39

500 10.2

Table 4.2: Result of model-independent �t to SCSF-78: Q values (top) and covariances
(bottom) in � at �xed ε values (in MeV/cm). Table taken from [253].

as the best-�t point; the 68 %-credibility-interval uncertainties; and correlation factors
(where applicable). The uncertainties and correlation factors include both statistical and
systematic e�ects. We are able to measure Birks' coe�cient to a relative precision of 3 %.
Our value of Birks' kB for BC-408 agrees with that presented in [269].
We observe very di�erent behavior of Chou's model for the two scintillators: For SCSF-78,
the term linear in ε̄ is negligible and quenching is best described by the quadratic term
alone, with

√
C compatible with Birks' kB. For BC-408, the opposite is the case and

quenching is best described by the linear term alone, with Chou's kB compatible with
Birks'. Therefore Chou's model requires the shape of the quenching function strongly
depend on the scintillator material.
We also observe very di�erent behavior of Voltz' model for the two scintillators: For
SCSF-78, f is small, with a best-�t value of zero; Table 4.1 lists the mode and 68 %-
credibility upper limit. This means that all deposited energy is subject to quenching, as
in Birks' model. Accordingly, for this �ber type, V is of a comparable scale to Birks' kB.
For BC-408, f is closer to 50 %�only half the deposited energy is subject to quenching.
Accordingly, V must be larger. This trend is con�rmed by the positive correlation of the
parameters in both �ts with Voltz' model. Voltz' model also requires the shape of the
quenching function strongly depend on the scintillator material.

4.3.4.1 Model-Independent Fit

The models we tested impose strong assumptions on the form of Q(ε): all but Chou's
model have positive second derivatives for all ε; all but Voltz' model approach zero at large
ε. Since a material's quenching function has never been directly measured before, these
assumptions have gone untested. The data collected with our segmented detector allows
us to directly �t for the shape of the quenching function free from model assumptions. For
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Q(ε) 989 847 768 709 652 517 444 412 263 115

ε 5 10 15 20 30 50 75 100 250 500

5 2.32 1.43 1.09 1.01 1.01 0.45 0.55 0.46 0.50 0.28

10 3.88 3.95 3.67 3.59 2.32 1.23 0.73 0.94 0.69

15 4.22 3.90 3.89 2.22 1.12 0.61 0.80 0.63

20 3.65 3.65 2.06 0.76 0.23 0.50 0.42

30 4.06 0.85 −0.41 −8.20 −0.35 −0.10

50 6.10 3.33 1.22 1.15 0.91

75 7.94 6.65 4.31 2.81

100 10.1 7.23 3.90

250 8.17 4.66

500 5.72

Table 4.3: Result of model-independent �t to BC-408: Q values (top) and covariances
(bottom) in � at �xed ε values (in MeV/cm). Table taken from [253].

this, we parametrized Q(ε) as a linear spline with eleven knots. We tried several di�erent
model-independent descriptions: using a cubic spline instead of a linear one; freeing the
knot positions in the �t; and using fewer or more knots. The results were all consistent
with each other. We show the results with �xed knot positions and a linear interpolation
because it is the simplest to present the full results for, including parameter correlations.
The knots positions were �xed at 0, 5, 10, 15, 20, 30, 50, 75, 100, 250, and 500 MeV/cm.
We chose these values to cover the full range of ε of our experiment and have a higher knot
density in regions our experiment is most sensitive to. The value of the quenching function
at ε = 0 MeV/cm is �xed to unity. For our model-independent �ts we used uniform prior
probabilities on the value of Q at each knot. The resulting best-�t values and covariances
are listed in tables 4.2 and 4.3.
Figure 4.10 shows the 68 %-credibility-interval bands for the model-dependent quenching
functions and the best-�t values for the model-independent quenching functions for both
scintillators. The bars on the model-independent results show the boundaries of the small-
est 68 %-credibility intervals for the value at each knot. For many of the knots, the best-�t
value is near the boundary of the interval�especially those near unity. The results of the
model-independent �ts yield quenching functions free from any theoretically-imposed con-
straints. Using these results, we qualitatively evaluate each model's ability to reproduce
the data.
The model-independent quenching function for SCSF-78 has a negative second derivative
at small ε and an in�ection point at approximately 50 MeV/cm. It is inconclusive whether
the quenching function approaches zero at large ε�the value of the quenching function
at 500 MeV/cm is 1.5 standard deviations above zero (in the posterior probability). Only
Chou's model, when C is nonzero, can accommodate a negative second derivative. Fig-
ure 4.10a includes the result of a �t using Chou's model with kB �xed to zero, which is
identical to the �t result reported in table 4.1. We see that Chou's model is able to describe
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Figure 4.10: 68 %-credibility-interval bands for the model-dependent quenching functions
listed in table 4.1 and the best-�t values and the smallest 68 %-credibility intervals for
the model-independent �ts for both scintillator materials. The inset plots show the same
results on a linear scale for the low-ε region; their axes have the same variables and units
as the larger plots. Figures taken from [253].

the small-ε behavior better than all other models.
The model-independent quenching function for BC-408 has a positive second derivative
everywhere. It again is inconclusive whether it tends to zero or to a �nite quenching value
at large ε�the value of the quenching function at 500 MeV/cm is 1.1 standard deviations
above zero (in the posterior probability). These features are compatible with all the model-
dependent �ts. Figure 4.10b includes the result of a �t using Chou's model with kB �xed
to zero�we do not show the result for a free kB since it is identical to the �t with Birks'
model. We conclude that this model cannot describe the data well because it must have
a negative second derivative at small ε, which is contradicted by the model-independent
result.
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SCSF-78 BC-408

model log10K ∆ log10 L log10K ∆ log10 L

Birks � � � �

Chou 5.1± 0.2 14.6 −3.6± 0.1 0.2

Chou (kB = 0) 7.9± 0.2 15.0 −14.7± 0.1 −21.3

Wright −19.0± 0.2 −3.0 1.0± 0.1 0.1

Voltz 5.9± 0.2 5.6 1.0± 0.1 1.1

Table 4.4: The log of the Bayes factor and the di�erence of the log of the maximum
likelihood, both with respect to the �t for Birks' model, for both scintillators. Table taken
from [253].

The model-independent quenching functions indicate that it is likely that quenching does
not asymptotically drop to zero and light is produced even at large energy-deposition
density.

4.3.4.2 Model Comparisons

Table 4.4 compares our �ts for each model for both scintillators: we list both Bayes factors
and the di�erence in maximum likelihood.7 We benchmark all models against Birks' model,
which is the most commonly used quenching model. If a model �ts to the data better than
Birks' model, the value of log10K is positive; if a model �ts to the data worse than Birks'
model, it is negative. Common interpretations of Bayes factors state that |log10K| > 2
means there is decisive evidence for a conclusion; and |log10K| ≈ 1 means there is only
substantial evidence [270, 271].
Our �ts to the SCSF-78 data decisively prefer Chou's and Voltz' models to Birks', with no
strong evidence for a preference of either one over the other. However, Chou's model with
kB �xed to zero is decisively preferred to all other models�its preference over Chou's full
model is a clear example of Occam's razor. Wright's model is strongly disfavored by our
data.
These conclusions are borne out in visual comparison to the model-independent functions
(�gure 4.10a): Chou's model with kB = 0 is the only model that reproduces the model-
independent function for SCSF-78 at small ε. Our �ts are most sensitive to behavior at
small ε, where a preponderance of our data is. So Chou's model with kB = 0 is still
preferred to the other models, though it deviates the most from the model-independent
behavior at medium and large ε. To better study the behavior at large ε, we need data
using heavier and higher-charged particles, namely ions.
In �ts to the BC-408 data, Birks' model is decisively preferred to Chou's model. This is
expected: the �t with Chou's model prefers

√
C = 0, recreating Birks' model but with an

extra degree of freedom. This unnecessary degree of freedom is a penalty when calculating

7
Though there is no simple, true statistical interpretation of the di�erence in maximum likelihood as

a basis for model comparison, we give this information since it is commonly used in the �eld.
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the Bayes factor�again an example of Occam's razor. Wright's and Voltz' models are
substantially preferred. The Bayes factor for comparing Wright's model (with its evidence
in the numerator) to Voltz' (in the denominator) is 0.1± 0.1, barely favoring Wright's
model, but inconclusively. That none of Birks', Voltz', or Wright's models is decisively
preferred, is also borne out in visual comparison to the model-independent function (�g-
ure 4.10b): all three models reproduce the model-independent results within their 68 %
credibility intervals.
Our studies above show that quenching in SCSF-78 and in BC-408 have di�erent depen-
dencies on energy-deposition density. The two scintillator types di�er in base material,
dopant material, and dopant density�all of which can contribute to di�erences in quench-
ing. No model we tested is decisively favored in �ts with both scintillators. Chou's model
with kB = 0 is most favored in �ts to SCSF-78 data, but most disfavored in �ts to BC-408
data. The only model to perform better than Birks' in both �ts is Voltz'.
A new model is needed to parametrize quenching in both materials. The most generic
model that could �t all the features seen in the model-independent �ts must allow for an
asymptotic value at large ε; the possibility of a negative second derivative at small ε with
an in�ection point where the second derivative may change sign; and di�erent curvatures
below and above this in�ection point. Such a model would require at least four parameters,
with all or some of them being speci�c to the material composition used. To fully test such
a model requires new measurements at small, medium, and large ε for multiple scintillating
materials.

4.3.5 Conclusion

In the last sections, we have investigated the quenching function for two di�erent scin-
tillators as a function of the energy-loss density of traversing protons and determined by
that the quenching parameters of the scintillators for di�erent empirical quenching models.
For the SCSF-78 that we use in MAPT, this was the �rst quanti�cation of the ionization-
quenching magnitude, which allows us to model the impact of ionization quenching on
our reconstruction method based on Bragg curve spectroscopy. However, using the model-
independent approach, we have found that none of the models well describes the true
underlying shape of the quenching function over the whole range of probed energy-loss
densities. For the SCSF-78 scintillator, the deviations of the empirical quenching functions
from the result of the model-independent analysis is found to be on the order of 20 %.
Unfortunately, our experiment was only sensitive to energy-loss densities below approxi-
mately 50 MeV/mm as only protons were available in the beam. Higher charged nuclei
reach much larger energy-loss densities when stopping, as the stopping power depends
quadratically on the charge number of the nucleus. A stopping iron nucleus, for exam-
ple, with a charge number z = 26, can reach energy-loss densities up to approximately
3× 104 MeV/mm during the stopping process, which is much larger than the energy-loss
probed by our experiment. If we extrapolate the quenching functions tested with their
best-�t parameters to such high energy-loss densities, the di�erent models yield very dif-
ferent quenching magnitudes. This can be seen in Figure 4.11, in which the quenching
functions for the best-�t parameters of the di�erent quenching models, together with the
result of our model-independent analysis, for energy-loss densities up to 1× 104 MeV/mm
are shown. The extrapolations of the quenching functions deviate by orders of magnitude

126



4.3. MEASUREMENT OF IONIZATION QUENCHING

100 101 102 103 104

ε (MeV/mm)

10−5

10−4

10−3

10−2

10−1

100

101

Q
(ε

)

Birks
Chou
Wright
Voltz
model-independent

Figure 4.11: Quenching functions for di�erent quenching models with their best-�t pa-
rameters extracted from our experiment using stopping protons. The experiment was only
sensitive to energy-loss densities up to around 50 MeV/mm, which can be recognized by
the increase of the uncertainties for the model-independent approach.

in the unprobed energy-loss-density region. As no experimental data for this region is
available we cannot prefer one model over the other. An extension of our measurement
to larger energy-loss densities is therefore inevitable to quantify the in�uence of ionization
quenching for higher-charged particles that are stopped in MAPT.
The quenching-model dependence of the expected Bragg curves in MAPT for di�erent
charged nuclei is illustrated in Figure 4.12. The di�erent �gures show the Bragg curves
obtained for the same particles as in Figure 4.4b, but including the e�ect of quenching.
Instead of the total deposited energy by ionization, the �gures show the so-called 'visible
deposited energy', corresponding to the fraction of the deposited energy after quenching.
The visible deposited energy, ∆Evis, is de�ned as

∆Evis =

xout∫

xin

Q

(〈
dE

dx

〉)〈
dE

dx

〉
dx. (4.25)

The visible energy is de�ned similar as the deposited energy in Equation 4.2 but includes
the e�ect of quenching. The di�erent models yield vastly di�erent shapes and magnitudes
for the Bragg curves, especially for highly charged particles. While for Birks' model the
visible energy in a �ber starts to saturate at around 15 MeV due to the increasing quench-
ing e�ect for higher energy-loss densities, Chou's model and Voltz's model suppress the
light creation for large energy-loss densities so strongly that the visible energy deposition of
highly charged particles is even less than the visible energy deposition of stopping protons,
or even minimum-ionizing particles, although the actual energy deposition is much larger.
Without further experimental data we cannot decide which quenching model is more plau-
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Figure 4.12: Bragg curves for di�erent nuclei in MAPT for the of di�erent models of
ionization quenching and their best-�t parameters from our experiment.

sible and which shapes of the Bragg curves we should expect in MAPT. Unfortunately, the
shapes of the Bragg curves are the main observables that we aim to use for our particle
identi�cation, and their shapes are an indispensable input required for further investiga-
tions of our particle reconstruction scheme. Therefore, a future experiment to investigate
the response of the SCSF-78 �bers to stopping nuclei with higher charge is absolutely re-
quired.
To nevertheless investigate the feasibility of our developed particle identi�cation method,
we restrict our performance estimate for the time being to light ions like protons, deuterons,
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and helium particles. For light ions, the e�ect of the quenching-model uncertainty is not as
severe as for higher charged nuclei, and the performance is expected to be not signi�cantly
in�uenced by the selected model. For the following investigations I use Birks' model, which
is the most commonly used quenching model.
Beside particle identi�cation, I investigate in the following also the reconstruction of the
particle's direction, which we do not expect to be in�uenced by the shape of the quenching
function at all.

4.4 Reconstruction Algorithms

In the following, I present the planned reconstruction algorithms for MAPT and the cur-
rent status of the development. The algorithms shall perform three main tasks on each
individual event recorded by MAPT: To reconstruct the initial direction of the detected
particle; to reconstruct the charge, mass, and initial energy of the particle; and to distin-
guish antiparticles from particles. In this thesis, I restrict myself to the description of the
�rst two tasks. First studies on the antiparticle-particle separation can be found in the
Bachelor's thesis of J. Müller [272].
For each of the two tasks we have pursued two di�erent approaches for the developed al-
gorithms: One analysis method to obtain the most accurate reconstruction possible given
the detector signal, with no focus on the required computing resources, henceforth called
o�ine reconstruction; and one algorithm that shall minimize the required computational
e�ort and reconstruction time per event. While the �rst approach shall serve as a bench-
mark to analyze the recorded data with best possible accuracy, and to allow to assess the
reachable performance of the MAPT detector concept for the di�erent tasks; the latter
shall allow a reconstruction of the data with limited computing resources on a spacecraft
in near-real time, a so-called online reconstruction.
For both applications we have selected machine-learning algorithms: For the o�ine analysis
we have chosen a Bayesian particle �lter to extract the full posterior probability distribu-
tions of the particle's initial direction, energy, and charge and mass number given the the
measurement of the detector in a Bayesian way. Despite the large computational e�ort of
such an algorithm, this method allows to directly quantify the associated uncertainties of
the extracted values and the credibility of the reconstruction for each event. I describe the
algorithm in Section 4.4.2.
For the online reconstruction of the MAPT data, we aim to use an algorithm based on
pre-trained arti�cial neural networks. The networks are trained before MAPT is deployed
on a spacecraft using simulated detector data. The advantage of this procedure is that�
although the training procedure is computationally expensive�the execution time of the
trained neural network is orders of magnitude shorter compared to the Bayesian particle
�lter and requires only little computing resources. I describe the approach in Section 4.4.3.
In Section 4.4.4 and Section 4.4.5 I evaluate the reconstruction capabilities of both methods
using simulated MAPT data. I restrict the analysis of the particle identi�cation capability
of stopped particles to light nuclei, as we have seen that higher charged ions require a
better constraint of the ionization-quenching e�ect in MAPT �rst. In Section 4.4.6, I give
an overview about future required adaptions and improvements to reconstruct measured
cosmic-ray data with the presented algorithms.
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To reconstruct individual events, both algorithms must be able to cope with the statistical
nature of the interactions of the particles with the detector material, which I brie�y review
in more details �rst.

4.4.1 Energy Loss Fluctuations and Multiple Scattering

The most important interactions of nuclei with the detector material are the electronic
energy loss from interactions of the nuclei with the hull electrons of the material and
directional changes of the nuclei due to elastic interactions with the nuclei of the material.
So far, we only considered the mean e�ect of the former, meaning its expected in�uence
on a large ensemble of identical particles. But as we aim to reconstruct individual events,
we also must take into account the statistical nature of both processes when trying to
reconstruct the event. Individual detector events for particles with equal initial states can
create di�erent hit pattern in the detector and the particles can have di�erences in the
energy-deposition pro�le or in their penetration range.
The relative magnitude of the �uctuations and the distribution of the individual energy
losses around their mean values depend strongly on the particle type, its energy, and the
thickness and material of the traversed matter [235]. These �uctuations around the mean
energy loss, 〈dE/dx〉, can be described in terms of energy-straggling functions. While for
slow particles and large amount of traversed material the distributions follow a normal
distribution, the distributions for fast particles and small amounts of traversed material
exhibit a large tail towards larger energy losses with respect to the mean energy loss, being
described by a so-called Landau distribution [240]. The tail towards high energy losses can
be explained by infrequent, large energy transfers producing fast secondary electrons. With
decreasing particle velocity and increasing thickness of the traversed material, the energy
loss distributions become more symmetrical, and pass over from the Landau distribution to
a normal distribution via the so-called Vavilov distribution [260]. The regions in which the
energy-loss distribution should be described by the di�erent functions can be separated in
good approximation by the so-called κ parameter, de�ned as the ratio of the mean energy
loss and the maximum energy that can be transferred within a single nucleon-electron
interaction,

κ =
ξ

Emax
, (4.26)

where

ξ =
2πz2e4NAvZρδx

m0β
2A

, (4.27)

with ρ being the density of the material, NAv Avogadro's number and δx the traversed
thickness of the material, and

Emax =
2m0β

2γ2

1 + 2γm0/mion + (m0/mion)2 , (4.28)

with mion being the mass of the traversing ion and γ = E/mion its Lorentz factor [258].
For κ . 0.01, the Landau distribution is commonly used; for 0.01 . κ . 10, the Vavilov
distribution is used; and for κ & 10 a normal distribution can be used to describe the
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Figure 4.13: Left: Variations of the energy-deposition and direction after traversing of
2 mm polystyrene for di�erent particles. Right: Resulting energy-deposition distribution
along the Bragg curve measured in a MAPT-like detector for a beam of 335 MeV/c protons.

energy-straggling distribution [273].
Figure 4.13a shows exemplarily the calculated energy straggling distributions�the prob-
ability distributions to �nd a certain energy deposition with respect to the mean energy
deposition in the material�for protons with di�erent energies traversing a single 2 mm
�ber. Already for protons with a kinetic energy of around 100 MeV, the distribution
is visibly asymmetric. This asymmetric energy-deposition distributions within our single
channels prevents us from applying reconstruction algorithms that require statistically �uc-
tuating signals to be distributed according to a normal distribution, such as the Kalman
�lter [274].
As a result, the Bragg curves in MAPT for individual particles deviate from the mean
energy-loss pro�le due to the energy-straggling in the individual �bers, with increasing de-
viations along the track, as can be seen in Figure 4.13b. The �gure shows the cumulative
experimental data of many recorded Bragg curves from a mono-energetic beam of protons
hitting a MAPT-like detector structure, together with the calculated mean signal for each
�ber. Especially in the last two �bers before the particle is stopped, the accumulated en-
ergy straggling along the track leads to vastly di�erent signal magnitudes for the di�erent
particles.
Stopping particles in MAPT have most often a κ > 10 in each fully traversed �ber along
their trajectory and the straggling of the energy deposition can be described by normal
distribution. But when the particle only partially traverses a �ber, or if the particle has an
energy large enough that the particle is not stopped, the energy-distributions most often
become visibly asymmetric. Such an asymmetric distribution measured by our detector
can be seen exemplarily for pions in Figure 4.27.
Due to the importance of the e�ect of energy straggling, we must include the e�ect and
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Figure 4.14: Energy-dependence of the magnitude of the standard deviation of the angular-
scattering distribution for di�erent ions. The values are calculated from the Highland
formula (Equation 4.29) for 2 mm polystyrene.

the di�erent energy straggling functions in both of our analysis approaches.

Besides the statistical nature of the energy loss, also the statistical nature of elastic scatter-
ing on the material's nuclei must be included in the event reconstruction, as it can change
the direction of a particle along its track in the detector and alters the obtained hit pattern
and signal magnitudes in the individual �bers, for example by increasing the track length
within a certain �ber.
All particles that traverse matter experience many small-angle scatterings that for some
particles add up to a macroscopic direction change. This e�ect is called multiple Coulomb
scattering [235]. In addition, infrequently single large-angle scattering events occur, which
are termed single Coulomb scattering.
Experimentally it was found that in most applications a Gaussian approximation of the
distribution of the resulting scattering angle of a particle through a given material can
be used to describe the central 98 % interval of the scattering-angle distribution accu-
rately [275]. The obtained probability distribution for a directional change of a certain
angle with respect to the incoming direction can be described by a normal distribution
with a mean of zero and a standard deviation, σMS, which depends on the particle type,
its energy, and the traversed material as

σMS =
13.6 MeV

βcp
z
√
δx/X0 [1 + 0.038 ln (δx/X0)] rad, (4.29)

with X0 being the radiation length of the traversed material [275]. The magnitude of the
standard deviation for di�erent particle types as a function of energy traversing 2 mm of
polystyrene is shown in Figure 4.14.
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About 2 % of particle experience large-angle scattering due to single Coloumb scattering,
which is not included in Equation 4.29, which is also called the Highland formula [274]. Due
to the rare occurrence of the process, we have not yet included it in our reconstruction using
the Bayesian particle �lter, which I describe in the next section. For the neural-network
approach, the e�ect is indirectly included as the e�ect is included in the simulation used
for the training of the network.

4.4.2 The Bayesian Particle Filter

The Bayesian particle �lter is a generalization of the well-known Kalman �lter [276]. Sim-
ilarly, it applies a �ltering technique in which information from di�erent measurement
points along the particle track is added successively in the track reconstruction to con-
strain the free parameters of the track and the associated particle. As the Kalman �lter,
however, is limited to Gaussian processes, it is not usable in our application due to the
non-gaussian energy-loss distributions, and additionally due to the geometry of our �bers.
The probability-distribution function (PDF) of the particle's location when traversing a
�ber does not obtain a Gaussian shape but a constant non-zero probability within the
active volume and zero outside, similar to a step function. Such a distribution cannot be
used in a Kalman �lter but only in a generalized particle �lter, which can handle arbitrary
PDFs, including non-analytical ones [276].
In our application, the Bayesian particle �lter is used to obtain the posterior-probability
density function (posterior PDF) of a particle's state when entering the detector, ~x0, given
the measured signals of individual �bers, the data, D. The posterior PDF can be written
as

P
(
~x0M | ~D

)
= P (E0, θ0, φ0, θ

p
0 , φ

p
0 , A, Z|z1, ..., zN ) , (4.30)

with E0 being the initial kinetic energy of the particle when entering the detector. θ0

and φ0 describe the direction of the particle in a �xed spherical coordinate system. θp
0

and φp
0 describe the spatial position of the intersection of the particle track with a sphere

around the detector in spherical coordinates. A and Z are the particle's mass and charge
number and z1 to zN the measured visible energy depositions of the hit �bers along the
particle's track.8 The spherical coordinate system of the angles for the description of the
track direction and the starting point of the track on the spherical surface around the
detector is de�ned such that the polar angles, θ and θ0 are measured with respect to the
z-axis de�ned in the coordinate system in Figure 4.1a, and the azimuth angles, φ and φ0,
are de�ned as the angle between the projection of the track onto the x-y plane and the
x-axis.
During the propagation of the particle through the detector, the state of the particle and
some of the associated parameters change. I label the particle's state after traversing k
�bers as ~xk. As the physical processes happening during the penetration of the individual
�bers are statistically independent, the probability to �nd the particle in a state ~xk+1 given
the previous measurements z0, ..., zk is only related to the previous state, ~xk. The relation

8
We assume here that all detector e�ects beside ionization quenching can be unfolded from the measured

signal by a calibration with a known energy deposition, e.g. by a beam of MIPs, and the obtained
measurements represent the visible energy deposition of the particle in the �bers.
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between both is given by the Chapman-Kolmogorov equation [277] as

P (~xk+1|z1, ..., zk) =

∫
P (~xk+1|~xk)P (~xk|z1, ..., zk) d~xk. (4.31)

The term P (~xk+1|~xk) is the transition probability between the two states of the particle
during the transition of the k+1-th �ber and depends on the physical processes during the
transition. The model of this transition is called system model and includes the statistical
e�ects of the physical processes [277]. The integral over the system model takes into
account all possible transitions to reach state ~xk+1.
If we take the information from the next measurement, zk+1, into account, we can update
our knowledge of the particle state ~xk+1 and write the probability distribution as

P (~xk+1|z1, ..., zk+1) =
P (zk+1|~xk+1)P (~xk+1|z1, ..., zk)∫

P (zk+1|~xk+1)P (~xk+1|z1, ..., zk) d~xk+1

, (4.32)

with P (zk+1|~xk+1) being the probability that a certain particle state creates a certain mea-
surement, which is determined by our signal generation process, and is called measurement
model [277]. P (~xk+1|z1, ..., zk) is the result from Equation 4.31. The integral in the de-
nominator is a normalization constant to normalize the obtained probability distribution.
As we can calculate P (zk+1|~xk+1) from P (~xk+1|z1, ..., zk) using Equation 4.32, we can cal-
culate successively all ~xk recursively to obtain P (~xN |z1, ..., zN ) from a prior-probability dis-
tribution of the initial particle state, P0(~x0). However, as we are interested in the posterior-
probability distribution of ~x0, P0(~x0|z1, ..., zN ), we require some further calculations com-
pared to this standard procedure of the Bayesian �lter. In addition to the forward recursion
to obtain P (~xN |z1, ..., zN ), we need to use this result as a prior-probability distribution for
a backward recursion to obtain the posterior-probability distribution P (~x0 |zN , ..., z1). The
backward recursion is performed similar to the forward recursion, beside that the processes
of the system model require to be modeled in a reversed time frame [277].
In order to represent the individual PDFs of the Bayesian-�ltering process, the particle-
�lter uses a set of random samples, called particles, which approximate the correspond-
ing PDFs [276]. The particle �lter starts by drawing a prede�ned number of particles,{
s1

0, ..., s
i
0, ..., s

M
0

}
, from P0(~x0) and performs the the �rst forward �ltering step for each of

the particles, si0, starting with their corresponding particle-state parameters ~xi0 as de�ned
by the system model. After the step, the obtained probability P (z1 |~xi1)) is evaluated
for each particle, and the particles get their obtained probability assigned as a weight,
wi1. The weighted particles approximate P (~x1|z1). By drawing new particles from this
weighted distribution for the next �ltering step, we can continue the �ltering described
above numerically until we obtain an approximation of P (~x0|z1, ..., zN ). An illustration of
the method and the used terms is given in Figure 4.15.

Our current implementation of the measurement model includes the e�ect of ionization
quenching using Birks' model as described by Equation 4.8 with our experimentally ex-
tracted best-�t value of Birks' coe�cient, kB = 0.132 mm/MeV. Our system model in-
cludes the energy loss of the particles with energy-straggling and multiple scattering. A
detailed description of the implementation of the processes in forward and reversed time
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Figure 4.15: Sketch of the process of the Bayesian-�ltering method.

direction are given in the Masters' theses of M. Milde and L. Hollender [278, 241]. The
calculation of the average energy loss is based on the already discussed CSDA (see Sec-
tion 4.3.2) and the in�uence of energy straggling is added by adapting the mean value ac-
cording to a sampled value from the corresponding energy-straggling function as described
in Section 4.4.1. The multiple-scattering process is described on basis of the Highland
formula, Equation 4.29.
As input for the particle �lter, we require a prior-probability distribution, P0(~x0). In gen-
eral, the prior could be non-informative, yielding a constant probability for all parameters
within their allowed range of values. Practically, however, the coverage of such a large pa-
rameter space is not feasible as it would require an immense number of simulated particles
for the �ltering steps to not fail the �ltering process. This happens if no particle obtains a
non-zero weight during a �lter step. The probability for this to happen depends strongly
on the density of the sampled particles in the parameter space. The larger the parameter
space to be sampled, the more particles are required to obtain a reasonable result and to
not fail the �ltering. Due to the large dimensionality of the parameter space, we need some
additional constraints on the values of the parameters before employing the particle �lter.
This can be achieved either by using a preceding, simpler reconstruction algorithm or by
reducing the dimensionality of the parameter space.
To constrain the prior ranges of the parameter we can use algorithms like the neural
networks described in Section 4.4.3 or other classical pattern-recognition algorithms. To
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constrain the directional and positional track parameters, for example, a pattern recogni-
tion that is based on a Hough transform has been developed for MAPT as an alternative
fast online-reconstruction method to compare the results from the algorithm based on
neural networks with [279, 280]. The Hough transform has already reached reconstruction
accuracies for the track angles of approximately 5° (68 % CI), which has been shown by M.
Milde to be su�ciently small as a prior distribution for the particle �lter to reconstruct
certain events with 1× 104 particles per �lter step [278].
To obtain a prior of the particle energy, a more complicated algorithm is required that can
use the variations and magnitudes of the energy depositions in the �bers along the track to
estimate the range of the particle. Such an algorithm is currently under development. As
an intermediate step, an algorithm has been developed by L. Bierwirth that distinguishes
stopping and non-stopping particles, also based on an Hough transformation. With this
algorithm, the initial energy of a stopping particle can be constrained within a few tens of
MeV per nucleon by using the number of hit �bers as a estimate for the particle range.
To decrease the dimensionality of the parameter space and to allow further parallelization
of the particle reconstruction on our computers, we use a di�erent approach for the mass
and charge number of the nucleus that shall be reconstructed: Instead of handling these
values as free parameters during the �ltering steps, they are �xed prior to the �ltering
and an individual �lter run is executed for each di�erent possible particle type. There-
fore, we treat the di�erent types of nuclei as di�erent model assumptions, and compare
the obtained results of di�erent assumptions afterwards by their corresponding evidence,
z =

∫
P (D|~x)�similar to what we have done for the model comparison of the quenching

functions in Section 4.3.2.2. The evidence for each particle-type assumption is calculated
by sampling particles according to the obtained posterior-probability distribution from the
particle �lter and propagate them again through all �bers but without resampling after
each step. The sum of the so-obtained particle weights, wi for all �bers, j, is considered a
good approximation of the evidence as

z ≈ 1

Nfib

∑

i,j

wij
Npart

, (4.33)

with Nfib being the number of �ber signals and Npart being the number of particles used
by the �lter [281]. Using the calculated evidences we can then compare the di�erent
assumptions of the charge and mass number of the nucleus by their Bayes factors to state
which assumption is more likely to produce the measured event.

4.4.3 A Neural-Network-based Online Reconstruction

The relation between the hit pattern generated by a charged particle and the particle's ini-
tial state can be interpreted as a function, f : D → ~x0. A representation of f would allow
us to map for each event the hit topology to the initial particle state and thus reconstruct
the event. Although the function is a-priori unknown, we can approximate it using neural
networks and supervised learning, which I discuss in the following.
An arti�cial neural network consists of an interconnected number of individual processing
elements, so-called neurons. Each neuron maps a given input to a certain output, called ac-
tivation. Each of the neurons and the connections between them contain several adjustable
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input layer
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Figure 4.16: Sketch of a feed-forward neural network. Figure adapted from [285].

parameters that alter the activation for a given input, so-called hyperparameters [282]. It
has been shown by Hornik, Stinchombe, and White in 1989 that certain classes of such
networks are universal function approximators, meaning that they can approximate most
functions to any level of accuracy if the network is large enough by adjusting the hyper-
parameters [283].
For a given network architecture, the search for the set of hyperparameters that approx-
imates the function f(D) as close as possible is the goal of the supervised-learning pro-
cedure. Using a set of labeled data�meaning pairs of (D,~x0), which can be generated
for example by simulations or test measurements with known initial particle states�the
hyperparameters are adjusted such that the di�erences between the predicted states by
the neural network and the true states are minimized. The network with the obtained
hyperparameters then yields the best approximation of f given the network architecture
and training samples, and the network can be used to evaluate the state also for unlabeled
data [284].
In the following, I describe the layout and components of feed-forward neural networks
that we use for our application. After this, I explain our training procedure on simulated
detector data, the analysis �ow, and the network architectures used to obtain the initial
particle states from MAPT data.

4.4.3.1 Feed-Forward Neural Networks

In our application, we use feed-forward neural networks, in which the neurons are organized
in layers. Each layer obtains solely the output activation of the neurons of the preceding
layer [282]. An exemplary layout of a feed-forward network is shown in Figure 4.16. The
colored circles depict the neurons. The �rst layer is the input layer, representing in our
case the hit pattern in the detector and the signal amplitude of each �ber. The last layer
is the so-called output layer. The activation of the neurons in the output layer must be
related to the parameters of the initial particle state, our parameters of interest. In be-
tween, several so-called hidden layers of neurons can be present, each with an individual
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number of neurons. The number of hidden layers is often referred to as the depth of the
network, and the number of neurons per layer as the width [282].
There are di�erent types of layers that are de�ned by their connections to the preceding
and succeeding layers. In our application, we use three di�erent types of layers: fully
connected layers, also called dense layers, convolutional layers, and pooling layers.
In a fully connected layer, each neuron of the layer is connected to all neurons of the pre-
ceding layer. Its input is the weighted sum of all output activations of the preceding layer,
with individual weights for each connection, which serve as hyperparameters that we need
to constrain during the network training. Therefore, the input of each neuron depends on
the activations of all neurons in the preceding layer [284].
To be more sensitive to the geometrical distribution of features in the input layer, e.g. if
the input layer represents a pixelized image in which the di�erent neurons also contain
spatial information, convolutional layers have been developed [286]. In such layers, the
individual neurons are only connected to a subset of the neurons in the preceding layer
which are spatially close to each other. The activations of the di�erent neurons thus de-
pend on local features only. By successively relocating the used subset on the preceding
layer, the whole preceding layer is scanned and the obtained convoluted results are used
as an input for the di�erent neurons of the convolutional layer. The size of the used subset
is referred to as the �lter size and the shift of the �lter for each neuron with respect to
the previous as the stride. The size and strides of a convolutional layer are often �xed
beforehand and are selected on the basis of the size of the features that the �lter shall
target in the preceding layer [282]. However, recently more sophisticated layers have been
developed that can adjust the e�ective �lter sizes during the training process and optimize
the convolution for the desired task by learning the optimal �lter size by itself. We use
such layers in the form of so-called inception layers, as developed by Google LLC for their
network GoogleNet [287]. It has been shown that in our and in similar applications the use
of such layers improves the performance with respect to a pure fully connected network or
simple convolutional networks with similar numbers of free hyperparameters [285, 288].
Most often after convolutional layers, pooling layers are deployed to reduce the dimension-
ality of the succeeding layers. The pooling layers either average the activations of several
neurons or use the maximum of the activations of them for one neuron. By this the num-
ber of neurons is reduced, albeit at the cost of reducing the information contained in the
network. On the other hand, the reduction of the complexity can improve the training
process of the network. The use of pooling layers must be tested in the individual appli-
cation to determine whether it improves or worsens the approximation of the underlying
transformation [282].
Most networks employ a mixture of the di�erent layers and a multitude of di�erent net-
work architectures is used. The optimal number of layers and neurons strongly depends
on the complexity of the task the network is trained on and the available training data.
The identi�cation of a suitable network architecture therefore requires testing of di�erent
layouts and comparing the obtained performances.

The fundamental processing elements that are common to all layers of the neural network
are the neurons. Each neuron calculates an activation from its input activations of the
neurons of the preceding layer that are connected to it. The input value, z, is commonly
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a weighted sum of all input activations and a bias parameter and can be expressed as

z =

(∑

i

wiai

)
+ b, (4.34)

with ai being the activation of the i-th connected neuron from the preceding layer, wi the
corresponding weight, and b the so-called bias parameter [282]. The weight and the bias
parameter are hyperparameters of the network that are tuned during the training process
to approximate the underlying transformation as closely as possible. The output of the
neuron is then calculated from z by applying an activation function, σ(z). Many di�erent
activation functions are used in neural networks, starting from very simple functions like
a recti�er linear function,

σ(z) = max(0, z), (4.35)

to more complex functions such as the sigmoid function,

σ(z) =
1

1− e−z
, (4.36)

and others [282].
A shared feature of most of the commonly used activation functions is their non-linearity,
which has been shown to be an important feature of the neurons to allow the learning of
complex non-linear relations during the training [289]. Again, the selection of the best-
performing activation function for the targeted task often must be found by testing.
The activation function used in the output layer must ful�ll an additional requirement: As
the activations of the neurons of the output layer are often interpreted in terms of phys-
ical values or probabilities related to the target feature, the value range of the activation
function must match the domain of the physical values or probabilities. In case the activa-
tions of the di�erent neurons correspond to di�erent physical values�like for example our
parameters of the initial particle state�the network is referred to as a regression model
and the activation function of the neurons must allow all possible values that the param-
eters can assume. For unbound parameters most often a purely linear activation function
is used. The second most common type of model is the classi�cation model. Here, the
goal of the network is to distinguish between di�erent prede�ned choices and the di�erent
neurons of the output layer represent the disjoint classes�the allowed choices�and their
corresponding activations the probability (or certainty) of the event to be of this class.
In this case, the activations are interpreted as probabilities and must lie between 0 and
1, with their sum being 1. This can be achieved, for example, by the softmax-activation
function. The activation for the j-th neuron of the output layer is de�ned as

σ(zj) =
ezj

∑N
k=1 e

zk
, (4.37)

with zj being the input of the j-th neuron in the output layer, zk being the input of the
k-th neuron, and N being the total number of neurons in the output layer, which corre-
sponds to the number of disjoint classes that can occur [282].
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To approximate the transformation using the neural network, the hyperparameters of the
network�the weights and biases of the individual neurons�must be tuned by a training
procedure until the neural network obtains a good approximation of f . In order to maxi-
mize the agreement of the neural-network approximation with f , we require a metric that
de�nes a measure of the disagreement, the so-called loss function [282]. The loss function
for a sample gives a measure of how much the predicted output deviates from the true
value. The goal of the training procedure is to minimize the cumulative loss�the sum
of the loss function over the complete dataset used for training. Similar to the activation
function of the output layer, the loss function must be selected based on the interpretation
of the activation of the output layer neurons. For regression models, in which the acti-
vations represent di�erent physical values, the most commonly used loss function is the
mean-square loss,

l(yi, ŷi) =

N∑

i=1

(ŷi − yi)2

N
, (4.38)

with yi the predicted output of the i-th neuron�the activation�ŷi the true value of the
physical parameter corresponding to the output of the i-th neuron, and N the total number
of output neurons [284]. Especially for applications in which di�erent physical values are
reconstructed simultaneously by the individual output neurons, the di�erent domains of the
physical values could complicate the training process. In such cases, the training process
can be improved by using the relative deviation between the true and predicted values as

l(yi, ŷi) = 100

N∑

i=1

|ŷi − yi|
ŷi

. (4.39)

For classi�cation models often the cross-entropy loss function,

l(yi, ŷi) =
N∑

i=1

ŷi log(yi), (4.40)

is used, which is also based on the interpretation of the output activations as probabili-
ties [284].
To minimize the loss by adjusting the networks hyperparameters, an optimization algo-
rithm must be used. These algorithms numerically calculate the gradient of the loss func-
tion with respect to the hyperparameters and adjust them into the direction of decreasing
loss. The most commonly used algorithms are based on stochastic gradient descent or more
advanced algorithms such as the ADAM algorithm, speci�cally developed for training of
neural networks[282, 290].
The algorithms iteratively calculate the gradient and adapt the hyperparameters using
the samples of the training data. In order to reduce statistical �uctuations of the gradient
evaluation, often more than one sample is used at a time for the calculation of the gradient.
The loss is thereby averaged over a certain prede�ned number of samples, a so-called batch,
and the calculation of the gradient is based on these averaged values [284]. Especially in
applications like ours, in which the input signal is strongly in�uenced by statistical �uc-
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tuations, the averaging over several events allows a faster convergence of the optimization
algorithm towards the global minimum of the loss function.
Once the network is trained and the set of hyperparameters is found that corresponds to a
good approximation of the transformation, the hyperparameters are �xed and the network
can be used either to predict the parameters of interest for non-labeled data, or to evaluate
the performance of the reconstruction using labeled test data.

In the following I describe in more detail the speci�c use of the neural networks in our
reconstruction of the initial particle state from the signals of MAPT . I present the imple-
mentation method, the creation of the training data, and the deployed network architec-
tures.

4.4.3.2 Neural Networks for MAPT

The aim of the neural networks is, similar to our approach using the particle �lter, to
reconstruct the initial state of a nucleus when entering the detector. More speci�cally, the
parameters describing the direction, θ and φ, the type de�ned by the charge and mass
number, Z and A, and the initial energy, E0. In contrast to the particle �lter, we do
not need to reconstruct explicitly the track location, which is labeled by θp and φp in
Section 4.4.2, as these parameters are not of explicit interest as physical parameters but
are only required in the particle �lter to calculate the energy deposition of the nucleus
in the individual �bers. In the reconstruction based on neural networks, however, we do
not explicitly model the individual energy depositions in the detector but let the network
learn the corresponding particle state for a given energy deposition and hit pattern in the
detector. Therefore, the hyperparameters θp and φp are not required in this approach.
We implement the neural networks using the machine-learning framework TensorFlow (ver-
sion 2.4) [291, 292]. The development, training, and performance evaluation is implemented
using the programming language Python [293]. The trained networks are then stored and
can be loaded using a C++ library of TensorFlow with reduced computing demands to
reconstruct data in near-real time.
To train the networks and evaluate their reconstruction performance we use simulated data.
In order to not introduce systematic errors when using the trained networks to reconstruct
real data, the simulation of the detector response to the particles must be as realistic as
possible. For this task, we use the Geant4 simulation framework to model the interaction
of the traversing particles with the detector material and the energy deposition of the par-
ticle in the scintillating �bers, including the statistical nature of the interactions [237]. In
addition, the e�ects of the signal generation described in Section 4.2 are modeled, speci�-
cally the e�ect of ionization quenching. Similar to our implementation within the particle
�lter, we employ Birks' model of ionization quenching and our experimentally obtained
best-�t value for Birks' coe�cient of kB = 0.132 mm/MeV. From the simulation we ob-
tain individual detector events together with the associated initial-state parameters of the
simulated particle.
Although the reconstruction of the di�erent parameters of the initial particle state could
be obtained by using one large neural network, we developed distinct networks for the
reconstruction of the particle's direction and for the reconstruction of the particle type
and energy. The separation of the reconstruction is expected to require less training data
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and to obtain better results for the individual tasks.
As input for both networks, the simulated signals of the MAPT detector are used. As
discussed in Section 4.1, we can interpret the signals of the two �ber projections as two
images of the event that encode the spatial distribution of the hits and the individual signal
amplitudes. We represent the two images as two 16× 32 matrices of scalar values and use
them as individual input layers in our networks. Each �ber is represented by a neuron and
the neuron's activation represents the visible energy deposition in the corresponding �ber.
The output layers di�er for the two di�erent tasks and also depend on whether the task
is interpreted as a regression problem or a classi�cation problem. In principle, all of our
tasks can be interpreted in both ways: Either, the physical parameters are directly repre-
sented by the activation of a certain output neuron, resulting in a regression problem, or
the domain of possible values of the parameter is subdivided into bins and the activation
of the di�erent neurons represent the probability of the parameter value to be within the
corresponding bin. Although the width of the individual bins limits the angular resolution
for the individual events, we have found that the overall reconstruction performance of the
initial direction can be improved by using a classi�cation approach instead of a regression
approach for similar-sized networks [294]. We use the classi�cation approach for both, the
reconstruction of the particle's direction and the combined reconstruction of its type and
energy.
The output of the neural network to reconstruct the particle direction consists of two sep-
arate output layers, one representing the binned θ values, and one representing the binned
φ values of the particle tracks. The θ parameter range is binned into 180 bins with a 1°
bin width for each bin to cover the whole domain of θ from 0° to 180°. The φ parameter
range is binned into 360 bins with a 1° bin width to cover the whole domain of φ from
−180° to 180°. Thus, the output layer representing the θ values consists of 180 neurons,
and the output layer representing the φ values of 360 neurons.
The network for the reconstruction of the particle type and energy consists of one output
layer, in which each neuron represents a certain particle type with an energy within a
given range. The total probability of the particle to be of a certain type is the sum of the
activations of all neurons that correspond to the particle type but di�erent energies. The
total number of neurons of the layer depends on the number of particle species that the
network shall learn to distinguish and the energy range the reconstruction shall cover. This
depends on the speci�c application of MAPT, and the networks are prior to deployment
adapted to the speci�c range of particles and energies of interest for the mission of MAPT.
In this study, we are mainly interested in reconstructing stopping light ions and we adapt
the layout of the output layer accordingly. We cover the energy-per-nucleon range from
30 MeV/n to 100 MeV/n with bins with a width of 1 MeV/n each. The di�erent particle-
type classes included are protons, deuterons, helium-3, and helium-4. In total, the output
layer thus consists of 280 neurons representing the di�erent particles and energies.
The overall architecture of the neural network used for the reconstruction of the particle
direction is shown in Figure 4.17a. In the Master's thesis of L. Meyer-Hetling [285] it has
been shown that this architecture outperformed formerly used architectures, e.g. devel-
oped in [280]. The network consists of an inception module and several fully connected and
convolution layers and has in total 2.905× 106 trainable parameters. The network for the
particle identi�cation and energy reconstruction is shown in Figure 4.17b. The network
consists of two inception modules and has in total 9.43× 105 trainable parameters.
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(a) Architecture of the neural network for the reconstruction of the track direction.
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(b) Architecture of the neural network for the reconstruction of the particle type and kinetic energy.

Figure 4.17: Architectures of the neural networks used for the reconstruction of MAPT
data. Figures adapted from [285].

In the following sections I evaluate the reconstruction capabilities of the described neu-
ral networks on exemplary datasets and compare the performance of the networks to the
performance of the particle �lter algorithm. First I compare the reconstruction of the
particle-track direction, and afterwards the particle-type and energy reconstruction.

4.4.4 Performance of the Track Reconstruction

Although MAPT accepts particle tracks from all directions, we require at least a few �ber
hits in both projections to be able to constrain both angles, φ and θ, to describe the direc-
tion of the track. We also expect the reconstruction performance to increase for particles
that traverse more �bers of the detector. To simplistically estimate the expected angular
resolution of MAPT, we can estimate geometrically the opening angle, ∆α, for which all
tracks create the same hit pattern in one projection of the detector when traversing N
�bers of consecutively layers as depicted in Figure 4.18. The allowed angular spread per-
pendicular to the projection as a function of the number of hit �bers can be approximated
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Δα

Figure 4.18: Sketch of the opening angle, ∆α.

as

∆α = arctan

(
1

2N

)
, (4.41)

as found by L. Bierwirth [280]. As the signals in the �bers can also give a more precise
information on the track length within a certain �ber, the signal amplitude of the indi-
vidual �bers is expected to increase the reconstruction performance. Detector e�ects like
multiple scattering, on the other hand, are expected to decrease the performance.
To estimate the achievable resolution of the track direction from the reconstruction algo-
rithms, we simulate detector signals for an isotropic �ux of minimum-ionizing protons with
a kinetic energy of 3 GeV. These particle have a large penetration power and traverse the
full detector with a constant mean ionization loss, similar to the minimum-ionizing pions
we used in our quenching measurement described in Section 4.3.2.
To ensure that in both projections enough �bers are hit to obtain a meaningful three-
dimensional track, we select only events that produce a signal in at least three di�erent
�bers in each of the two projections. In addition, we select only events in which no
secondary particles are created, which would give a second track in the detector. Such
secondaries are created only in approximately 1 % of all simulated events. From the
1× 107proton tracks that we simulate, starting from a sphere with a radius of 7.5 cm
around the detector, 2.4× 106 events ful�ll our selection criteria. The distribution of the
number of �ber hits per event from these events is shown in Figure 4.19a together with
the minimal required number of six �ber hits, represented by the gray dashed line. Most
particles traverse the detector only partially and do not hit all 32 layers. In most events
around 20 �bers are hit, but also events in which more �ber hits are present than detector
layers. In these events, in some layers multiple �bers are hit.
The angular distribution of all accepted events is shown in Figure 4.19b. Although the
initial simulated particle �ux is isotropic, the acceptance of the detector and our event se-
lection depends on the initial direction. Especially pronounced is the absence of accepted
events with φ = −π, 0, π, which corresponds to directions parallel to the �ber layers. These
events traverse the detector within a layer and do not produce enough �ber hits in the other
projection, and therefore would not allow to constrain both angular parameters simulta-
neously.

For the training and evaluation process of the neural network, we use 1× 106 randomly
selected events from the dataset. From those, 7× 105 events are used for the training of
the network, 2× 105 events are used for the evaluation of the validation loss during the
training procedure to monitor the performance of the network, and 1× 105 events are used
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Figure 4.19: Distribution of the selected particle tracks for an isotropic �ux of minimum-
ionizing protons in MAPT.

to determine the reconstruction performance after the network training and the hyper-
parameters are �xed. For the training procedure we use the cross-entropy loss function
from Equation 4.40 and a batch size of 512 events. To prevent overtraining, we include an
early-stopping mechanism in the training and so-called dropout layers in the network, as
described for example in [282].

Due to the large computational e�ort of the Particle Filter, we assess its performance
as a function of the number of �ber hits per event by selecting randomly 100 events with 7,
10, 20, 30, and 40 �ber hits each and analyze them. For the prior-probability distributions
used in the �lter for φ, θ, φp, and θp, we use a conservative constant probability density
within a range of ±10° around the true value of the parameter from the simulation. For
each �lter step we employ 1× 105 particles. With this large amount of particles per step,
the execution time of the �lter is around 1.5 h per event with 10 �ber hits and around 14 h
for an event with 30 �ber hits on a single, modern CPU. An increase of the number of
particles for the �lter is thus hardly possible.

To quantify the reconstruction performance for both algorithms, we calculate the di�erence
between the predicted angles, φ and θ, and the true angles for each tested event. For the
neural network we assign the predicted values to be the output class of highest activation
for the parameter. For the particle �lter, we use the full posterior PDF of the parameter
as the prediction for the event.
The accuracy and precision of the reconstruction as a function of number of �ber hits of the
events is then calculated from the cumulative distributions of the deviations of all tested
and reconstructed events. The accuracy is identi�ed as the mean of the distribution and
the precision as the central 68 % interval of the distribution.
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Figure 4.20: Reconstruction precision for simulated particle events in MAPT using the
neural-network-based and particle-�lter-based reconstruction method.

For both approaches, the found accuracies for both parameters, φ and θ, are on the level
of 1× 10−3

° and much smaller than the obtained precisions, showing no systematic shift.
The precisions as a function of the number of �ber hits are shown in Figure 4.20, to-
gether with the simplistic geometrical estimate from Equation 4.41. Both reconstruction
approaches reach better precisions as we expected from the purely geometrical estimate
for most �ber-hit numbers. The particle �lter and the neural network obtain a better pre-
cision with increasing number of �ber hits in the event. Both have a similar performance
for low numbers of �ber hits, and the particle �lter obtains a better precision than the
neural network for larger number of �ber hits. However, the results from the particle �lter
are only of limited validity. While in the case of the neural network all tested events could
be reconstructed and thus contribute to the shown precision, the particle �lter failed for
several events and only events contribute that did not fail during the �ltering. While at
low number of �ber hits the fail rate of the particle �lter is low, only about 4 % for events
with seven �ber hits, the fail rate increases with increasing number of �ber hits. For 10,
20, and 30 �ber hits, the fail rate already increases to 11 %, 59 %, 79 %, respectively. For
events with 40 �ber hits, none of the 100 tested events was successfully reconstructed.
This reveals the critical downside of the �ltering method: Due to the large parameter
space, even the use of 1× 105 particles per step does not reach the required density that
is necessary to obtain a valid particle path that is not �ltered out during the successive
�ltering procedure. To solve this issue, the implementation of the particle �lter must allow
the use of even more particles per step. This requires an optimization of the code in terms
of parallelization and computing speed, e.g. by porting the calculations on a graphical
processor unit.
Nevertheless, both approaches reach a precision of the track reconstruction on the order of
1° for both, φ and θ, for most events, which is a su�cient resolution for most applications
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Figure 4.21: Energy distribution of the di�erent particle types in the simulated dataset
used for the particle-identi�cation and energy-reconstruction investigation of MAPT.

and allows analyses of particle-�ux anisotropies.
In the next section, I compare the reconstruction performance of MAPT for particle iden-
ti�cation and energy reconstruction of light nuclei.

4.4.5 Performance of Particle-Characteristics Reconstruction

Similar to the analysis of the reconstruction of the track direction, I aim to investigate
the capability of the detector and the reconstruction algorithms to determine the particle
type and the initial energy of a light ion that hits the detector. In a �rst step, I analyze
the reconstruction capability for particles that completely stop within the active volume
of MAPT. In such events, the complete Bragg curve of the particles is visible, and the
reconstruction performance should be best.
In this study, I try to distinguish stopping protons, deuterons, helium-3, and helium-4
nuclei�the lightest ions occurring in the cosmic-ray spectrum�in an energy regime of
30 MeV/n to 100 MeV/n. I simulate the detector response for an isotropic particle �ux
for all four nuclei species and select only events that hit at least three �bers per projec-
tion. Additionally, we require that the simulated nucleus is completely stopped within the
detector. The created dataset obtained from 1× 107 simulated events consists of 4× 106

accepted events with an approximately equal amount of the di�erent nuclei. The energy
distributions for the di�erent nuclei after the selection are depicted in Figure 4.21. The
distributions are not completely uniform due to the event selection. The higher the energy,
the lower the probability to stop completely within the detector. The lower the energy,
the lower the probability that the nucleus hits enough �bers per layer to be accepted.

For the training of the neural network we use 70 % of the dataset for the hyperparameter
training, 20 % for the validation during the training process, and 10 % for the performance
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(a) Neural network. (b) Particle �lter.

Figure 4.22: Reconstruction performance of the nucleus type for simulated events stopping
in MAPT using the reconstruction method based on a neural network and a particle �lter.
The missing percentage per row correspond to the number of events that could not be
reconstructed at all.

evaluation of the reconstruction after the training. The training is conducted similarly as
for the particle-direction reconstruction. The energy parameter is binned into equidistant
bins of width 1 MeV/n, which is found to yield the best reconstruction performance for
the energy reconstruction and the particle identi�cation. A smaller bin width impedes the
training of the particle-type reconstruction, and a larger bin width worsens the achievable
resolution of the energy reconstruction.

For the particle �lter, we select randomly 100 events for each type of nucleus and ana-
lyze each event using all four particle-type assumptions and calculate the evidence for each
event for all types. We assign the reconstructed nucleus type for the event as the type that
obtains the largest evidence of the reconstruction. The prior-probability distribution of the
energy is a uniform probability-density distribution around the true value with a width of
±20 MeV/n. As already discussed, the high dimensionality of the input-parameter space
leads to many events in which the �lter fails to �nd a possible parameter con�guration for
the event. To increase the probability to succeed the �ltering, we use a normal-distributed
prior-probability-density with a standard deviation of only 2° for the directional parame-
ters of the event( φ,θ,φ0,θ0). Such a prior could, for example, be obtained by a preceding
analysis of the event by the neural-network based track-direction reconstruction.

The obtained confusion matrices of the particle-type reconstruction of the two algorithms
are shown in Figure 4.22. For the result of the particle �lter, shown in Figure 4.22b, only
events are included for which at least one type assumption yields a successful �lter pro-
cedure. From the total 400 analyzed events by the particle �lter, only 167 did not fail at
least once. This again shows that the use of 1× 105 particles per �lter step is not su�-
cient to allow a reliable reconstruction. Even when only considering events that succeeded
the �ltering stage, the reconstruction based on a neural network outperforms the particle
�lter in terms of the reconstruction accuracy. The neural network reaches reconstruction
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particle �lter neural network

protons

〈∆E〉 0.16 MeV/n 0.04 MeV/n

σ(∆E) 5.25 MeV/n 0.85 MeV/n

deuterons

〈∆E〉 1.34 MeV/n 0.01 MeV/n

σ(∆E) 7.12 MeV/n 0.59 MeV/n

helium-3

〈∆E〉 0.368 MeV/n −0.02 MeV/n

σ(∆E) 9.50 MeV/n 0.75 MeV/n

helium-4

〈∆E〉 −3.3 MeV/n −0.04 MeV/n

σ(∆E) 9.81 MeV/n 0.66 MeV/n

Table 4.5: Accuracy (〈∆E〉) and precision (σ(∆E)) of the energy reconstruction based on
the particle �lter and the neural network.

accuracies for all particle types above 90 %. The identi�cation of protons and deuterons is
even possible with accuracies above 99 %.
The performance of the energy reconstruction for the di�erent particle types reached by
the particle �lter and the neural network is summarized in Table 4.5. The values are cal-
culated from all tested events in which the particle type is correctly reconstructed. Again,
the use of the neural network outperforms the obtained results from the particle �lter and
reaches an energy-reconstruction precision of around 0.8 MeV/n for all tested particle types.

As a large fraction of low-energy nuclei are not completely stopped, we would like to
be able to include these events in the reconstruction as well to increase the acceptance
of the detector. However, we expect the reconstruction performance to be reduced when
including such events. In order to estimate the decrease of the reconstruction performance,
we perform the same analysis using the neural network but on a dataset without the re-
quirement that the particles have to be completely stopped. The obtained performance of
the particle identi�cation and energy reconstruction is shown in Figure 4.23. As expected,
the overall performance is reduced but the network still reaches particle identi�cation ac-
curacies of above 80 % for all tested particle types. The energy resolution is only slightly
a�ected and is still below 2.5 MeV/n for all tested particle types.

4.4.6 Required Improvements

Although the obtained reconstruction performances using simulated data promise good re-
construction capabilities and the employed reconstruction algorithms�especially for low-
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(a) Particle identi�cation.
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(b) Deviation of the reconstructed energy.

Figure 4.23: Reconstruction performance of the particle type and energy for simulated
particle events in MAPT using the reconstruction method based on a neural network
including non-stopped particles.

energy nuclei that stop within the detector�further studies and improvements of the re-
construction scheme are required to allow MAPT to measure energy-di�erential cosmic-ray
particle �uxes for individual nuclei or antinuclei in the future. As the abundances of di�er-
ent nuclei in the cosmic-ray spectrum are di�ering over orders of magnitude, the separation
power of the instrument has to be of similar magnitude. For many particle species, the
required separation power has to be larger than what we reached so far: For example, the
measured �ux ratio of protons and deuterons is on the order of 1× 102 and the expected
�ux ratio of antiprotons and antideuterons even on the order of 1× 107 [295, 9]. To obtain
a useful measurement, the separation power of the di�erent species must be at least on
the same order of magnitude, meaning that we must improve our particle identi�cation
capabilities to allow such measurements. Especially if one wishes to distinguish di�erent
antinuclei species, the sole usage of the Bragg curve to identify the charge and mass num-
ber of the particle seems not to be su�cient to reach the required separation power, and
additional features must be used.
A promising approach is to additionally exploit the annihilation pattern of di�erent antin-
uclei: As the number of produced secondary particles in the annihilation depends on the
mass of the antinucleus that annihilates in the detector, the number of outgoing secondary
tracks can be an additional feature in MAPT that helps to distinguish the particle types
for antinuclei [247]. Whether this additional feature is su�cient to reach the desired sepa-
ration power for antideuterons and antiprotons in MAPT is currently under investigation.
The reconstruction of higher-charged nuclei requires a better understanding of the e�ect
of ionization quenching in MAPT. Although the so-far conducted experiment successfully
probed the dependence of ionization quenching on the ionization density of the particle
for stopping protons, the behavior of quenching for even higher ionization densities, as
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they occur when higher charged nuclei stop within the detector, is not yet experimentally
constrained.

When comparing the performance of the di�erent approaches for the reconstruction al-
gorithms, we found in the so-far conducted studies that both algorithms, the Bayesian
particle �lter and neural networks, can be used to extract the direction, energy, and type
of a particle from MAPT's signals. However, both algorithms still need further investiga-
tion and improvements.
Despite of its mathematical correctness, the Bayesian �ltering method has some disad-
vantages over the neural networks that must be addressed: The �ltering method requires
massive computational e�ort and is orders of magnitude slower than the neural-network
approach. Without allowing for more parallelized computation, our current implementa-
tion requires several hours per event when using the �lter with 1× 105 particles per step.
Even when using this large number of particles per step, the �lter fails in a large fraction of
reconstruction attempts�especially for events with a large number of �ber hits�because
all particles are �ltered out through the �ltering stage with a non-zero weight. This issue
is caused by the high dimensionality of the parameter space and a non-perfect implemen-
tation of the physical processes that occur during the passage of the particle through the
detector. Currently, only multiple scattering and electronic energy losses are implemented
in the �lter. Only if all relevant processes are included, the �lter can reproduce accurately
all events that occur in the detector. For example, events that undergo large-angle scatter-
ing (single Coulomb scattering) or inelastic hadronic interactions cannot be described by
the �lter yet. One approach to extend the included physical processes is to use the Geant4
simulation framework, which is currently used for the simulation of the response of MAPT
to particles, also for the modeling of the processes within the particle �lter.
Although the neural networks already outperformed the particle �lter in many regards,
its performance has to be further investigated. Especially the transition from simulated
data to real detector data potentially induces systematic e�ects in the reconstruction in
case certain features of the signal generation are simulated incorrectly. To exclude such
e�ects, tests of the reconstruction algorithm on real data with known particles and ener-
gies, like for example at a particle accelerator facility, must be conducted as soon as a fully
functional detector is manufactured.

4.5 Technology Demonstration Missions

In order to further investigate MAPT's measurement capabilities and to verify its function-
ality in the complex environment of space, two technology demonstration experiments are
being developed: In a �rst mission, a fully functional prototype of the MAPT detector shall
be produced and used to measure the direction-dependent �ux of charged nuclei inside the
International Space Station and provide, together with other radiation-sensitive devices,
a full characterization of the radiation environment the astronauts are exposed to during
their stay on the ISS [251]. In a second mission, MAPT shall be deployed onto a small
satellite to measure geomagnetically trapped antiprotons in the South Atlantic Anomaly
(SAA) [180]. In the following sections, I shortly describe the motivation, planned imple-
mentation, and current status of both missions.
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4.5.1 The RadMap Telescope on the International Space Station

The �rst in-space deployment of MAPT is planned within the framework of the RadMap-
Telescope mission on the International Space Station (ISS). Beside the veri�cation of the
technology to be used in the environment of space, the scienti�c motivation is to measure
the radiation environment inside the ISS. Although the spectrum and composition of cos-
mic rays is well known from measurements by many experiments, the particle �ux inside
of the ISS is altered due to the material of the hull [296]. On one hand, the material
provides shielding, especially against low-energy radiation, but on the other hand, also
secondary radiation is produced in high-energy interactions of cosmic rays with the hull,
which increases the e�ective radiation inside the ISS. To properly estimate the radiation
the astronauts are exposed to, and to investigate in more detail the e�ect of the surround-
ing material on the radiation environment, the particle �uxes, and especially the �uxes
of low-energy ions, which are particularly harmful to the human body due to their large
ionization losses, must be known precisely [297]. Due to its specialization to reconstruct
such low-energy nuclei, MAPT could provide an important measurement that enhances
the knowledge about the radiation environment inside the ISS.
As the RadMap Telescope shall primarily serve as a technology demonstrator for MAPT,
its measurements are planned to be compared to existing measurements by locating the
detector in areas where radiation measurements have been already conducted by other
experiments. Additionally, RadMap is equipped with �ight-proven dosimeters that can be
used as a reference measurement but also extends the sensitivity of the system to radiation
stemming from uncharged particles that cannot be detected by MAPT, like neutrons or
photons [251].
For RadMap, the MAPT detector is housed in a (13×13×15) cm3 aluminum box together
with the on-board computer and the DAQ system required for operation, both adding
material around the detector that shields low-energy particles and alters the kinetic energy
of the particles before entering the active volume of the detector. Most of the material is
located beneath the detector (using the orientation shown in Figure 4.24), which allows
particles to enter the detector from above or the sides with minimal additional material.
The aluminum housing, however, is inevitable to shield the SiPMs of the detector from
ambient light. The additional material that the particles must traverse before reaching
the active volume of MAPT is around 0.9 cm of aluminum equivalent on average for an
isotropic particle �ux. For particles that enter the detector from the upper hemisphere,
the average material is lower, only around 0.6 cm aluminum equivalent. Particles that
enter MAPT from below, however, have to traverse the DAQ system, the on-board com-
puter, and eventually the cooling channels made out of aluminum. These particles need
to traverse on average 1.2 cm of aluminum equivalent and for certain incoming directions
even up to 4.5 cm of aluminum equivalent. This material must be taken into account dur-
ing data analysis, and the fraction of the energy lost before entering the active volume
of MAPT must be modeled and added to the reconstructed energy of the nuclei. The
additional material also changes the energy range for nuclei that stop within the active
volume of MAPT. Compared to the bare MAPT detector that we modeled so far, the
minimum energy that a particle must have, in order to create a long enough track in the
detector that can be reconstructed, is therefore higher. To estimate the energy range in
which nuclei are stopped within the active volume of the detector�and by this can be re-
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Figure 4.24: Rendering of the RadMap Tele-
scope. The size of the box is (13 × 13 ×
15) cm3. Figure taken from [251].

Figure 4.25: Picture of a single module of
MAPT. Figure taken from [251].
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Figure 4.26: Sensitivity range of the RadMap Telescope for di�erent nuclei. Figure taken
from [251].

constructed with our Bragg-curve-spectroscopy method�we simulate nuclei with di�erent
energies impinging isotropically on a model of the detector and the surrounding material,
and analyze which energy the nuclei require to reach the active volume of MAPT and to
create at least three �ber hits. We estimate the energy range in which the particles stop in
the active volume as the energy range for which at least 50 % of the particles are stopped
completely in the active volume. The obtained sensitivity range for RadMap is depicted in
Figure 4.26. For energies with stopping ranges larger than the detector, the reconstruction
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Figure 4.27: Exemplary pulse-height spectrum for one channel of the RadMap Telescope
for a beam of minimum-ionizing pions with 450 MeV/c momentum.

precision is reduced, as we have seen in Section 4.4.5).

The detector hardware for the RadMap Telescope is currently in production and the active
volume made out of the scintillating �bers coupled to the SiPMs is already manufactured.
To ease the assembly, the active volume of MAPT has been subdivided into four mod-
ules with 32 × 8 �bers each, stacked to obtain the full active volume. A single module is
shown in Figure 4.25, mounted onto a holding structure used during a functional test at a
particle-accelerator facility.
To ensure a full functionality of all �ber-SiPM channels of MAPT, all modules were ir-
radiated by a beam of minimum-ionizing pions with a momentum of 450 MeV/c and the
signals of each channel were recorded. We investigated the signal quality of each individual
channel in terms of functionality and relative signal amplitude to ensure that all channels
yield a fairly similar signal amplitude for a given energy deposition. Figure 4.27 shows ex-
emplarily a typical pulse-height spectrum of an individual channel within the pion beam.
The mean signal magnitude of the distribution corresponds to the mean energy deposi-
tion of the pions when traversing 2 mm of the scintillating �bers, which is approximately
0.4 MeV of deposited energy. The relative signal variance of the individual channels was
found to be on the order of 15 %, which is expected to be su�ciently constant to ensure a
full functionality of the detector.
The �nalization of the detector hardware, including the corresponding electronics and the
deployment of the system to the ISS, is foreseen for 2022-2023. More details on the hard-
ware design and the operational concept of RadMap can be found in the upcoming doctoral
thesis of M. Losekamm [252].
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Figure 4.28: Schematic motion of a trapped charged particle in Earth's magnetic �eld.
Adapted from [301].

4.5.2 The Antiproton Flux in Space Mission

In a second technology demonstration mission, MAPT's capability to measure antiparti-
cles and distinguish them from ordinary particles shall be experimentally veri�ed. As the
RadMap Telescope is not expected to be exposed to a signi�cant �ux of low-energy antipro-
tons, a second MAPT detector shall be deployed on a dedicated small satellite to probe
the sensitivity of MAPT to antiprotons by measuring the �ux of low-energy antiprotons
that are trapped within Earth's inner radiation belt.
Earth's radiation belts are torus-shaped regions around Earth with an increased density
of charged particles. Measurements found two distinct belt-like structures with di�erent
particle content surrounding Earth: The inner and the outer radiation belt. The outer belt
consists mainly of electrons with rigidities of several kV up to MV. The belt's location is
approximately 18× 103 km to 45× 103 km above Earth's equator. The inner radiation belt
consists mainly of protons, its location is approximately 1× 103 km to 18× 103 km above
Earth's equator, and it approaches Earth nearest over the SAA, where it reaches down to
altitudes below a few hundred kilometers [298, 299]. The protons have rigidities of several
MV up to a few GV, which is below the local cut-o� rigidity. Thus, the particles must
be of secondary origin. They are mainly created in interactions of cosmic-ray particles
with the atmosphere at lower altitudes. A small fraction of the created secondaries moves
upwards and are called albedo particles [300]. These albedo particles are subsequently
in�uenced by the magnetosphere and can be de�ected such that they are trapped within
Earth's magnetic �eld. Figure 4.28 depicts the motion of a trapped charged particle in
the Earth's dipole �eld. The particle mainly gyrates around a �eld line with an additional
movement along the �eld line, resulting in a helix-shaped motion. When it approaches
one of the poles, the increasing local �eld-line density counteracts the movement along the
�eld line until it reverses the direction of motion and the particle moves along the �eld
line to the opposing pole, where it is again re�ected [301]. This movement can repeat
itself for several years depending on the depth of the mirror point: If the mirror point is
relatively deep within the atmosphere, the probability for the particle to be absorbed or
to lose a signi�cant amount of energy�and thus being not energetic enough to maintain
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Figure 4.29: Energy spectrum of trapped antiprotons measured by PAMELA (red dots).
Additionally, the galactic cosmic ray �ux (blue squares) and the theoretical prediction by
Selesnick et al. [300] are shown. As a reference, the interpolated proton �ux (dashed line)
is shown. The grey band is the expected range of energies the AFIS experiment is sensitive
to. The dotted red line gives an estimated extrapolation of the trapped antiproton �ux
from the PAMELA measurement. Figure adapted from [304].

the stable trajectory�increases and the particle will leave the continual trajectory [302].
A second mechanism that can release a large fraction of the stably trapped particles is
due to geomagnetic storms. During coronal mass ejections of the Sun, the ejected plasma
can disturb the magnetosphere such that the particles are non-adiabatically displaced and
do not move on a closed trajectory anymore [303]. Thus, the �uxes of geomagnetically
trapped particles are highly varying with the solar cycle. A more detailed description of
the trapping mechanism and the motion of the particles can be found in the Master's thesis
of the author [180].
Most of the trapped protons above 10 MeV are expected to be created by the decay of
albedo neutrons that are created in interactions of cosmic-rays with the atmosphere. As-
suming the same mechanism also applies to antineutrons that are created in such interac-
tions, it is expected to also �nd trapped antiprotons in the inner radiation belt [303]. Due
to the resulting accumulation of antiprotons, the �ux within the region of the inner radia-
tion belt exceeds the galactic cosmic-ray antiproton �ux. This was experimentally, for the
�rst time, con�rmed by a measurement of the PAMELA experiment in 2010 [304]. They
found that the �ux of antiprotons inside the SAA exceeds the galactic cosmic-ray �ux by
approximately two orders of magnitude in the measurement range of 60 MeV to 800 MeV,
as visible in Figure 4.29. The found �ux deviates largely from theoretical estimates of the
antiproton �ux stemming from the modeling of the antineutron-decay mechanism, which
predicted an two-orders-of-magnitude larger antiproton �ux for the PAMELA experiment.
The reason for this deviation between the experimental result and the theoretical predic-
tion is to date not understood. Therefore, further experimental data of the low-energy
antiproton �ux inside the SAA is required to con�rm the measurement.
As MAPT is in particular sensitive to low-energy antiprotons, as they annihilate to a
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large extend in the active detector volume, it can be used to provide such a measurement.
However, the measurement of antiprotons inside of the radiation-belt environment is chal-
lenging: Due to the large �ux of trapped protons, MAPT has to withstand proton rates
of up to 1× 102 kHz while the signal rate expected from the measurement by PAMELA
is only in the range of a few events per minute. The large background rate and the small
signal-to-background ratio of approximately 1× 10−7 are especially challenging for the de-
sign of the readout electronics and data-acquisition system and set stringent requirements
on the particle-identi�cation power of the system. Detailed studies on the feasibility of the
measurement using MAPT are currently ongoing and �rst particle-antiparticle separation
studies using neural networks were performed [272]. Nevertheless, a successful measure-
ment of antiprotons using MAPT would be an important step forward to prove MAPT's
capability to identify cosmic-ray antinuclei.

4.6 Prospect of Measuring Antinuclei with MAPT

Besides the already discussed improvement of the separation power of the di�erent species
of antinuclei from each other�especially from the most abundant antiprotons�the very
low absolute �ux of antinuclei heavier than antiprotons makes it challenging to measure
them with the current layout of MAPT. The expected number of events, Ni, for a given
particle �ux, ψi(E,E + ∆E), of a particle type, i, in the energy interval, E + ∆E, can be
calculated as

Ni(E,E + ∆E) = ψi(E,E + ∆E)Ai(E)∆t∆E, (4.42)

with ∆t being the measurement time and Ai(E) the acceptance of the detector for particles
of type i and energy E. In general, the acceptance of the detector is determined from the
geometrical factor of the detector, Ggeom, and the e�ciency of the reconstruction, εi(E),
as

Ai(E) = Ggeomεi(E). (4.43)

Even in the case of a perfect detector�meaning that εi(E) = 1 and all traversing particles
can be measured and identi�ed, the geometrical factor limits the event rate for a given �ux
and the minimum �ux that can be probed by the system for a given mission duration.
The geometrical factor of MAPT for an isotropic particle �ux cannot be calculated ana-
lytically but can be determined using a Monte-Carlo approach, as proposed by Sullivan et
al. [305]. By generating random particle tracks starting from a sphere with radius r around
the detector, the fraction of tracks that hit the detector and would create an measurable
signal determine the geometrical factor of the detector as

Ggeom =
nhit

ntot
Gsphere, (4.44)

with nhit the number of tracks that hit the detector, ntot the total number of trials, and
Gsphere the geometrical factor of the starting sphere, which can be analytically calculated
as

Gsphere = 4π2r2, (4.45)
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if all sampled tracks starting with a direction pointing inwards of the sphere's surface [305].
The obtained geometrical factor for MAPT using this method with 1× 108 simulations is
calculated to be Ggeom = (1013.16± 0.24) cm2sr. Although this geometrical factor is large
compared to the detector size�due to the near omnidirectional acceptance� the measure-
ment time required to be sensitive to particle �uxes on the order of 1× 10−7 m−2sr−1s−1(GeV/n)−1

is several years for an energy range of approximately 1 GeV/n. As the geometrical factor
increases quadratically with the edge length of the cubic detector layout, an increase of
MAPT by a factor of three would already allow to probe such low �uxes within several
months of measurement time, which is a realistic time domain for such missions. However,
more detailed feasibility studies are needed and the e�ciency of the reconstruction must
be taken into account to determine whether such low particle �uxes can be realistically
probed by the MAPT detector concept. Similar concepts that are based on the annihila-
tion pattern of antinuclei in a particle detector are currently pursued by several groups and
several experiments, for example, the GAPS experiment that aims to probe antideuterons
with a similar detector concept on a stratospheric balloon �ight over the antarctic in near
future [247].
The concept of MAPT seems to be a promising approach for a next-generation particle
detector to probe low-energy cosmic rays in space. Upcoming technology demonstration
experiments will investigate whether the concept reaches su�cient particle identi�cation
power to obtain meaningful measurements of cosmic-ray particle �uxes.

158



Chapter 5

Summary and Conclusion

Measurements of charged galactic cosmic rays are a valuable tool to study the processes of
fast-particle creation in our galaxy and their propagation to us in an indirect manner. By
comparing models of the production and propagation of cosmic rays with measurements
we can validate our understanding of the involved processes.
To interpret correctly the signi�cance of a found deviation between the modeled �ux and
the measurements, we have to consider all uncertainties of the measurements and the mod-
els. In the last decades the measurement uncertainties have decreased strongly. Hence, a
detailed analysis of the model uncertainties of our particle-�ux predictions has become in-
evitable. In the case of antiprotons�the so-far only detected species of galactic antinuclei�
the largest model uncertainties arise mainly from the propagation and the production cross
section. Several di�erent models exist for both processes that lead to vastly di�erent pre-
dictions for the cosmic-ray antiproton �ux at Earth.
In this work, the impact of the numerical solution of the propagation equation and the
used production-cross-section models on the predicted antiproton cosmic-ray �ux have
been studied in a scenario of a purely secondary production of antiprotons. The found
deviations of the modeled �ux among the di�erent models serves as an estimate of the
modeling uncertainty of the antiproton-�ux prediction. These uncertainties have to be
taken into account when interpreting deviations of the models with experimental data.
In Chapter 2, I have investigated galprop, one of the most commonly used propagation
frameworks, and estimated the uncertainties arising from its numerical-solution method on
the steady-state particle �ux at Earth. I have found that the numerical accuracy depends
strongly on the applied settings of the solution-grid parameters and on the parameters of
the numerical-solution algorithm. So far, most studies have used settings that result in
a �ux prediction that deviates from the underlying steady-state solution of the di�usion
equation. The found deviations are in some cases even larger than the experimental uncer-
tainties on the corresponding measured �uxes by AMS-02. However, in case of antiprotons,
the found deviations are small compared to the experimental uncertainties and can be ne-
glected in the current data situation.
To compare the antiproton-�ux prediction for di�erent models of the production cross
section, a common propagation scheme has to be selected. I have reviewed di�erent prop-
agation schemes and have found that the propagation setup of Boschini et al. [163] is most
suitable for this study as it is the numerically most accurate one and the propagation
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parameters of the model are not tuned to antiproton measurements, which allows us to
use the propagation setup to predict the antiproton �ux for di�erent production models
in an unbiased way. However, deviations between di�erent state-of-the-art propagation
models yield antiproton �uxes for an identical production model of antiprotons of up to
50 %, much larger than the experimental uncertainties by AMS-02.

To date, the production cross section for antiprotons is not yet measured at all relevant col-
lision energies and for all colliding systems that occur in cosmic-ray collisions. Therefore,
models are required to inter and extrapolate the cross section from those kinematic regions
where experimental data are available. Currently, two di�erent methods are commonly
used in the �eld: Either one of the multi-purpose Monte-Carlo event generators is used
to model the antiproton production, or analytical parameterizations are employed, which
are �tted to experimental antiproton-production data and approximate the phase-space
distribution of antiprotons produced in the collisions.
In Chapter 3, I have compared both approaches to available experimental data of antipro-
ton production from accelerator-based experiments. I have found that the most commonly
used event generators, which are based on the PYTHIA or the EPOS model, cannot well
reproduce the measured yields of antiprotons for most collision energies. Also, the tested
parameterizations of the production cross section have been found to be unable to describe
all used experimental datasets of antiproton production simultaneously with a single set
of parameters. I identi�ed this to be caused by a dependence of the xr distribution of pro-
duced antiprotons on

√
s, which is not incorporated in the two tested parameterizations.

By adapting one of the parameterizations to include this
√
s dependence, we succeeded to

obtain a much improved agreement with the experimental data for all collision energies.
However, this ad-hoc approach is not theoretically founded and the functional form of the√
s dependence has to be studied further. Experimental data at non-central rapidity and

large
√
s could help to constrain the functional form of the antiproton distribution in phase

space.
The obtained local interstellar antiproton �uxes using the di�erent parameterizations of
the antiproton production deviate from each other by approximately 25 % over the whole
tested energy range. The obtained �uxes from the event generators exceed these �uxes
by more than a factor of two. Also when comparing the solar-modulated �uxes obtained
using the di�erent production models to AMS-02 data, the �uxes from the event generators
exceeded the measurement by far. The predictions of the antiproton �ux for the di�erent
parameterizations agree with the experimental data on the 25 % level. The �uxes from
the di�erent parameterizations deviate from each other by approximately 25 %, yielding
another model uncertainty larger than the experimental uncertainties by AMS-02. Due to
the large model uncertainties of the propagation models (50 %) and the production models
(25 %), a conclusive statement whether the measured �ux is in accordance with an antipro-
ton �ux from pure secondary origin cannot be made.

Despite all the modeling uncertainties, the measured antiproton �ux at Earth still pro-
vides one of the strongest limits on exotic antimatter sources in our galaxy to date. In the
last decade, however, the search for heavier antinuclei, such as antideuterons and antihe-
lium, has come into focus as they are believed to constrain exotic sources even stronger due
to the much-reduced background from cosmic-ray collisions compared to antiprotons. So
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far, such antinuclei have not yet been detected in cosmic rays experimentally due to their
extremely low �ux. New detector concepts and developments are needed that are focusing
on low-energy antinuclei and very low particle �uxes. One way to improve the sensitivity to
lower particle �uxes is to build detectors that can measure cosmic rays omnidirectionally,
which increases the reachable geometric factor for a given detector size with respect to a
typical telescope-like setup.
In Chapter 4, I have described the development and layout of a novel detector concept
based on this approach. The detector measures and identi�es nuclei and antinuclei by
their characteristic interaction with the material of a segmented volume of plastic scintilla-
tors. While antinuclei can be identi�ed by their characteristic annihilation pattern in the
detector, the ion species can be distinguished from each other by their di�erent energy-
deposition pro�les, their so-called Bragg curves. To reconstruct the Bragg curve for a
traversing particle in the detector, the relation between the ionization loss of the particle
and the produced scintillation-light yield in each �ber has to be known well. Especially for
high ionization losses, this relation is, however, poorly understood due to saturation e�ects
of the plastic scintillators, so-called ionization quenching. I have presented a dedicated
experiment using a proton beam to investigate the ionization-density dependence of the
quenching e�ect and to compare di�erent phenomenological models that aim to quantify
it. Using a model-independent approach, I have shown that currently none of the models
is able to correctly reproduce the found relation and further measurements at even higher
ionization densities are required to reliably model the expected Bragg curves for highly
charged ions in the planned detector.
As a �rst realization of the detector concept, I have presented the MAPT detector, which
consist of 1024 scintillating �bers coupled to silicon photomultipliers. To reconstruct
direction, energy, and particle type of a measured particle from the detector signals, I
have presented the development of two di�erent reconstruction algorithms, one based on a
Bayesian particle �lter, and one on neural networks. I have tested the performance of both
approaches using simulated detector data and obtained promising identi�cation accuracies
for light nuclei. In order to verify the capability of MAPT to measure cosmic-ray �uxes,
two technology demonstration missions are currently planned for the next years. They
shall demonstrate the sensitivity of MAPT to both, ions and antiprotons, and the oper-
ability of the detector in the space environment. A future usage of the detector concept
to measure cosmic antideuterons requires an increased size of the detector with respect to
MAPT by at least a factor of three and an improved particle-identi�cation power.
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Appendix A

Galdef Files

In the following, the parameters used in our galprop simulation are shown. The param-
eters are from the Galdef �le, which con�gures all required variables of the galactic setup
and the injection and propagation parameters in galprop. The used Galdef �le is as used
in Boschini et al. [163].The variables are explained by comments, which start with a hash.
I present only settings which are used in our simulation. For all parameters that are not
shown, the default settings of galprop are used. The parameters used in the Galdef �le
are:

n_spatial_dimensions = 2 # 2−D propagat ion in the galaxy

z_min = −4 # negat ive halo s i z e ( kpc )
z_max = +4 # po s i t i v e halo s i z e ( kpc )
dz = 0 .1 # d i s t ance o f g r i d po in t s a long z ( kpc )

r_min = 0 # po s i t i o n o f g a l a c t i c c en te r ( kpc )
r_max = 20 # s i z e o f the g a l a c t i c d i s c ( kpc )
dr = 1 .0 # d i s t anc e o f g r i d po in t s a long r ( kpc )

p_Ekin_grid = Ekin # use k i n e t i c−energy g r id
Ekin_min = 1 .0 e0 # minimal Ekin (MeV/n)
Ekin_max = 1.0 e9 # maximal Ekin (MeV/n)
Ekin_factor = 1.07 # energy−gr id−dens i ty f a c t o r

D0_xx = 4.26 e28 # d i f f u s i o n c o e f f i c i e n t at D_rigid_ref (cm^2/ s )
D_rigid_ref = 4 .0 e3 # normal iz ing− r i g i d i t y o f the d i f f . c o e f f . (MV)
D_rigid_br = 4 .3 e3 # break r i g i d i t y o f the d i f f u s i o n power law (MV)
D_g_1 = 0.415 # power−law c o e f f i c i e n t below the d i f f u s i o n break
D_g_2 = 0.416 # power−law c o e f f i c i e n t above the d i f f u s i o n break
D_eta = 0.70 # exponent on beta in D0_xx ca l c .

d i f f_ r ea c c = 1 #inc lude d i f f u s i v e r e a c c e l e r a t i o n
v_Alfven = 30.049 #Alfven v e l o c i t y (km/ s )
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convect ion = 1 #inc lude convect ion
v0_conv = 0 # constant g a l a c t i c wind v e l o c i t y (km/ s )
dvdz_conv = 9.75 #v e l o c i t y i n c r e a s e o f ga l . wind along z (km/ s )

f ragmentat ion = 1 #inc lude f ragmentat ion
momentum_losses = 1 #inc lude momentum l o s s e s
rad ioact ive_decay = 1 #inc lude r ad i o a c t i v e decay
K_capture = 1 #inc lude K−capture
i o n i z a t i o n_ l o s s e s = 1 #inc lude i o n i z a t i o n l o s s e s
coulomb_losses = 1 #inc lude coulomb l o s s e s
bremss_losses = 1 #inc lude bremsstrahlung l o s s e s
IC_losses = 1 #inc lude i nv e r s e Compton l o s s e s
sync_los se s = 1 #inc lude synchrotron l o s s e s

t e r t i a ry_ant ip ro ton s = 1 #compute t e r t i a r y ant ip ro tons
secondary_protons = 1 #compute secondary protons

proton_norm_Ekin = 1.00 e+5 # Ekin o f protons used
f o r f l u x norma l i za t i on (MeV)

proton_norm_flux = 4.32 e−9 # f l ux norma l i za t i on at proton_norm_Ekin
(cm^−2 s r^−1 s^−1 MeV^−1)

source_model = 1 # parameter ized source d i s t r i bu t i o n ,
constant f o r r > source_parameters_4

source_parameters_0 = 0 .2 # z d i s t r . o f s ou r c e s :
exp ( z/ source_parameters_0 ) ( kpc )

source_parameters_1 = 1 .5 # alpha parameter from Eq ( 1 . 5 )
source_parameters_2 = 3 .5 # B parameter from Eq ( 1 . 5 )
source_parameters_4 = 15 .0 # f o r r > source_parameters_4

use constant source dens i ty

network_ite rat ions = 1 # how o f t en the ion−network
i s eva luated

to ta l_cro s s_sec t i on = 2 # model o f t o t a l c s
cross_sect ion_opt ion = 012 # opt ion o f t o t a l c s model
t_hal f_l imit = 1 .0 e4 # lower l im i t f o r rad . decay ( yr )

solution_method = 1 #so l u t i o n method (1 = CN, 2 = e x p l i c i t )

s tar t_t imestep = 1 .0 e8 # s t a r t t imestep o f CN method
end_timestep = 1 .0 e2 # end t imestep o f CN method
t imestep_factor = 0 .75 # timestep−r educt i on f a c t o r
t imestep_repeat = 30 #r e p e t i t i o n s per t imestep
t imestep_repeat2 = 1e4 # repe t i on o f t imestep
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A. Galdef Files

in e x p l i c i t method
( uses s tar t_t imestep s t ep s )

He_H_ratio = 0 .11 # He−to−H ra t i o in ISM

inj_spectrum_type = r i g i d i t y # i n j e c t i o n spec t ra in r i g i d i t y
max_Z = 14 # max . Z o f i on s that are inc luded
use_Z_1 = 1 # use Z = 1 p a r t i c l e s
use_Z_2 = 1 # use Z = 2 p a r t i c l e s
use_Z_3 = 1 # use Z = 3 p a r t i c l e s
use_Z_4 = 1 # use Z = 4 p a r t i c l e s
use_Z_5 = 1 # use Z = 5 p a r t i c l e s
use_Z_6 = 1 # use Z = 6 p a r t i c l e s
use_Z_7 = 1 # use Z = 7 p a r t i c l e s
use_Z_8 = 1 # use Z = 8 p a r t i c l e s
use_Z_9 = 1 # use Z = 9 p a r t i c l e s
use_Z_10 = 1 # use Z = 10 p a r t i c l e s
use_Z_11 = 1 # use Z = 11 p a r t i c l e s
use_Z_12 = 1 # use Z = 12 p a r t i c l e s
use_Z_13 = 1 # use Z = 13 p a r t i c l e s
use_Z_14 = 1 # use Z = 14 p a r t i c l e s

#the iso_abundence parameters s e t s the abundance o f a
c e r t a i n p a r t i c l e in the sour c e s . The va lue s are used
to c a l c u l a t e a r e l a t i v e abundance w. r . t . to the proton
abundance iso_abundance_01_001 .

iso_abundance_01_001 = 0.8765 e+06 # protons
iso_abundance_01_002 = 0 # deuterons
iso_abundance_02_003 = 1e−04 # helium−3
iso_abundance_02_004 = 0.7528 e+05 # helium−4
iso_abundance_03_006 = 1e−06 # l i th ium−6
iso_abundance_03_007 = 52 # l ith ium−7
iso_abundance_04_007 = 0 # beryl l ium−7
iso_abundance_04_009 = 2.65 e−05 # beryl l ium−9
iso_abundance_04_010 = 5.30 e−06 # beryl l ium−10
iso_abundance_05_010 = 1.80 e−04 # boron−10
iso_abundance_05_011 = 7.42 e−04 # boron−11
iso_abundance_06_012 = 2720 # carbon−12
iso_abundance_06_013 = 5.268 e−07 # carbon−13
iso_abundance_07_014 = 207 # nitrogen −14
iso_abundance_07_015 = 5.961 e−05 # nitrogen −15
iso_abundance_08_016 = 3510 # oxygen−16
iso_abundance_08_017 = 6.713 e−07 # oxygen−17
iso_abundance_08_018 = 1.286 # oxygen−18
iso_abundance_09_019 = 0.95 # oxygen−19

190



iso_abundance_10_020 = 338 # neon−20
iso_abundance_10_021 = 0.003556 # neon−21
iso_abundance_10_022 = 107 # neon−22
iso_abundance_11_023 = 24 .1 # sodium−23
iso_abundance_12_024 = 490 # sodium−24
iso_abundance_12_025 = 70 # magnesium−25
iso_abundance_12_026 = 90 # magnesium−26
iso_abundance_13_027 = 51.12 # aluminum−27
iso_abundance_14_028 = 580 # s i l i c o n −28
iso_abundance_14_029 = 35.02 # s i l i c o n −29
iso_abundance_14_030 = 24.68 # s i l i c o n −30

#the i n j e c t i o n spec t ra are modeled as
broken power laws . The source_pars f o r each ion
s p e c i e s c o n s i s t s o f th ree va lue s per constant s p e c t r a l
index : The s p e c t r a l index , the upper break r i g i d i t y , and
a smoothing parameter to smooth the break .

spectral_pars_01_001 = 2.24 0 .95 e3 0 .29 1 .696 6 .97 e3 0 .22 2 .443
415 e3 0 .0877 2 .188 16 .0 e6 0 .09 2 .37

spectral_pars_01_002 = 2.24 0 .95 e3 0 .29 1 .696 6 .97 e3 0 .22 2 .443
415 e3 0 .0877 2 .188 16 .0 e6 0 .09 2 .37

spectral_pars_02_003 = 2.05 1 .0 e3 0 .26 1 .76 7 .487 e3 0 .33 2 .41
340 e3 0 .13 2 .117 30 .0 e6 0 .10 2 .37

spectral_pars_02_004 = 2.05 1 .0 e3 0 .26 1 .76 7 .487 e3 0 .33 2 .41
340 e3 0 .13 2 .117 30 .0 e6 0 .10 2 .37

spectral_pars_03_006 = 1 .1 12 e3 0 .16 2 .72 355 e3 0 .13 1 .90
spectral_pars_03_007 = 1 .1 12 e3 0 .16 2 .72 355 e3 0 .13 1 .90
spectral_pars_06_012 = 1.00 1 .1 e3 0 .19 1 .978 6 .54 e3 0 .31 2 .43

348 e3 0 .17 2 .12
spectral_pars_06_013 = 1.00 1 .1 e3 0 .19 1 .978 6 .54 e3 0 .31 2 .43

348 e3 0 .17 2 .12
spectral_pars_07_014 = 1.00 1 .30 e3 0 .17 1 .96 7 .0 e3 0 .20 2 .460

300 e3 0 .17 1 .90
spectral_pars_08_016 = 0.95 0 .9 e3 0 .18 1 .989 7 .5 e3 0 .30 2 .458

368 e3 0 .17 2 .128
spectral_pars_08_017 = 0.95 0 .9 e3 0 .18 1 .989 7 .5 e3 0 .30 2 .458

368 e3 0 .17 2 .128
spectral_pars_08_018 = 0.95 0 .9 e3 0 .18 1 .989 7 .5 e3 0 .30 2 .458

368 e3 0 .17 2 .128
spectral_pars_09_019 = 0.20 1 .5 e3 0 .19 1 .97 7e3 0 .20 2 .48

355 e3 0 .17 2 .14
spectral_pars_10_020 = 0.60 1 .15 e3 0 .17 1 .92 9 .42 e3 0 .26 2 .44

355 e3 0 .15 1 .965
spectral_pars_10_021 = 0.60 1 .15 e3 0 .17 1 .92 9 .42 e3 0 .26 2 .44

355 e3 0 .15 1 .965
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spectral_pars_10_022 = 0.60 1 .15 e3 0 .17 1 .92 9 .42 e3 0 .26 2 .44
355 e3 0 .15 1 .965

spectral_pars_11_023 = 0 .5 0 .75 e3 0 .17 1 .98 7e3 0 .21 2 .485
350 e3 0 .16 2 .14

spectral_pars_12_024 = 0.20 0 .85 e3 0 .12 1 .985 7e3 0 .23 2 .48
350 e3 0 .15 2 .15

spectral_pars_12_025 = 0.20 0 .85 e3 0 .12 1 .985 7e3 0 .23 2 .48
350 e3 0 .15 2 .15

spectral_pars_12_026 = 0.20 0 .85 e3 0 .12 1 .985 7e3 0 .23 2 .48
350 e3 0 .15 2 .15

spectral_pars_13_027 = 0.20 0 .6 e3 0 .17 2 .04 7e3 0 .20 2 .48
355 e3 0 .17 2 .14

spectral_pars_14_028 = 0.20 0 .85 e3 0 .17 1 .967 7e3 0 .26 2 .47
355 e3 0 .15 2 .19

spectral_pars_14_029 = 0.20 0 .85 e3 0 .17 1 .967 7e3 0 .26 2 .47
355 e3 0 .15 2 .19

spectral_pars_14_030 = 0.20 0 .85 e3 0 .17 1 .967 7e3 0 .26 2 .47
355 e3 0 .15 2 .19
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Appendix B

Additional Details on the Model

Comparison For Prompt-Antiproton

Production

B.1 Experimental Data

The datasets with lowest center-of-momentum energy we consider are from Dekkers et al.,
published in 1965 [202]. They measured the momentum-di�erential antiproton-production
cross section in proton-proton collisions for two di�erent collision energies and two di�er-
ent scattering angles. The experimental uncertainties are on the order of 10 % to 30 %
due to a low count rate. As the experiment was only able to measure particles at a �xed
scattering angle at a time, the covered phase space by the experiment is small compared
to more recent �xed-target experiments. Due to the experimental setup, antiprotons from
weak decays are not distinguished and are included in the experimental data. Also, no
correction for this e�ect has been conducted afterwards. The published data are shown in
Figure B.1.
The NA61 collaboration has conducted measurements at several center-of-momentum en-
ergies between 7.7 GeV and 17.3 GeV at CERN's Super Proton Synchrotron (SPS) in the
last years and provides antiproton-multiplicity measurements in several bins of transverse
momentum and rapidity, covering nearly the complete phase space [203]. Their experi-
mental setup allows to distinguish and reject antiprotons from weak decays in order to
obtain spectra that consist only of promptly produced antiprotons. The data are shown
in Figure B.2.
The predecessor experiment of NA61, the NA49 experiment, conducted a similar mea-
surement at a single center-of-momentum energy of 17.3 GeV [204]. They published the
invariant antiproton-production cross section in bins of pt and xF. The data are shown in
Figure B.3.
At even larger collision energies, only data from collider experiments are available, which
often do not cover the whole phase space of the produced antiprotons. The PHENIX
experiment, located at the Relativistic Heavy Ion Collider (RHIC) at the Brookhaven
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Figure B.1: Experimental data of antiproton production in p-p collisions from [202].

National Laboratory, provides data at
√
s = 62.4 GeV and

√
s = 200.0 GeV for central

rapidity [205]. The collaboration provides the data with and without correction for an-
tiprotons from decayed antihyperons. As can be deduced from Figure B.4, the magnitude
of the correction is not identical for di�erent values of pt and increases with decreasing pt.
Additionally at

√
s = 200.0 GeV, the BRAHMS experiment at RHIC provides antiproton

production measurements at forward rapidity [206]. The experiment measured the invari-
ant antiproton-production cross section in two rapidity regions, for 2.9 < y < 3.0 and
3.25 < y < 3.35. Antiprotons produced in this kinematic region have particular large ki-
netic energy in the lab frame and are of special interest when investigating the production
of high-energy antiprotons in the galaxy. The data for both rapidity bins are shown in
Figure B.5.
At even larger energies, data from LHC experiments are available. We will use the data
from the ALICE experiment at

√
s = 900.0 GeV, as the even higher collision energies are

not of interest for galactic cosmic rays since such high-energy collisions are rare in the
galaxy and do not contribute signi�cantly to the production of antiprotons that are in
the energy range measurable by AMS-02 [207]. They measured the invariant antiproton
multiplicity at central rapidity, as shown in Figure B.6.
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Figure B.2: Experimental data of antiproton production in p-p collisions from NA61 [203].
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Figure B.3: Experimental data of antiproton production in p-p collisions from NA49 [204].
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Figure B.4: Experimental data of antiproton production in p-p collisions from
PHENIX [205].
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Figure B.5: Experimental data of antiproton production in p-p collisions from
BRAHMS [206].
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Figure B.6: Experimental data of antiproton production in p-p collisions from ALICE [207].

B.2 Event Generators

In this section, I give additional information on the found deviations of the antiproton
production by the di�erent event generators and the experimental data.
The experimental data with the lowest collision energies we compare to, is from Dekkers et
al. at

√
s = 6.1 GeV and

√
s = 6.7 GeV [202]. As their experimental setup did not allow to

di�erentiate prompt antiprotons from antiprotons from antihyperon decay and no further
correction has been applied, we include the decay of antihyperons in the event generators
for this dataset. The experimental data together with the results obtained with the di�er-
ent event generators are shown in Figure B.7. The antiproton yield is best reproduced by
the EPOS-LHC event generator. The two PYTHIA-model based generators, PYTHIA-8
and GiBUU, both overestimate the antiproton yield by more than a factor three.
More precise information on the phase-space distribution of the found deviations is ob-
tained by the help of the measurements of the double-di�erential antiproton multiplicity
in bins of pt and y by the NA61 collaboration [203]. The deviations of the antiproton
yields from the di�erent event generators compared to the experimental data for each of
the collision energies are shown in Figure B.8. The lowest collision energy for which the
antiproton-production data is published is

√
s = 7.7 GeV, only slightly above the Dekkers

et al. measurements. The found deviations of the di�erent event generators from the NA61
data are comparable to the deviations found to the Dekkers et al. data. Due to the more
precise measurement and larger phase-space coverage, changes of the deviations within
the phase space are visible. Especially for PYTHIA-8 and GiBUU the deviations increase
with increasing pt and y. With increasing collision energy, the deviation of the antiproton
production by the PYTHIA-8 generator from the NA61 data decreases, but PYTHIA-8
still overproduces antiprotons by around a factor two at

√
s = 17.3 GeV. For the EPOS

models, the deviations increase with increasing collision energy. EPOS-LHC overproduces
antiprotons by approximately 40 % and EPOS-3 by approximately 90 % at

√
s = 17.3 GeV.
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At the same collision energy, also data from the predecessor experiment NA49 is available
and I show the comparison of the event generators to the data in Figure B.9. Again, the
overproduction of the event generators generally increases with increasing transverse and
longitudinal momentum of the produced antiprotons and is in agreement with the �ndings
from the comparison to the NA61 data.
At larger collision energies, the experiments cover only a smaller fraction of the phase
space of produced antiprotons. The production of antiprotons from the event generators
at central rapidity is investigated by comparing their production to the experimental data
of the PHENIX experiment at

√
s = 62.4 GeV and

√
s = 200 GeV. As can be seen in Fig-

ure B.10, the shape of the pt spectrum is reproduced well by almost all event generators.
However, the total yields deviate. At low pt, none of the tested event generators repro-
duces the �attening of the experimental data and all generators overproduce signi�cantly
antiprotons with low pt. However, as the feed-down correction by PHENIX is unnaturally
large compared to the assumptions e.g. by Winkler [195], the deviation might stem from
the feed-down correction.
In addition to the PHENIX data, the BRAHMS experiment published a measurement of
antiproton production at

√
s = 200 GeV in a very forward rapidity region of 2.9 ≤ y ≤ 3.35.

The combination of both data sets allows to investigate the rapidity-dependence of the an-
tiproton production at collision energies only accessible with collider experiments. The
comparison of the antiproton production by the event generators with the experimental
data from BRAHMS is shown in Figure B.11. Similar to the comparison with the PHENIX
data, most event generators are able to reproduce the shape of the pt spectrum but fail to
reproduce the total yield.
The data with the highest collision energies considered in this study are from ALICE at√
s = 900 GeV. The obtained antiproton spectra from the event generators and the com-

parison to the experimental data are given in Figure B.12. None of the event generators
can reproduce the shape of the measured pt distribution well.
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Figure B.7: Comparison of antiproton production of di�erent event generators at√
s = 6.1 GeV and

√
s = 6.7 GeV compared to the experimental data from Dekkers et

al. [202].
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(a) Relative deviations of the antiproton spectra simulated by EPOS-3 and NA61 data.
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(b) Relative deviations of the antiproton spectra simulated by EPOS-LHC and NA61 data.
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(c) Relative deviations of the antiproton spectra simulated by PYTHIA-8 and NA61 data.
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(d) Relative deviations of the antiproton spectra simulated by GiBUU and NA61 data.

Figure B.8: Comparison of antiproton production of di�erent event generators with exper-
imental data from NA61 [203].
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Figure B.9: Comparison of antiproton production of di�erent event generators at√
s = 17.3 GeV with the experimental data from NA49 [204].
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Figure B.10: Comparison of antiproton production of di�erent event generators
at
√
s = 62.4 GeV and

√
s = 200.0 GeV compared to the experimental data from

PHENIX [205].
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Figure B.11: Comparison of antiproton production of di�erent event generators at√
s = 200.0 GeV compared to the experimental data from BRAHMS [206].
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Figure B.12: Comparison of antiproton production of di�erent event generators at√
s = 900.0 GeV compared to the experimental data from ALICE [207].
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B.3 Analytical Parameterizations

In the following, I present the �t results of the di�erent parameterizations and the devia-
tions of them to the individual experimental data. In Table B.1, Table B.2, and Table B.3
I give the correlation matrices of the �t parameters obtained by the MCMC-based �tting
procedure for the di�erent analytical parameterizations by Di Mauro et al., M. Winkler,
and for the adapted Winkler parameterization, as described in Section 3.3.1.2.
To visually compare the agreement of the �ts with the experimental data they are �t-
ted to, the samples of the MCMC are used to calculate the prediction of the antiproton
production distributed according to the posterior-probability distribution in each bin of
the experimental data. In addition to our �t results, I also show the prediction for the
original models and parameters by M. Winkler and Di Mauro et al. as obtained in their
works [195, 181].
I again start the comparison with the experimental data from Dekkers et al., which cor-
responds to the lowest collision energy considered in this study. Figure B.13 shows the
obtained antiproton yields for the di�erent �tted models and the deviation to the exper-
imental data. All models obtain systematically smaller antiproton yields as measured by
Dekkers et al., with increasing deviations for increasing antiproton momentum.
For the NA61 data between

√
s = 7.7 GeV and

√
s = 17.3 GeV and the NA49 data at√

s = 17.3 GeV, the re�tted parameterizations from Winkler and Di Mauro et al. show
larger deviations with respect to the original parameters obtained by them and to the �tted
adapted Winkler parameterization, as can be seen in Figure B.14 and Figure B.15. This is
caused by the inability of the models to simultaneously explain the phase-space distribution
of the data from low collision energies, below

√
s 20 GeV, and the phase-space distribution

for the data for higher collision energies. As a result, the re�tted parameterization from
Di Mauro et al. underproduces antiprotons over the whole phase space for all collision
energies of NA61 and NA49. As the original parameters from Winkler and Di Mauro et
al. were both extracted from �ts employing mainly the NA49 data, their agreement with
NA49 and NA61 data is expected. The �tted adapted Winkler parameterization, however,
describes these datasets similarly well.
The comparison with the experiment data from the PHENIX experiment at

√
s = 62.4 GeV

and
√
s = 200 GeV are shown in Figure B.16. While the overall shape of the spectrum and

the total yield can be described within 20 % at
√
s = 62.4 GeV and 50 % at

√
s = 200 GeV

by all re�tted models, the results obtained by the parameterizations with the original
parameters from the studies by Winkler and Di Mauro et al.�in which the data from
PHENIX was not included�show even larger deviations.
The results for the complementary dataset by BRAHMS at

√
s = 200 GeV, which in addi-

tion to the central rapidity region covered by PHENIX covers the forward rapidity region,
are shown in Figure B.17. Especially the parameterization by Winkler with the original
parameters yields a too large production of antiprotons for the forward-rapidity region
covered by BRAHMS. The best agreement with the data is achieved by the model by Di
Mauro et al. with the original parameters and the adapted Winkler model. Both are �tted
to the BRAHMS data but in the study of Di Mauro et al. no additional central-rapidity
data at this collision energy was used. Therefore, the good agreement of this parameter-
ization with BRAHMS data comes at the cost of large deviations for the PHENIX data.
Only the adapted Winkler model simultaneously describes both datasets equally well.
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For the highest probed collision energy,
√
s = 900 GeV, the parameterizations are compared

with the dataset from the ALICE experiment. The obtained results for the parameteriza-
tions are shown in Figure B.18. All but the parameterization by Di Mauro et al. with the
original parameters reproduce the spectrum well within 20 %.

C1 C2 C3 C4 C5 C6 C7 C8

C1 +1 -0.99 -0.26 +0.26 +0.17 -0.30 -0.10 +0.15

C2 +1 +0.28 -0.28 -0.19 +0.34 +0.10 -0.16

C3 +1 -0.93 +0.22 +0.23 +0.05 0.09

C4 +1 +0.07 -0.32 -0.07 -0.11

C5 +1 -0.50 -0.03 +0.04

C6 +1 -0.15 -0.02

C7 +1 -0.02

C8 +1

Table B.1: Correlation matrix of the �t parameters of the parameterization by Di Mauro
et al., as obtained by BAT.

C1 C2 C3 C4 C5 C6

C1 +1 +0.25 -0.26 +0.07 -0.02 -0.15

C2 +1 +0.36 -0.22 +0.40 +0.20

C3 +1 -0.78 +0.22 +0.12

C4 +1 -0.11 -0.17

C5 +1 -0.11

C6 +1

Table B.2: Correlation matrix of the �t parameters of the parameterization by Winkler,
as obtained by BAT.
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C1 C2 C3 C4 C5 C6 C7

C1 +1 +0.10 -0.10 +0.04 -0.14 +0.05 +0.25

C2 +1 +0.25 -0.23 +0.23 +0.40 -0.56

C3 +1 -0.82 -0.02 +0.18 +0.05

C4 +1 +0.04 -0.16 +0.07

C5 +1 -0.12 -0.21

C6 +1 -0.21

C7 +1

Table B.3: Correlation matrix of the �t parameters of the adapted Winkler parameteriza-
tion, as obtained by BAT.
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Figure B.13: Comparison of the antiproton production by the tested parameterizations
with the experimental data from Dekkers et al. [202].
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(a) Comparison of the parameterization by Di Mauro et al. with the original parameters and NA61
data.
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(b) Comparison of the Winkler parameterization with the original parameters and NA61 data.
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(c) Comparison of the re�tted parameterization by Di Mauro et al. and NA61 data.
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(d) Comparison of the re�tted Winkler parameterization and NA61 data.
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(e) Comparison of the adapted Winkler parameterization and NA61 data.

Figure B.14: Comparison of the antiproton production by the tested parameterizations
with the experimental data from NA61 [203].
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Figure B.15: Comparison of the antiproton production by the tested parameterizations
with the experimental data from NA49 [204].
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Figure B.16: Comparison of the antiproton production by the tested parameterizations
with the experimental data from PHENIX [205].
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Figure B.17: Comparison of the antiproton production by the tested parameterizations
with the experimental data from BRAHMS [206].
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Figure B.18: Comparison of the antiproton production by the tested parameterizations
with the experimental data from ALICE [207].
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