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How New Particles Change Stars and how Stars

Change Particles

Wie neue Teilchen Sterne ändern und wie Sterne Teilchen ändern

Stefan Stelzl

Abstract

The non-observation of colored new states at the LHC puts severe constraints on symmetry
based models addressing the naturalness of the Higgs mass. In the first part of this thesis, we
explore an exceptional twin Higgs model, that, while not predicting any color-charged particles
below a few TeV, has an exciting phenomenology and promising detection prospects at the
HL-LHC. In the second part of this thesis we explore the rich phenomenology of the interplay
between finite baryon density found in stars and light BSM scalar fields. This interplay leads
to many fascinating effects, from changing the QCD axion couplings via false vacuum decay
to large changes in the structure of stellar remnants. We use these phenomena to put novel
constraints on well-motivated BSM models.

Zusammenfassung

Das Fehlen von Beobachtungen neuer Teilchen mit Farbladung am LHC ist eine starke Ein-
schränkung für symmetriebasierten Modelle, die sich mit der Natürlichkeit der Higgsmasse be-
fassen. Im ersten Teil dieser Arbeit untersuchen wir ein exzeptionelles twin-Higgs Modell, das,
ohne farbgeladenen Teilchen unter einigen TeV vorherzusagen, eine aufregende Phänomeno-logie
und vielversprechende Detektionsaussichten am HL-LHC hat. Im zweiten Teil dieser Arbeit
untersuchen wir die reichhaltige Phänomenologie des Zusammenspiels zwischen endlicher Bary-
onendichte und leichten BSM-Skalarfeldern. Dieses Wechselspiel führt zu vielen faszinierenden
Effekten, von der Änderung der Kopplung des QCD-Axions über Vakuumzerfall bis hin zur
Änderung der Struktur von Sternen. Wir nutzen diese Phänomene, um gut motivierte BSM-
Modelle zu testen.
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Introduction

The discovery of the Higgs boson in 2012 [1,2] constitutes a milestone in modern particle physics.
The spontaneous symmetry breaking due to the Higgs gives a mass to the electroweak gauge
bosons and explains the short range of the interaction. At the same time, the Higgs boson is
needed to make the theory of the electroweak interactions unitary at high energies [3]. For the
first time since the discovery of the ’particle zoo’ in the 1960s, we now have a consistent and
complete description of all known forces and particles of nature: the Standard Model of Particle
Physics.

However, at the same time, the discovery of the Higgs boson along with the non-discovery of
any other new physics at or around the electroweak scale raises as many questions as it answers.
The Higgs boson mass is not protected from quantum corrections, and, as such, should be as high
as the cutoff of the theory. This is the electroweak Hierarchy Problem. A natural mechanism to
protect the Higgs mass parameter without fine tuning like composite Higgs or Supersymmetry
so far was not found at the weak scale.

Another problem that is not addressed by the Standard Model is why the strong interactions
do not violate charge and parity symmetry. This problem can also be stated in terms of a
parameter of the Standard Model: why is θ̄ . 10−10? Within the Standard Model, there
is no explanation for the smallness or absence of CP violation in the strong interactions. A
particularly elegant solution to this problem is to promote θ̄ to a dynamical field, the QCD axion.
The original proposal by Peccei, Quinn, Weinberg, and Wilczek [4–7] was soon experimentally
excluded, however, there is a straightforward way to make the QCD axion extremely weakly
coupled, thereby evading the bounds, called the invisible axion.

There are even more hints that tell us that the Standard Model is not a complete theory up
to very high energies at which we need a UV completion for gravity. There is the Cosmological
Constant, which, similar to the Higgs mass, is not protected from quantum corrections. Even if
there is a more complete theory above the weak scale that cuts off all UV contributions to it,
this still leaves us with a ridiculous amount of fine tuning. We have observational evidence that
there is about five times as much dark matter as there is visible matter in our universe, yet, the
Standard Model has no candidate for it. We have measured non-zero neutrino masses, yet, we
do not know if they are of Majorana or Dirac type.

All of this tells us that we still have a long way to go. The Standard Model clearly is an
effective theory which is valid below some cutoff. However, as we have seen with the QCD
axion, there is also plenty of reason to look also for light new physics. In recent years the idea of
explaining the smallness of the Higgs mass not via symmetry but with a dynamical mechanism
gained a lot of attention [8, 9]. These dynamics typically include light scalar fields.

We have some guidelines to look for new physics, however, it is important to keep an open
mind and look at as many places as possible. In this thesis, we pick two different routes: in
Part I, we look at a symmetry-based mechanism to stabilise the Higgs mass. Then in Part II,
we look at light weakly coupled new scalar fields and how their interaction with matter can be
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Introduction

detected.

We start Part I with a brief introduction to the electroweak Hierarchy Problem. We then see
in Sec. 2.2 how this can be alleviated within the framework of composite Higgs (CH). Here the
Higgs is a pseudo-Nambu-Goldstone boson (GB) of a broken approximate symmetry G → H.
This way, the Higgs possesses an approximate shift symmetry and can naturally be lighter than
the cutoff f , at which the Higgs is no longer the right degree of freedom, very similar to pions in
QCD. However, as we see, the absence of any resonances at the LHC already puts pressure on the
tuning in CH models. This motivates us to look in Sec. 2.3 at the twin Higgs (TH) construction.
In this construction, one introduces a Z2 copy of the Standard Model. The ’twins’ of the SM
fermions, which cut off the Higgs loops are not charged under color but under twin color, while
color-charged resonances can be pushed up to a few TeV. This is one realisation of the so-called
neutral-naturalness paradigm, where the new physics responsible for the Higgs naturalness is
not charged under the SM gauge group. We briefly review the original construction of composite
twin Higgs (CTH) based on the coset SO(8)/SO(7).

In Chapter 3 we then turn to the Coset SO(7)/G2. This exceptional twin Higgs model is
the last missing construction with the minimal amount of GBs, where exact twin parity can be
enforced along with custodial symmetry. In this model, the photon is its own twin and the twin
fermions carry hypercharge. The Higgs is embedded as a spinorial 8 of SO(7).

We identify two different scenarios, the ’fraternal’, in which we introduce twin partners for
all SM gauge bosons and at least one generation of fermions, and the ’minimal’, in which we only
introduce the twin top and bottom, while we assume that for example the SU(2)L̃ is broken at
a scale much above the confinement scale. The fraternal model, due to the symmetry breaking
structure, leads to a Z ′ boson with large couplings to the SM. The strong collider bounds on
this Z ′ push this scenario into the fine-tuned region and we then focus on the minimal model.
In this case, the formerly eaten twin Goldstone bosons are now physical scalar fields that are
electrically charged. We calculate the contributions to the scalar potentials and the resulting
fine-tuning in both scenarios before we explore the exciting phenomenology of this model.

The phenomenology consists of long lived charged particles, the twin scalars and, if present,
the twin tau. With the HL-LHC, the long lived charged particle search could probe the relevant
parameter space. The lightest twin quark behaves as a quirk, a heavy stable particle interact-
ing with an unbroken non-abelian gauge group, that, once pair produced, does not hadronize
but forms meta-stable strings. The strings quickly de-excite and decay predominantly to twin
glueballs, with a non-negligible fraction however decaying to di-photons. The twin glueballs are
long lived and lead to displaced vertices to diphotons. We finally discuss the detection prospects
of these displaced vertices in the ATLAS as well as in the proposed MATHUSLA detector.

In Part II, we switch topics and focus on the phenomenology of weakly coupled light scalars,
especially on their interaction with Standard Model matter density. The collective effects arising
from the density background can overcome the small coupling. This can give rise to a plethora
of exciting new phenomena that we explore. We are especially interested in a shift symmetry
breaking coupling that can be written as a scalar field dependent nucleon mass, or in other
words, a coupling of the scalar to the so-called nucleon scalar density. This Lorentz invariant
coupling reduces in the non-relativistic limit to a coupling of the scalar field to nucleon number
density.

We start in Chapter 5 by introducing the QCD axion as a solution to the strong CP problem.
We also review how to introduce the low energy description of QCD, chiral perturbation theory
(ChPT), add the axion to it, and calculate its couplings to nucleons at leading order. We then
introduce a paradigmatic model of dynamical solutions to the electroweak Hierarchy Problem,
the relaxion. In Chapter 6, we give a very brief introduction to the simplest toy models of stellar
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remnants, i.e. a free Fermi gas describing white dwarfs and neutron stars.
In Chapter 7 we calculate the couplings of the QCD axion at finite density and temperature.

On the way, we derive the ChPT Lagrangian with the QCD axion to NLO and systematically
calculate loop diagrams with a density and temperature dependent propagator. In the limit
T → 0, this can be done analytically, while for finite T we have to evaluate the loop integrals
numerically. We focus on the density corrections to the KSVZ axion where in vacuum there is
an accidental cancellation in the axion-neutron coupling. This cancellation is alleviated at finite
density, where the coupling goes towards its natural value. We end this Chapter by discussing
the relevance of our findings on astrophysical constraints on the QCD axion.

In Chapter 8 we focus on light scalars with a meta-stable ground state. We investigate how
the vacuum can be destabilised by finite density effects. We look at a simple toy model with
two minima and investigate the dynamics of the scalar field if the barrier is density dependent.
We find conditions of when a dense object leads to a phase transition that penetrates our
universe and find stringent cosmological constraints on phase transitions that happen after
star formation. We then use our findings to place novel bounds on several benchmark relaxion
models. Relaxion models by construction fulfill all the properties needed to be subject to density
induced instabilities: The minimum the field ends up in is metastable and due to the sensitivity
of the Higgs, the relaxion necessarily couples to a density background. We find the regions of
parameter space in which this coupling is large enough to destabilise the relaxion field and use
this to exclude previously unconstrained parameter space. We also point out the regions of
parameter space where a phase transition is not excluded by cosmological considerations.

In Chapter 9 we investigate models of scalar fields where the potential is such that, while
the field gets sourced at finite density, a bubble can never escape from the dense object. We
especially focus on the back-reaction of the scalar field on the dense object. One prime example
are light QCD axions, where by accident the potential is smaller than for the usual QCD axion,
while the couplings to matter are the same. To make the qualitative features of the effect as
transparent as possible, we investigate the simple toy model of a neutron star, the free Fermi
gas of neutrons. There is a simplifying limit that we use for most of our discussions, namely
that gradient energy stored in the field is small compared to other energies.

In this limit, we investigate the equation of state with surprising results: while, as expected,
there is a region in parameter space where the field is sourced only at large enough densities
leading to hybrid stars, there also exists a region in parameter space where it is energetically
favorable for the neutrons to be in a dense state with the scalar field bubble formed compared
to infinitely separated neutrons. In these models, this is the absolute ground state of matter.
Nuclei are only metastable, and, if we bring many of them close enough, they would undergo a
phase transition into this ground state. However, due to gradient effects, as long as the necessary
field excursions are much above the QCD scale, this new ground state is not accessible, except
in very dense large objects as neutron stars. As we work out, this can have large effects on the
structure of neutron stars.

Finally at the end of Chapter 9 we investigate the same effects not in neutron stars, but
in white dwarfs. White dwarfs are stellar remnants whose equation of state is reasonably well
understood: they consist of electrons that make up the degeneracy pressure and nuclei making
up the mass. In the same way as above, light QCD axions can lead to a new ground state
accessible within white dwarfs. We study the impact of these on the mass-radius curve of white
dwarfs and compare with data of measured white dwarfs. This allows us to put novel bounds
on the light QCD axion parameter space.

We then conclude in Part III, where we summarize our main results. We also give a brief
outlook on work in progress and future directions.
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Chapter 1

Motivation and Introduction

In the absence of any sign of beyond the Standard Model physics at the LHC and the resulting
increasing pressure on some proposed solutions to the Higgs Hierarchy Problem, the paradigm
of neutral naturalness has emerged. In this paradigm a neutral sector with non-standard low-
energy signatures is responsible for the insensitivity of the scalar Higgs field to higher mass
scales.

Recent progress in this direction ranges from theories where the gauge quantum numbers of
the BSM states that cut off the UV contributions to the Higgs potential are unconventional, the
prime realization of this idea being the so-called twin Higgs [16–19], to scenarios in which a non-
trivial cosmological history explains the preference for a light Higgs sector [8,20]. The motivation
of the former alternative, which we focus on in this part of the thesis, is easy to understand: the
dominant exploration of the high-energy territory is due to the LHC, a hadron machine where
colored particles can be produced with large cross sections. It has already shown its constraining
power on such type of new physics, e.g. colored top partners in composite Higgs models (see
e.g. [21–23] for reviews), whose mass should now exceed a TeV [24, 25]. Similar bounds also
apply to colored supersymmetric particles. While this could indicate that the characteristic
scale of the new dynamics is higher than expected from naturalness considerations, there is also
the possibility that nature has chosen a non-standard manifestation of the TeV solutions to the
Hierarchy Problem, i.e. one without the presence of light colored states.

Indeed, in composite twin Higgs models, the Higgs arises as a Nambu-Goldstone boson
(NGB) from the spontaneous breaking of a global symmetry at a scale f ≈ TeV, as in standard
theories of composite Higgs, yet, the leading SM loop contributions to the Higgs potential are
cut off by uncolored states. These uncolored states are the twins of the SM particles, owing to a
Z2 symmetry that relates them. In particular, as we will see, the large explicit breaking of the
Higgs shift-symmetry from the top Yukawa coupling no longer results in a squared Higgs mass
proportional to (yt/4π)2m2

∗, withm∗ = g∗f the typical mass of the colored composite resonances:
a color-neutral twin top introduces an additional breaking of the shift-symmetry which due to
twin parity results in a (yt/g∗)

2 reduction of this contribution. A twin top mass mt̃ ' mt/
√
ξ

with ξ = v2/f2 is predicted, while the resonances can be pushed to m∗, beyond LHC reach
without affecting the fine-tuning of the EW scale. Consequently, the collider phenomenology of
twin Higgs models is substantially different from that of a standard composite-NGB Higgs, see
e.g. [26–30].

In this part of the thesis, we present a new realization of the twin Higgs paradigm, in fact the
last missing construction with minimal NGB content and a full twin Higgs mechanism, i.e. with
a twin parity that could be enforced exactly. The model is based on a global SO(7) symmetry
broken to the exceptional group G2, and its main novel phenomenological characteristic is that
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Chapter 1. Motivation and Introduction

the twin fields carry hypercharge and have the same electric charge as the SM states. This
feature gives rise to new and exciting signals at colliders, which include long-lived charged
particles, twin quarks behaving as microscopic quirks, that after pair production form bound
states that annihilate into SM final states, dileptons and γh, Zh, or twin gluons, and some
twin glueballs which, while likely stable on collider scales, eventually decay almost exclusively
to diphotons. Although some of these signatures have been already experimentally explored,
here they are linked to the naturalness of the EW scale, a strong motivation that deserves
further exploration at the LHC, in particular in its high-luminosity phase: since production
cross sections are of electromagnetic size, large data samples mean excellent prospects to probe
this scenario.

Finally, let us briefly comment on how our exceptional twin Higgs compares with previous
models of neutral naturalness. Because the twin quarks are uncolored but carry hypercharge
as well as twin color, their phenomenological signatures are similar to those of folded super-
symmetry [31] or the quirky little Higgs [32]. However, the scenario we present below is not
supersymmetric, and, in contrast to the quirky little Higgs, it enjoys a custodial symmetry.
Furthermore, the twin sector is hypercharged but SU(2)L-neutral so its phenomenology is dom-
inated by a coupling to photons and Z’s. In particular, the twin top, which is the minimal light
degree of freedom for a successful implementation of the twin Higgs mechanism, can be produced
at colliders with γ, Z-mediated cross sections that, although small, could be eventually probed
by the HL-LHC, for instance in γh, Zh final states.

We start this part of the thesis with an introduction to composite Higgs and composite twin
Higgs models in Chapter 2. Using this foundation, in Chapter 3 we explore the novel symmetry
breaking pattern of SO(7)/G2: we construct the embedding of the fermions and gauge bosons in
this coset in two different scenarios, calculate the scalar potentials and then explore the exciting
phenomenology of this symmetry breaking.

Chapter 3 is heavily based on [10], from where all Figures and parts of the text have been
taken.
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Chapter 2

Composite Higgs and Twin Higgs

This chapter introduces the theoretical framework in which we work in this part of the thesis.
After introducing the electroweak (EW) Hierarchy Problem in Section 2.1, we discuss one of
its most popular solutions, the composite Higgs framework. Afterwards we discuss the second
important ingredient for this part of the thesis, the twin Higgs mechanism. We then review how
combining these two ideas gives rise to composite twin Higgs models, which can significantly
reduce the fine-tuning compared to ordinary composite Higgs models.

2.1 The Hierarchy Problem

In the discussion of the Hierarchy Problem, we loosely follow the discussion of [23], for a broader
view see e.g. recent essays on the topic, [33, 34], as well as the original papers [35–37]. The
Standard Model (SM) is an effective field theory that descibes nature extraordinarily well at the
scales we can measure it, i.e. up to energy scales of several TeV. However, as gravity becomes
strongly coupled around the Planck scale, at energies E ∼ 4πMp, the SM has to be extended
at latest around this scale. This does not mean that there can not be any earlier layers of UV
completion, e.g. to include neutrino masses, flavor or electroweak symmetry breaking (EWSB).

Viewing the SM as an effective theory, apart from the gauge group SU(3)× SU(2)× U(1),
there is not much we can tell about it. It is a series of local, gauge invariant operators of
energy dimension d that have coefficients that from dimensional analysis must be proportional
to ∝ Λ4−d

SM .
Let us start with the dimension d = 4 operators: They descibe almost everything we see in

nature, the EW interactions, QCD, quarks and lepton masses. Together with the d = 2 and
d = 0 operators that we describe later, they from the renormalizable part of the SM. Most of the
success of the SM comes from the ’accidental’ symmetries in its renomalizable part. ’Accidental’
symmetries are symmetries that have no symmetry principle behind them and only arise at a
given order because there exists no operator to this order that breaks them and is compatible
with the gauge symmetries. In the renormalizable part of the SM, baryon and lepton family
number are exact ’accidental’ symmetries.

Let us now look at operators with d > 4: The contribution of these operators to low energy
observables are suppressed by Ed−4

Λ4−d
SM

. Lepton number is broken at d = 5 by the Weinberg

operator [38],
1

ΛSM

(
L̄LH

c
)

(LcLH
c) , (2.1)

where LL is the lepton doublet, H is the Higgs doublet, and the superscript c denotes the charge
conjugate. With an order one coefficient it gives rise to the right ballpark neutrino masses for
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ΛSM ∼ 1014GeV. The Weinberg operator is the unique dimension five operator that can be
added to the SM. Going to the next dimension, d = 6, baryon number is broken. Assuming
O(1) coefficients, the absence of proton decay gives us ΛSM & 1016GeV.

From these considerations it is perfectly plausible that the SM is a good theory until very
high scales, ΛSM ∼ 1015GeV. There are several limitations in the standard model, e.g. the
non-generic flavor structure or the need to incorporate dark matter (DM), however non of these
are strong enough to challenge the idea of heavy new physics. The only limitation that is able
is the Hierarchy Problem, as we will see now.

So far we have not discussed the operators of d < 4. There are two operators in the SM
that we have to consider, i.e. the Higgs mass ∝ Λ2

SMH
†H and the Cosmological Constant (CC)

∝ Λ4
SM . These operators are not suppressed by the scale of new physics but enhanced by it. We

will focus on the Higgs mass here, while we comment on the CC later. We have measured the

Higgs mass mH = 125GeV, so the mass parameter µ2 =
m2
H

2 = (89GeV)2. So the question is,
why is there such an enormous hierarchy between the expected and the measured parameter?
Why is

µ2

Λ2
SM

∼ 10−28 � 1 ? (2.2)

This separation of scales is the essence of the Hierarchy Problem. However, we can make
the Hierarchy Problem more precise. For this let us compare to Fermi’s theory of the weak
interaction. There, in the low energy theory, the coupling strength is determined by GF . We

now know the UV completion, i.e. the SM, and we can calculate GF =
g2
W

4
√

2m2
W

in terms of the

microscopic parameters gW and mW .
Now let us look again at the Higgs mass parameter. If we assume that the UV completion

is known, then we can calculate the Higgs mass parameter as

m2
H =

∫ ∞

0
dE

dm2
H

dE
(E; p), (2.3)

where p are the input parameters of the full theory. This integral sums up different contributions
to the Higgs mass from different energy scales in the true theory. Let us split the contributions
to the ones where the SM is a valid theory and the ones above,

m2
H =

∫ ∼ΛSM

0
dE

dm2
H

dE
(E; p) +

∫ ∞

∼ΛSM

dE
dm2

H

dE
(E; p) (2.4)

= m2
HδSM +m2

HδBSM (2.5)

The standard model contribution m2
HδSM is calculable, while the beyond the Standard Model

(BSM) contribution is completely unknown. The low energy contribution can be approximated
by calculating one loop contributions from the top, the electroweak gauge bosons and the Higgs
boson loops as shown in Fig. 2.1 leading to

m2
HδSM =

3y2
t

8π2
Λ2
SM −

3g2
W

8π2

(
1

4
+

1

8 cos2(θW )

)
Λ2
SM −

3λ2

8π2
Λ2
SM (2.6)

These one loop diagrams are quadratically sensitive to the cutoff of the theory. If we consider
the SM alone, this calculation is not very sensible, as the quadratically divergent terms are
regulated and renormalized, however as an estimation of the low energy contribution to the full
calculation of the Higgs mass parameter it makes perfectly sense. It is here that we can again
see the Hierarchy Problem very clearly: The Higgs mass parameter in the full theory has two
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2.2. Composite Higgs

Figure 2.1: Sketch of the fraternal spectrum of the exceptional twin Higgs.

completely separate contributions, one from the low energy theory and one from high energies.
As the contribution as low energies is calculable and very large, we know that a cancellation has
to take place between the two terms. This cancellation can be described by the tuning

∆H =
3y2
t

8π2

(
Λ2
SM

m2
H

)
(2.7)

The problem now becomes very clear: Even if we have a theory that formally predicts the
Higgs mass, if ΛSM � mH we can never really calculate it. Assuming ΛSM ∼ 1015GeV,
in calculating the Higgs mass, there would be a cancellation in 24 digits, so we would need
calculate both contributions to this accuracy. We will never achieve such an accuracy, neither in
the experimental determination of the parameters nor in the theoretical calculation of the loop
contributions.

Depending on the value of ∆H , the Higgs mass can be easier or harder to predict in the full
theory, making the Hierarchy Problem less or more severe. It is the experimental high energy
frontier that tells us what to expect for ∆H , either by pushing ΛSM to higher and higher values
or by discovering new physics that addresses the Hierarchy Problem.

2.2 Composite Higgs

The idea behind the CH framework is dates back to the ’80s [39–44] and is very simple: Instead of
being an elementary point-like particle as in the SM, in CH models the Higgs particle is a bound
state originating from a new strongly interacting sector. As a bound state, the Higgs particle
a finite size lH . In the same way that charged pions or the proton are transparent to photons
with energy much above their inverse size, the Higgs mass now does not get loop contributions
from energies above l−1

H . In analogy to the QCD scale, the scale l−1
H is naturally generated due

to dimensional transmutation. For introductions and recent reviews see e.g. [21–23, 45]. This
section loosely follows [23].

2.2.1 The Composite Higgs Framework

In order for the size of the Higgs to naturally be around the electroweak scale, we introduce a new
’composite sector’. The dynamics of this composite sector take place in the non-perturbative
regime and dynamically generates a scale m∗ ∼ l−1

H . This sector originates at ΛUV � ΛEW .
As the whole point of this strong sector is to make the Higgs mass insensitive to the UV, the
value of ΛUV does not matter. At ΛUV, the theory is close to a renormalization group (RG)
fixed point and due to the logarithmic running of the coupling, exponentially large separation
of scales can easily be achieved, depending on how close to the fixed point one starts in the UV.

The other ingredient to produce realistic models is an ’elementary sector’. All SM particles
except for the Higgs are part of this elementary sector. This includes the weakly coupled EW
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Figure 2.2: Sketch of the CH setup: A composite sector with global symmetry G which breaks
to H at the scale f , where the standard model gauge group is part of the unbroken subgroup
H as well as an elementary sector with the SM gauge bosons and fermions. The gauge and
fermion interaction between the two sectors break the global symmetry G explicitly and lead to
a potential for the Goldstone boson (GB), as we see below.

gauge fields, the leptons and quarks. Obviously the most important terms in the Lagrangian are
d = 4 terms, the kinetic terms of the fermions, the gauge bosons, and the interaction between
the ’elementary’ and ’composite’ sectors. The strong sector is assumed to be invariant under
a global symmetry group G with the electroweak SU(2)L × U(1)Y as a subgroup.1 The weak
gauging of this subgroup corresponds to coupling the electroweak gauge bosons W a and B to the
corresponding currents of the strong sector. A sketch of the general setup is shown in Fig. 2.2
This is in strong analogy to the SU(Nf )L×SU(Nf )R global symmetry of QCD with the photon
as an external gauge boson of the diagonal U(1)EM . There is however the difference that for
simplicity we assume that G is an exact symmetry of the strong sector, while in QCD the global
symmetry is explicitly broken by the quark masses. As only part of the global symmetry group
is gauged be the external fields, the gauging however breaks the global symmetry explicitly.
This explicit breaking is communicated to the strong sector through the interactions.

In analogy with QCD, at the confinement scale m∗, the strong sector spontaneously breaks
the global symmetry group G to an unbroken subgroup H. This leads to GB living in the
coset G/H, similar to the pions in QCD. While in early attempts of CH models the Higgs
was a generic resonance around the scale m∗ [35, 36], this is phenomenologically excluded as
experimental bounds push m∗ well above the TeV scale. A natural CH has to be a GB and as
such can have masses well below m∗, again, in analogy to the pions in QCD with mπ � GeV.
The explicit breaking of G due to the elementary sector leads to a potential for the GB Higgs,
which in turn leads to EWSB.

To be more concrete, let us look at a strong sector that breaks G → H at the scale m∗,
giving rise to GB living in the coset G/H. Let us assume that the electroweak SU(2) × U(1)
is part of the unbroken H, while to coset G/H is large enough to accommodate at least for the
Higgs doublet. We denote the generators of G by TA, the unbroken generators that span H by
T a and the broken ones in the coset G/H by T â. We also define a vacuum orientation F which
is a reference vacuum of all the degenerate vacua. The reference vacuum is chosen such that it

1In order for the oblique corrections not to be large, we actually assume that the custodial SO(4) is a subgroup
of G.
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is annihilated by the unbroken generators, i.e.

T aF = 0 and T âF 6= 0. (2.8)

The GBs correspond to fluctuations along the broken directions and can be parametrized as

φ(x) = exp[iθ(x)âT â]F . (2.9)

The four real degrees of freedom of the Higgs are part of the θâ. The vacuum expectation value
(VEV) of one of its components should break the electroweak group to the electromagnetic sub-
group as in the SM. As long as we do not take the G breaking effects into account, there is no
potential for the Higgs, as the θâ are exact GBs. In this case the VEVs of θâ are completely ar-
bitrary but unphysical as they can be rotated away by an H transformation. However, including
G breaking effects of the gauge bosons (and fermions as we see below), a potential for the GB
is generated. Geometrically, θ is the vacuum misalignment angle between the reference vacuum
F , which we chose perpendicular to H and the true vacuum. This means that all EWSB effects
are determined by θ, more precisely

v = f sin θ with f = |F |. (2.10)

A priori we would expect θ ∼ 1 and thus v ∼ f . We want however a separation of scales,
θ � 1 in order to have the Higgs far below the cutoff. This is usually written in terms of

ξ =
v2

f2
= sin2 θ � 1, (2.11)

where ξ is an adjustable parameter that determines most of the phenomenology of the CH
models. In the limit ξ → 0, the strong sector decouples and the Higgs looks elementary. In
order for CH models to be phenomenologically viable one usually assumes some accidental
cancellation in the contributions to the Higgs potential that lead to ξ . 0.1, so a small amount
of fine tuning.

There exists a general framework to construct the full theory below the symmetry breaking
scale, the Callan-Coleman-Wess-Zumino (CCWZ) construction [46, 47]. This formalism allows
one to construct the full low energy effective theory characterized by a symmetry breaking
pattern G → H, including the explicit breaking effects. It is completely based on symmetries
and describes the GBs as well as their interactions. We do not review it here but refer the reader
e.g. to [23] or the original papers.

2.2.2 Partial Compositeness

So far we only talked on how to couple the gauge fields to the strong sector. In this subsection
we describe how the elementary fermions can be coupled to the strong sector and thus at low
energies to the Higgs. The naive way to couple fermions to an operator of the strong sector is
with a bilinear coupling, e.g. for the top quark

Lnaive =
λt

Λd−1
UV

q̄LOstr, (2.12)

where d is the scaling dimension of Os. Running this down to the scale m∗, the quark Yukawa’s
can be estimated as

yt ∼ λt[m∗] ∼ λt
(
m∗

ΛUV

)d−1

. (2.13)
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For d > 1, and λt < 16π, it is thus hard to have a large hierarchy between ΛUV and m∗ and at the
same time having a large top quark Yukawa. As discussed in more detail in [23], taking d = 1+ε
can lead to reintroducing the Hierarchy Problem again, while for d > 2, where the Hierarchy
Problem is absent, the bilinear coupling of fermions to the composite sector generically leads to
a very low ΛUV and thus phenomenologically unacceptably large flavor violations. An elegant
way out is partial compositeness of fermions, first discussed in [48]: The fermions are coupled
linearly to an operator of the composite sector, i.e.

Lpc =
λl

Λ
dl−5/2
UV

q̄lOl +
λr

Λ
dr−5/2
UV

t̄rOr. (2.14)

The main differences to above are that now the couplings are linear in the elementary fermions,
and that the composite operators now are fermionic (in contrast to bosonic above). Running
this down to the scale m∗, we find

λi[m∗] = λi

(
m∗

ΛUV

)di−5/2

. (2.15)

In contrast to before, here there is nothing that prevents us from taking d close to 5/2, as it
does not introduce a fine tuning problem. This means that we can generate a large hierarchy
between ΛUV and m∗ while having large couplings. At the scale m∗, the strong sector confines
and gives rise, apart from the GBs, to resonances with masses of the order of m∗. To each local
operator of the strong sector, there corresponds at least one such resonance that it can excite.
This means that there exist resonances Q,T , with

〈0|Ol|Q〉 6= 0 〈0|Or|T 〉 6= 0. (2.16)

The T and Q are called ’partners’ and are charged under QCD, as they mix with ql and tr. This
means that the strong sector needs to be endowed with additional global SU(3). At the same
time, due to the linear coupling, these partners need to have the same electroweak quantum
numbers as the quarks. The partners get a mass ∼ m∗ as the strong sector confines, and as
they are charged, they have to be vector-like fermions with a Dirac mass term. Around the
confinement scale, the mass terms of the different fields can be estimated as

L = −m∗T̄ T −m∗Q̄Q− λl[m∗]
m∗
g∗

(q̄lQ+ h.c.)− λr[m∗]
m∗
g∗

(t̄rT + h.c.) , (2.17)

where the precise form, i.e. the factors of m∗
g∗

come from the assumption of having one scale and
one coupling, for more details see [23]. We can now diagonalize the mass matrix to find two
massless states, identified with the standard model quarks, which are now partially composite,
and two heavy resonances with Dirac mass. The light physical states are

|physicali〉 = cos θi |elementaryi〉+ sin θi |compositei〉, (2.18)

with sin θi = λi√
g2
∗+λ

2
i

. This puts us now in the position to estimate the Yukawa couplings of the

quarks: part of the physical quarks are composite and this composite states couple to the Higgs
with a coupling constant g∗, giving

yt = sin θl sin θrg∗ ∼
λrλl
g∗

, (2.19)

where in the last line we assumed λi � g∗.
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2.3. Twin Higgs

In order to proceed, we have to specify more details of the operators Ol and Or. In par-
ticular, we need to know the transformation properties under the global group G. A priori
any representation can be picked and it is a model-building exercise to chose. However, as the
operators run down from the UV scale, only the ones with lowest scaling dimension survive at
low energies, giving rise to a single representation. One can then investigate these case by case
starting from the smallest representations. Generically, the Yukawa coupling of the Higgs to
the fermions changes compared to the standard model value, yCH

i = ySM
i (1 +O(ξ)), however,

by an amount that is ξ = v2

f2 suppressed. Note that in order to give the partners the right EW

quantum numbers, one has to introduce an additional global U(1)X under which the strong
sector is invariant.

2.3 Twin Higgs

Following Eq. (2.7), allowing some tuning, new states that cut off the top loop have to appear
around Λ2 ∼ 8π

3y2
t
∆Hm

2
H . However this does not tell us anything about the nature of these

states. In CH models, these are the fermionic top partners, while in supersymmetric models
they are bosonic. In both cases they are charged under SU(3) und thus easily produced at
hadron colliders.

However there exists the interesting alternative that the states responsible to cut off the top
loop are not charged under the SM. A prime example of these neutral naturalness models are
twin Higgs models [16–19], where the states that cut off the top loop are not charged under the
SM gauge group, but under a Z2 symmetric copy of it, its twin gauge group. As such, the twin
particles are poorly produced at (hadron) colliders. The theory still contains states that are
charged under the SM, but these can be boosted in mass by a factor of g∗

gSM
, where g∗ describes

the coupling strength of the new dynamics and gSM is a SM coupling. Then the first charged
states appear at a mass

m∗ ∼
4π

3y2
t

g2
∗

g2
SM

∆m2
H . (2.20)

In the light of the Hierarchy Problem, it is very motivated to make the twin Higgs a composite
model, s.t. we can push g∗ to high values. Then the first colored states can be pushed out of
the reach of LHC already with mild tuning.

2.3.1 The Twin Higgs construction

In this subsection we outline some essential aspects of the TH idea, hereby following closely [49].

For now let us take the SM and its exact duplicate, the S̃M that are related by a Z2 symmetry.
While in practice this Z2 has to be broken in order to get a viable phenomenology and cosmology,
for the sake of the discussion of naturalness and electroweak symmetry breaking we can assume
that it is exact. The most general Lagrangian invariant under the above symmetries is

L = m2
H

(
H†H + H̃†H̃

)
+
λH
4

(
H†H + H̃†H̃

)2
+
λ̂h
8

((
H†H

)2
+
(
H̃†H̃

)2
)
. (2.21)

Similar to the SM it has an accidental custodial symmetry, SO(4)× S̃O(4). In the limit λ̂h → 0,
the Z2 enhances the custodial symmetry to SO(8). In this limit if the twin Higgs would get a
VEV 〈H̃〉 = f√

2
, then the Higgs would be completely massless. Note however in order to have a

tunable Higgs VEV, a small amount of Z2 breaking is necessary. Of course the standard model
gauge couplings as well as the Yukawa’s break the SO(8) symmetry explicitly. However, we can
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Chapter 2. Composite Higgs and Twin Higgs

consider the scenario where the SO(8) preserving dynamics is stronger than the small SO(8)
breaking effects. In this case, λ̂h can be treated as a small perturbation. To zeroth order, i.e.

neglecting the breaking effects, we can expand around 〈H̃〉 =
√

2mH√
λH
≡ f√

2
and 〈H〉 = 0. We

find a radial mode σ with mass mσ =
√

2mH, the three GB of the twin Higgs get eaten by the
twin electroweak gauge group, giving the twin gauge bosons a mass of mW̃ ∼ gf , while the twin

electromagnetic U(1) is unbroken and the Higgs is massless. At leading order in λ̂h, the Higgs
gets a potential and we find for the Higgs quartic and the mass term

λh ∼ λ̂h and δm2
H ∼

λh
2λH

m2
H. (2.22)

In terms of the physical masses, one finds exactly the same relation, δm2
h = λh

2λH
m2
σ and for the

tuning we find ε =
m2
h

δm2
h

= 2 v
2

f2 = 2ξ.

It is clear that the crucial parameter is λh/λH: The sensitivity of the physical Higgs mass to
the mass of the radial mode is determined by it. The other important model-building question
is how the mass of the radial mode depends on the scale of new SM charged physics, m∗. In the
simple models that we consider, where the twin Higgs comes from a composite sector with just
one coupling and one scale, we have mσ ∼ m∗ and λH ∼ g2

∗. For more involved models that can
push the scale m∗ above the mass of the radial mode, see e.g. [49]. This gives us, together with

the fact that in TH models the RG-induced quartic from top-loops ∆λh ∼ 3y2
t

π2 ln (m∗/mt) more
than saturates the experimental value, an estimate of

δm2
h =

3y2
t

2π2g2
∗
m2
∗ ln (m∗/mt). (2.23)

Apart from the logarithm, this nicely confirms the naive expectation in Eq. (2.20).

2.3.2 Composite Twin Higgs based on SO(8)/SO(7)

The CTH based on the symmetry breaking structure SO(8)/SO(7) was investigated in [50–52].
For later reference we summarize here some of the main ingredients following mainly [52].

The strong sector is assumed to be endowed with a global SO(8) × U(1)X × Ũ(1)X̃ × Z2

symmetry. As usual in composite Higgs models, a U(1)X is needed for the right hypercharge
assignments of the fermions, while for the twin fermions we introduce its twin. The Higgs and
its twin are included as a fundamental of SO(8), such that after the symmetry breaking we have

7 GBs. Some of the block-diagonal SO(4)× S̃O(4) generators are gauged, in particular the EW
gauge group is included in the custodial SO(4), while the gauged twin S̃U(2)L is part of the

S̃O(4). Six of the GB get eaten by the electroweak gauge group and its twin, while only the
physical Higgs survives. The SM gauge group being part of the custodial SO(4) ensures that
the oblique corrections to the T parameter are small.

The fermions are coupled via partial compositeness. A suitable choice is to couple the qL
and tR to an 8 and a singlet of SO(8) respectively. The twins couple the same way, i.e. the q̃L
couples to an 8 while the t̃R couples to a singlet. As we want the twins to be color neutral, we
also introduce twin color, S̃U(3), under which the strong sector is invariant. The qL and q̃L are
embedded as incomplete 8-plets,

QL =
1√
2

(
ibL bL itL −tL 0 0 0 0

)T
,

Q̃L =
1√
2

(
0 0 0 0 ib̃L b̃L it̃L −t̃L

)T
, (2.24)
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2.3. Twin Higgs

and their coupling to the composite sector explicitly breaks the SO(8), similar to the gauging.
Both of these give rise to a potential for the GB Higgs, which we now discuss. Let us look at
the interaction of the gauge fields with currents of the strong sector

L = g2WµJ
µ
L + g̃2W̃µJ̃

µ
L. (2.25)

We promote the fields to spurions by writing the interaction in a formally SO(8) invariant way
and then follow [53] to classify the independent invariants that we can write down. Constructing
the only possible combination at O(g2) and plugging back in the spurions, we find

Vg = Cg

[
3

4
g2

2 sin2 (H/f) +
3

4
g̃2

2 cos2 (H/f)

]
, (2.26)

where the coefficient Cg can either be estimated by naive dimensional analysis (NDA) or com-
puted in an explicit model, like the two-site model in [52]. Here we can see the TH mechanism
at work: In the case of exact twin parity, g2 = g̃2, the potential is independent of the Higgs.
Twin parity in this model however is not exact, e.g. we did not gauge twin Hypercharge. This
leads to a potential

Vg = Cg

[
3

4
g2

1 sin2 (H/f)

]
. (2.27)

Let us now look at the potential induced by the fermionic sector, as it is the most important
one for the tuning: At O(y2

L), there is again only one independent invariant,2 leading to

Vy = Cyy
2
L sin2 (H/f) + C̃yỹ

2
L cos2 (H/f) , (2.28)

where with exact twin parity we can relate Cy = C̃y, again leading to a cancellation in the
potential. At O(y4

L), there arises a contribution that does not vanish even for exact twin parity:
Again, the symmetries determine the form of the potential to look as

Vy =
(
C1y

4
L + C̃1ỹ

4
L

) [
sin4 (H/f) + cos4 (H/f)

]
+
(
C2y

4
L − C̃2ỹ

4
L

) [
sin2 (H/f)− cos2 (H/f)

]
.

(2.29)
This completes the ultra-violet (UV) contributions to the Higgs potential, however, there is one
additional contribution coming from the running of the Higgs quartic down from the scale m∗.
It is log enhanced and given by

V IR
y =

3

16π2

[
mt (H)4 log

(
m2
∗

mt (H)2

)
+mt̃ (H)4 log

(
m2
∗

mt̃ (H)2

)]
(2.30)

with the top and twin top masses

mt (H)2 =
y2
t

2
f2 sin2 (H/f) and mt̃ (H)2 =

y2
t̃

2
f2 cos2 (H/f) . (2.31)

With these contributions to the Higgs potential, a realistic EWSB is possible with moderate
tuning that is consistent with current bounds. Most importantly, the presence of particles
charged under the strong interactions is pushed to high masses above a few TeV, thereby
eliminating the possibility of directly producing the top partners of standard CH models at the
LHC. At the same time, the possibility of directly producing the twin particles opens up, which
can add to the Higgs to invisible decay rate. On the other hand, similar to ordinary CH models,
the couplings of the Higgs are modified in CTH models and precision tests of the Higgs couplings
can constrain them.

2As the tR is included as a singlet in an SO(8) invariant way, there is no contribution from yT .
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Chapter 3

Composite Twin Higgs in SO(7)/G2
Coset

In this chapter we present an exceptional twin Higgs model with the minimal symmetry struc-
ture for an exact implementation of twin parity along with custodial symmetry, which is based
on the coset SO(7)/G2. Twin particles here are mirrors of the Standard Model yet they carry
hypercharge, while the photon is identified with its own twin. After presenting the particle
spectrum of the theory, we estimate the different contributions to the scalar potential and the
corresponding tuning that is necessary in the Higgs sector. We then explore the phenomeno-
logical signatures of hypercharged naturalness: long-lived charged particles, a colorless twin top
with electric charge 2/3 that after being pair-produced, bounds via the twin of the strong inter-
actions and can annihilate to dileptons or a Higgs plus a photon or a Z, and glueballs produced
from Higgs decays and twin-quarkonium annihilation that either decay displaced, or are stable
on collider scales and eventually decay to diphotons. We also discuss the future prospects for
detection of these signatures.

The results of this chapter discussed below are published before in [10], where all figures and
large parts of the text are taken.

3.1 Higgs Sector

The composite twin Higgs mechanism relies on the Higgs arising as a NGB from the spontaneous
breaking of a global symmetry. We assume that such a breaking is driven by a strongly inter-
acting sector that confines at a scale m∗ close to the TeV. The characteristic mass and coupling
of the composite resonances is set by m∗ and g∗ respectively, related by the symmetry-breaking
order parameter, f , as m∗ = g∗f .

The novel features of the scenario under investigation comes from a different global symmetry
breaking pattern, SO(7)→ G2, with respect to previous twin Higgs models. This breaking has
the peculiarity of being the smallest that gives rise to seven NGBs while leaving an unbroken
custodial symmetry, SU(2)L×SU(2)R ⊂ G2.1 The twin Higgs mechanism can still work in this
minimal coset, with the complex Higgs doublet H and its twin H̃ embedded in the spinorial 8
representation of SO(7). Interestingly, SO(7) has rank three and contains as a subgroup the
product SU(2)L×SU(2)

L̃
×SU(2)

R̂
, where the unbroken SU(2)R is the diagonal combination of

the SU(2)
L̃

and SU(2)
R̂

. As it will become clear in the following, the discrete Z2 symmetry, the

1The other relevant 7-spheres are SO(8)/SO(7), SU(4)/SU(3) and SO(5)/SO(3), where only the first respects
custodial symmetry. The coset SO(7)/G2 has also been explored in [54,55] in the context of ordinary composite-
Higgs models.
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twin parity, in this coset requires the SM particles and their twins to share the same quantum
numbers under SU(2)

R̂
, which in turn implies they have identical electric charges, with the SM

photon being its own twin.

We parametrize the SO(7)/G2 coset with the Σ vector

Σ = U(π)Σ0 =
(
π1 π2 π3 π4 π5 π6 π7 σ

)T
, σ =

√
1− π2

â , (3.1)

associated with the vacuum expectation value of a spinor of SO(7), that is Σ0 ∼ 8.2 Given the
decomposition 8 = (2,1,2)+(1,2,2) under SU(2)L×SU(2)

L̃
×SU(2)

R̂
, the Higgs and its twin

can be identified as

(2,1,2) : H =
f√
2

(
π2 + iπ1

h− iπ3

)
, (1,2,2) : H̃ =

f√
2

(
π6 + iπ5

σ − iπ7

)
, (3.2)

where h ≡ π4. It then follows that under the custodial SU(2)L × SU(2)R symmetry, the
Higgs has the proper quantum numbers, i.e. H ∼ (2,2), while the twin Higgs decomposes as
H̃ ∼ (1,1)⊕(1,3), which correspond to the singlet radial component, σ, and a triplet of SU(2)R.
The kinetic terms take the same form as in other spherical cosets,

f2

2
|∂µΣ|2 =

f2

2
(∂µπâ)

2 +
f2

2

(πâ∂µπâ)
2

1− π2
b̂

. (3.3)

Twin parity in the strong sector is realized as a discrete SO(7) transformation of the form

P =

(
14

14

)
, (3.4)

whose action on Σ has the form H ↔ H̃. This parity also interchanges the SU(2)L and SU(2)
L̃

,

while acting trivially on SU(2)
R̂

. This explains why the twin NGBs, ω̃± ≡ f(π6 ± iπ5)/
√

2 and
ω̃0 ≡ fπ7 have the same electric charge as those NGBs that are eventually eaten by the W±

and the Z.

Let us finally recall that as we have seen above, in composite twin Higgs models the strong
sector is also symmetric under SU(3)C ×SU(3)

C̃
×Z2 transformations, with the Z2 exchanging

C ↔ C̃. Moreover to reproduce the hypercharges of the SM fermions an extra U(1)X abelian
symmetry is introduced, along with its counterpart U(1)

X̃
and with twin parity enforcing X ↔

X̃.3

3.2 Gauge and fermion sectors

To specify the couplings of the external elementary (i.e. weakly coupled in comparison to g∗) SM
gauge and fermion fields and their twins to the strong sector, we need to identify the operator
content of the strong sector. Besides the scalar operator responsible for the spontaneous breaking
of SO(7) to G2, there is a vector current associated to each global symmetry of the strong

2SO(7) matrices in the spinor representation can be found in App. I.A. As usual the Goldstone matrix is given

by U(π̂) = exp(i
√

8/3 π̂âT
â), and we redefined πâ = π̂â sin Π̂, with Π̂ =

√
π̂âπ̂â, while Σ0 = (0 0 0 0 0 0 0 1)T to

arrive at Eq. (3.1).
3There is the more minimal alternative consisting in a single U(1)X shared by the SM and their twins, with

the Z2 acting trivially on it. We however opt for the introduction of U(1)X̃ in order to distinguish the composite
operators that couple to the SM (right-handed) leptons from their twins, see below.
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Figure 3.1: Sketch of the fraternal spectrum of the exceptional twin Higgs.

dynamics: J A ∼ 21 of SO(7), which under G2 decomposes in unbroken J a ∼ 14 and broken

J â ∼ 7 components, JX,X̃µ , and the color and twin color currents J C,C̃µ . As seen above, this
weak gauging of the global symmetries then gives rise to the coupling of the elementary gauge
fields with the corresponding composite currents, i.e. giA

i
µJ µi. Besides, as we have seen above,

in order to implement partial compositeness [48], we assume the strong sector contains fermionic
operators Ψ in non-trivial representations of SO(7)×SU(3)C ×SU(3)

C̃
×U(1)X ×U(1)

X̃
. The

interaction of the elementary fermion fields ψ with the strong dynamics proceeds via linear
mixing of the form yψ̄Ψ (see Sec. 2.2.2). The actual set of fermionic operators depends on
which twin fermions are present at energies around m∗, that in turn depends on which of the
global symmetries are gauged. We discuss the most interesting possibilities in the following.

3.2.1 Fraternal

A full analogue of the standard twin Higgs models discussed above, which are based on a global
SO(8) symmetry and where twin partners are introduced for all the SM gauge bosons and for at
least one complete generation of SM fermions [27], can also be constructed upon the symmetry
group SO(7). However, because of the smaller rank of SO(7) compared to SO(8), the gauge
content of the twin sector is necessarily reduced. In particular, elementary massless vectors
gauge SU(2)L × SU(2)

L̃
× U(1)

Ŷ
, with

Ŷ = T 3
R̂

+X + X̃ , (3.5)

where T 3
R̂

is the diagonal generator U(1)
R̂
⊂ SU(2)

R̂
.4

Since 〈H̃〉 ∼ f spontaneously breaks SU(2)
L̃
× U(1)

R̂
to U(1)R ⊂ SU(2)R, the three gauge

bosons associated to the broken directions become massive, while the unbroken hypercharge
group is identified with the diagonal combination of U(1)

L̃
× U(1)

Ŷ
, where U(1)

L̃
⊂ SU(2)

L̃
,

given by
Y = T 3

R +X + X̃ , T 3
R = T 3

L̃
+ T 3

R̂
. (3.6)

Only after the Higgs field develops a VEV, 〈H〉 ∼ v, the SU(2)L × U(1)Y EW symmetry gets
broken to U(1)Q and the W and Z also become massive. From this symmetry breaking pattern

4Giving up on exact twin parity a different global symmetries could be also be gauged, e.g. Ŷ = T 3
R̂

+ X, in
which case the twins would have different hypercharges than the ones considered in this work.
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it follows that electric charge is given by

Q = T 3
L + Y = T 3

L + T 3
L̃

+ T 3
R̂

+X + X̃ , (3.7)

thus twin parity implies that the SM particles and their twins have the same electric charge.
The masses of the gauge bosons follow from Eq. (3.3) by introducing covariant derivatives

∂µ → Dµ = ∂µ − igiAiµT i, with giA
i
µT

i = gWα
µ T

α
L + g̃W̃α

µ T
α
L̃

+ ĝB̂µŶ . In the unitary gauge,

f2

2
|DµΣ|2 =

f2

2

(∂µh)2

1− h2
+
g2f2

4
h2

[
W+
µ W

µ− +

(
ĝ

g
B̂µ −W 3

µ

)2
]

+
g̃2f2

4
(1− h2)

[
W̃+
µ W̃

µ− +

(
ĝ

g̃
B̂µ − W̃ 3

µ

)2
]
, (3.8)

where h = (v + ĥ)/f , with v ≈ 246GeV and ĥ the Higgs boson. This equation clearly shows
the upshot of twin parity, which exchanges SU(2)L and SU(2)

L̃
and h ↔ σ =

√
1− h2. As a

result, we can consistently impose a discrete Z2 symmetry acting on the elementary gauge fields
as Wα

µ ↔ W̃α
µ and trivially on B̂µ, which enforces g = g̃ while leaving ĝ free. This constitutes

a novel implementation of the twin Higgs mechanism in the gauge sector, leading to important
phenomenological departures from the SM, but no massless twin photon. To see this right away,
let us work in the limit ξ ≡ v2/f2 → 0, that is neglecting EW symmetry-breaking effects. The

SM hypercharge gauge field is given by B = cθ̃B̂ + sθ̃W̃
3 with tan θ̃ = sθ̃/cθ̃ = ĝ/g̃ and gauge

coupling g′ = g̃sθ̃. The orthogonal combination, Z ′ = cθ̃W̃
3 − sθ̃B̂, gets a mass term

mZ′ =
√
g̃2 + ĝ2

f

2
=

g̃

cθ̃

f

2
(3.9)

and, by virtue of the mixing sθ̃ with B̂, it couples to the SM fermions, which carry non-zero

B̂-charges (the same as their twins), given by Ŷ = Y − T 3
L̃

= Q − (T 3
L + T 3

L̃
), see Table 3.1.

As we will show in Section 3.4.3, such a Z ′ contributes to the EW precision tests (specifically
to the Y -parameter) but, most importantly, can be produced at the LHC with significant cross

sections.5 The only other extra gauge boson, the W̃±, gets a mass m
W̃

= g̃f
√

1− ξ/2 and it has
electric charge ±1, being the twin of the SM W±. The contribution of the twin gauge bosons
to the Higgs potential will be discussed in Section 3.3.

Regarding the elementary fermions, anomaly cancellation requires a twin partner for every
SM fermion of at least one complete generation: in practice this means we include the third
generation, since the twin top is the crucial player leading to a successful cancellation of the
Higgs potential induced by the top loop. The EW gauge quantum numbers of the twin particles
are dictated by twin parity and are given in Table 3.1. Of particular importance for the phe-
nomenology of this scenario is the fact that the twin fermions have the same electric charge as
their SM partners.

Besides, as in previous twin Higgs models, the twin quarks are not colored but instead carry
twin color, i.e. they are fundamentals 3 of SU(3)

C̃
, which is gauged by the twin gluons. Twin

parity exchanges them with the SM gluons, from where it follows g3 = g̃3, up to terms that
explicit break the twin parity.

The SM fermions and their twins get mass via their interactions with the strong sector, that
we assume to be of partial compositeness type, at least for the top sector. The top quark fields tR,

5Including EWSB terms does not change this conclusion, because the associated corrections to the mass and
couplings of the Z′ are suppressed by ξ . 0.1.
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3.2. Gauge and fermion sectors

SU(2)L SU(2)
L̃

U(1)
Ŷ

U(1)Y
H 2 1 1/2 1/2

H̃ 1 2 1/2 ±1 , 0

W 3 1 0 0

W̃ 1 3 0 ±1 , 0

B̂ 1 1 0 0

qL 2 1 1/6 1/6
tR 1 1 2/3 2/3
bR 1 1 −1/3 −1/3
q̃L 1 2 1/6 2

3 , −1
3

t̃R 1 1 2/3 2/3

b̃R 1 1 −1/3 −1/3

`L 2 1 −1/2 −1/2
τR 1 1 −1 −1
˜̀
L 1 2 −1/2 0 , −1
τ̃R 1 1 −1 −1

Table 3.1: EW gauge quantum numbers of the SM fields and their twins. In the minimal
scenario, with no twins for the SM W and Z, only SU(2)L × U(1)Y are gauged and the twin
low-energy content reduces to t̃L,R and ω̃±,0 ⊂ H̃.

qL and their twins t̃R, q̃L then linearly couple, with strengths yL,R and ỹL,R, to the corresponding
composite operators. For a proper implementation of the twin Higgs mechanism, the latter
should transform under SO(7) × SU(3)C × SU(3)

C̃
× U(1)X × U(1)

X̃
as Ψt ∼ (1,3,1)( 2

3
,0),

Ψq ∼ (8,3,1)( 2
3
,0) and Ψ̃t ∼ (1,1,3)(0, 2

3
), Ψ̃q ∼ (8,1,3)(0, 2

3
). We recall that the spinorial

representation of SO(7) decomposes as 8 = 1 + 7 under G2.
At low energies the interactions of qL and q̃L can be simply obtained via the embeddings

QL = vbbL + vttL =
1√
2

(
ibL bL itL −tL 0 0 0 0

)T
,

Q̃L = ṽbb̃L + ṽtt̃L =
1√
2

(
0 0 0 0 ib̃L b̃L it̃L −t̃L

)T
, (3.10)

while those of tR and t̃R are trivial, being SO(7) singlets. For instance, the top Yukawa couplings,
generated at the scale m∗ with yt ∼ yLyR/g∗ and likewise for ỹt, are given by

ytf t̄RΣ†QL + ỹtf
¯̃tRΣ†Q̃L + h.c. = −ytt̄RHqL − ỹt¯̃tRH̃q̃L + h.c. , (3.11)

from where we find for the twin-top mass mt̃ = ỹtf
√

1− ξ/
√

2. It is evident that a Z2 symmetry
acting on the elementary fields as qL, tR ↔ q̃L, t̃R leads to yt = ỹt. The rest of SM fermions
and their twin partners get masses in a similar manner, with twin parity enforcing the equality
of their Yukawa couplings and thus mψ = mψ̃

√
ξ/(1− ξ). However, since as long as ỹψ �

yt the associated contribution to the Higgs potential will be negligible (see Section 3.3), the
approximate equality yψ = ỹψ need not be enforced for all of them.

3.2.2 Minimal

The construction presented in the previous section demonstrates that it is feasible to build a
twin Higgs model based on SO(7) as global symmetry where twin parity is exact. However, as
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Figure 3.2: Sketch of the minimal spectrum of the exceptional twin Higgs.

we will see below, the experimental constraints on the twin Z ′ are quite severe, disfavouring a
twin-symmetric model in view of fine-tuning considerations. Besides, it is well known that the
twin parity cannot be an exact symmetry at m∗ if the Higgs VEV is to be misaligned from the
Z2-symmetric vacuum 〈H〉2 + 〈H̃〉2 = f2. We therefore consider in this section a realization
that is more minimal in terms of the (elementary) twin particle content.

We assume that the gauged SU(2)
L̃

symmetry has been spontaneously broken at a scale Λ /Z2

significantly above the strong sector confinement scale, such that at m∗ only SU(2)L×U(1)Y is
gauged, in a similar fashion as the recent twin Higgs constructions of [56, 57]. This has several
important consequences: the formerly eaten twin NGBs ω̃±,0 are now physical and become
massive (much in the same way as the QCD pions because of EWSB), and the twin fermion
content can be reduced to the absolute essential, that is a (vector-like) twin top.

The kinetic terms for the twin Goldstones, along with derivative Higgs and self-interactions,
follow from the kinetic term Eq. (3.3),

f2

2
|DµΣ|2 = |DµH|2 + |Dµω̃

+|2 +
1

2
(∂µω̃

0)2 +

(
2∂µ|H|2 + 2∂µ|ω̃+|2 + ∂µ(ω̃0)2

)2

f2 − 2|H|2 − 2|ω̃+|2 − (ω̃0)2
, (3.12)

where Dµω̃
+ = ∂µω̃

+ − ig′Bµω̃+. Note that ω̃+ has electric charge +1, while ω̃0 is neutral. It
is clear that in this scenario there can be no twin cancellation of the gauge radiative correction
to the Higgs potential. However this can be kept small, i.e. without compromise for fine-tuning,
as long as EW composite resonances are sufficiently light (see Section 3.3).

The top and its twin couple to the strong sector as in Eq. (3.10), but we can consider the
twin bottom as no longer present in the low-energy spectrum but decoupled above m∗,

6 or that,
even if it is light, its couplings differ from those of t̃. As a result the Yukawa couplings are now
given by

− ytt̄RHqL −
ỹt√

2
¯̃tR

(
iω̃0 +

√
f2 − 2|H|2 − 2|ω̃+|2 − (ω̃0)2

)
t̃L + h.c. . (3.13)

Given the explicit breaking of the twin parity from the absence of the twin W̃ ’s and the twin
bottom, it is no longer the case that yL,R = ỹL,R (thus neither that yt = ỹt) at m∗. As we will

6Note that below Λ /Z2
, where the only gauged symmetries are the SM ones and twin color, the twin bottom

as well as the twin top have vector-like charges.
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3.3. Scalar Potentials

show in Section 3.3, this indicates there is an upper bound on the scales (like Λ /Z2
) where the

sources of Z2 breaking originate, such that the twin cancellation of the top radiative correction
to the Higgs potential is still effective.

3.3 Scalar Potentials

In this section we discuss the radiative generation of the Higgs potential and examine the con-
ditions as well as the amount of fine-tuning needed to achieve EWSB. We also compute the
potential of the additional pseudo-NGBs in the case that the twin symmetries are not gauged.

Fraternal: Let us discuss first the gauge contributions to the Higgs potential in the fraternal
model, where the SU(2)L × SU(2)

L̃
× U(1)

R̂
symmetries are gauged. The leading order (LO)

terms in the gauge couplings arise at O(g2
i ) from 1-loop diagrams with either the W ’s, the twin

W̃ ’s or the B̂,

V UV
g2 = Cg

∑

i

g2
i Σ†T iT iΣ = cg

3m2
ρ

32π2

3

2

(
g2|H|2 + g̃2|H̃|2

)
, (3.14)

where we estimated the coefficient Cg based on naive dimensional analysis (NDA), with an O(1)
uncertainty encoded in the parameter cg. This radiative correction is quadratically sensitive to
the compositeness scale, which we parametrized by mρ ∼ gρf/2 . m∗. In the twin-symmetric
limit g = g̃, Eq. (3.14) does not depend on the Higgs, which is the essence of the twin Higgs
mechanism. Note also that in our realization the twin cancellation of the O(ĝ2) correction is
automatic, since B̂ is its own twin or, in other words, H and H̃ have identical U(1)

R̂
charges.

In consequence, also the usual hypercharge contribution to the Higgs potential is absent.

In contrast with most composite-NGB-Higgs models, (3.14) is in fact the most relevant cor-
rection to the Higgs potential in our fraternal SO(7) twin Higgs model. This is because of the

experimental constraints on the Z ′, the mass eigenstate of the W̃ 3-B̂ system up to O(ξ) terms,
see Section 3.4.3 for the details. Since the couplings of the Z ′ to SM fields scale with sθ̃ = g′/g̃
and its mass Eq. (3.9) is well approximated by g̃f/2, the bounds can only be satisfied either if
the twin gauge coupling g̃ is substantially above g, thus breaking twin parity and spoiling the
cancellation of Eq. (3.14), or if f is pushed to several TeVs. As we show in Section 3.4.3, both
cases imply a significant fine-tuning of the Higgs potential.

Minimal: In view of these considerations, we now turn to the scalar potential in the minimal
model, where only SU(2)L × U(1)Y are gauged. The LO gauge contribution formally reads as
the l.h.s. of Eq. (3.14), but now evaluates to

V UV
g2 = cg

3m2
ρ

64π2

[
(3g2 + g′2)|H|2 + 2g′2|ω̃+|2

]
, (3.15)

where the last term is from a B loop, since the twin ω̃± carries hypercharge. The contribution
to the Higgs potential is similar to the LO gauge correction in standard composite-NGB-Higgs
models, where in fact it is usually considered subleading and relatively unimportant compared to
the corrections arising from the top (at least in partial compositeness). In contrast, Eq. (3.15) is
certainly important in the present twin Higgs model, since it can introduce the required amount
of Z2-breaking to accomplish v/f � 1, as explained below. EW gauge corrections at O(g4

i ) are
generically subleading and we neglect them in the following.
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Chapter 3. Composite Twin Higgs in SO(7)/G2 Coset

The other important contributions to the scalar potential arise from the explicit SO(7)
symmetry-breaking terms sourced by the top and its twin, two different types of which are
relevant: those generated at m∗, which we denote as UV (as Eq. (3.15) for gauge fields), and
those generated from IR loops, independent of the details of the strong dynamics. Let us discuss
them in turn.

The LO corrections from 1-loop UV diagrams with qL and t̃L arise at O(y2
L) and O(ỹ2

L) and
are given by 7

V UV
y2 = Cyy

2
L

∑

ψ=t,b

Σ†vψv
†
ψΣ + C̃yỹ

2
LΣ†ṽtṽ

†
tΣ = cy

6m2
Ψ

32π2

[
(y2
L − ỹ2

L)|H|2 − ỹ2
L|ω̃+|2

]
, (3.16)

where we used NDA to estimate the size of Cy = C̃y, with the equality between the coefficients
following from twin parity in the strong sector. Note that while the overall sign of this con-
tribution (i.e. the sign of cy = O(1)) cannot be predicted without explicit information on the
strong dynamics, a prediction is obtained instead for the relative sign of the mass terms of the
Higgs and of the charged scalar. The latter arises because no b̃L loop has been included, since
e.g. it acquired a vector-like mass (i.e. independent of f) m̃b > m∗ [58] or because its couplings
to the strong sector depart from those of t̃L, these two states are no longer related by a gauged
SU(2)

L̃
symmetry. In other words, if at m∗ a twin bottom were present (i.e. in the fraternal

model or if m̃b � m∗) and its coupling to the strong sector were still fixed by ỹL, then the
|ω̃+|2 term would be absent. In contrast, a potential for the neutral scalar ω̃0 is automatically
absent because neither yL nor ỹL break the corresponding U(1)

L̃−R̂ shift symmetry. Finally, an

exact twin parity would enforce ∆y2
L ≡ y2

L− ỹ2
L = 0, thus exactly cancelling the |H|2 term. This

cancellation is the raison d’être of twin Higgs models, and in the present realization does indeed
take place at LO in the elementary (weak) couplings. However, since the Z2 symmetry is not
exact, ∆y2

L will generically be non-vanishing at the relevant scale, m∗, due to renormalization
group evolution (RGE) from the Z2-breaking couplings, i.e. at NLO. In our case these are the
EW gauge couplings g, g′, which contribute as

(∆y2
L)g = y2

L

3Ag2 +A′g′2

16π2
log

Λ /Z2

m∗
. (3.17)

The coefficients A and A′ parametrize our ignorance on the strong dynamics at scales above m∗
and are a priori O(1) in size. Another potential source of Z2 breaking in the top sector at one
loop depends on the vector-like mass of the twin b. If m̃b � m∗, then loops of qL = (tL bL)
cannot be matched by those of t̃L, inducing (∆y2

L)b ∼ (y4
L/16π2) log m̃b/m∗. We note that this

correction is model dependent and, in particular, there is no experimental reason to completely
decouple the twin bottom. Besides, if twin colored fermions are decoupled, a differential running
of the SU(3)C and SU(3)

C̃
gauge couplings is induced, which eventually adds to ∆y2

L (formally
a 2-loop effect, i.e. NNLO, but could easily be numerically important).

Other potentially relevant UV radiative corrections to the potential arise from 1-loop dia-
grams with 4 insertions of either yL or ỹL,

V UV
y4 = Dyy

4
L

( ∑

ψ=t,b

Σ†vψv
†
ψΣ
)2

+ D̃yỹ
4
L

(
Σ†vt̃v

†
t̃
Σ
)2

= dy
6

32π2

[
y4
L|H|4 + ỹ4

L

(
f2/2− |H|2 − |ω̃+|2

)2]
, (3.18)

7There are no equivalent contributions at this order from tR or t̃R since neither yR nor ỹR break any shift
symmetries, being both fields embedded in a singlet of SO(7).
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3.3. Scalar Potentials

where Dy = D̃y from twin parity. Even if Z2 symmetric, (3.18) contains both a Higgs mass and
quartic terms. The latter could be particularly important in order to reproduce the physical
Higgs mass, depending on the size of the IR contributions to the Higgs potential, which we
discuss in the following.

Below m∗, loops of the top and its twin give further corrections to the scalar potential via
the Yukawa couplings in (3.13). The leading logarithmic (LL) term reads as in standard twin
Higgs models,

V IR
LL =

3

16π2

[
y4
t |H|4 logt +ỹ4

t

(
f2/2− |H|2 − |ω̃+|2

)2
logt̃

]
, (3.19)

where logt ≡ log(m2
∗/m

2
t ) and likewise for logt̃. This contribution to the Higgs potential is

generically identified as the leading one in twin Higgs models, being logarithmically enhanced in
comparison to UV terms such as (3.18). In our scenario the same would be true for the charged
twin potential if it was not for Eq. (3.18), which is quadratically sensitive to m∗ (there identified
with mΨ).

Finally, we should note that NLL corrections to Eq. (3.19) from RGE due to the top/twin-
top Yukawas and color/twin-color interactions have been shown in [49,56,59] to be numerically
important, in particular for extracting the physical Higgs mass. We expect a similar analy-
sis could be performed in our scenario, leading to similar results, at least qualitatively if not
quantitatively. In this work we simply bear in mind such corrections when presenting our O(1)
estimates in the next section.

3.3.1 EWSB and Higgs mass

The set of contributions to the Higgs potential presented above can be simply parametrized as
(focusing only on the relevant component h) [52],

V (h)/f4 = αh2 + β

(
h4 log

a

h2
+ (1− h2)2 log

a

1− h2

)
, (3.20)

where

β =
3y4
t

64π2
, log a = log

2m2
∗

y2
t f

2
+ dy

y4
L

y4
t

(3.21)

and we have taken ỹt = yt and yL = ỹL in (3.19) and (3.18) respectively, which is a good
approximation at the order we are working. The Z2-breaking term α depends on whether the
model is fraternal or minimal,

Fraternal: α = cg
9g2
ρ(g

2 − g̃2)

512π2
+ cy

3g2
Ψ∆y2

L

32π2
, (3.22)

Minimal: α = cg
3g2
ρ(3g

2 + g′2)

512π2
+ cyA

3g2
Ψy

2
L

32π2

3g2 + g′2

16π2
log

Λ /Z2

m∗
, (3.23)

where we have taken mρ = gρf/2 and mΨ = gΨf in (3.14, 3.15) and (3.16), respectively, and
assumed A = A′ in Eq. (3.17).

The first point to note is that in our scenario the Higgs quartic is approximately the same
as in standard twin Higgs models. In particular the IR contribution to the physical Higgs mass
provides a significant fraction of the observed value,

(δm2
h)IR

m2
h

=
3y4
t v

2

8π2
log

m4
∗

m2
tm

2
t̃

≈ 0.9 , (3.24)
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where we have evaluated the top Yukawa at high scales, yt(1 TeV) ≈ 0.85, in order to roughly
include NLL effects, and taken m∗ = 5 TeV and m2

t̃
' m2

t /ξ with ξ = v2/f2 = 0.1. It is then
clear that UV corrections, proportional to dy in (3.21), can easily and naturally provide the
missing fraction of mh.

Therefore, to a good approximation the degree of fine-tuning required in our construction
is determined by how unlikely it is to achieve a realistic EWSB, something that is directly
controlled by the size of the h2 terms in Eq. (3.20). As in most twin Higgs models, there is
a minimum amount of tuning (∆) as a direct consequence of twin parity: the Z2-symmetric
term in Eq. (3.20) leads to ∆min = 2ξ, while ξ is bounded from above from direct and indirect
measurements of the Higgs couplings. Another way to see this is that twin parity implies that
the minimum of the potential is at 〈h2〉 = ξ = 1/2, thus some other finely-tuned Z2-breaking
contribution is needed to misalign the vacuum at ξ � 1. This is in fact the reason why sources
of explicit Z2-breaking are needed in twin Higgs models, whose leading effect in the Higgs
potential we have encoded in the term proportional to α (α > 0 in order to accomplish such a
misalignment). Note that in the case that α is controlled by a single Z2-breaking source of the
right size to reproduce a given value of ξ, then the associated tuning is simply given by ∆min.
However, in more complicated situations with several Z2-breaking sources, it is possible that a
tuning between them is needed to achieve a given ξ, thus increasing the overall tuning. A better
measure of fine-tuning, applicable to either case, is ∆i = m2

h/4αif
2.

Fraternal: The fraternal scenario illustrates both of these possibilities. The twin gauge
coupling g̃ could be larger than g such that, provided cg < 0, the first term in (3.22) can be
tuned to the Z2-symmetric piece (2β log a), how much tuned determined by ∆min; the hierarchy
between f and v is however no longer determined by the bounds on the Higgs couplings, but by
the bounds on the Z ′ mass (Section 3.4.3), leading to ∆min . 1% for gρ & 4 (thus mρ & 6 TeV).
Otherwise, f can be kept relatively low consistently with the Z ′ bounds if there is another
source of Z2-breaking, e.g. the second term in (3.22), and g̃ is sufficiently large. In such a case
the tuning is no longer tied to v/f , but instead is well approximated by m2

h/4αf
2, clearly worse

than ∆min for fixed mρ.

Minimal: The situation in the minimal model is certainly better, since

∆g =
32π2

3cg(3g2 + g′2)

m2
h

m2
ρ

≈ 15%
1

cg

(
3 TeV

mρ

)2

, (3.25)

∆y =
128π4

3cyA(3g2 + g′2)y2
L log /Z2

m2
h

m2
Ψ

≈ 30%
1

cyA

1

y2
L

10

log /Z2

(
4 TeV

mΨ

)2

, (3.26)

that is, none of the Z2-breaking terms in (3.23) leads to a fine-tuning significantly worse than
∆min = 20% for reasonable parameters: relatively heavy vector and fermionic resonances and
a large separation between the Z2-breaking UV scale and m∗, log /Z2

≡ log(Λ /Z2
/m∗) with

e.g. Λ /Z2
/m∗ = 2.5× 104.

3.3.2 Twin pseudo-NGBs

Let us focus first on the mass of the charged twin scalar present in the minimal model. This arises
from both gauge and top/twin-top radiative corrections, Eq. (3.15) and Eqs. (3.16, 3.18, 3.19)
respectively. The largest of these is the UV O(ỹ2

L) contribution in (3.16), which is quadratically
sensitive to the cutoff, there parametrized by mΨ. As long as the coefficient cy is negative,8 then

8A coefficient cy < 0 implies that the contribution from Eq. (3.16) to α in the Higgs potential is also negative,
assuming the perturbative result that the parameter A in the RGE of ∆y2

L, Eq. (3.17), is positive. Even if this it
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the mass-squared is positive and of size

m2
ω̃+ ∼

3m2
Ψỹ

2
L

16π2
≈ (550GeV)2

(
ỹL
1

)2 ( mΨ

4 TeV

)2
. (3.27)

The other corrections give rise to smaller contributions: the gauge contribution is suppressed
by O(g′2/y2

L) and yields ∆m2
ω̃+ ∼ (100GeV)2(mρ/3 TeV)2, while the IR twin-top contribution

(which is negative) is suppressed by O(m2
t̃
/m2

Ψ). After EWSB there also small corrections from

the quartic coupling |H|2|ω̃+|2, suppressed by ξ. Other contributions to the ω̃+ mass could also
be present, e.g. from loops of twin taus, if these are in the IR spectrum.

The attentive reader will have already noticed that none of the radiative corrections discussed
above gave rise to a potential for the neutral twin scalar. This was to be expected, since neither
gauging only U(1)Y nor considering a left-handed twin bottom with couplings different than
those of the twin top (or just a decoupled b̃), breaks the U(1)

L̃−R̂ shift symmetry protecting the

ω̃0. However, an exact global U(1) is not at all guaranteed, on the contrary quite generically
a source of explicit symmetry breaking will be present, lifting the ω̃0. In fact, it is easy to
imagine examples for such a source. One instance, perhaps not the best but certainly simple, is
to consider a f -independent mass for the twin top m̃t

¯̃tRt̃L, generated below Λ /Z2
where no gauge

symmetry forbids it, but naturally small m̃t � m∗ since still protected by a chiral symmetry [58].
Such a mass in fact breaks explicitly U(1)

L̃−R̂, and gives rise to an extra radiative correction to
the scalar potential

V UV
m̃ = C̃m̃ỹLỹRΣ†ṽtm̃t + h.c. (3.28)

= cm̃
3m2
∗

16π2

ytm̃t

√
2

f

[
sinγ ω̃0 − cosγ

√
f2 − 2|H|2 − 2|ω̃+|2 − (ω̃0)2

]
,

where we used NDA to estimate the size of Cm̃, ỹt ∼ ỹLỹR/g∗ ' yt, and included a possible
phase difference γ between ỹt and m̃t. Besides the tadpole term (which vanishes for sin γ = 0),
(3.29) contains a ω̃0 mass of size (taking cos γ = 1 and cm̃ > 0)

m2
ω̃0 ∼ (85GeV)2

(
m̃t

10GeV

)(
750GeV

f

)( m∗
5 TeV

)2
. (3.29)

The f -independent mass for the twin top is just one example of how the singlet twin could be
lifted. Yet one should be aware that regardless of how ω̃0 gets a potential, it should be such
that the Higgs potential is not significantly altered, not to raise the fine-tuning of the EW scale.
In our example this would happen if m̃t & 100GeV, which explains why the reference value
used in Eq. (3.29). Of course m̃t could be much smaller and the neutral twin much lighter
accordingly. Let us note in this regards that ω̃0 does not linearly couple to SM fermions, but
if kinematically allowed it opens a new Higgs-decay channel, which would force f & 1.2 TeV to
ensure consistency with LHC data.

3.4 Phenomenology

In this section we discuss the collider signals of the exceptional twin Higgs model. While we
focus mostly on its minimal incarnation, the main constraints on the fraternal scenario will also
be discussed at the end of this section to understand why it is less attractive.

at odds with the requirement (to misalign ξ � 1) that α > 0, this is in fact not an issue, since α in the minimal
scenario is easily dominated by the gauge term, as shown in Eq. (3.25).
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While sharing some of standard signatures of twin Higgs models, such as the modification
of the Higgs couplings and non-standard Higgs decays, our model has novel phenomenological
features stemming from the fact that the twin particles carry hypercharge. We will first examine
the indirect effects of the twin states on the well-measured properties of the SM particles. These
are primarily the Y -parameter (which encodes new physics contributions to the hypercharge
propagator), the running of the hypercharge gauge coupling g′, and the Higgs decay rate to
photons. These departures from the SM arise at the 1-loop level (with the exception of those
mediated by the twin Z ′ in the fraternal model). Other indirect effects, common in constructions
where the Higgs is a (custodially protected) composite pNGB, such as the S-parameter or
deviations in other Higgs couplings, will not be discussed here further and we will merely recall
when necessary their implications on the parameters of the strong sector, f and m∗ ∼ mρ,mΨ

[49].9

Direct production of the twin particles at colliders gives rise to the most interesting, though
in some cases challenging, signatures of the exceptional twin Higgs. The twin quarks, being
hypercharged, can be pair-produced via Drell-Yan (DY) and, because of the existence of twin
strong interactions, exhibit the typical characteristics of the so-called quirks [32, 63, 64]. Such
quirks are microscopic and lead to the formation of bound states that predominantly decay
either to twin glueballs or back to the SM, while the glueballs in turn decay via an off-shell
Higgs or, whenever this channel is forbidden, to photons. Another attractive signature arises
from the charged twin pNGB ω̃± or the twin leptons: they are pair-produced in DY and likely
stable on detector scales, thus subject to current long-lived charged particle (LLCP) searches.
Finally, we also present the stringent constraints on the twin Z ′. These are the main reason why
the minimal model is preferred, since such bounds are absent and one is left with a light but
almost inert ω̃0, whose phenomenology is that of a twin axion-like particle that only couples to
SM hypercharge, the study of which we defer to a future study.10

3.4.1 Indirect Effects

Since the twin particles carry hypercharge, they induce at the loop level a non-standard self-
energy for the hypercharge field.11 At leading order in a momentum expansion, such type
of corrections are customarily parametrized by the dimension-6 operator −(Y/4m2

W )(∂ρBµν)2.
Indeed, Nψ̃ heavy fermions of mass mψ̃ and hypercharge qψ̃ generate a Y -parameter of size

Yψ̃ =
g′2

80π2

m2
W

m2
ψ̃

∆bY , ∆bY =
4

3
Nψ̃q

2
ψ̃
. (3.30)

For e.g. the twin top, Nt̃ = 3, qt̃ = 2
3 and mt̃ ' mt/

√
ξ, leading to a very small contribution,

Yt̃ ∼ 1 × 10−5 for ξ = 1/4, in comparison to the per mille constraints from LEP [65] and
more recently from the LHC [66, 67]. In fact, for any type of twin fermion we find that Yψ̃ is
below LEP sensitivity for masses mψ̃ & 100GeV. For an even lighter twin fermion, encoding its
effects in the Y -parameter is no longer adequate, nor it is for the twin top at the LHC [67]. In
these cases however, constraints could a priori still be placed by considering the contribution

9We will refrain as well from discussing the flavor aspects of our construction, which are in any case not
significantly different than in other composite-twin Higgs models [60]; see also [61, 62] for a general discussion of
flavor in partial compositeness.

10As a matter of fact, ω0 would be a bona-fide twin axion if other sources of mass beyond the twin-color
anomaly, such as that in Eq. (3.29), vanished. It would then solve the twin-strong-CP problem, if there was any
to begin with.

11For the present purpose this is identified with the vector state coupled to the SM fermions via the usual
U(1)Y current, that is the B̂ field.

36



3.4. Phenomenology

to the running of the hypercharge gauge coupling, encoded in the beta function coefficient ∆bY
in (3.30). However, the present accuracy on neutral DY processes is too low to see any such
effect [68]. The charged pNGB ω̃± also give a small contribution to the Y -parameter at one
loop, which reads as in Eq. (3.30) with m2

ψ̃
→ 2m2

ω̃+ , see Eq. (3.27), and ∆bY = 1/3.

More important are the 1-loop contributions of the twins to the Higgs decay to diphotons.
In composite Higgs models deviations of such a rate are generically O(ξ) and a consequence of
the modified couplings of the Higgs to the top and the W . The latter are also present in twin
Higgs models, since they are intrinsic of the NGB nature of the Higgs [69]. On top of these,
because the twin particles are electrically charged in our scenario, a direct O(ξ) contribution
is generated as well, specifically from a twin top loop. Since mt̃ � mh, such an effect can be
parametrized by the dimension-6 operator (cγg

′2/m2
W )|H|2BµνBµν with

(cγ)t̃ = −
q2
t̃
g2

32π2

ξ

1− ξ . (3.31)

Note that in contrast to standard composite Higgs models [69], this operator is not suppressed
by y2

t /g
2
∗.

12 The associated contribution to the hγγ vertex is (cγγ)t̃/(cγγ)t ' −ξ/(1− ξ), where
(cγγ)t is the top loop contribution in the SM; a result that matches the expectation from twin
parity once ξ = 1/2. The contribution from the twin top therefore, being opposite in sign to the
top’s, increases by O(ξ) the Higgs coupling to photons. Since the standard corrections lead to
a reduction of hγγ, cγγ ' (cγγ)SM

√
1− ξ, the twin-top loop alleviates, rather than aggravates,

the departure from the SM prediction, a fact that can become relevant as the precision on Higgs
couplings measurements improves. Besides, since the twin top is uncolored, it does not affect
the Higgs coupling to gluons, thus breaking the correlation between hγγ and hgg usually found
in composite Higgs models.

3.4.2 Direct Production

All our production cross sections have been computed using the MSTW2008NNLO parton dis-
tribution functions [70].

A Long-lived Charged Particles

Some of the hypercharged twin particles are potentially stable on detector scales. This is the case
of the charged twin scalar in the minimal model, since its leading interactions with the SM respect
an accidental Z2 symmetry ω̃± → −ω̃±, while we expect the decay channels ω̃ → t̃ + b̃, τ̃ + ν̃τ
to be kinematically closed, the latter because the experimental bound on a collider-stable twin
tau is stronger than for ω̃, as we show in the following (thus the decay τ̃ → ω̃ + ν̃τ is open).
Besides, we recall that minimality does not require neither the twin bottom nor the twin tau
to be present in the IR, while in the fraternal model both of them are required for anomaly
cancellation.

Searches at the LHC for such type of particles have been carried out at
√
s = 13 TeV, the

latest analysis from ATLAS with 36.1 fb−1 of data [71]. In Fig. 3.3 we show the corresponding
constraints on the production cross sections for a |Q| = 1 charged scalar (left panel), identified
with a stau in the ATLAS analysis, and a |Q| = 1 DY charged fermion (right panel), identified
with a chargino. These constraints readily apply to our twin ω̃+ and τ̃ , respectively. The
comparison of the predicted cross section with the experimental bound for the former shows

12We have explicitly checked that such a suppression is found instead in the contribution to cγ from a loop of
the charged pNGB ω̃±.
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Figure 3.3: Upper 95% CL limits on the cross section for DY pair-production of |Q| = 1
heavy stable scalars (left) and fermions (right) from an ATLAS search in 36.1 fb−1 of data at√
s = 13 TeV [71] (red). The theoretical predictions for the twin pNGB ω̃± and the twin tau τ̃

are also shown (blue).

that masses below 420GeV are excluded. This should be compared with our expectation for the
twin scalar mass mω̃+ ∼ 550GeV, Eq. (3.27). Even though the current bound does not quite
reach such values, a factor of a few improvement in experimental sensitivity would start probing
the relevant parameter space. For what regards the twin tau, the situation is certainly different,
since twin parity would imply mτ̃ ' mτ/

√
ξ, while data indicates that only masses above

700GeV are allowed. Of course, explicitly breaking twin parity in the lepton sector is a priori
an option. However, the experimental bound is so stringent that the twin-tau Yukawa should
be larger than the twin-top’s to avoid it, thus a large contribution to the Higgs potential should
be expected. This extra complication is yet another reason why the fraternal implementation of
our scenario is disfavoured versus the minimal model, where the bounds on the charged scalar
are less consequential and the τ̃ could be lifted by giving it a vector-like mass.

While LLCPs could be regarded as a differential phenomenological feature of the exceptional
twin Higgs, it is important to note that neither the stability of τ̃ nor of ω̃+ are due to super-
selection rules. Indeed, at low energies these states only carry electric charge and therefore
decays such as τ̃ → τ + γ, Z or ω̃ → `+ ν, q′ + q,W + γ, Z are allowed. Let us discuss in some
detail the decay of the twin tau (a similar discussion holds for ω̃+). The first point to note
is that, since τ̃ and τ have different X (and X̃) charges, the interaction mediating the decay
cannot be generated by the strong dynamics alone, thus it should have its origin at some UV
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scale Λ. One instance is an interaction of the form τ̄Rσ
µνH̃ ˜̀

LB̂µν , which could be generated at
low energies with a coefficient ĝ/m∗Λ, leading to a τ̃ decay rate

Γτ̃→τ+γ ∼
e2m3

τ̃

8πg2
∗Λ

2
≈ (0.2 cm)−1

( mτ̃

100GeV

)3
(

2π

g∗

)2(107GeV

Λ

)2

. (3.32)

Therefore, model-dependent UV considerations could render the twin tau (and/or ω̃+) short-
lived, displaced, or long-lived. It would be interesting to study these types of signatures at the
LHC, e.g. similar to those of an excited tau if the twin tau decays promptly. Finally, we restate
that given the constraints in Fig. 3.3, the decay τ̃ → ω̃ + ν̃τ would also proceed in the minimal
model, and dominate over (3.32).

B Hypercharged Quirks

The lightest twin quark of the exceptional twin Higgs behaves as a quirk [63], a heavy stable
particle that interacts via a new unbroken non-abelian gauge group and carries SM charges, in
our case twin color and hypercharge, respectively. Once pair-produced, via DY in our scenario,
quirks do not hadronize but instead form (meta-)stable strings. This is because any of the twin
quarks are heavy in comparison with the scale where twin-color interactions become strong, i.e.
mq̃ � Λ̃QCD: in such a case the breaking of the string by pair production takes an exponentially
large time, tbreak ∼ (4π3/mq̃) exp(cmq̃/Λ̃QCD)2, with c an O(1) factor that depends on the
precise definition of Λ̃QCD. The absence of twin quarks lighter than Λ̃QCD follows from several
considerations. On the one hand, naturalness of the Higgs potential indicates that the SM and
twin-color gauge couplings are not substantially different at m∗, g̃s ≈ gs, thus Λ̃QCD will not be
far apart from the scale ΛQCD ≈ 250 MeV where the SM color becomes strong. The difference
arises mainly from Z2-breaking radiative effects that originate from the different colored content
of SU(3)C and SU(3)

C̃
below m∗, since we assumed a single generation of twin quarks (and

mq̃ 6= mq). Such an effect leads to Λ̃QCD ∼ 2− 10GeV, depending on m∗, on the exact values of
g̃s and gs at m∗, and on the twin quark masses [27]. On the other hand, experimental constraints
on the twin quarks force them to be considerably heavier than Λ̃QCD. In particular, the precise
measurement at LEP1 of the Z decay width, ∆ΓZ/ΓZ ≈ 9 · 10−4 [72], rules out twin quarks
(with Yq̃ = 2/3 or −1/3) for which the decay channel Z → ¯̃qq̃ is kinematically open, that is
mq̃ . mZ/2 ≈ 45GeV. This constraint is only relevant for the twin bottom, since it implies
mb̃ > mb/

√
ξ, away from the Z2-symmetric relation, while the twin top is always heavier. In

summary, we conclude that mq̃/Λ̃QCD & 4 and that tbreak is very large, much longer, as we show
next, than the time it takes for the string to annihilate, which is the other possible fate of the
string.13

The typical annihilation time depends a priori on the annihilation rates of the different states
of energy and angular momentum the string can be in. In practice a good proxy is to consider
only the low-lying low angular momentum (` = 0) bound states, whose lifetime is proportional

13Heavier twin quarks, up to mq̃ ≈ 103.5GeV, should have also been pair produced at LEP2 through an off-shell
photon or Z. However, being the cross sections of O(g′2) and the quirks losing a significant fraction of their energy
through electromagnetic radiation (see below), we expect LEP did not have the required sensitivity. Besides, even
though the twin quarks modify at one loop SM processes like dilepton pair production (this being the same effect
we encoded in the Y -parameter for twin masses beyond LEP reach, see Section 3.4.1), we checked the effect is
below experimental uncertainties [73]. We note that twin-QCD dynamics could also affect such processes, e.g. via
Z-glueball mixing, however we expect the effects to be small; also, the decay Z → g̃g̃g̃ is below current constraints
on non-standard Z decays, BR(Z → XBSM) . 10−4.
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to the classical crossing time of the quirks (or length of the string),

T ∼ mq̃

Λ̃2
QCD

≈ 3× 10−24 sec
( mq̃

100GeV

)(5GeV

Λ̃QCD

)2

, (3.33)

i.e. our twin strings are microscopic, L ∼ 0.1 fm. This approach might naively seem at odds
with the fact that most twin quarks will be produced relativistic,

√
ŝ− 2mq̃ ∼ mq̃, therefore in

highly excited states. However excited bound states have annihilation rates suppressed by their
large angular momentum [63]. Therefore the low-lying states are eventually reached after the
quirks radiate away most of their energy into (relatively) soft twin glueballs and photons [74].
For the latter the typical radiation time can be estimated as tQED

rad ∼ (3/8πq2
q̃α)m3

q̃/Λ̃
4
QCD ≈

(2/q2
q̃ ) × 10−22 sec for the same parameters as in (3.33) and qq̃ the twin electric charge. This

means that the de-excitation process is fast, in particular no displaced vertices in quirk pair-
production and annihilation should be expected. Besides, twin glueball emission is also expected
to contribute to the process, at least for energies where the kinematical suppression from the
non-zero glueball mass is irrelevant.14

Let us focus therefore on the lightest twin quarkonium bound states with ` = 0, which
are a pseudoscalar η−+ and a vector Υ−−, both electrically neutral (see also [75, 76]).15 Their
mass is given to a good approximation by mη,Υ ≈ 2mq̃, while their decay rates can be found
e.g. in [77–79]. Of special significance is the fact that the decay of Υ−− to a pair of twin gluons
is forbidden, thus enhancing its branching ratio to SM final states. Neglecting the masses of the
daughter particles as well as mZ ,

ΓΥ−−→γh, Zh '
αq2

q̃ ỹ
2
q |ψ(0)|2
πm2

Υ

{
1, t2θW

}
, ΓΥ−−→ff̄ '

4Ncα
2[(QΥf

V )2 + (QΥf
A )2]|ψ(0)|2

m2
Υ

,

ΓΥ−−→g̃g̃g̃ '
40α̃3

s(π
2 − 9)|ψ(0)|2

81πm2
Υ

, (3.34)

where QΥf
V = qq̃(qf + qVZf/c

2
θW

) and QΥf
A = qq̃ q

A
Zf/c

2
θW

with qi the electric charge of i and

qV,AZf the vector and axial Z-charges of the SM fermions, e.g. for f = e, qVZe = 1
2(−1

2 + 2s2
θW

)

and qAZe = −1
4 . The twin-QCD structure constant α̃s is to be evaluated at mΥ,16 and ψ(0) is

the radial wave function of the bound state at the origin. For a Υ−− made of twin bottoms
(qq̃ = −1

3), the decay to three twin gluons is the largest for all twin quarks masses of interest,
mq̃ ∈ (0.1, 1) TeV, while for a bound state of twin tops (qq̃ = 2

3), decays to γh and Zh dominate,
owing to a large twin Yukawa coupling. Importantly, decays to SM fermions are always non-
negligible, e.g. BR(Υ−− → e+e−) ≈ 4− 10%, where the lower end is found for a twin top, quite
independently of its mass. In contrast, the η−+ decays almost exclusively to two twin gluons,
while its other allowed decay channels, to a pair of SM neutral gauge bosons (i.e. γγ, ZZ,Zγ),
are suppressed by the small electromagnetic coupling constant, e.g.

Γη−+→g̃g̃ =
8α̃2

s|ψ(0)|2
3m2

η

, Γη−+→γγ̄ =
12α2q4

q̃ |ψ(0)|2
m2
η

. (3.35)

14Here we follow [63, 64] where it is argued that the energetic strings quickly acquire large values of `, thus
suppressing annihilation and favoring the process of de-excitation by glueball or photon emission. If this were
not the case and annihilation took place before reaching the lowest bound states, the twin string would be best
described as a broad resonance.

15As usual the parity and charge-conjugation properties of the bound states are given by P = (−1)`+1 and
C = (−1)`+s respectively, s being the spin.

16To extract α̃s, we match it to the QCD coupling constant gs at m∗ = 5 TeV, i.e. g̃s(5 TeV) = gs(5 TeV), to
then run it down to the relevant scale, taking into account that only one generation of twin quarks contributes
to the running (and the twin top threshold).

40



3.4. Phenomenology

Figure 3.4: (Left) Pair production cross sections of twin quarks with hypercharge Yq̃ = 2
3

(solid) or Yq̃ = −1
3 (dashed). (Right) Upper 95% CL limit on Z ′ cross section times branching

ratio to dileptons from ATLAS searches in 36.1 fb−1 [80] (black solid) and in 139 fb−1 [81] (red
solid) of data at

√
s = 13 TeV, where the Z ′ is identified with the bound state Υ−− ∼ ¯̃qq̃ of

mass mΥ = 2mq̃, with theory predictions for Yq̃ = 2
3 (blue solid) and Yq̃ = −1

3 (blue dashed).
Also shown the projected bound after 3 ab−1 of integrated luminosity (see text for details).

For the relevant range of quirk masses BR(η−+ → γγ) ≈ q4
q̃ (1− 4)%, which means that even for

a twin-top bound state the branching ratio is always below the per cent.

The substantial branching ratio of the Υ−− to dileptons make its production at the LHC
one of the most promising avenues for detection of the twin quarks. To assess the sensitivity
of current LHC searches for dilepton resonances, we plot in Fig. 3.4 (left panel) the production
cross section of pairs of twin quarks with hypercharge either as that of the twin top, Yq̃ = 2

3 , or as
the twin bottom, Yq̃ = −1

3 (recall qq̃ = Yq̃). We keep the mass mq̃ a free parameter, but we recall

that in our twin Higgs model mt̃ ' mt/
√
ξ while mb̃ only needs to be large enough for Z → ¯̃

bb̃
to be kinematically forbiden, but otherwise it is not bounded by naturalness considerations; we
effectively vary mq̃ by changing the corresponding vector-like mass m̃q (i.e. keeping the Yukawa
coupling ỹq to its Z2-symmetric value). The fraction of events that go through the formation and
decay of Υ−− bound states rather than of η+− is expected to depend on their total decay rates,
ΓΥ,η, as r = 3ΓΥ/(3ΓΥ + Γη) [82], where the factor of three accounts for the number of degrees
of freedom in the vector bound state versus in the pseudoscalar. Because of the large decay rate
of the η+− to g̃g̃, we find r is always below 25% for a twin-top bound state and below 5% for the
twin bottom. With these results we have computed the cross section for production and decay
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to e+e− (and µ+µ−) of the Υ−−, which we show in Fig. 3.4 (right panel) for a bound state
made of twin quarks with either top-like of bottom-like hypercharges. Comparing them with
the latest ATLAS bounds on a Z ′ decaying to dileptons [81], we find that the current 139 fb−1 of
data at

√
s = 13 TeV are not quite enough to probe the small cross sections associated with the

hypercharged quirks. However, the order of magnitude increase in sensitivity needed to probe
the relevant twin-top cross sections could potentially be achieved at the LHC with 3 ab−1 of
integrated luminosity, as we also shown in Fig. 3.4. Such a expected a limit has been obtained
from a naive luminosity rescaling, after contrasting the improvement of the expected bounds
from 36 fb−1 [80] to 139 fb−1 [81] of data (note that the HL-LHC projections in [83] do not go
below 2 TeV resonance masses). In addition, searches for γh resonances are also relevant in view
of the large branching ratios of the twin-top Υ−− to this final state. Current analyses [84] set a
constraint σ ·BR . 10 fb, roughly one order of magnitude above the cross section predicted in our
scenario for mΥ ∼ 1 TeV, which makes this a very interesting signature for the high-luminosity
phase of the LHC.

Similarly, the cross section for production and decay to diphotons of the pseudoscalar, σ¯̃qq̃ ·
(1− r) · BR(η−+ → γγ) ≈ 1.6× 10−2 fb for mη = 1 TeV and Yq̃ = 2

3 , is for the most part down
by one/two orders of magnitude compared to current LHC bounds on diphoton resonances [85].
Once again the interesting conclusion is that the HL-LHC should have enough sensitivity to
probe a twin-top bound state decaying to γγ of mass as expected from twin parity, therefore
reaching the relevant parameter space. We note that the situation is certainly different if twin
quarks had larger hypercharges, for instance if Yq̃ = 2 current diphoton searches would already
exclude mq̃ . 1 TeV.

C Twin Glueballs

In our exceptional twin Higgs, twin glueballs are the lightest states of the twin sector. They are
produced from Higgs decays, as in other scenarios of neutral naturalness [27,86], as well as from
the decays of the twin-quark bound states, as discussed in the previous section.17 While the
former process dominates for heavy twin quarks, it is interesting that the decays of twin-bottom
bound states lighter than approximately 300GeV dominate the inclusive glueball production at√
s = 13 TeV: σ

(h)
g̃ ≈ 67 fb (ξ/0.1)2 while σ

(Υ+η)
g̃ is very near the total quirk production cross

section, shown on the left panel of Fig. 3.4, since bound-state annihilation to glueballs always
dominates.

The mass, lifetime and decay modes of a given glueball are determined by its quantum
numbers, see e.g. [87, 88]. Therefore, the actual signatures associated to glueball production
depend on which and how many glueballs are produced from the aforementioned decays. These
questions however cannot be reliably answered without a proper understanding of the non-
perturbative twin-color dynamics (see however [89]). We will therefore focus our attention on
the lightest glueball 0++, whose dominant decays are mediated by the Higgs, via the dimension-6
operator |H|2G̃µνG̃µν , as well as on the lightest glueball for which such decays are forbidden,
i.e. the 0−+, which decays almost exclusively to two photons. Both of these glueballs, of mass
m0++ ≡ m0 ≈ 6.9Λ̃QCD and m0−+ ≈ 1.5m0, are expected to represent a significant low-energy
population of the energetic twin gluons originally produced, with the 0++ expected to dominate
if the kinetic energy of the twin gluons is low, being the lightest. Other glueballs could also
yield interesting and somewhat distinct phenomenology, however the 0++ and 0−+ are good
representatives of the particularities of our exceptional twin Higgs with respect to previous

17Another potential source of glueballs is from the previous deexcitation of the quirks, which we neglect here
since it is unclear if such radiation would dominate over the electromagnetic one.
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3.4. Phenomenology

Figure 3.5: (Left) Branching ratio of the lightest glueball 0++ to diphotons (orange) and lab
decay length (blue) from production via either Higgs decays (dotted) or η−+ decays (solid),
for ξ = 0.1. (Right) Lab decay length of the lightest parity-odd glueball 0−+ (red), of mass
m0−+ ≈ 1.5m0, from production via either Higgs decays (dotted) or η−+ decays (solid). The
decay lengths have been computed under the assumption that the parent particle produces two
glueballs only, thus they should be understood as upper bounds.

models. For instance, we checked that the 2++ glueball decays predominantly to diphotons and
is stable on collider scales, as the 0−+, see Eq. (3.37).

Significant branching ratios to diphotons is in fact the identifying feature of the glueballs in
our scenario. These arise via dimension-8 operators of the form c FµνF

µνG̃ρσG̃
ρσ generated by

a twin-quark loop, of size

c ∼
α α̃sY

2
q̃

m4
q̃

, (3.36)

which is therefore enhanced at low twin-quark masses. For this reason in the following we
will consider the twin bottom as a key player in glueball phenomenology, and comment when
relevant on the differences that would arise if the b̃ is decoupled and only the twin top contributes,
e.g. Eq. (3.36) would be enhanced due to the larger hypercharge of t̃ but suppressed by its larger
mass. In the left panel of Fig. 3.5 we show the branching fraction to diphotons of the lightest
glueball in the (m0,mb̃) plane, in the range of glueball mass expected from our estimates of Λ̃QCD.
As anticipated, only for light twin bottoms this channel dominates over the standard Higgs-
mediated decay to a pair of SM bottoms. The decay length of the 0++ can be approximated,
for sufficiently large mb̃ and/or ξ by cτ0++ ≈ (0.4 m)(15GeV/m0)7(0.1/ξ)2 as in standard twin
Higgs constructions. Therefore, such glueballs are relativity long-lived, giving rise to displaced
vertices in a significant fraction of the parameter space. This decay length, but in the lab frame,
is also shown in the left panel of Fig. 3.5, where the boost factor is either from the decay of
a Higgs (blue dotted) or the decay of the twin-bottom bound states (blue solid), to two, and
only two, glueballs. More realistically, such decays will give rise to more glueballs, meaning
these lengths should be considered as upper bounds. One of the new and exciting features of
our glueballs is found in the right panel of Fig. 3.5, where we show the lab decay length of the
0−+, which almost exclusively decays to γγ and it is very long-lived, in fact stable on collider
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Figure 3.6: (Left) Current and projected LHC constraints on the 0++ glueball mass m0 and
the twin-bottom mass mb̃ from searches for displaced vertices, for ξ = 0.1. The bounds shown
correspond to 0++ production from annihilation of twin-bottom bound states at 8 TeV in 20 fb−1

of ATLAS data [93] (orange), and projected searches from [94] at 13 TeV with 20 fb−1 (dotted
red) and 3 ab−1 (dotted purple), as well as from the HL-LHC [95] (purple). Shown also the
HL-LHC bounds on 0++ production from Higgs decays (green). (Right) Expected number of
glueballs decaying to diphotons inside the MATHUSLA detector, from twin gluons produced at
the 13 TeV LHC after 3 ab−1 of integrated luminosity, via decays of the Higgs and twin-bottom
bound-states (black) or Higgs and twin-top bound-states with mt̃ ' mt/

√
ξ (blue), for ξ = 0.1.

scales in a large portion of parameter space. This can be easily understood from the fact that
its rest-frame decay length scales as

cτ0−+ ≈ (55 m)
( mb̃

150GeV

)8
(

20GeV

m0

)9(−1/3

Yb̃

)4

, (3.37)

which in the lab frame translates to up to 250 m. Since the dependence on either m0 or mb̃
is very strong, these glueballs could give rise either to displaced photons or to missing energy
signatures in the detector. In the latter case, the glueballs would eventually decay to a pair
of photons, which could potentially be detected by one of the proposed detectors dedicated to
long-lived particle searches [90–92]. Besides, notice that if the twin bottom is decoupled, cτ0−+

would be substantially larger, since the decay would only be mediated by the heavier twin top.
Before discussing the experimental prospects for such collider-stable glueballs, let us un-

derstand the sensitivity of current and future LHC data to the 0++ glueballs. Since these are
long-lived but always decay within the detector, they give rise to displaced vertices. This kind
of signals have been studied in detail in several works, e.g. [94, 96–99], and we reinterpret here
some of their results to account for the effects of our hypercharged twin quarks. In the left
panel of Fig. 3.6 we show the constraints on m0 and mb̃ from several searches for displaced
vertices. These in general focus on decays either in the inner detector, cτγ . 25 cm (γ the boost
factor), therefore sensitive to heavier 0++ glueballs, or in the hadronic calorimeter and/or muon
spectrometer, that is 2 m . cτγ . 10 m and thus of relevance for lighter glueballs. The current
most sensitive experimental analysis that is well suited to the features of our twin glueballs is
from ATLAS at 8 TeV and with 20 fb−1 of data [93] (small orange region in Fig. 3.6). While
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this search barely reaches the interesting region, the theory projections of [94] for 13 TeV and
20 fb−1 (dotted red line) show that with current data one could already probe twin-bottom
masses up to 150GeV, at least for glueballs that decay within the inner detector.18 We should
note however that these projections are somewhat uncertain, in particular to date there is no
experimental analysis demonstrating the sensitivity to such heavy glueballs, while the region at
small m0, which overlaps with the ATLAS 8 TeV analysis [93], has not been corroborated by a
recent 13 TeV analysis that studies glueballs decaying in the hadronic or the outer edge of the
electromagnetic calorimeters [100]. We have checked that this experimental analysis, based on
10.8 fb−1 of data, does not yield any constraint on out parameter space. Besides, the analysis
of [94] is not sensitive to glueballs originating from Higgs decays (for ξ . 0.1), but only to
those from the annihilation of twin-bottom bound states. In Fig. 3.6 we also show the region
covered by a naive (by 1/

√
L) rescaling of the projections of [94] to L = 3 ab−1 (dotted purple).

This simple extrapolation shows that the high-luminosity phase of the LHC could considerably
extend the coverage up to mb̃ ∼ 300GeV. Moreover, we have also recasted the HL-LHC projec-
tions from [95], which shows sensitivity to light 0++ glueballs produced from twin-bottomonium
annihilation up to mb̃ ∼ 400GeV (purple region), as well as glueballs from Higgs decays (green).
The latter region is independent of mb̃ since the twin bottom does not contribute significantly
to the Higgs branching ratio into twin gluons, being instead solely determined by ξ. Indeed, for
ξ . 0.01 the green region in Fig. 3.6 disappears. In addition, both the constraints associated
to Higgs and twin quarkonium annihilation extend to higher m0 values for smaller ξ, since the
decay rate of the 0++, dominated by Higgs exchange, decreases. Let us also comment on the de-
pendence of these constraints on the electric charge of the twin quarks, in particular for Yt̃ = 2/3
as it corresponds to the twin top. A larger Yq̃ implies a larger production cross section of the
twin quarks for the same mass, thus the main effect is that the constraints from searches for
displaced vertices extend to heavier mq̃. We find that 3 ab−1 could probe up to mt̃ ∼ 520GeV
for light glueballs or mt̃ ∼ 450GeV for heavy ones, close to the twin-top mass expected from
twin parity; we could forecast that a dedicated search would achieve the required sensitivity.
Let us add that in the above we have always assumed that two, and only two, 0++ glueballs are
produced during twin-color glueballization.

The very slow decay of twin glueballs such as the 0−+, see Eq. (3.37), could potentially
be detected by a surface detector such as MATHUSLA [90], granted its efficiency to identify
photons is not negligible. In the right panel of Fig. 3.6 we show a (very) rough estimate of the
number of photons that would decay inside the detector: L · σ0−+ · P (d), with L = 3 ab−1, the
13 TeV cross section σ0−+ includes glueballs from twin gluons produced in both Higgs (ξ = 0.1)
and twin-bottomonium decays, and P (d) = e−di/d(1− e−(di+∆d)/d)ΩM/4π is our naive estimate
of the probability for the glueball to decay inside MATHUSLA, where di ≈ 225 m (distance from
the interaction point to center of the closer horizontal edge of the detector), ∆d ≈ 45 m (the
corresponding maximum distance to the farther edge of the detector), d is to be identified with
the lab-frame decay length of the glueball, (cτγ)0−+ , and ΩM ≈ 0.3 the solid angle covered by
the detector.19 Once again we have assumed for simplicity that at least two, but only two, 0−+

glueballs arise from the hard-scattered twin gluons. We therefore conclude that large numbers of
glueballs, up to O(103) after 3 ab−1 of integrated luminosity, could potentially decay to diphotons
within MATHUSLA. Interestingly, this conclusion does not depend on the presence of light twin
bottoms in the spectrum, as shown by the blue contours in Fig. 3.6, corresponding to glueballs

18Even though most strategies, and in particular those of [94], focus on displaced vertices from Higgs decays,
we naively assume that similar sensitivities can be achieved for glueballs from twin-quark bound-state decays.

19A proper estimate would take into account that the distances to the closer and farther edges of the detector
depend on the direction of incidence of the glueball.
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from the decays of Higgs and twin-top bound states at their twin-symmetric mass (ξ = 0.1).

We conclude this section by noticing that another potentially relevant signature of our glue-
balls is given by the process pp → g̃g̃ → 0++0−+ + X, where the 0++ decays displaced to γγ
(even if this is a subleading decay channel, see Fig. 3.5), while 0−+ escapes the detector and
thus shows up as missing energy [101,102].

3.4.3 Fraternal Z ′

In the fraternal model, the spontaneous breaking of SU(2)
L̃
× U(1)

Ŷ
to U(1)Y gives rise to a

tree-level contribution to Y -parameter, which decouples with both the twin gauge coupling g̃
and the symmetry-breaking scale f as

YZ′ =
g2g′2ξ

g̃4(1− ξ) '
g′2

g̃2

m2
W

m2
Z′
, (3.38)

where on the r.h.s. we neglected subleading terms in ξ and g′/g̃. The constraint from LEP
Y . 1 · 10−3 then leads to an important upper bound on the parameter combination g̃4f2.
Nevertheless, except for very large g̃ or unless some ad hoc assumption is made on the decays
of the Z ′, this constraint is milder than the one arising from direct Z ′ searches at the LHC, as
shown in the right panel of Fig. 3.7.

We recall that the twin Z ′ is the axial combination of the B̂ and W̃ 3 gauge bosons, with
mass mZ′ ∼ g̃f/2. Its couplings to the SM and twin fermions can be written as

g̃Z ′µ

(
cθ̃J Qµ (ψ̃)− 1

cθ̃
J Ŷµ (ψ̃)−

s2
θ̃

cθ̃
J Yµ (ψ)

)
+O(ξ) , (3.39)

where sθ̃ = g′/g̃ and J Q,Ŷ ,Y are the U(1)
Q,Ŷ ,Y

currents made of either SM fermions ψ or twin

fermions ψ̃, with twin parity enforcing Ŷ (ψ̃i) = Y (ψi) and Q(ψ̃i) = Q(ψi). The O(ξ) term
stands for corrections induced after EWSB, which we safely neglected in the following. From
the last term in brackets one can immediately see that the Z ′ can be produced from a SM
fermion pair, e.g. qq̄ at the LHC, with a cross section that scales as σZ′ ∼ g′2(g′/g̃)2 for fixed
Z ′ mass and g̃ � g′. In this limit the width of the Z ′ is dominated by decays to twin fermions,
with branching ratios to SM fermions scaling as BR(ψ̄ψ) ∼ (g′/g̃)2. Therefore, for large values
of g̃ both production and SM decays are suppressed.

We find the strongest direct constraints on the Z ′ arise from ATLAS searches for a resonant
peak in dilepton (e+e−, µ+µ−) invariant mass distributions [80, 81]. The bounds on σ · BR are
shown in the left panel of Fig. 3.7, along with the theoretical prediction for three different values
of the twin SU(2)

L̃
gauge coupling and assuming one full generation of twin fermions the Z ′

can decay to.20 In the twin-symmetric case g̃ = g, we find mZ′ & 4.1 TeV, a stringent bound
that, according to Eq. (3.9), implies f & 10 TeV, way beyond natural values. This motivates
larger values of g̃, for which the constraints on mZ′ are milder and the corresponding amount of
fine-tuning is smaller. This is shown in the right panel of Fig. 3.7, where we plot the excluded
regions from LHC direct searches and from the Y -parameter Eq. (3.38) in the (f , g̃/g) plane,
along with contours of fixed mZ′ and tuning ∆g associated to the gauge contributions to the
Higgs potential for gρ = 6; values of ∆g & 0.5% can be achieved for g̃ & 2g.

In view of these results, the question arises of how g̃ could happen to be larger than g at low
energies. The naive possibility of decoupling two full twin generations at a high-energy scale

20The constraints would be mildly weaker if three twin generations instead of one were to be considered.
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Figure 3.7: (Left) Upper 95% CL limits on Z ′ cross section times branching ratio to dileptons
as a function of the Z ′ mass from a published search in 36.1 fb−1 of data at

√
s = 13 TeV [80]

(expected bound as black solid and observed as dashed) and from a more recent search with
139 fb−1 [81] (red), as well as the prediction for the twin Z ′ for different SU(2)

L̃
gauge couplings:

g̃ = g,
√

2g, 2g (blue dotted, dashed, solid respectively). (Right) In the plane of Higgs decay
constant f and g̃/g, excluded regions from Z ′ bounds (red shaded), the Y -parameter (purple
shaded) and ξ < 0.1 (green shaded). Also shown contours of constant twin Z ′ mass (blue solid)
and Higgs tuning (grey dashed), the latter computed with gρ = 6.

above m∗ where g̃ ≈ g, is at odds with the requirement of approximately equal color and twin-
color gauge couplings at m∗. Therefore, other ideas seem to be required (e.g. large threshold
corrections or extra SU(2)L-charged matter). These difficulties nevertheless suggest that the
easiest realization of our twin Higgs scenario is the minimal one, in which the twin SU(2)

L̃
gauge

symmetry has been broken above m∗.

3.5 Conclusions

In this Chapter, we have presented a twin Higgs construction that nicely exemplifies the exciting
prospects for discovery of these unorthodox low-energy manifestations of theories solving the
Hierarchy Problem, where the states that account for the little hierarchy between the Higgs mass
and the cutoff m∗ of the Higgs sector are colorless but hypercharged. This is a consequence of the
symmetry structure of the strong sector, whose dynamics is ultimately responsible for shielding
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the EW scale from UV thresholds while giving rise the Higgs in the IR. Besides a Z2 parity that
exchanges color and its twin, a global SO(7) symmetry, spontaneously broken to the G2, delivers
a Higgs and a twin Higgs that carries hypercharge. These couple to the SM fermions and their
twins, in particular to a twin top with 2/3 of electric charge, eliminating the leading sensitivity
of the Higgs potential to m∗. While this exceptional twin Higgs model admits a full mirroring of
the SM, we find that only when the twin gauge bosons are decoupled above m∗, the Higgs VEV
and mass can be reproduced with a mild level of fine-tuning, to a good approximation given by
2ξ ≈ 10%. The misalignment ξ = v2/f2 between the EW scale and the Higgs decay constant is
a common requisite in all the constructions with a composite-NGB Higgs, since its couplings to
the SM depart from those of an elementary Higgs proportionally to ξ, and such departures are
constrained by both EW precision tests and Higgs couplings measurements.

The exceptional twin Higgs leads to novel phenomenology that we call hypercharged natural-
ness. The leading indirect effect is found in the loop-induced Higgs coupling to photons, which
receives an additional contribution from the twin top making it more SM-like in comparison to
other composite Higgs models. The fondness of the twins for hypercharge, that is for photons
and Z’s, shows up in a striking way in processes where the twins are directly produced. In the
fraternal scenario, this quickly drives the model into fine-tuned territory, due to the relatively
light Z ′ that couples to the SM quarks and leptons via the mixing with the B. Much more
compelling however is the case where we strip our construction to the bare minimum: the twin
pNGBs, the twin top and possibly the twin bottom. While the neutral pseudoscalar ω0 is al-
most inert, the electrically charged scalar ω± is long-lived or stable on collider scales, giving
rise to charged tracks that the LHC could soon detect. The twin top/bottom exhibits quirky
phenomenology: once pair-produced they lose energy until they are brought back together by
the twin-QCD interactions, eventually forming low-lying twin-quarkonium states, either a pseu-
doscalar η−+ or a vector Υ−−. The former annihilates mostly to twin gluons, thus becoming
another source of twin glueballs besides those from Higgs decays as in other twin Higgs models.
The latter either annihilates to SM fermions, thus it could be detected as a Z ′-like resonance
(although with much smaller cross sections than the fraternal Z ′), or to γh and Zh, which can
be considered a smoking gun of our exceptional twin Higgs. The production cross sections are
small but kinematically accessible at the LHC, and prospects for a detection at the HL-LHC
are promising. Finally, the twin glueballs, in particular the lightest 0++, exhibit similar phe-
nomenology as those in other twin Higgs models: they are long-lived if the twin-QCD scale is
not considerably above ΛQCD. Amusingly, some of the glueballs such as the 0−+ decay almost
certainly to diphotons, and they are very long-lived, especially for a heavy twin bottom. In such
a case, these glueballs would leave the LHC detectors as missing energy, and eventually reappear
as a pair of photons, to be picked up by a future detector such as MATHUSLA.
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I.A SO(7) and G2 representation

In this appendix we construct the basis of generators for SO(7) in its spinor 8 representation.
We start with the Γ matrices, here written as outer products of the Pauli matrices,

Γ1 = σ1 ⊗ σ0 ⊗ σ2 ,

Γ2 = σ2 ⊗ σ0 ⊗ σ0 ,

Γ3 = σ1 ⊗ σ2 ⊗ σ1 ,

Γ4 = σ1 ⊗ σ2 ⊗ σ3 ,

Γ5 = σ3 ⊗ σ1 ⊗ σ2 ,

Γ6 = σ3 ⊗ σ2 ⊗ σ0 ,

Γ7 = σ3 ⊗ σ3 ⊗ σ2 . (I.A.1)

From these, a basis of generators is obtained as

Mij =
1

4i
[Γi,Γj ] . (I.A.2)

It is convenient to define the linear combinations

T 1
L = 1

2 (M14 −M23) , T 2
L = 1

2 (M13 +M24) , T 3
L = 1

2 (M12 −M34) , (I.A.3)

T 1
L̃

= 1
2 (M14 +M23) , T 2

L̃
= 1

2 (M13 −M24) , T 3
L̃

= −1
2 (M12 +M34) , (I.A.4)

T 1
R̂

= M67 , T
2
R̂

= −M57 , T
3
R̂

= M56 , (I.A.5)

which can be identified as the generators of the SU(2)L×SU(2)
L̃
×SU(2)

R̂
subgroups of SO(7).

We have normalized the generators as Tr[TATB] = δAB, except for those generating SU(2)
R̂

,

which again for convenience we define with s.t. Tr[T i
R̂
T j
R̂

] = 2δij .

The unbroken SU(2)
R=L̃+R̂

subgroup in G2 and the corresponding axial combination in
SO(7)/G2 are identified as

T iR = T i
L̃

+ T i
R̂
, (I.A.6)

T â=i+4 = 1√
3

(
T i
L̃
− T i

R̂

)
, (I.A.7)

with norm Tr[T iRT
j
R] = 3δij . The Higgs generators are

T â=2 = − 1√
6

(M15 −M26 −M37) , T â=1 = 1√
6

(M16 +M25 +M47) ,

T â=4 = − 1√
6

(M17 +M35 −M46) , T â=3 = 1√
6

(M27 −M36 −M45) , (I.A.8)
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while the rest of unbroken generators, in G2, are

1
2 (M15 +M26) , 1

2 (M16 −M25) , 1
2 (M35 +M46) , 1

2 (M36 −M45) , (I.A.9)
1

2
√

3
(M15 −M26 + 2M37) , 1

2
√

3
(M16 +M25 − 2M47) ,

1
2
√

3
(2M17 −M35 +M46) , − 1

2
√

3
(2M27 +M36 +M45) . (I.A.10)
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Interplay between Light New
Physics and Matter Density

51





Chapter 4

Motivation and Introduction

The rich physics of light scalar fields is behind their central role in many scenarios that address
the shortcomings of the standard models of cosmology and particle physics, such as the nature
of dark matter and dark energy and the electroweak hierarchy and strong-CP problems.

Among those, a particularly well motivated candidate of physics beyond the standard model
is the QCD axion [4, 6, 7]. There are many planned and ongoing experiments to look for the
QCD axion, with the strongest current constraints coming from astrophysics [103]. Especially
the dense environments of supernovae and neutron stars can be used as axion laboratories.

Another interesting aspect of scalar dynamics is associated with the presence of multiple
minima of the scalar potential, leading to a plethora of phenomena like false vacuum decay
[104,105], early universe phase transitions [106,107], or vacuum selection of a small cosmological
constant [108–110] or a small electroweak scale [8, 111–114]. The discovery that our vacuum
is just one of many in a landscape would have profound implications for our understanding of
particle physics.

Similar to the well-known case of finite temperature, in which the properties of a scalar field
change due to its coupling to a thermal bath, in this part of the thesis we wish to explore the
much less studied question of the properties of scalar fields in a background of finite density.

Finite density effects on scalar potentials have long been considered for the QCD order
parameters, see e.g. [115,116], as well as in the context of chameleon theories, see e.g. [117] for a
review. Moreover, it has been recently shown that the potential and the couplings of the QCD
axion [118], and of certain deformations thereof [119], change in systems with large baryonic
densities, such as neutron stars. In these examples, the coupling of the scalar to a background
matter density can displace the field away from its value in vacuum.

As we will see, the displacement of the scalar field also back-reacts on the system with large
density. While this can be used to put strong constraints on BSM models that significantly
change white dwarfs, neutron stars are much less constrained. The change of the properties of
neutron stars is an especially exciting prospect in light of the future NS mergers expected to be
seen in LIGO and the increasingly larger stellar remnant catalogue [120–122].

Another intriguing possibility is that the background density displaces the field all the way
to a deeper minimum. In this case the dense objects can seed phase transitions in our universe.
This leads to strong constraints on some models but also the exciting possibility to detect a
change of vacuum. After investigating this is a two minimum toy model, we apply our findings
to relaxion models, where we can place novel bounds on previously unconstrained parameter
space.

This part of the thesis is organized as follows: in Chapter 5, we introduce the QCD axion,
axion-like particle (ALP)s and the relaxion. In Chapter 6 we give a very brief introduction
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to stellar remnants. Then in Chapter 7 we investigate how the couplings of the QCD axion
change in a density background. In Chapter 8, we investigate how finite density effects on scalar
potentials with multiple minima can give rise to field displacements large enough to reach the
value of a lower energy minimum. Finally in Chapter 9, we investigate the back-reaction of
confined bubble of the scalar field on the matter density.

Chapter 7 is heavily based on [13], Chapter 8 on [11, 12] and Chapter 9 on [14, 15], from
which parts of the text and most of the figures are taken.
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Chapter 5

The QCD Axion, ALPs and the
Relaxion

In this Chapter we introduce the strong CP problem and the QCD axion as its solution. We
investigate the couplings of the QCD axion to matter within ChPT. After a short detour to
astrophysical bounds on the QCD axion, we then have a look at a light version of the QCD
axion, whose couplings are as the ones of the QCD axion but whose mass are lighter and
seemingly tuned [123, 124]. We finish this chapter by a short introduction to the relaxion, an
ALP that dynamically solves the EW Hierarchy Problem.

5.1 The Strong CP Problem and the QCD Axion

The absence of CP violation in the strong interaction is what is known as the strong CP problem.
Let us see in more detail how this problem arises: Let us start with the two flavor QCD
Lagrangian,

L =
∑

q

q̄
(
i /D +mqe

iγ5θq
)
q − 1

4
Tr [GG] + θ

g2

16π2
Tr
[
GG̃
]

(5.1)

This Lagrangian has two potential sources of CP violation, the topological term Tr
[
GG̃
]

and

the angles θq. Naively it seems that Tr
[
GG̃
]

is a total derivative and thus this term has no

influence on the equations of motion and therefore can be discarded. However let us look at
chiral rotations: It is well known that the U(1)A symmetry q → eiγ

5α is anomalous: While it
leads to θq → θq + 2α, it can be shown that at the quantum level it also shifts the theta term
θ → θ − 2α, see e.g. [125]. Because of this, only the linear combination θ̄ = θ + θq is physical.
One can for example show that the vacuum energy of QCD depends on θ̄ [126]. In the dilute
instanton approximation one finds [127]

E(θ) = −2Ke−8π2/g2
cos
(
θ̄
)
. (5.2)

Among the CP violating effects, the most sensitive probe is the neutron electric dipole
moment (EDM). The neutron EDM can be defined by the non-relativistic Hamiltonian

H = −dnEŜ, (5.3)

with a current bound of |dexp
n | < 3.0 · 10−26e cm [128]. We can write this in terms of a Lorentz

invariant Lagrangian as

L = −dn
i

2
n̄σµνγ5nF

µν . (5.4)
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While there are many different techniques to calculate the neutron EDM such as ChPT, QCD
sum rules, holography and lattice, we are only interested in an order of magnitude estimation.
The operator in question must be generated via an EM loop and an insertion of the phase in
the quark matrix. Being a dimension 5 operator, we find using NDA and expanding to linear
order in θ̄

L = − e

16π2

iθ̄mq

m2
n

n̄σµνγ5nF
µν . (5.5)

While this naive estimation leads to a bound θ̄ . 10−8, a precise calculation based on QCD sum
rules [129] leads to the bound θ̄ . 10−10. The smallness of θ̄, i.e. the smallness or absence of the
violation of CP in the strong interactions is the so-called strong CP problem. While there exist
different ideas to solve the strong CP problem, we focus on a very simple approach: We promote
the angle θ̄ → θ̄ + a

f , where a is a dynamical field, the axion and f is a scale called axion decay
constant to get the right dimensions. Looking at Eq. (5.2), we find that the vacuum solution is

〈
θ̄ +

a

f

〉
= 0, (5.6)

so the QCD axion dynamically solves the strong CP problem. Already from Eq. (5.2), we see
that the only parameter determining the QCD axion mass is the decay constant f . Note that in
the UV, one introduces a globel U(1)PQ symmetry, which gets spontaneously broken at the scale
f . The QCD axion is the corresponding GB. While in the original proposal [4, 6, 7], the scale
f was tied to the EW scale, it soon became clear that this is ruled out experimentally [130].
This lead to the proposal of the so-called invisible axions, in which f is a free parameter. Two
benchmark models are the KSVZ [131, 132]and the DFSZ [133, 134] axion, which differ in their
couplings to matter. However, in both cases all couplings to the standard model are suppressed
by 1

f .
While we focussed here on the QCD axion, light pseudoscalars appear quite numerously in

models beyond the standard model, for example in string theory compactifications, e.g. [135]. It
is therefore motivated to not just look for the QCD axion, but also for other light pseudoscalars
that do not fulfill the relation between mass and decay constant in Eq. (5.24). These are
called axion-like particles (ALPs). They do not fulfil the same relation between mass and decay
constant as the QCD axion, and, at the same mass, their couplings to the SM can be very
different.

5.2 The QCD Axion Couplings in ChPT

In this section we write down the low energy description of QCD, i.e. ChPT, where we include
nucleons as well as the QCD axion as an external field, see e.g. [136]. We use this to determine
the couplings of the QCD axion to nucleons. At the end of this section we have a short look at
the bounds on these couplings from astrophysical observations.

5.2.1 Axion Couplings in QCD

The Lagrangian of QCD with the axion is given by

L = LQCD +
1

2
(∂µa)2 + caγγ

a

f
F F̃ +

(
a

f
+ θ̄

)
g2

16π2
Tr
[
GG̃
]

+
∂µa

2F
JPQ
µ , (5.7)

with

LQCD = −1

4
GµνGµν + iq̄ /Dq − q̄Mqq (5.8)
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and

JPQ
µ =

∑

q

c0
q q̄γ

µγ5q, (5.9)

where the c0
q depend on the specific axion realization in the UV (e.g KSVZ or DFZS).

In the limit of vanishing quark masses, this Lagrangian is invariant under

SU(Nf )L × SU(Nf )R × U(1)V × U(1)A, (5.10)

however with the U(1)A being broken at the quantum level. As we go to lower energies, QCD
becomes strongly coupled and a quark condensate 〈q̄RqL〉 6= 0 develops. This quark condensate
spontaneously breaks

SU(Nf )L × SU(Nf )R × U(1)V → SU(Nf )L+R × U(1)V . (5.11)

From here on we specify on the case of two light flavors, i.e. we treat the mass of the strange
quark as heavy. Then this breaking generates three Goldstone bosons, the pions. We now want
to write down the low energy description with the axion included. To do this let us perform a
chiral rotation on the quark fields, i.e.

q → exp

[
i
a

2f
γ5Qa

]
q (5.12)

with TrQa = 1. As this rotation is anomalous, it eliminates the axion gluon coupling and the
axion is rotated into the quark mass term. We then find

LQCD = LQCD,0 − (q̄LMaqR + h.c. ) +
1

2
(∂µa)2 +

1

4
agaγγF

µνF̃µν +
∂µa

2fa
JPQ
µ , (5.13)

with

Ma ≡ e
ia(x)Qa

2fa Mqe
ia(x)Qa

2fa = e
ia(x)Qa
fa Mq, (5.14)

JµPQ =
∑

q

cq q̄γ
µγ5q, (5.15)

cq ≡ c0
q − [Qa]q . (5.16)

From now on we use Qa = diag[1,z]
1+z , where z ≡ mu

md
. This choice eliminates the mixing

between the axion and the pion in the chiral Lagrangian which we construct later. We then find
the rotated couplings to quarks,

cu−d =
1

2

(
c0
u − c0

d −
1− z
1 + z

)
,

cu+d =
1

2

(
c0
u + c0

d − 1
)
.

(5.17)

We identify the interactions of the axions with the quarks as external fields and classify them
according to their transformation properties as isovector axial vector aµ and vector vµ or isoscalar
axial vector asµ and vector vsµ as well as scalar and pseudoscalar fields s and p to find

La−q = −q̄LMaqR + h.c. +

(
q̄γµ

∂µa

2fa
(cu−dτ3 + cu+d1) γ5q

)

q=(u,d)T

= −q̄L(s− ip)qR + h.c. +
(
q̄γµ

(
vµ + vsµ

)
q
)
q=(u,d)T +

(
q̄γµ

(
aµ + asµ

)
γ5q
)
q=(u,d)T ,

(5.18)
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with

vµ = 0, vsµ = 0

aµ = cu−d
∂µa

2fa
τ3, asµ = cu+d

∂µa

2fa
1,

s = ReMa, p = − ImMa.

(5.19)

5.2.2 QCD Axion Couplings in ChPT

To write down the most general theory compatible with the symmetries of the system, we
use again the CCWZ construction [46, 47]. We parametrize the vacuum with a field that is an
element of the broken part of the symmetry of the Lagrangian. In this case the broken symmetry
is SU(2)A. We parametrize the vacuum by

U(π(x)) = e
i
πa(x)τa

fπ . (5.20)

This field transforms as U ′ = R′UL′† under a chiral transformation. We will not explicitly
construct the Lagrangian but instead refer the reader to recent reviews on ChPT, e.g. [137]. To
leading order, we find

L(2)
π =

1

4
f2
π

{
Tr
[
∇µU †∇µU + χ†U + χU †

]}
, (5.21)

where ∇µU is a covariant derivative given by

∇µU = ∂µU − iaµU − iUaµ − 2iasµU. (5.22)

At the next to leading order the terms are given by

L(4)
π =

10∑

i=1

LiPi +
2∑

j=1

HjP̃j , (5.23)

where explicit expressions can be found in [138]. Using equation (5.21) one can integrate out
the pions at tree level to find the axion mass [118,136]

m2
a =

m2
πf

2
π

f2
a

mumd

(mu +md)
2 . (5.24)

Let us now also include baryons into our effective description. For this, we introduce the isospin
doublet

N = (p, n)T. (5.25)

A convenient way to systematically construct the most general Lagrangian including baryons is
the following: We introduce the object

u =
√
U = exp

(
i
πaτa
2fπ

)
, (5.26)

and construct building blocks for the Lagrangian [139]. First, there is a connection

Γµ =
1

2

[
u†, ∂µu

]
− i

2
u† (vµ + aµ)u− i

2
u (vµ − aµ)u†. (5.27)
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Then another building block is

uµ = i
(
u†∇µu− u∇µu†

)
= i
{
u†,∇µu

}
= iu†∇µUu†

= i
{
u†, ∂µu

}
+ u† (vµ + aµ)u− u (vµ − aµ)u†.

(5.28)

Since the axion couples not just to an isovector axial current but also to an isoscalar axial
current, there is another term with the same transformation property as the one before which
one can construct,

ûµ = u†
(
vsµ + asµ

)
u− u

(
vsµ − asµ

)
u†

= u†asµu+ uasµu
†

= 2asµ.

(5.29)

Note that the superscript s indicates that it is the isoscalar part of the external gauge field. As
we construct explicitly in App. II.A.1, to leading order the Lagrangian is given by

L(1)
πN = N̄

(
iγµD

µ −m+
gA
2
γµγ5uµ +

g0

2
γµγ5ûµ

)
N , (5.30)

where DµN = ∂µN + ΓµN is the covariant derivative. We can now expand the building blocks
to first order in the axion field,

uµ =−
(
∂µπ

a

fπ

)
τa + cu−d

(
∂µa

fa

)
τ3 +

1

6f3
π

(
πaπa(∂µπ

b)τ b + πaτa(∂µπ
b)πb

)
+

+
cu−d∂µa

2faf2
π

πaπb
(
τ bδ3a − τ3δab

)
+ . . .

ûµ =cu+d

(
∂µa

fa

)
1.

(5.31)

This gives us the interaction of the QCD axion with nucleons. Let us simplify further and go to
the non-relativistic limit, the so-called heavy baryon chiral perturbation theory (HBChPT). We
split the for momentum of the nucleon pµ into a large piece mvµ and a residual piece smaller
piece lµ

pµ = mvµ + lµ, with v · l� m. (5.32)

This splitting enables us to expand the Lagrangian (5.30) in powers of l
m and l

4πfπ
. The four

momentum vµ has the properties v2 = 1 and v0 ≥ 1, and we can define the projectors

Pv± :=
1± /v

2
. (5.33)

At the same time we can split the baryon doublet into two pieces

Nv ≡ eimv·xPv+N , Hv ≡ eimv·xPv−N , (5.34)

a heavy and a light piece. Integrating out the heavy piece Hv using the projection operators,
we find the effective Lagrangian of the light fermion,

L̂(1)
πN = N̄ {iv ·D + gAS · u+ g0S · û}N, (5.35)

where

Sµv =
i

2
γ5σ

µνvν = −1

2
γ5 (γµ/v − vµ) , σµν :=

i

2
[γµ, γν ]. (5.36)
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From this, we can now read off the coupling of the axion to protons and neutrons. After
expanding in terms of the axion, we find

L ⊃ gAN̄SµuµN + g0N̄S
µûµN

= N̄Sµ
(
∂µa

fa

)
(cu−dgAτ3 + g0cu+d)N

= −N̄
(
σ ·∇a

2fa

)
(cu−dgAτ3 + g0cu+d)N.

(5.37)

From this we define the dimensionless coupling to protons and neutrons as

cp = cu−dgA + g0cu+d (5.38)

and
cn = −cu−dgA + g0cu+d (5.39)

One particularly important aspect is seen in the KSVZ or hadronic axion, where we have c0
q = 0:

there is a cancellation in the neutron couplings between the two individual contributions, s.t.
we find cKSVZ

n = 0.02(3), so the coupling is suppressed compared to it’s expected O(1) value by
almost two orders of magnitude. We will see in chapter 7, that this accidental cancellation is
lifted at high densities, and that this can have a significant impact on the astrophysical bounds
from dense systems like supernovae and neutron stars discussed below.

5.2.3 Astrophysical Bounds on the QCD Axion

The strongest bounds on the axion decay constant and therefore also on the axion mass come
from astrophysical observations. In this subsection we review the reasoning behind the bound
from SN1987A and comment briefly on NS cooling. For other astrophysical bounds such as
white dwarf and red giant cooling, see e.g. [140–143].

The only galactic supernova that we have observed with modern detectors is the NS1987A.
We observed alongside with the optical counterpart a distinct neutrino signal in several detectors
[144]. The neutrino burst lasted 10 s and agrees reasonably well with theoretical predictions.
In recent years self-consistent simulations of core-collapse supernovae (CCSN) are available, see
e.g. [145], and agree quite well with data. This implies that any additional energy loss due
to the emission of light particles beyond the SM is tightly constrained. A simple criterion by
Raffelt [146] states that the energy loss in axions evaluated at ρ = 3·1014g cm−3 and T = 30 MeV
is bounded by

εa . 1× 1019erg g−1s−1. (5.40)

This can then be compared to the expectation of the energy loss from axion emission. The
dominant channel for axion emission is [147] the one-pion exchange diagram (see Fig. 7.8). The
emissivity at tree level is well known and together with some simplifications (e.g. set the pion
mass to zero) lead to a bound of fa & 4 × 108 GeV for the KSVZ axion. Recently, this bound
has been revisited including some effects that were neglected before, like non-zero pion mass in
the propagator and density dependent nucleon mass [148]. Including these effects changes the
bound slightly to

g2
an + 0.61g2

ap + 0.53gangap . 8.26× 10−19 (5.41)

Note however that for all these calculations the vacuum couplings of the QCD axion to nucleons
was used. In Chapter 7 we derive the leading order corrections to the couplings of the axion at
finite density. We then briefly revisit this bound to include this new effect.
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Similar to SN cooling, there also exist bounds from the observation of NS cooling. As before,
an additional channel to lose energy is tightly constrained, leading to very strong bounds on the
axion coupling, see e.g. [149–152]. In this case, because of the composition of neutron stars, the
bound however is much more sensitive on gan and not as much on the coupling to protons gap.
This makes it hard to place robust bounds on the axion decay constant or mass in the case of
the KSVZ axion: The coupling of the KSVZ axion is compatible with zero for all f . However,
as we also will see in Sec. 7, this is changed if we consider density corrections to the coupling of
the axion to neutrons.

5.3 Light QCD Axions

As we have seen above, the mass of the QCD axion is given by Eq. (5.24). This mass comes
from non-perturbative effects of QCD. In principle there could be other contributions to the
mass of the QCD axion, however these contributions are typically not aligned with the QCD
contribution, such that they typically would re-introduce the strong CP problem. This is the
so-called axion quality problem. Because of this, other sources for the axion potential are very
constrained and the prediction of the QCD axion mass is quite robust. However quite recently a
symmetry based mechanism was found that leads to lighter QCD axions [123, 124]. The model
is based on a discrete ZN symmetry,

ZN : SMk → SMk+1(modN)

a→ a+
2πk

N
fa,

(5.42)

where the symmetry is non-linearly realised on the axion. One of the SM is our own, while the
others are mirror copies, while all give an aligned contribution to the axion mass, such that for
all odd N , the minimum of the axion potential is still at a = 0. It is non-trivial to resum all the
contributions and we just state the result for large N following [124]

m2
a '

m2
πf

2
π

f2
a

zN

π
N3/2

√
1− z
1 + z

, (5.43)

where z = mu
md
' 0.48. It is this apparent down-tuning of the QCD axion mass that can give rise

to many interesting phenomenological effects, some of which we will explore Sec. 9.1.

5.4 The Relaxion - A Dynamical Solution to the EW Hierarchy
Problem

Another model that we want to introduce here is the relaxion. It is an ALP that dynamically
solves the EW Hierarchy Problem. In this section we review the relaxion in its original formula-
tion [8], however see e.g. [153–159] for other realisations and stopping mechanisms. The relaxion
mechanism solves the Hierarchy Problem up to some cut off M by coupling the Higgs squared
term with an ALP in the following manner

V (φ, h) = −1

2

(
M2 + gMφ

)
h2 +

λ

4
h4 − gM3φ− c1

2
g2M2φ2 − Λ4

B(〈h〉) cos

(
φ

f

)
. (5.44)

Here g is a small coupling that breaks the shift-symmetry of φ. Note that the continuous shift
symmetry of φ is broken to the discrete one φ→ φ+ 2πn by the periodic term in the potential.
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The relaxion slow rolls down the potential during inflation. It starts at large field values
φ ∼ −2M/g, thereby scans the Higgs mass m2

h = −(M2 + gMφ). Once m2
h = 0, or equivalently

φc = −M/g, EWSB occurs. Thus, for values φ ≥ φc, the Higgs gets minimised at

〈h〉 = v(φ) = M

√
1 + gφ/M

λ
. (5.45)

The backreaction scale Λ4
B(〈h〉) grows with the Higgs VEV, s.t. after the Higgs get a small

VEV, the φ potential has a minimum. As the field is slow rolling during inflation, it will stop as
soon as a first minimum appears. There are two simple benchmark models for the origin of the
barriers: They can originate from QCD, if the field φ is the QCD axion. This however has some
problems accompanying it: The QCD axion dynamically sets θQCD as seen above. However,
the relaxion minimum is not at θ ' 0, but due to the linear slope at θ ' π/2. Therefore, if one
wants to realise the QCD relaxion mechanism, one has to invest in some further model-building,
e.g. decreasing the linear slope after inflation by ∼ 10 orders of magnitude. An easy way out
is to consider a new confining gauge group beyond the SM that generates a (Higgs dependent)
potential for the ALP. In this case, if the confinement does not break electroweak symmetry,
the potential depends quadratically on the Higgs, i.e. Λ4

B(h) ∼ Λ4
C
h2

v2 . We refer to this as the
non-QCD relaxion below.

While we discuss the precise form of the potential close to the minimum below in Chap. 8,
here we review some of the constraints on the Hubble parameter during inflation, which lead us
to an upper bound on the cutoff M .

The rolling of φ is described by slow-roll during inflation, such that its EOM gives

φ̇ = −V
′ (φ)

3H
. (5.46)

Typical quantum fluctuations of the order ∆φ ∼ H/2π smear the axion field over some range
in field space. A too large smearing can be avoided assuming classical dominance in the field
evolution (using the above equation with dφ ∼ H, dt ∼ H−1)

H <
V ′(φ)

H2
→ H <

(
gM3

)1/3
. (5.47)

Appart from constraint (5.47), there are two other conditions on the Hubble scale of inflation.
The first is that the vacuum energy during inflation is greater than the vacuum energy change
along the φ potential, namely M4, so

H >
M2

MPl
. (5.48)

Furthermore the Hubble scale of inflation has to be lower than the confinement scale, other-
wise the barriers will never form, therefore

H < Λ4
B. (5.49)

Taking the constraints (5.47), (5.48) and (5.49) one can derive an upper limit on the cut-off

M <

(
Λ4
BM

3
Pl

f

)1/6

. (5.50)

Thus the relaxion can solve the EW Hierarchy Problem dynamically up to this cutoff. As we
will see below in Chap. 8, the relaxion potential is very sensitive to finite density effects. We
will there derive novel bounds on the relaxion parameter space originating from density induced
phase transitions.
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Chapter 6

The Structure of Stellar Remnants

As we have already seen in 5.2.3, dense systems are interesting laboratories to test light new
physics. Some of the strongest bounds on the QCD axion couplings come from SN and NS
cooling. However, as we will in the next chapters, we have to be careful when setting these
bounds: Finite density can have a large influence on new light scalars, for example by changing
its coupling to SM particles (Chapter 7). For some models, high density can even trigger a phase
transition (Chapter 8). At the same time, these new light scalars can have a large influence on
the structure of dense objects, in particular stellar remnants (Chapter 9). To set the stage for
these interesting effects, in this Chapter we give a brief introduction to stellar remnants, i.e. to
white dwarfs and neutron stars, for a pedagogical introduction see e.g. [160].

In all stars, there is an equilibrium between the crushing force of gravity and the stabilizing
pressure that comes either from temperature (e.g. main sequence stars) or from Fermi degeneracy
pressure (degenerate stars). The relativistic equations that govern such a system are the so-called
Tolman-Oppenheimer-Volkoff (TOV) equations (see e.g. [160]),

p′ = −GMε

r2

[
1 +

p

ε

] [
1− 2GM

r

]−1 [
1 +

4πr3p

M

]
,

M ′ = 4πr2ε,

(6.1)

where G is Newtons constant, M(r) the enclosed mass and all derivatives are taken with respect
to the radial coordinate.

To describe different stars, we have to know the properties of matter at these densities.
These are then encoded in the equation of state (EOS), which relates ε and p. Once an EOS is
known, the TOV equations can be numerically integrated to find curves of stellar equilibrium.

6.1 White Dwarfs

White dwarfs are degenerate stars which are the end states of stars with masses below ∼ 8M�,
which were not heavy enough to become a neutron star or black hole [160]. Most of their pressure
comes from electron degeneracy pressure, while their mass comes from the non-relativistic nuclei.

Because of charge neutrality the number density of electrons is related to the number density
of nucleons, nN ' µeρe, where µe = A/Z is the ratio of nucleons per electron. Since white dwarfs
are composed of light nuclei, ranging from helium 4He to magnesium 24Mg, the ratio of electrons
per nucleons is to good approximation µe ' 2.

In the following we take a very simple model which can reproduce the main features of white
dwarfs: the non-interacting Fermi gas of degenerate electrons and a gas of nuclei. For simplicity,
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Chapter 6. The Structure of Stellar Remnants

we take positively charged non-relativistic nuclei with twice the nucleon mass mψ = 2mN . The
pressure is dominated by the electron contribution, p = pe+pψ ' pe, while the nuclei constitute,
to good approximation, the entire energy density, ε = εe + εψ ' εψ ' mψρψ.

Charge neutrality implies ρψ = ρe ≡ ρ, which we can use to relate the electron Fermi
momentum and the nucleon energy density via kF = (3π2ε/µemN )1/3, which is enough to give
the equation of state

p(ε) =
2

3

∫ kF (ε)

0

d3k

(2π)3

k2

√
k2 +m2

e

. (6.2)

Note that we are working in the zero temperature limit.
The equation of state completes the set of equations that describe the balance between the

electron degeneracy pressure and gravity, the TOV equations 6.1. One can numerically solve
this system for different central pressures p(r = 0). This gives rise to all stable white dwarf
configurations which lie on a curve in the mass-radius plane, the so-called mass-radius relation
shown in Fig. 6.1. Note that configurations with ∂M/∂R > 0 are not stable. We can estimate
the typical radius of white dwarfs as RWD '

√
8πMp/(memp) ∼ O(1) × 103km, while the

maximal energy density in white dwarfs is the central density of the most massive stable object
and is approximately εWD

max ' (O(10) MeV)4.

6.2 Neutron Stars

Neutron stars are the smallest and densest stars known. While the detailed structure of neutron
stars is complicated and unknown (see e.g. [161] for a recent review), to get an order of magnitude
estimate, one can model a neutron star as non-interacting neutrons stabilized against gravity
by their Fermi pressure. However, we know that at such high densities neglecting interactions is
not a very good approximation. Especially the strong force becomes non-perturbative at such
high densities and because of this the actual equation of state of neutron star matter is not know
from first principle. At the same time modelling dense systems on the lattice is not possible
due to the so-called sign problem [162]. This inevitably leads to O(1) theory uncertainties when
modelling neutron stars.

We now review the free Fermi gas of neutrons as a first approximation of the EOS of neutron
stars. The treatment is very similar to the treatment of white dwarf above. However, this time
the pressure as well as the energy density comes from relativistic neutrons, and are given by

εn(ρ) ≡ 2

∫ kf (ρ) d3k

(2π)3

√
k2 +m2

n , (6.3a)

pn(ρ) ≡ 2

3

∫ kf (ρ) d3k

(2π)3

k2

√
k2 +m2

n

. (6.3b)

From this one can numerically find the EOS, p(ε), which has to be plugged into Eq 6.1. As
for white dwarfs, to find the mass radius curve of equilibrium configurations, one again solves
the TOV equations with the corresponding EOS for different central pressures p(r = 0). The
result is also shown in Fig. 6.1. Typical densities are of order of nuclear saturation density
ρ0 ' 0.16/fm3, while typical radii can be estimated as R '

√
8πMp/m

2
n ∼ O(few)km.

Note, as already discussed above, the free Fermi gas EOS is a very simplistic model for a
neutron star. It cannot reproduce many of the measured properties, e.g. the maximal mass of
the free Fermi gas EOS is ∼ 0.7M�. However, neutron stars with masses above 2M� have been
measured [163], and our toy model of the free Fermi gas is no more than an order of magnitude
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Figure 6.1: Configurations of stellar equilibrium. Right branch: White dwarfs modelled as a
free Fermi gas of nuclei and electrons as described in the text. Left branch: Neutron stars as
described by a free Fermi gas of neutrons.

estimation of the properties of neutron stars. We nevertheless use these estimates below, in
order to study the interplay of some BSM models with high nucleon density.

65



Chapter 6. The Structure of Stellar Remnants

66



Chapter 7

QCD Axion Couplings to Nucleons
at Finite Density

As we have seen above, some of the strongest bounds on the QCD axion come from supernovae
[148, 242] (see Sec. 5.2.3), while bounds from neutron star cooling are in the same ballpart
[149–152]. In previous calculations of the axion emission inside these objects, the vacuum
couplings of the axion have been employed. It is however well known that couplings in the chiral
Lagrangian are density dependent. The density dependence of gA in Gamov-Teller transitions
has been calculated in [164]. Using this density dependence of the couplings of the axion in
these dense objects were estimated in [118]. In this Chapter we systematically calculate the
axion coupling at finite density in HBChPT.

We start this Chapter by a short review of HBChPT at finite density where we also review
the power counting scheme of HBChPT introduced by Weinberg [108]. We then see that in order
to get the dominant density corrections to the axion coupling, we need the NLO Lagrangian,
which is constructed in App. II.A.1. In Sec. 7.2 we calculate the density corrections to the
couplings in the zero temperature limit as well as at finite temperature. In Sec. 7.3 we comment
on the relevance of the deformations of the couplings on astrophysical bounds on the QCD axion.

The content of this chapter is based on work in progress [13].

7.1 Heavy Baryon Chiral Perturbation Theory at Finite Density

We have already introduced HBChPT already in Sec. 5.2.2. In this section we first review the
power counting scheme introduced by Weinberg [165]. Then we calculate the nucleon propagator
at finite density and identify the leading contributions to the axion nucleon coupling at finite
density.

7.1.1 Power Counting in Heavy Baryon Chiral Perturbation Theory

In order to systematically see which diagrams do or do not contribute to a process at a given
order, we need to organize our diagrams by their relevance. The power counting in effective
field theories, especially chiral perturbation theory, was pioneered by Weinberg [165–168], for a
more recent discussion we refer to [137,169,170]. We expand the theory in powers of momentum

over mass scale, in this case in powers of
(
Q
Λ

)ν
, where Λ ' 700 MeV is the QCD scale and

p the momentum involved in the process. In general a Feynman diagram will be given by an
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expression of the form

δ(4)(p)C
∫ (

d4q
)L 1

(q2)Ip
1

qIn0

∏

i

(
qdi
)Vi

, (7.1)

where L is the number of loops, In (Ip) is the number of internal nucleon (meson) lines, di is
the number of derivatives or pion mass insertions in the ith vertex, appearing Vi times in the
diagram. C counts the number of disconnected diagrams. We can see that such diagrams have
a momentum suppression ν of

ν = 4− 4C + 4L− 2Ip − In +
∑

i

Vidi (7.2)

We can use now the identities
∑

i

Vini = 2In + En,

∑

i

Vipi = 2Ip + Ep,
(7.3)

as well as the topological identity

L− C = Ip + In −
∑

i

Vi, (7.4)

to simplify this expression. Here En (Ep) is the number of external nucleon (meson) lines in the
diagram, ni (pi) is the number of nucleon (meson) lines attached to each vertex with index i.
We can use Eq. (7.3) to write equation Eq. (7.4) as

2(L− C) = −En − Ep +
∑

i

Vi(ni + pi − 2). (7.5)

Using this as well as In =
∑

i Vi
ni
2 − En

2 we find

ν = 4 + 2(L− C)− En
2

+
∑

i

Vi(di +
ni
2
− 2). (7.6)

As discussed in the references above, due to the different normalization of the multi-particle
states,

2N : 〈p1p2 | p′1p′2〉 = δ3 (p′1 − p1) δ3 (p′2 − p2)
3N : 〈p1p2p3 | p′1p′2p′3〉 = δ3 (p′1 − p1) δ3 (p′2 − p2) δ3 (p′3 − p3) ,

(7.7)

adding spectator nucleons changes the power counting. This can be circumvented by modifying
the counting [170]. We redefine ν → ν + 3

2En − 6 to account for that to find

ν = −2 + En + 2(L− C) +
∑

Vi∆i , ∆i = di +
1

2
ni − 2. (7.8)

This gives us a consistent power counting in terms of
( p

Λ

)ν
. However, in HBChPT we simulta-

neously expand in powers of p
mN

. In the following we will use the counting

Q

mN
∼ Q

Λχ
, (7.9)
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however we also keep in mind that mN > Λχ, such that at a given order typically the corrections
∼ Λ−1

χ are dominant.

To include the axion in the power counting we first notice that whenever the axion field a
appears it comes with a factor of 1

fa
, where fa is much larger than all other scales involved. We

are interested in processes with one external axion, such that the leading order the amplitude

is already O
(

1
fa

)
. All amplitudes including an additional internal axion are negligible.

We can now compare the pion/nucleon momenta with the one of the axion. Because of the
splitting of the nucleon momenta in Eq. (5.32)

pµ = mvµ + kµ, (7.10)

the residual momentum of the pion and the nucleon will have the relation v · k ∼ k2

2m . Since the
axion mass is negligible m2

a ' 0, we have

(p0
a)

2 = (pa)
2. (7.11)

This means that it makes no difference in the power counting if the axion couples e.g. like v · pa
or like S · pa:

v · pa ∼ p0
a ∼

p2

2m
∼ Q

m
Q,

S · pa ∼ σ · pa ∼ |pa| ∼ p0
a ∼

Q

m
Q,

(7.12)

where Q is a typical momentum involved.

It is now easy to see now that the leading order axion-nucleon vertex is chiral order ν = 0.
There are corrections coming from loops as well as from higher order terms in the Lagrangian
at ν = 2.

7.1.2 Finite Density Propagator and Density Loops

Calculations at finite density and temperature are well known, see e.g. [171] for a detailed
derivation of propagator in real-time formalism (for a general introduction to finte temperature
quantum field theory see e.g. [172]). These techniques have also been applied within ChPT, e.g.
in the context of the nucleon potential [173]. In this section we summarize the main points:
Following the textbook derivations of the fermion propagator at finite temperature and density,
and going to the heavy baryon limit, at leading order we find

iG(p, T ) =
i

k0 + iε
− 2π

[
δ(k0 − k2

2m
)θ(p0)

1

eβ(ω−µ) + 1
+ δ(k0 + 2m)θ(−p0)

1

e−β(ω−µ) + 1

]
,

(7.13)
where ω ≡ p0 ' m + k0 and β = T−1. Note that we introduced only one chemical potential
for the baryons, i.e. for simplicity we looked at mixed matter with an equal amount of protons
and neutrons. Conceptually it is also very simple to introduce an asymmetry, as we want when
looking at neutron star matter. The momentum k is already the residual momentum of the
decomposition (5.32). The first term in equation (7.13) is the normal free-space propagator,
while the second term is the so-called ”medium insertion” and accounts for the filled Fermi sea
of nucleons. In the zero temperature limit, this simplifies to

iG(p) = P+iG0(p)P+ =
i

k0 + iε
− 2πδ(k0)θ(p0)θ(kf − |k|). (7.14)
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It is the medium insertion of this propagator that gives rise to a systematic expansion in
kf
Λχ

. In

addition to the usual (vacuum) loop diagrams, for every nucleon momentum in the loop, there
is the corresponding term with the density insertion [173]. In Fig. 7.2 we show the leading order
(ν = 2) and next-to-leading order (ν = 3) corrections to the nucleon axion vertex with a density
insertion. The leading ν = 2 vacuum corrections are already calculated in [174]. Note that to
get the ν = 3 density corrections, we need vertices at ν = 1, as the loop adds ∆ν = 2. To this
order, containing at least one axion and one nucleon, the Lagrangian reads as

L(0)
πN = N̄ {iv ·D + gAS · u+ g0S · û}N, (7.15)

L(1)
πN =− 1

2m̊N
N̄
(
D2 + igA{S ·D, v · u}+ ig0{S ·D, v · û}

)
N+

+ N̄

{
ĉ1 〈χ+〉+

ĉ2

2
(v · u)2 + ĉ3u

µuµ + ĉ4 [Sµ, Sν ]uµuν + ĉ5χ̃++

+
ĉ8

4
(v · u)(v · û) + ĉ9u

µûµ

}
N,

(7.16)

and

L(1)
πNN =

cD
2f2
πΛχ

(N̄N)
(
N̄SµuµN

)
+

c̃D
2f2
πΛχ

(N̄N)
(
N̄SµûµN

)
. (7.17)

The terms ∼ ĉ2 and ĉ8 are suppressed because of the momentum structure and diagrams in-
volving them are one order higher than their formal counting. In the next section, we see how
finite density corrections in SN and NS environments, where densities are of the order of nuclear
saturation density and higher, can play a large role. Note that the low energy constants that
are associated with the isoscalar part of the axion are unknown (as they do not exist in a theory
with pions only).

We parametrize the unknown constants according to naturalness similar as in [174]. The
large size of ĉ3 and ĉ4 comes from an enhancement of the ∆ resonance going on-shell. Due to
isospin selection rules such an enhancement is not there for ĉ9. We thus chose a distribution
for ĉ9 and c̃D

Λξ
that is rather flat around the origin and drops off fast for values � 1

Λχ
. We

parametrize it as a sum of two normal distributions, one around 0.5
Λχ

and one around −0.5
Λχ

, each

with a standard-deviation of 0.5
Λχ

. In Table 7.2 we summarize the known constants with error
bars. Note that for all of the low-energy constants we take the value and error bar from one
extraction scheme, however different values quoted by different authors are not necessarily in
good agreement.

gA g0 m̊N

1.25(6) 0.44(6) 872(3)MeV

Table 7.1: Constants in the leading order chiral Lagrangian are taken from [174]. Note that
these are the isospin symmetric values at third order and not the physical one.

7.2 The Axion-Nucleon Coupling at Finite Density

We now explicitly evaluate the vertex corrections to the axion mass. This Section is quite
technical, as it involves the explicit calculation of all finite density loop diagrams with ν ≤ 3.
All non-vanishing diagrams are shown in Fig. 7.2. Note that here we evaluate the diagrams at
mixed matter, which are conditions similar to a supernova, while for neutron star matter with
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Figure 7.1: The distribution that is used for the unknown constants ĉ9 and cD/Λχ in GeV−1

as is inspired by dimensional analysis. As discussed in the text, a similar enhancement as for
ĉ3/4 is not expected.

much more neutrons than protons, this can be done in an analogous way. While we only show
the calculations for mixed matter, we show the results also for pure neutron matter.

7.2.1 ν = 2 Diagrams

In the first line of Fig. 7.2 we show all non-vanishing diagrams that appear at ν = 2. The are
additional ones shown in Fig. 7.3 that evaluate to zero, which can easily be understood: the
first diagram gives rise to an in-density mixing of the axion and the pion. We can get rid of
this however by a field redefinition. In the limit ma → 0, this does not generate a new term,
and thus these terms have to be ∝ ma and therefore negligible. This can also be checked in an
explicit calculation where one finds that they are ∝ (pµa)

2
. On the other hand, the diagrams

cancel each other in pairs, if one plugs in the finite density propagator and evaluates the trivial
k0 integral.

We are thus left with only two different species of diagrams that we need to calculate. The
correction coming from the first two diagrams is given by

V1 =

∫
d4k

(2π)4
(−1)

[
− gA

2fπ
σ · (k − p)τa

] [
i

k0
− 2πδ(k0)θ(kf − |k|)

] [
ci

2fa
σ · pa

]
×

×
[

i

k0 + p0
a

− 2πδ(k0 + p0
a)θ(kf − |k + pa|)

] [
gA
2fπ

σ · (k − p)τ b
] [ −iδab

m2
π − (k − p)2

]
.

(7.18)

We can already see from here that this will only contribute with one higher power of pa compared
to the tree level diagram and is therefore negligible for the typical conditions we consider. Note

ĉ1 ĉ3 ĉ4 ĉ5 cD
−0.89(6)GeV−1 −4.59(9)GeV−1 3.51(13)GeV−1 −0.09(1)GeV−1 0.81(30)

Table 7.2: Low energy constants used in the next section and their errors. The constants ĉ1,
ĉ3, ĉ4 are taken from [175], where for c4 we included an additional term

Λχ
4m̊N

(see App. II.A.1),
ĉ5 is taken from [176], while the central value of cD is taken from [177].
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Figure 7.2: First line: all contributing diagrams at ν = 2. Second line: the relevant diagrams at
ν = 3. The vertical double line indicates that we used the vertex part of the nucleon propagator.
The solid circle indicates that a higher order vertex is used.

Figure 7.3: Not contributing diagrams at ν = 2. Note that not all diagrams vanish separately,
but diagram two and three as well as four and five cancel each other at leading order.

that the above contains the vacuum part along with the finite density contributions. For the
density contribution we find (see App. II.A.2 for a sample calculation)

V1 =

(
gA
2fπ

)2 1

p0
a

τa
ci

2fa
τa [2 (I1(m̃π,p,pa)− I1(mπ,p+ pa,pa)) +

− σ · pa (I2(m̃π,p+ pa)− I2(mπ,p))] .

(7.19)

with I1 and I2 defined in App. II.A.3. The diagrams three and four in the first line of Fig. 7.2
give

(1) =

∫
d4k

(2π)4
(−1)

[
cu−d
2fπfa

v · paε3abτ b
] [
−2πδ(k0)θ(kf − |k|)

]
×

×
[
gA
2fπ

σ · (k − p− pa)τ c
] [ −iδac

m2
π − (k − p− pa)2

]
,

(7.20)

(2) =

∫
d4k

(2π)4
(−1)

[
− gA

2fπ
σ · (k − p)τa

] [
−2πδ(k0)θ(kf − |k|)

]
×

×
[
cu−d
2fπfa

v · paε3bcτ c
] [ −iδab

m2
π − (k − p)2

]
.

(7.21)

We can evaluate the integrals to find (see App. II.A.3 for more details)

V2 = (1) + (2) =
cu−dgAp

0
a

2f2
πfa

τ3 (I3(mπ,p) + I3(m̃π,p+ pa)) . (7.22)
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At leading order in pa, this contributes ∝ m2
π

(4πfπ)2 . Note that for typical conditions we consider,

kf � mπ, and so the next order diagrams, which scale as O

(
k3
f

Λχ(4πfπ)2

)
typically dominate or

are of the same size.

7.2.2 Dominant ν = 3 Diagrams

The dominant ν = 3 diagrams are shown in the second row of Fig. 7.2. The vertex (solid dot)
can come from multiple terms in the Lagrangian, each with a different structure, and thus we
treat them separately. We find

(1)1 =

∫

|k|≤kf

d3k

(2π)3

[
2iδ3a

(
cu−d
fπfa

)
ĉ3 (k − p− pa) · pa

] [ −iδab
m2
π − (k − p− pa)2

]
×

×
[
gA
2fπ

σ · (k − p− pa) τ b
] (7.23)

(1)2 =

∫

|k|≤kf

d3k

(2π)3

[
i
ĉ9cu+d

fπfa
τa (k − p− pa) · pa

] [ −iδab
m2
π − (k − p− pa)2

]
×

×
[
gA
2fπ

σ · (k − p− pa) τ b
] (7.24)

(1)3 =

∫

|k|≤kf

d3k

(2π)3

[
i

(
cu−dĉ4

fπfa

)(
εa3bτ

b
)
εijkσk (k − p− pa)i paj

]
×

×
[ −iδac
m2
π − (k − p− pa)2

] [
gA
2fπ

σ · (k − p− pa) τ c
] (7.25)

(1)4 =

∫

|k|≤kf

d3k

(2π)3

[
4ĉ5i

m2
afa
f3
π

τa
] [ −iδab

m2
π − (k − p− pa)2

] [
gA
2fπ

σ · (k − p− pa) τ b
]

(7.26)

Each of the integrals can be solved and with the help of some manipulations and we find

(1)1 =

(
gAcu−dĉ3

f2
πfa

)
τ3
(
p2
aI3(m̃π,p+ pa)− I1 (m̃π,p+ pa)

)
(7.27)

(1)2 =

(
3gAĉ9cu+d

2f2
πfa

)(
p2
aI3(m̃π,p+ pa)− I1 (m̃π,p+ pa)

)
(7.28)

(1)3 = −
(
gAcu−dĉ4

f2
πfa

)
τ3 [I1(m̃π,p+ pa)− σ · paI2(m̃π,p+ pa)] (7.29)

(1)4 = −
(

6gAĉ5m
2
afa

f4
π

)
I3(m̃π,p+ pa), (7.30)
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p+ pa

p

pa

1

Figure 7.4: Sketch of the effective vertex, where we include all terms up to ν = 2 and the
dominant ν = 3 contributions.

where all integrals are again defined in App. II.A.3. We can calculate the second diagrams in
an analogous way which we call (2). Summing up all these contributions, we find

V3 = (1) + (2) =

= −
(
gAcu−dĉ3

f2
πfa

)
τ3
[
−p2

aI3(m̃π,p+ pa) + I1 (m̃π,p+ pa) + I1 (mπ,p)
]

−
(

3gAĉ9cu+d

2f2
πfa

)[
−p2

aI3 (m̃π,p+ pa) + I1 (m̃π,p+ pa) + I1 (mπ,p)
]

−
(
gAcu−dĉ4

f2
πfa

)
τ3 [I1 (m̃π,p+ pa)− σ · paI2 (m̃π,p+ pa) + I1(mπ,p)− σ · paI2(mπ,p)]

−
(

6gAĉ5m
2
afa

f4
π

)
[I3 (m̃π,p+ pa)− I3(mπ,p)] .

(7.31)

Now there is only one diagram left, with a vertex coming from L(1)
πNN . Evaluating the loop

integral we find

V4 =
ρ

8f2
πfaΛχ

((
cDcu−dτ

3 + c̃Dcu+d

)
σ · pa

)
ij (7.32)

7.2.3 Results

The above calculations give us the leading order density modification of the axion nucleon vertex.
Together with the tree level vertex and the vacuum loops [174], we write the effective vertex
shown in Fig. 7.4 as

(σ · pa)
2fa

A(p, kf , pa, θ) +
(σ · p)

2fa
B(p, kf , pa, θ) (7.33)

where θ is the angle between the axion momentum pa and the nucleon momentum p and
the isospin structure is hidden inside A and B. The leading order vertex only contributes to
A(p, kf , pa, θ). In the following we focus on the KSVZ axion, which means we set all c0

q = 0 in
Eq. (5.16). The explicit results for A(p, kf , pa, θ) and B(p, kf , pa, θ) can be found in App. II.A.4.

To compare the relative sizes, it is beneficial to compare A wity
kf
|pa|B, such that the coefficients

of both terms have similar size. This is done in Fig. 7.5 and Fig. 7.6 for mixed matter as a

function of density (where we recall kf =
(
3π2ρ

)1/3
) using the constants of Table 7.2, making

some simplyfing assumptions: As we expect any process at finite density to take place with
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Figure 7.5: The functions A and
kf
|pa|B evaluated for neutrons as a function of density. We

show the vacuum loop contribution of [174] (dotted) and the tree level plus density contribution
(dashed) together with the full contribution (solid). The one-sigma error bar from the constants
chosen in Table 7.1 and Table 7.2 is shown for the full contribution. Note also that higher order
terms of ChPT become increasingly important. A ballpark up to where the expansion is under
control is one nuclear saturation density ρ = ρ0 = 0.16fm−3, which we indicate with a vertical
line.

momenta given by the Fermi momentum, we set p ' kf and for simplicity we set θ = 1/3. Note
that when calculating any specific process, the external momentum will be given or has to be
averaged over, both of which actually define p and θ. The dominant error source comes from
the uncertainty in the low energy constants of ChPT such as g0.
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Figure 7.6: The functions A and
kf
|pa|B evaluated for protons as a function of density. The

lines the same are as in Fig. 7.5. Note that for
kf
|pa|B the dominant contribution comes from the

O
(

p
mN

)
tree level diagrams and not density corrections.

In Fig. 7.7 we show A(p, kf , pa, θ) and B(p, kf , pa, θ) for pure neutron matter (see App. II.A.4
for the analytic result as well). In the same appendix we also show that finite temperatures as
expected in typical supernova environments, T . 50 MeV have little influence on the results
presented here. It is easy to see that the effect of temperature is negligible compared to the
density effect. Note that we focussed at the KSVZ axion, where at zero density there was an
accidental cancellation in the axion neutron coupling. However we also expect O(1) changes in
the couplings for the DFSZ axion.

75



Chapter 7. QCD Axion Couplings to Nucleons at Finite Density

0.5 1.0 1.5 2.0
-0.2

-0.1

0.0

0.1

0.2

0.5 1.0 1.5 2.0
-0.2

-0.1

0.0

0.1

0.2

Figure 7.7: The functions A and
kf
|pa|B evaluated for neutrons as a function of density in

pure neutron matter. The vacuum contribution of [174] is suppressed compared to the density
contribution and not shown explicitly. The one-sigma error bar from the constants chosen in
Table 7.1 and Table 7.2 is again shown for the full contribution.

7.3 Implications on Stellar Bounds on Axions

Finite density effects have a large effect on the QCD axion coupling in typical conditions of
supernovae and neutron stars. With these at hand we re-asses the bounds on the QCD axion from
supernova and neutron star cooling. The common lore is that the dominant process for axion
production in these environments is the nucleon Bremsstrahlung process. A crude modelling
of this whole process is to take the leading order contribution, the one-pion-exchange, shown
in Fig. 7.8. Note that for the full process in total 8 diagrams like this contribute which we
get by attaching the axion to different legs and by going from the t-channel to the u-channel.
A systematic calculation of the nucleon Bremsstrahlung should go beyond the naive one-pion
exchange. While such a systematic calculation at finite density keeping all errors under control
is a long term goal, for now we are more modest: we want to calculate the emissivity from the
OPE with the density dependent vertex, as shown in Fig. 7.9. The axion emissivity ε̇a describes
the amount of energy emitted by axions per volume of a stellar object (in our case the SN) and
time. It is given in units of Energy

Volume×Time and is defined as [147]

ε̇a =

∫
dΠ1dΠ2dΠ3dΠ4dΠa(2π)4S|M |2δ(4)

(∑

i

pi

)
Eaf1f2 (1− f3) (1− f4) . (7.34)

N1 N3

N2 N4

π

a

1

Figure 7.8: The one-pion-exchange diagram with an external axion.
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π
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Figure 7.9: The one-pion-exchange diagram with an external axion.

For a systematic expansion of the emissivity we can only expand |M |2 to O(k3
f ). However, as we

have seen above, a cancellation of the zero density coupling has been lifted by the finite density
contribution. We have no reason to belief that including higher order terms would re-introduce
this accidental cancellation. Therefore, to get an idea of the typical size we expect at finite
density, we keep also the terms that are formally higher order.

Let us first investigate the supernova bound. For calculation of the density dependent cou-
plings we approximate supernova matter as equal neutrons and protons at zero T . Then nu-
merically calculating the emissivity (Eq. (7.34)) for the KSVZ axion and comparing it to the
emissivity using vacuum couplings, at typical densities of a supernova of ρ ' ρ0 = 0.16/fm3 and
T ' 30 MeV, we find

ε̇full
a

ε̇vac
a

' 1.6. (7.35)

This gives us a first approximation of the effect that the density dependence of the couplings
has on supernova bounds of the QCD axion, while it is ongoing work to use a realistic supernova
model [178] to calculate the axion luminosity with density dependent couplings.

While the effect of the density dependence of the couplings on the supernova bound is already
O(1), we expect an even more dramatic change of the neutron star cooling bound on axions:
At zero density, the KSVZ axion - neutron coupling is compatible with zero. This means that
using this coupling, neutron star cooling cannot set a bound on fa and therefore on the axion
mass. However, we found that it is not constant and definitely not compatible with zero at all
densities. The exploration of this bound is ongoing work and will also be presented in a future
publication.
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Chapter 8

Phase Transitions from Stars

In this Chapter we investigate the possibility of detecting a transition between different vacua
that is triggered by dense objects such as stars.

To make the discussion of the physics as transparent as possible, in the first Section of this
Chapter we work with a simple potential à la Coleman [104], that is a quartic function of a
single scalar field φ, with a Z2 symmetry φ → −φ, which is explicitly broken by a linear term,
and with the scalar field in vacuum sitting at the metastable minimum.

The barrier separating the two minima is argued to decrease with density, thus for sufficiently
high densities the metastable minimum disappears, leading to the formation of a non-trivial
scalar profile within the dense system. Interestingly, we find that depending on the density
profile and evolution of the star, an instability takes place such that the bubble permeates
through the entire system, escapes and propagates to infinity, due to the fact that the scalar
inside the bubble is in the preferred energy configuration also outside the star. These seeded
phase transitions could have catastrophic implications for our universe.

Since our main focus is on transitions to the true vacuum that are classically allowed, they
take place as soon as stars that are dense and large enough are formed. Such a late phase
transition, at redshifts of around z ∼ 20, changes the vacuum energy with respect to that
inferred from measurements of the CMB. This allows us to place bounds on the parameters of
the scalar potential that depend on the type of stars triggering the phase transition. Still, if the
energy difference between the two minima is sufficiently small, such phase transitions could be
non-lethal and potentially detectable with future cosmological and astrophysical observations.

In the second part of this chapter we apply the results to relaxion models [8], where the
scalar potential is a tilted cosine with its magnitude set by the QCD quark condensate or the
Higgs VEV, which are sensitive to baryonic densities as those in stars. The formation and escape
of such bubbles lead to strong new constraints on the parameter space of these models.

All figures and large parts of the text of this chapter are taken from [11] and [12].

8.1 Density induced Vacuum Instabilities

In Sec. 8.1.1 we present the simple two minimum scalar potential that we take as case study
and discuss how it can change at finite density. Sec. 8.1.2 describes the essential properties of
the systems of interest, i.e. the stars. Classical bubble formation and dynamical evolution are
discussed in Sec. 8.1.3, along with the derivation of the conditions leading to bubble escape.
In this section we also comment on quantum bubble formation via tunneling assisted by finite
density. In Sec. 8.1.4 we explore the main phenomenological consequences of a late-time phase
transition and derive the corresponding constraints on the scalar potential. In App. II.B we
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discuss some supplementary approximations and the relevance of ultra-high densities as well of
gravitational forces on the bubble dynamics.

8.1.1 General Scalar Potential

The potential we consider is just the familiar quartic potential with a linear tilt,

V (φ) = − 1
3
√

3
Λ4

R

φ

f
+ 1

8 Λ4
B

(
φ2

f2
− 1

)2

. (8.1)

ΛR and ΛB are the scales that control the size of what we denote as linear “rolling” and quartic
“barrier” terms respectively (numerical factors are introduced for notational convenience), while
f parametrizes the field distance between the two minima. The potential has two minima as
long as

δ2 ≡ 1− Λ4
R

Λ4
B

> 0 . (8.2)

For 1− δ2 � 1 the minima are located at φ± ' ±f , and in particular the metastable minimum
φ− is a deep minimum. Instead, for δ2 � 1 the minima are at φ− ' −f/

√
3 and φ+ ' 2f/

√
3,

and φ− is shallow. The difference between these two types of metastable minima is evident from
the mass of the scalar

m2
φ '





√
2
3

Λ4
B
f2 δ , (shallow)

Λ4
B
f2 . (deep)

(8.3)

For a shallow minimum (δ2 � 1) the mass is parametrically suppressed with respect to the usual
expectation, which is instead reproduced in the case of a deep minimum (1− δ2 � 1). Another
quantity of phenomenological interest, which is very different between shallow and deep minima,
is the height of the potential barrier,

∆Vtop '
{

4
27

√
2
3 Λ4

B δ
3 , (shallow)

1
8 Λ4

B . (deep)
(8.4)

The suppression of the barrier in the case of minima with δ2 � 1 implies that even a small
perturbation of the potential can easily destabilize the scalar field.

Let us note that while shallow metastable minima might naively be deemed as tuned, they
naturally appear in relaxion models [8], where the barrier term is a periodic function of the
scalar field, e.g. cos(φ/f), whose amplitude increases very slowly with each φ oscillation. There,
the first minima of the potential are found when the barriers get just large enough, i.e. Λ4

B ≈ Λ4
R,

or in our notation δ2 � 1. The quartic potential we have taken as a case study in Eq. (8.1) is a
simplified version of the relaxion case.

Finite density

Finite density can impact a scalar potential in several ways, depending on how the scalar couples
to the matter fields that constitute the dense system. In general, density corrections can be
encoded as an additional term in the potential that explicitly depends on density, n, and vanishes
in vacuum, i.e. n = 0. For the sake of concreteness, in this work we focus on the scenario where
these corrections can be entirely encoded as a non-trivial density dependence of the parameters
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Figure 8.1: Potentials with shallow (left) and deep (right) minima in vacuum (solid) and in
medium for a density n slightly larger than critical (dashed).

of the potential Eq. (8.1). In particular, we consider the situation where the barrier ΛB depends
on density, and define the dimensionless quantity

Λ4
B(n)

Λ4
B

≡ 1− ζ(n) , (8.5)

with ζ(n) > 0 and ζ(0) = 0.

This scenario is naturally realized when ΛB itself is determined by the vacuum expectation
value of an operator that is sensitive to finite density corrections. Perhaps the simplest example
in the SM is provided by the QCD quark condensate, that is Λ4

B ∝ 〈q̄q〉 ∼ Λ3
QCD, which is

well-known to linearly decrease with (small) baryon density nb = 〈B†B〉 [115]. In the notation
of Eq. (8.63), this would imply, at leading order in density, that ζ(nb) ∝ nb/Λ

4
QCD in systems

with a non-zero nucleon density, such as stars. The case of a ΛB proportional to any other
QCD condensate that is non-zero in vacuum and changes with baryon density, such as a gluon
condensate, belongs to the same class. Within the realm of SM operators, the only other
qualitatively different case is given by a barrier set by the Higgs VEV, that is Λ4

B ∝ 〈h2〉 = v2.
There, the coupling of the Higgs field to fermions, yψhψ̄ψ, displaces its expectation value when
in a (non-relativistic) ψ background, 〈ψ̄ψ〉 ' 〈ψ†ψ〉 6= 0. Considering once again a system with a
non-vanishing baryon density, the small displacement in the Higgs would lead, at leading order,
to ζ(nb) ∝ nb/m2

hv
2. Let us note that Λ4

B ∝ 〈q̄q〉 is realized by the QCD-axion [118,119], as well
as by those models of relaxation of the electroweak scale where the relaxion is identified with the
QCD-axion [8]. The case where the leading finite density effects are due to a shift of the Higgs
field, Λ4

B ∝ 〈h〉2, is found in non-QCD relaxion models [8], and it could arise as well in more
general Higgs-portal models, e.g. [179]. A detailed discussion of finite density effects in these
versions of the relaxion is found below. Going beyond the SM, we could, for instance, entertain
the possibility that ΛB originates from the confinement of a new QCD-like dynamics decoupled
from the SM. Motivated by this case, we should further consider the existence of dark compact
objects, a.k.a. dark stars [181–189], whose non-zero density can lead to a change of the scalar
potential as in Eq. (8.63).

Because of the smaller barriers at finite density, the metastable minimum in vacuum is no
longer a minimum in a dense system as soon as the condition Eq. (8.57), with Λ4

B → Λ4
B(1− ζ),
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is not satisfied. The critical value of ζ above which this destabilization occurs is

ζc = 1− Λ4
R

Λ4
B

= δ2 . (8.6)

It is evident from this expression that a shallow local minimum is more easily destabilized than
a deep one, since ζc � 1 for a shallow minimum while ζc ≈ 1 for a deep one. This is explicitly
shown in Fig. 8.7.

We limit our discussion to ζ(n) 6 1, since otherwise the barrier term changes sign and the
scalar potential is no longer bounded from below. This makes the analysis sensitive to higher-
order terms in φ, which we have implicitly neglected; in other words, the scalar dynamics becomes
UV sensitive and therefore no longer predictive. In addition, note that for what concerns the
destabilization of the false vacuum, the relevant quantity is the ratio between the rolling and
barrier scales. Therefore, we could just as well have considered a density dependent rolling term,
Λ4

R(n), as the source of the instability. However, as we show in Sec. 8.1.3, the formation of a
scalar bubble inside a dense system of finite size, as well as its evolution, strongly depends on the
magnitude of the rolling term. For this reason, in this work we keep ΛR density independent. Let
us also point out that density is treated here a background field that eventually depends on space
and time, see Sec. 8.1.2. Although we are phrasing our discussion of the fate of the metastable
minimum in terms of a matter density, a priori other space-time dependent background fields
could lead to similar effects on the scalar potential. An example where the role of density is
played by a background electro-magnetic field will be presented for a relaxion model in Section
8.2.

As discussed above, for densities above the critical one, the scalar potential has a single
minimum. We denote this minimum as (φ+)n, such that it is clear that it is continuously
connected, as the density is taken to zero, to the stable minimum in vacuum, φ+. Let us note
that close to criticality, i.e. for ζ(n) ' ζc, the in-density potential has the same form as a
potential in vacuum with δ2 � 1, thus φ+n'nc ' 2f/

√
3. For the same reason, just before the

critical density is reached, the in-medium metastable minimum is shallow and found at −f/
√

3,
regardless of its value in vacuum φ−. In contrast, far beyond the critical density, the single
minimum of the potential is found at

φ+n�nc ∼
(

1− ζc
1− ζ(n)

)1/3

f , (8.7)

which can be much larger than f if ζ → 1. Whenever the scalar potential has two minima,
shallow or deep, at zero or non-zero density, the difference in the ground state energy between
them is given by

∆Λ ∼ −Λ4
R , (8.8)

up to an irrelevant O(1) factor.

We would like to emphasize that while in this Section we focus on a simple potential of the
form Eq. (8.1), the analysis presented here is then applied in Sec. 8.2 to other types of potentials
containing local minima separated by a density-dependent barrier. Furthermore, even though
we pay particular attention to the fact that at finite density the scalar field can classically move
to the true minimum of the potential, this is not the only case of interest; such a change of
minimum could be classically forbidden at finite density as well, yet take place anyway due to a
much shorter quantum-mechanical lifetime than in vacuum (see Sec. 8.1.3).

Let us comment here on the UV sensitivity of the scalar potential Eq. (8.1) and our assump-
tions on how it changes at finite density. Indeed, let us consider the case that Λ4

B = α〈h〉2, where
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α is just a proportionality factor. By closing the Higgs loop and cutting it off at a scale Λh, we
obtain a contribution to the barrier term ∆Λ4

B ∼ α(Λh/4π)2. We should then demand that this
extra contribution does not erase the instability of the local minimum at finite density, which
means ∆Λ4

B � Λ4
B(nc) ' Λ4

R. This conditions translates into an upper bound on the cutoff of the
scalar theory, Λh � 4π〈h〉

√
1− δ2. Note this is larger for potentials with a shallow metastable

minimum than for those with a deep minimum. Such a low cutoff does not endanger our analysis
of the scalar field dynamics at finite density as long as Λh � ES, where ES is the typical en-
ergy scale of the dense system. Similar conclusions apply to the other possible cases concerning
the density dependence of ΛB, see the discussion below Eq. (8.63).1 Besides, already from the
quartic scalar interaction in Eq. (8.1), naturalness arguments indicate that new physics should
appear at a scale Λφ ∼ 4πf or below. Once again, we should demand that Λφ is significantly
above ES.

8.1.2 Spherically Symmetric Dense Systems

We are interested in dense systems of finite size, in particular stars. We model the star as a
spherically symmetric (non-rotating) object with a density profile that in general depends on
radius and time, i.e. n(r, t). The profile satisfies (n′ = dn/dr),

n′(0, t) = 0 , n(RS(t), t) = 0 , (8.9)

such that the density profile is differentiable at the origin, r = 0, and that the star ends at a
finite radius, r = RS, respectively. In addition, we define a transition radius, r = RT, where the
critical density is reached,

n(RT(t), t) = nc . (8.10)

We recall that at densities above critical, the local minimum of the potential is lost.
Since the scalar potential at finite density is minimized at a different value than in vacuum,

minimization of the action forces the field to acquire a (spherically symmetric) non-trivial profile
within and around the star, φ(r, t). This is determined by the classical EOM (φ̇ = dφ/dt,
φ′ = dφ/dr and V,φ = dV/dφ)

φ̈− φ′′ − 2

r
φ′ = −V,φ , (8.11)

where V = V (φ, n(r, t)), with the boundary conditions

φ′(0, t) = 0 , lim
r→∞

φ = φ− . (8.12)

In order to solve Eq. (8.11) one needs to know the density profile of the star, which generically
depends on non-trivial and in some cases not well-understood dynamics (e.g. the inner regions of
neutron stars). If there is a large separation of scales in the problem, we can however, as a first
approximation, be agnostic of the details of the density profile, as we explain in the following.
The characteristic scale controlling the classical evolution of the scalar profile, either in time
or space, is determined by its potential. For the representative case that we are considering,
Eq. (8.1), the EOM for the dimensionless field φ̂ ≡ φ/f can be written as

∂2φ̂

∂t̂2
− ∂2φ̂

∂r̂2
− 2

r̂

∂φ̂

∂r̂
= 1− 3

√
3

2

1− ζ
1− ζc

(φ̂2 − 1)φ̂ , (8.13)

1ΛB is insensitive to the UV if e.g. the barrier term arises from the coupling of the scalar to the QCD topological
charge, i.e. 1

f
φGG̃, which gives rise to a potential sensitive to ΛQCD only. For instance, this is the case of the

QCD-relaxion, where we recall that the corresponding scalar potential is of the form cos(φ/f) instead of the
simple quartic function we are considering.
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where r̂ = µr, t̂ = µt, and

µ2 = 1
3
√

3

Λ4
R

f2
∼ Λ4

R

f2
. (8.14)

For densities sufficiently above the critical one, such that 1 − ζ � 1 − ζc, µ−1 sets the typical
time and distance required for the scalar to move by ∆φ̂ = O(1). This is to be compared with
the characteristic scales of the dense system.

Let us first discuss time evolution, i.e. the formation of the star. The dimensionless quantity
µTS, where TS is the characteristic time scale of the dense system, gives us a rough idea whether
we can treat the evolution of the scalar field as effectively taking place in a nearly static, fixed
system, or whether the time dependence of the scalar profile is comparable to (or much slower
than) the typical time scale of the star. Indeed, for µTS � 1 the field reacts fast to changes in
the background density profile, therefore we can describe the scalar dynamics as a quasi-static
(or adiabatic) process, in which φ̇ and additional time derivatives can be neglected. On the other
hand, for µTS � 1 the field reacts slow compared to the evolution of the star, in which case the
evolution of the scalar profile can be described in a sudden (or non-adiabatic) approximation,
where the formation of the star can be treated as an instantaneous change from vacuum to
n(r) 6= 0 and φ starts “rolling” down the in-medium potential.

In the adiabatic limit, µTS � 1, the scalar profile can be found at any given time t = t̄ during
the formation of the star by solving its time-independent EOM, within a fixed background density
n(r) = n(r, t̄).We shall consider simple density profiles that can be parametrized as

n(r) = no(t̄) g(r/RS(t̄)) , (8.15)

where the function g(x) fully encodes the radial dependence, with g(0) = 1 such that the density
at the center is set by no, g(RTRS) = nc/no, and g(1) = 0. While obtaining the specific form
of n(r) at a given t̄ is generically a complicated problem, the only quantities of qualitative
relevance for our analysis are RT, the radius below which the critical density is surpassed, that
is where the in-vacuo potential barrier disappears and the scalar can potentially be displaced by
O(f), and ∆RT = RS −RT, the size of the transition region towards the end of the star, where
the potential barrier reappears to its full form. We find that non-trivial dynamics take place
when µRT ∼ 1, and additionally when µ∆RT ∼ 1, see Sec. 8.2.2.A. The value of RT depends
on the value of the critical density, which in turn depends on how the scalar potential changes
with density. For typical density profiles in which the central density is significantly larger than
the critical one, one generically finds RT ∼ RS [160, 190]. This then implies that ∆RT ∼ RS

as well. In addition, since in practice each class of stars, e.g. neutron stars, white dwarfs, or
main-sequence stars like the Sun, covers a range of radii, we also expect to find a range of values
for RT/RS and ∆RT/RS, where generically both ratios are O(1).

We only concentrate on the adiabatic limit just described. Since a non-trivial scalar profile
develops when µRS ∼ 1, we focus on stellar processes where the relevant time scale is TS � RS.
As an example, let us discuss the interesting case of neutron stars, since they exhibit the largest
(baryonic) densities and the fastest dynamics, and assume that densities prior to the birth of
the neutron star are below the critical density, which to be concrete we fix at nuclear saturation
density, nc = n0 ≈ 0.16/fm3 ≈ (110 MeV)3. The birth of a neutron star follows from the
gravitational collapse of the core of a massive star, which leads to a supernova (SN) explosion,
see e.g. [191, 192]. While the details of this process are not completely understood, it has been
reliably inferred that densities reach and surpass nuclear saturation in a time TS = TNS ∼ 1 s.
Within this time, the size of the core of the star in which densities have exceeded n0 is an O(1)
fraction of the total size of the final neutron star, i.e. RT ∼ RS = RNS. Since the typical radius
of a neutron star is RNS ∼ 10 km, we find RNS � TS, justifying the quasi-static approximation.
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8.1. Density induced Vacuum Instabilities

Similar conclusions can be reached for other types of stars, for instance white dwarfs, with
typical radii RWD ∼ 103 km and densities nWD ∼ MeV3, or the Sun (R� ≈ 7×105 km, n� ≈ 7×
10−9 MeV3). In any case, for completeness we briefly discuss the regime µTS � 1 in App. II.B.5.

For the reader’s reference, the scale µ−1 is of order of the typical size of a neutron star for
e.g. the potential parameters

µRS ∼ 5

(
RS

10 km

)(
ΛR

10 eV

)2(1 TeV

f

)
. (8.16)

Several additional comments are in order. First, in the special case that the (central) density
happens to be very close to nc, one naturally expects RT � RS, making the analysis more
sensitive to the specifics of the density profile. Second, since the reaction time of the scalar gets
suppressed by ζ − ζc, the adiabatic approximation naively fails at some arbitrarily small time
interval around the time in which ζ → ζc. Lastly, our study neglects the effects of temperature
altogether. This is a good approximation in most situations, however for e.g. the Sun as well
as for SN explosions, temperature could be as important as density, i.e. T 3 ∼ n. Nevertheless,
we note that for the motivated cases in which Λ4

B ∼ Λ3
QCD or Λ4

B ∼ v2, the effect of a finite
temperature would generically go in the same destabilizing direction as density, i.e. decreasing
the size of the potential barriers, reinforcing our conclusions regarding the formation and escape
of a scalar bubble.

Let us conclude this section by briefly discussing our numerical analysis. In order to verify
the theoretical results we present in Sec. 8.2.2.A, we have solved the time-dependent EOM
presented in Eq. (8.13) numerically, assuming simple dependencies, e.g. ζ ∝ n(r, t). The initial
conditions for the scalar field are homogenous, i.e. φ(r, 0) = φ̇(r, 0) = φ−. We implement a
slow evolution of the density profile from n(r, 0) = 0 to some final configuration Eq. (8.15) at
t̄ = TS, with g(x) = 1 − x2. Importantly, we fix µTS � 1, in agreement with the adiabatic
limit. We verify that the quasi-static solutions we find have negligible amounts of kinetic energy
compared to their gradient and potential energies. This quasi-static picture is maintained up
until an instability takes place, i.e. until our numerical simulations display an expanding bubble
that escapes from the star. Importantly, under our assumptions, the exact details of the star
formation do not affect the quantitative scaling we present in the next section for the formation
and escape of scalar bubbles.

8.1.3 Bubble Formation and Evolution

The formation of a non-trivial scalar profile induced by a star is effectively described, as justified
in Sec. 8.1.2, by the quasi-static spherically-symmetric EOM for the scalar field, with a slowly-
varying background density profile. The bubble-like solution φ(r) can be found numerically
given a specific form for the density profile n(r). The simple analytic results presented in this
section have been explicitly verified by our numerical simulations.

A few simplifications allow us to analytically understand the dynamics of scalar bubbles at
finite density. The field profile minimizes the total energy,

E(R) ' 4π

∫ R

0
dr r2

[
1

2
φ′ 2 + ∆V (φ, n)

]
, ∆V (φ, n) = V (φ, n)− V (φ−, n) , (8.17)

where we have cut the integral at a radius R as an approximation to the full infinite space, since
the scalar field rapidly converges to its vacuum value φ− for r & R. Indeed, for radii larger
than the transition radius, i.e. r > RT, densities are below the critical one and the potential is
minimized at approximately the same metastable minimum as outside the star. In the initial
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stages of the formation of the dense system, we expect the creation of a scalar proto-bubble with
R ' RT, where the scalar field at its center, φ(0), has not yet reached φ+, the value associated
with the stable minimum of the in-vacuum potential, see Sec. 8.1.3. In other words, the field
displacement, ∆φ(0) ≡ φ(0)− φ−, satisfies ∆φ(0) . φ+ − φ− ≈ 2f . This is because the star is
too small, in particular the (mean) energy density in the field gradient that would correspond
to a field displacement ∆φ(0) ∼ 2f , which is 1

2〈φ′ 2〉 ∼ (2f/RT)2, is too large compared to
the potential energy difference within the proto-bubble, ε = |〈∆V 〉|. Only when the star, by
which we mean RT, grows large enough, it becomes energetically favorable to reach φ(0) ∼ φ+.
Therefore, only when (

2f

RT

)2

. ε (8.18)

a scalar bubble fully forms. Interestingly, once the condition Eq. (8.18) is satisfied, the equi-
librium position R ' RT can be lost, meaning the bubble can be pushed towards the outer
region of the star, see Sec. 8.1.3. If such an instability takes place, the evolution of the bub-
ble is no longer quasi-static, but rather the minimization of the energy of the system becomes
a time-dependent problem that can be simply described by a time-dependent bubble radius,
R → R(t), which quickly approaches relativistic speeds. Depending on how fast the potential
barrier reappears with radius, the instability cannot be stopped and the bubble expands beyond
the star. Specifically, we find that the bubble escapes if

∆σ

∆RT

. ε , (8.19)

where ∆σ is the difference between the tension of bubble wall at R ' RT and R & RS. The fact
that the wall tension changes as it propagates through the star is one of the unique aspects of
the bubble dynamics at finite density. In particular, it gives rise to an extra force that prevents
the bubble from escaping the star unless ε is large enough. While for a bubble connecting to a
shallow metastable minimum the condition Eq. (8.19) is readily satisfied (given Eq. (8.18) is), it
is harder in the case of a deep minimum, because of the significant increase of the wall tension,
being eventually dominated by the large barriers of the potential in vacuum. A critical bubble
that starts to expand for a shallow minimum is much smaller than for a deep minimum. The is
visualized in Fig. 8.2.

Formation: Linear Potential Approximation

Let us start by considering the classical formation of a bubble in a star where the critical
density is reached. In order not to unnecessarily complicate the discussion, let us assume that
the in-density potential can be well approximated by the rolling term only, i.e. that due to the
suppression of Λ4

B(n) = Λ4
B(1− ζ(n)) we can neglect the barrier term,

V (φ, n > nc) ' −µ2fφ , (8.20)

where recall that in Eq. (8.14) we have identified µ2 ∼ Λ4
R/f

2 as the scale that characterizes the
scalar profile. An exact solution to the scalar EOM with a linear potential is

φ(r) =
µ2f

6
(R2

T − r2) + φ− , r 6 RT , (proto-bubble) (8.21)

with boundary conditions φ′(0) = 0 and φ(RT) = φ−. We then simply take φ(r > RT) = φ−.
We find that the proto-bubble is of size R = RT and the field displacement at its center,
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Bubble escape

Figure 8.2: Quasi-static evolution of the in-density potential and scalar field profile, from no
star to, as the star grows, the formation of the proto-bubble, complete formation of the bubble,
and eventual bubble escape.
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∆φ(0) ≡ φ(0)− φ−, is given by

∆φ(0)

f
=

(µRT)2

6
. (8.22)

This situation is explicitly depicted in the second panel of Fig. 8.2. Eq. (8.21) constitutes a good
a priori description of the scalar profile as long as the system is small enough that the in-density
minimum, (φ+)n, is not reached, i.e.

∆φ(0)

(φ+)n − φ−
. 1 . (8.23)

We recall that in general (φ+)n > φ+, see the discussion around Eq. (8.7).

It is important to point out here that the quasi-static description of the proto-bubble can
break down as soon as φ(0) ∼ φ+, as we discuss in Sec. 8.1.3. Eq. (8.22) implies that any system,
independently of its density profile or maximum density at its core, must have a minimum size
in order for φ(0) & φ+, given by

RT & µ−1 , (8.24)

where we have neglected O(1) factors.

The solution Eq. (8.21) can be extended to the situation in which the in-density minimum
is reached somewhere inside the star, at r = Ri < RT. In that region the potential exhibits a
minimum, and consequently the scalar field remains pinned at (φ+)n. This is depicted in the
third panel of Fig. 8.2, where we have chosen a core density such that (φ+)n is only slightly
larger than φ+. The scalar profile is well approximated by

φ(r) =





(φ+)n r < Ri

−µ2f
6 (r −Ri)2 + (φ+)n Ri < r < RT

φ− r > RT

, (bubble) (8.25)

where in the intermediate region, r ∈ [Ri, RT], we have used the solution of the EOM with the
linear potential Eq. (8.20), shifted it by r → r − Ri, and required φ′(Ri) = 0, φ(Ri) = (φ+)n;
further matching to φ(RT) = φ− fixes the value of Ri, or equivalently the width of the bubble
wall

x ≡ RT −Ri
RT

'
√

6

µRT

√
(φ+)n − φ−

f
. (8.26)

Of course, in order for Ri > 0, RT needs to be large enough as to allow the field to reach the
minimum at finite density. In other words, the requirement that x < 1 implies

RT &

√
6

µ

√
(φ+)n − φ−

f
. (8.27)

A scalar field profile for which this condition is satisfied is shown in Fig. 8.3, for a choice of
central density not much larger than the critical density.

For an increasingly larger system, yet with a core density fixed such that (φ+)n remains
constant, the bubble wall becomes thinner, i.e. x � 1 when µRT � 1. In this thin-wall limit,
the energy of the bubble, Eq. (8.17), can be approximated by a volume and a surface term [104],

E(R) ' −4π

3
R3 ε+ 4πR2 σ , (8.28)
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Figure 8.3: Scalar profile for µRT & 1 on top of contours of the scalar potential.

where ε is the (potential) energy difference between the in-density and in-vacuo field values,
while σ is the bubble-wall tension. For our simple scalar profile these read

ε = µ2f((φ+)n − φ−) & Λ4
R , (8.29)

σ = 4
3

√
2
3((φ+)n − φ−)

√
ε & Λ2

Rf . (8.30)

In Eq. (8.28) we have traded RT with R, since we are assuming that during the formation of
the bubble its wall sits at R ' RT; in Sec. 8.1.3 we discuss under which circumstances such
an equilibrium is lost, i.e. R > RT. Also, we have implicitly assumed that (φ+)n is constant
below Ri, i.e. that the density does not significantly change for r < Ri. Both the inequalities in
Eqs. (8.29), (8.30) follow from (φ+)n > φ+, after neglecting O(1) factors. These correspond to
the minimum values of the potential energy and tension of a fully formed bubble. As expected,
we find ε & |∆V (φ+, n)| = −∆Λ, where recall that ∆Λ is the energy difference between the false
and true ground states, Eq. (8.8). In addition, let us point out that the condition Eq. (8.27) can
be understood from energy considerations, as the requirement that the (mean) field gradient is
small enough, 1

2〈φ′2〉 ∼ ((φ+)n − φ−)2/R2
T . ε. Note also that the tension here is dominated by

the field displacement, σ ∼ ((φ+)n − φ−)2/(xRT) [193].
In App. II.B.1 we reproduce the above scalings with a simpler linear profile approximation,

where we do not need to assume that the potential is well described by a linear slope only.
In particular, we can keep the subdominant barrier term and we find that, while leaving ε
unchanged, it gives a corrections to the tension of the bubble wall that scales as

∆σ

σ
∼ Λ4

B(n)

Λ4
R

' 1− ζ(n)

1− ζc
. (8.31)

This becomes negligible when ζ → 1, that is also when (φ+)n � φ+, see Eq. (8.7). On the
other hand, when the density is not much above critical, the correction is parametrically O(1).
Nevertheless, the most important effect of the potential barriers arises when we consider a bubble
whose wall is beyond the transition radius, i.e. R > RT, as we discuss in the following.
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Figure 8.4: Second order (left) versus first order (right) phase transition induced by a dense
system (spherically symmetric and of finite size). For both cases the potential is shown as a
function of radius, with r/RS = 0 the center of the star. The black solid lines illustrate the
scalar profile starting from a given in-vacuo (r/RS > 1) minimum and following it inside the
star. For a first-order phase transition, the black line stops where this minimum ceases to exist.
The dashed line then illustrates the field profile that connects to the minimum within the star.
The profile unavoidably passes through regions where dV/dφ 6= 0, implying there are effective
forces acting on the field. These forces give rise to the possibility that the initial scalar profile
(black) classically changes to a new minimum in vacuum (blue).

Dynamics: Escape vs Equilibrium

In the previous discussion we worked under the assumption of a nearly-static bubble, which
slowly grows with time only due to the increase in size of the transition radius RT where the
critical density is reached. Here we show that in fact this adiabatic description can break down
as soon as the star is dense and large enough that the field displacement inside it reaches the
position of the true minimum in vacuum.

There are several ways to understand the origin of this instability. Qualitatively, for the
potentials we are considering, finite density effects allow for the local minimum in vacuum to
be continuously (i.e. classically) connected to the true minimum. This is because the in-vacuo
potential barrier between them disappears in some region of the star (r < RT), see the right
panel of Fig. 8.4. Once this region is large enough such that ∆φ(0) & φ+ − φ− ≈ 2f , it may
become energetically favourable for the tail of the field profile, which extends outside the star,
to be pushed over the potential barrier. This effectively leads to a first-order phase transition
in the form of a bubble escaping the star. This is in contrast with other types of potentials
with metastable minima, such as that shown in the left panel of Fig. 8.4, where even at finite
density there is always a potential barrier between the two minima. This class of potentials does
not allow for a classical path connecting them, and therefore leads to a smooth cross-over to a
different in-density minimum.

Let us note that the discussion is focussed on field displacements that are at least of the
order of the field separation between the local and true minimum in vacuum. This is because, at
least qualitatively, a bubble with (φ+)n ∼ φ+ captures all the non-trivial dynamics of the phase
transition. In the following we focus on such a case, which corresponds to maximal densities
of the order of the critical density. A discussion of the bubble dynamics for (φ+)n � φ+, is
deferred to App. II.B.4.

In order to quantitatively understand the dynamics of induced first-order phase transitions,
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we resort to the description of the scalar bubble wall as a particle in d = 1 + 1 dimensions.
While this is a standard treatment when studying the dynamics of bubbles in vacuum or at
finite temperature (see e.g. [194]), here we adapt it to the finite density environment, crucially
including a position-dependent tension, σ(R). The Lagrangian for the time-dependent bubble-
wall position R(t) is given by

L = −M(R)/γ − V(R) , (8.32)

where γ = 1/
√

1− Ṙ2. In the thin-wall approximation, x � 1, where the particle description
best applies, we have

M(R) = 4π

∫ R

R(1−x)
dr r2

[
1

2
φ′ 2 + ∆V (φ, n(r))

]
≡ 4πR2σ(R) , (8.33)

V(R) = −4π

3
R3∆Λ ≡ −4π

3
R3ε . (8.34)

Several comment are in order regarding the bubble mass and potential at finite density. First,
the bubble’s energy given in Eq. (8.28) is precisely the Hamiltonian associated with Eq. (8.32)
in the static limit Ṙ = 0. Second, from the integral expression of M(R), it is clear that in the
thin-wall limit the bubble wall is only sensitive to the density at r = R. Therefore, as the bubble
moves through the star, its tension changes due to the changing density.2 Since the bubble is
born with R ' RT, from Eq. (8.30) with (φ+)n ∼ φ+ we have

σ(R ' RT) ∼ Λ2
Rf . (8.35)

Recall that for the bubble to have been fully formed, RT needs to satisfy Eq. (8.27), which for
(φ+)n ∼ φ+ reads RT & µ−1. Finally, V(R) is controlled by the potential energy difference
between the two sides of the bubble wall, which from Eq. (8.29) with (φ+)n ∼ φ+ is given by

ε ∼ Λ4
R . (8.36)

The equation motion of the bubble wall reads

σR̈γ3 = ε− γ
(

2σ

R
+ σ′

)
, σ′ =

dσ

dR
. (8.37)

Since we are mainly interest in the dynamics of the bubble right after its formation, we concen-
trate on the non-relativistic limit, i.e. we set γ = 1. The right hand side of Eq. (8.37) is the sum
of forces acting on the bubble wall. The potential energy difference between the two sides of
the wall pushes it outwards. The second and third terms are associated with the tension of the
wall, both pushing it inwards. In particular, the change in tension σ′ is positive, since densities
decrease with R and in turn the potential barriers, controlled by Λ4

B(n), reappear and increase
towards its vacuum value outside the star.

In order to understand the behaviour of σ(R), let us first recall that when the bubble is
just formed, the tension is dominated by the field displacement, see Eq. (8.30). This implies
that only the contribution to the tension from the barrier, estimated in Eq. (8.31), leads to an
increasing tension with R. For bubbles connecting shallow minima, δ2 � 1, this increase is
small between RT and RS,

σ(RS)− σ(RT) ∼ fΛ2
Rδ

2 . (shallow) (8.38)

2We are implicitly assuming that the width of the wall is the smallest scale in the system. If this were not
the case, we would expect finite-size effects in the form of e.g. deformations of the bubble. However, these would
lead to at most O(1) corrections to our already approximate analytical results, leaving our qualitative conclusions
unchanged.
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Figure 8.5: Sketch of the relevant regions of star for what concerns the bubble-wall tension.
Dashed and dotted lines do not necessarily represent the functional form of σ(R). In the green
region the tension is dominated by the field displacement, while in the red region the barriers
come to dominate. Note that for ζc = δ2 � 1 (i.e. shallow minimum), there is in fact no red
region.

In contrast, for deep minima, δ2 ≈ 1, the tension goes from being displacement-dominated at
R ' RT, to barrier-dominated towards the end as well as outside of the star R ' RS. There we
can use the standard thin-wall approximation to compute the tension [104],

σ(r ' RS) '
∫ f

−f
dφ
√

2V (φ) ' 2

3
Λ2

Bf , (deep) (8.39)

and σ(RS) − σ(RT) ' σ(RS). In addition, let us note that the bubble gets thinner when the
barrier term dominates the tension. The bubble wall tension, as a function of its location, is
schematically summarized in Fig. 8.5 for both the shallow and deep minimum cases.

Before moving to the detailed discussion of how the changing tension affects the dynamics
of the bubble wall, let us note that in Eq. (8.37) we have ignored the effect of the gravitational
force of the star on the bubble wall. In App. II.B.2 we discuss such a force, showing that while
for neutron stars it could be quantitatively relevant at some stage during the expansion, it does
not qualitatively change the picture presented here.

Having established the behaviour of the tension from RT to RS, let us understand the dy-
namics of the bubble wall. Right after the formation of a thin-wall bubble at R ' RT & µ−1,
the particle description Eq. (8.37) applies. One then automatically finds R̈ > 0 right before the
transition region, since we can simply assume that σ′ vanishes for R < RT, that is σ′(R−T ) = 0.
The acceleration would remain positive in the limit that the force due to the change in tension
vanished for any R, σ′ → 0; in this limit the bubble would expand indefinitely, in particular
beyond the star. In the opposite limit, in which σ′ is very large just past the edge of the tran-
sition region, that is σ′(R+

T )→∞, the wall could not expand and therefore it would remain at
an equilibrium radius R = Req = RT (and the bubble would only grows if RT kept increasing).
Clearly, a realistic situation lies in between these two limits, and it depends on how fast the
density profile and thus the tension changes from RT to the end of the star. This discussion gives
us a qualitative understanding of why the bubble might generically be found in an equilibrium
position at RS > R > RT. In a similar fashion, we can understand under which conditions the
bubble escapes from the star. In the limit that the star has grown so large that the transition
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8.1. Density induced Vacuum Instabilities

region starts at a radius much larger than the one needed to form the bubble, i.e. RT � µ−1,
we have ε � 2σ(RT)/RT. Then, it follows from the equation of motion that the bubble wall
would continue to accelerate for R > RT as long as ε > σ′. In the opposite limit, in which
RT ' µ−1, we have ε → 2σ(RT)/RT and the additional force due to σ′ would be enough to
forbid its expansion. These different limits lead us to the conclusion that for a sufficiently large
star, satisfying RT & σ(RT)/[ε− σ′(RT)], the system is unstable and the bubble escapes if

ε & κσ′max , (8.40)

where σ′max is the maximum value of σ′ and κ = O(1). This condition is explicitly verified by our
numerical simulations as well as in App. II.B.3, where we investigate Eq. (8.37) in the simplest
case of a constant σ′, finding κ = 3. Note that up to order 1 factors, this condition is the same
as for a critical bubble outside the star to exist. Once again, (a version of) this condition can
be expected to hold in general, on the basis that the standard force due to the surface tension
becomes irrelevant at large R, leaving the variation of the tension as the only relevant force to
determine if the bubble does or does not escape from the star.

Summary: Formation and Escape Conditions

Given that the change in the wall tension is very different for a bubble connecting shallow or
deep minima in vacuum, let us explicitly summarize for each case the conditions under which
the bubble forms and escapes from the star.

For a shallow bubble, δ2 � 1, we find as formation and escape conditions, respectively

RT &
f

Λ2
R

and ∆RT &
f

Λ2
R

δ2 , (shallow) (8.41)

up to irrelevant O(1) factors. Note that since σ′ is suppressed by δ2, as shown in Eq. (8.38), the
escape condition is easier to satisfy than the condition for formation. This is unless, contrary to
the expectation from generic density profiles, ∆RT is anomalously small. In terms of the mass of
the scalar in vacuum, Eq. (8.59), these two conditions read as mφRT &

√
δ and mφ∆RT & δ5/2.

For a bubble connecting deep minima, δ2 ≈ 1, the rate of change of the tension is determined
by the tension in vacuum, σ′ ∼ σ(RS)/∆RT, as shown in Eq. (8.39). Therefore, we find the
following conditions for the formation and escape of a deep bubble, respectively

RT &
f

Λ2
R

and ∆RT &
f

Λ2
R

1√
1− δ2

, (deep) (8.42)

up to O(1) factors. As expected, it is generically much more difficult for a bubble connecting
deep minima to transverse the transition region and expand beyond the star. Besides, while the
condition for formation is formally the same as for shallow minima, let us recall that ζc = δ2 ≈ 1
generically implies that much larger densities are needed in this case. In terms of the mass of
the scalar in vacuum, Eq. (8.59), the two conditions in Eq. (8.42) read as mφRT & 1/

√
1− δ2

and mφ∆RT & 1/(1− δ2).

Classical vs quantum

To conclude this section, we wish to investigate the possibility that, even when the system is
not dense enough as to allow for a classical transition between the local and true minimum,
finite density could still lead to a much shorter quantum-mechanical lifetime of the metastable
minimum compared to the one in vacuum. This is reminiscent of the idea that black holes or
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compact objects can act as seeds for false vacuum decay, due to their strong gravitational fields,
see e.g. [195–199].

Indeed, up until this point we did not care about the lifetime of the false vacuum, implicitly
assuming that it was sufficiently large. The decay rate per unit volume is determined by the
bounce action, Γ/V = Ae−SB [104, 105]. In the case where the metastable minimum is deep,
the thin-wall approximation holds and the action is well approximated by SB ' (27/2)π2σ4/ε3,
which given the in-vacuo tension Eq. (8.39) and ε = −∆Λ ' 2

3
√

3
Λ4

R, results in

SB ' 27
√

3π2

(
f

ΛB

)4 1

(1− δ2)3
. (deep) (8.43)

Since δ2 ≈ 1 for a deep minimum, the bounce action is generically large and the decay rate
extremely suppressed. For a shallow minimum, we can estimate the action by considering
σ ∼ ∆φ2/∆R with ∆R ∼ ∆φ/

√
ε, which leads to SB ∼ π2∆φ4/ε. We therefore find,3

SB ∼ 24π2

(
f

ΛB

)4

. (shallow) (8.44)

While for the same value of the ratio f/ΛB the bounce action is smaller in the shallow than
in the deep case, this is not the comparison we really care about. Instead, let us assume that
the local minimum is, for all practical purposes, stable in vacuum. This fact can dramatically
change in a dense system only in the case of a deep minimum (even before a classical transition
is allowed). This is clear since for a shallow minimum SB(n < nc) ' SB(0), while for a deep one

SB(n < nc)

SB(0)
' [1− ζ(n)]2 , (deep) (8.45)

which is much smaller than one if ζ ≈ 1 (yet ζ < ζc = δ2). Certainly, the bounce action at
finite density can only be sufficiently small in absolute terms if (f/ΛB)4 = 1/λ is small, which
drives us to the non-perturbative regime for the scalar quartic coupling λ. Nevertheless, this
issue could well be specific to the type of false vacua we are taking as case study, thus one could
imagine other scalar potentials where, being sensitive to finite density (either of SM degrees of
freedom or beyond, e.g. dark matter), their local minima have much smaller lifetimes in a dense
system. Additionally, let us note that the corresponding seeded nucleation of bubbles of the true
ground state would generically not take place during the formation of the star. On the contrary,
one would expect TB = 1/Γ� TS, while still being shorter than the typical lifetime of the star.
This raises the possibility of a latent phase transition that could take place at any time.

Finally, let us point out that in the computation of the bounce action at finite density, we
have assumed the system is large and homogeneous enough as for the effects of a non-trivial
density profile or a spatial boundary to be negligible. We can phrase this as the requirement
that R0 � RS, where R0 = 3σ/ε is the radius of the nucleated bubble. For a deep minimum,
this translates into mφRS � 1/(1 − δ2), which coincides with the condition for the escape of
a deep, classically formed, bubble, see Eq. (8.42). It would be interesting to further study,
beyond these simple approximations, the process of quantum bubble nucleation in finite-size
dense systems [201,202].

3More refined estimates can be easily derived for potentials where the barrier is negligible, see e.g. [200].
Nevertheless, our conclusions will not depend on such a refinement.
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8.1.4 Phenomenological Implications

In this section we discuss the phenomenological consequences of the expansion, beyond the dense
object, of a bubble of the true vacuum. The main model-independent signature of such a seeded
phase transition is a change of the vacuum energy of the universe, Λ, or equivalently a change
of the cosmological dark energy density, ρΛ (with equation of state parameter ω = −1).4

A particularly interesting trademark of these phase transitions is that they take place rel-
atively late in the history of the universe. As explained in the previous section, the bubble
forms, expands and eventually escapes along with the formation of the star. Therefore, if a
phase transition of this sort can happen, it took place at the onset of star formation. The first
stars were born around the epoch of galaxy formation, thus at redshifts z = zS ∼ 30 [203]. This
then implies that the universe underwent a change of ρΛ between recombination, z ∼ 103, and
the late universe, z . 1. Note that we are assuming that at redshifts z ∼ 1 (associated with
late-time cosmological measurements) the universe already transitioned successfully to the true
ground state. The change in the dark energy content of the universe can thus best be probed by
comparing CMB measurements versus local measurements (SNe, baryon acoustic oscillations or
large-scale structure) of the expansion rate of the universe. Such a comparison depends on the
fate of the bubbles, for instance if the phase transition proceeds via a single bubble or instead
many bubbles are formed all over the universe (from as many stars) that subsequently collide
and transfer at least an O(1) fraction of the kinetic energy of their walls into radiation. Provid-
ing a precise answer to this question is beyond the scope of this work. Instead, below we work
out simple cosmological constraints on how much the energy budget of the universe can vary
due to a late (z ∼ 10) phase transition, to confirm our intuition that a change in the vacuum
energy much larger than the current one is experimentally ruled out.

A too large change in vacuum energy leads to constraints on the parameters of the scalar
potential. To make this point clear, let us note that the change in vacuum energy is given by
∆Λ = −ε ∼ −Λ4

R, and the rolling scale enters both the conditions for formation and escape
of a bubble of the true vacuum, see Eqs. (8.41), (8.42). Then, assuming the existence of stars
with densities above critical, n > nc, the condition for formation of a bubble with RT ∼ RS, as
expected for most stellar profiles, implies

−∆Λ &

(
f

RS

)2

≈ Λ0 × 1015

(
f

10 TeV

)2(10 km

RS

)2

, (8.46)

where Λ0 ≈ (2.3 meV)4 is the value of the vacuum energy inferred from ΛCDM, and we have
fixed RS to the typical radius of a neutron star as an example. If such type of bubbles could
have escaped from neutron stars, the corresponding change in the vacuum energy would be in
gross contradiction with experimental data.

However, for much smaller values of f , or if we were to consider much larger astrophysical
bodies (the largest stars known have RS ∼ 103R�), astronomical structures, or even dense
objects beyond the SM (such as dark stars), the change in the dark energy density could be
much smaller. The corresponding nucleation of bubbles of the true vacuum and subsequent
phase transition could then be an experimentally viable and very interesting phenomenon, which
could be detected in the near future given the expected increase in precision of many current
and planned cosmological observatories.

Amusingly, if the phase transition proceeds via quantum tunneling, as we have argued in
Sec. 8.1.3, a recent creation of a true vacuum bubble could lead to other, more direct, ex-
perimental signatures: since the bubble interacts with SM matter, gravitationally at the very

4In the following we exclude the possibility of an adjustment mechanism for the cosmological constant. Such
a mechanism could interfere with the formation or escape of the bubble.
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least, the effects of a (non-percolated) bubble wall passing through Earth could potentially be
detected [204,205].

Let us finally point out that seeded phase transitions with ∆Λ . Λ0 could impact our under-
standing of the landscape solution to the cosmological constant problem. Originally connected
with the requirement for galaxies and stars to form [108], the cosmological constant was predicted
to lie within a range a couple of orders of magnitude larger than the value actually observed as
dark energy. In light of our late-time phase transitions, taking place precisely because structures
form, this discrepancy could well be an accident associated with the sensitivity to finite density
effects of a scalar potential with metastable minima (potentially many of them as in [206]).

Cosmological Constraints

While it is beyond the scope of this work to examine in detail the cosmological and astrophysical
constraints arising from a phase transition at the dawn of galaxy/star formation, let us briefly
comment on simple arguments why a large change in the energy content of the universe is not
experimentally viable.

From local measurements of the (accelerated) expansion of the universe, we know it is dark
energy dominated, and in particular ρr � ρΛ at z . 1, where ρr is the energy density in radiation.
If we assume that, at redshifts zS ∼ 30, an O(1) fraction of the kinetic energy of the bubbles goes
into radiation after they collide and percolate, then we find ε = ∆ρr(zS)� (1+zS)4ρΛ0 ≈ 106ρΛ0 ,
which is inconsistent with e.g. Eq. (8.46).

Still, it would be preferable to proceed with minimal assumptions regarding the fate of the
bubble. One relatively robust assumption is that today our Hubble patch is in the true vacuum,
while it was not prior to star formation, that is ρΛ(z > zS) 6= ρΛ0 . In this case, the most
reliable test is to contrast late versus early universe measurements, something that has been
actively pursued in recent years in light of the Hubble tension, the disparity between CMB and
local determinations of the Hubble constant (see [207,208] for recent discussions). Of particular
relevance is the study in [209], where constraints on the size of an early dark energy content of
the universe at the time of recombination are derived. The bounds are given as a function of
the critical redshift zc where the dark energy starts to decay quickly, as 1/a6 (thus faster than
radiation). Such a behaviour decreases the impact of this non-standard energy component at
later times z < zc, which we take as a good approximation towards independence from the fate
of the bubble(s). Identifying zc = zS, the bound ρΛ(z > zS) & 103ρΛ0 is derived, three order of
magnitude stronger than the crude bound we derived before. Although we expect that a proper
analysis of the fate of the bubbles and its impact on cosmological observables would yield even
stronger bounds, for now we take

−∆Λ . 103 × Λ0 (8.47)

to set constraints on the parameters of the scalar potential Eq. (8.1).

For the bound Eq. (8.47) to apply, the conditions for a bubble of the true ground state to
form and escape from the dense system must be satisfied. Let us recall that the first of these
conditions is that densities need to be above the critical density, i.e. n > nc, or more specifically

ζ(n) > 1− Λ4
R

Λ4
B

, (8.48)

see Eqs. (8.57), (8.64). Since in this work we do not focus on any specific scenario for the
function ζ(n),5 we simply assume that stars exist with n > nc, and note that denser stars

5Constraints on relaxion models, where ζ(n) can be explicitly computed, will be presented in [180].
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Figure 8.6: Region excluded by a density induced vacuum instability if it happens at redshifts
z . 10 (shaded red) in the plane (f/RS

√
1− δ2, Λ4

R/Λ0), where RS is the typical radius of the
(type of) star triggering the phase transition, i.e. where densities above critical are realized,
n > nc.

are typically smaller. The other conditions concern the formation and escape of the bubble,
which are different for a shallow metastable minimum than for a deep one, see Eq. (8.41) and
Eq. (8.42), respectively. These depend on either RT or ∆RT = RS−RT, which in turn depend on
the density profile of the star. We will take RT ∼ ∆RT ∼ RS as a generic expectation for stars
where the core density is not very close to the critical one, as discussed in Sec. 8.1.2. Under this
assumption, the strongest of the formation and escape conditions, for both shallow and deep
minima, can be written as

Λ4
R &

f2

R2
S

1

1− δ2
. (8.49)

We show the region of parameter space where this condition is satisfied in Fig. 8.6. Since a
phase transition seeded by stars takes place in this region, the bound Eq. (8.47) applies, ruling
out the corresponding part of it. Note that for a bubble connecting deep minima, Eq. (8.49)
can be rewritten as Λ4

R & Λ2
Bf/RS.

8.2 Bounds on Relaxion Models from Density Induced Phase
Transitions

Both the conditions for a scalar bubble to escape from a star and the experimental constraints
on the associated phase transition have been discussed above in the context of a simple quartic
potential with a tilt, i.e. with two non-degenerate minima. In this section we extend them to the
case of the relaxion potential, which we review in Sec. 8.1.1. Since by construction the relaxion
potential depends on the QCD quark condensate (QCD-relaxion) or the Higgs VEV squared
(non-QCD relaxion), its landscape of minima changes in a dense environment of SM matter.
We show in Sec. 8.2.2 that at sufficiently high densities and for large enough stars, the in-vacuo
relaxion minimum can be destabilized and a bubble of a lower energy minimum can expand
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indefinitely. This fact allows us to set new constraints on the relaxion mechanism, which we
present in Sec. 8.2.3. The most relevant ones are found in the case of the non-QCD relaxion
(Sec. 8.2.3.B), where the minima are typically very shallow and the small change in the Higgs
VEV induced by a finite baryon density is enough to trigger the transition. We also find that the
large electric and magnetic fields generated by pulsars/magnetars can lead to analogous phase
transitions for relaxions with large couplings to photons (Sec. 8.2.3.C). Finally, we show that if
the vacuum instability is seeded by the largest stars in the universe (with radii thousand times
that of the Sun), or if dark astrophysical objects exist (Sec. 8.2.3.D), a change of minimum in
the relaxion landscape can take place with the corresponding change in vacuum energy being
very small. A priori, such a phase transition is phenomenologically viable and an interesting
target for future exploration.

8.2.1 The Relaxion Potential

The relaxion potential [8] is characterized by a washboard-like shape where after integrating out
the Higgs, the amplitude of the wiggles depends on the relaxion field φ itself,

V (φ) = −Λ4
R

φ

f
− Λ̃4

B F (φ) cos
φ

f
. (8.50)

ΛR and Λ̃B are the scales that control the size of the linear rolling and periodic back-reaction
terms respectively, while 2πf parametrizes the field distance between adjacent minima. The
monotonically increasing function F (φ) is of the form

F (φ) =

(
φ

φc
− 1

)k/2
Θ(φ− φc) , (8.51)

with k = 1, 2 and where φc is the field value where the periodic barriers turn on. This is taken
such that the change in the size of the wiggles after a 2πf period is small, i.e. φc � f , and
therefore the landscape is densely populated over field ranges of order φc. The case k = 0
corresponds to Abbott’s potential [206], where the size of the potential barriers is constant. The
non-trivial behavior for k = 1, 2 arises from the dependence of the periodic term on the Higgs
VEV, h, which in turn is determined by the scalar field φ.

Indeed, the Higgs potential, in particular the mass term, depends on the value of the relaxion,

V (h) = 1
2(M2 − gφM)h2 + 1

4λh
4 , (8.52)

where M is the cutoff and g is a small coupling that breaks the shift-symmetry associated with
φ. Note that the periodic term in the relaxion potential, while breaking the continuous shift-
symmetry, is still invariant under the discrete shift φ→ φ+ 2πfn, n ∈ Z. The coupling to the
Higgs, as well as the linear term in the potential, break it completely, thus we expect

Λ4
R

f
= c gM3 , (8.53)

where c is a parameter with the dimensions of an inverse coupling squared, therefore c ∼ 1/(4π)2

in a strongly coupled UV completion; for simplicity we take c = 1. Likewise, naive dimensional
analysis yields M ∼ 4πf ; here we keep M and f independent and require that f > M/4π
(f � M would correspond to a weakly coupled UV completion). As soon as the Higgs mass
parameter turns negative, h acquires a VEV, given by

h2 =
M2

λ

(
φ

φc
− 1

)
, φc ≡M/g , (8.54)
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where we have identified φc as given in Eq. (8.51).
One must now specify how the amplitude of the relaxion periodic term depends on the Higgs

VEV. In Sec. 8.2.3 we discuss specific realizations of the relaxion, where such a dependence is
either linear (QCD-relaxion), Λ̃4

BF (φ) ≡ Λ4
QCDh/v with v ≈ 246GeV and ΛQCD the QCD quark

condensate, or quadratic (non-QCD-relaxion), Λ̃4
BF (φ) ≡ Λ4

C(h/v)2, where ΛC is the analogous of
ΛQCD for a new QCD-like confining dynamics. These two cases therefore correspond to k = 1, 2
in Eq. (8.51), respectively. More complicated functions, beyond Eq. (8.51), arise in the presence
of extra light scanning scalars [153]. In any case, the change in the Higgs field between adjacent
minima is

∆h2 =
2π

λ

Λ4
R

M2
. (8.55)

The requirement that φc � f , which is correlated with the fact that the rolling term is hierar-
chically smaller than the cutoff of the theory, ΛR � M , see Eq. (8.53), ensures that the Higgs
VEV varies slowly with every period of the potential.

Recall that in the relaxion mechanism, φ goes through a period of dynamical evolution,
originally assumed to happen during a phase of cosmological inflation [8], where it rolls towards
the minima of the landscape, generically stopping at one of the first (see below for a character-
ization of the minima). The parameters of the potential are adjusted, in a technically natural
fashion, such that the Higgs VEV is of the right size at the minimum where the relaxion stops
its evolution, that is h = v. Other proposals regarding the aforementioned time evolution of
the relaxion have been put forward in e.g. [154–156] and [157]. In addition, already in [8] and
subsequently in e.g. [153,158], the potential itself was made to evolve during inflation, eventually
leading to the relaxion resting in a minimum many periods beyond the first. We will however
not be concerned with the early cosmological dynamics of the relaxion. Instead, our analysis
generally applies to whichever minimum the relaxion eventually stopped at, i.e. to the minimum
where the relaxion is found when structures in the universe, in particular stars, start to form.

To ease the analysis of the landscape of relaxion minima, it is useful to redefine the scalar
field as

φ ≡ φ`(θ) = (2π`+ θ) f with ` ∈ N , θ ∈ [0, 2π) , (8.56)

where ` labels the period of the field. The local (metastable) minima of the potential are then
denoted by φ`∗(θ∗), where the precise value of θ∗ depends on the period `∗. Minima are found
as soon as the (`∗-dependent) effective back-reaction grows large enough,

Λ4
B ≡ Λ̃4

BF (φ`∗(π/2)) > Λ4
R . (8.57)

In addition, we can conveniently choose to shift the origin of field space such that the minima
start with `∗ = 1, φ` → φ` + 2πf(¯̀− 1) with ¯̀= (φc/2πf)

[
(Λ4

R/Λ̃
4
B)2/k + 1

]
+ ξ, where ξ ∈ [0, 1)

such that ¯̀∈ N.
The relaxion landscape in Eq. (8.50) has two qualitatively different types of minima, de-

pending on the relative size of the rolling and back-reaction terms, see Fig. 8.7. In analogy to
Eq. (8.2), these can be parametrized by the variable δ

fV ′(φ`∗(π/2)) ' −Λ4
R + Λ4

B ≡ δ2
`∗Λ

4
B , (8.58)

where V ′ is the derivative of the potential, here evaluated at the period `∗. We note that δ`∗
depends on the period, although to ease the notation we shall henceforth omit the subscript
whenever unnecessary. For the first periods of the potential in which a minimum is present, the
parameter δ is small. This implies that these minima are shallow [159]. Indeed, for δ2 � 1 the
minimization condition 0 = fV ′(φ`∗(θ∗)) ' −Λ4

R + Λ4
B sin(θ∗) is satisfied at θ∗ ' π/2 −

√
2δ,
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which is very close to the local maximum (found at θ ' π/2 +
√

2δ), see the lower-left panel of
Fig. 8.7. The mass of the relaxion in these minima is given by

m2
φ '

Λ4
B

f2

√
2δ , (shallow) (8.59)

parametrically suppressed with respect to the usual expectation m2
φ ' Λ4

B/f
2. In subsequent

minima one finds m2
φ`∗

=
√
`∗m

2
φ1

, where the value of δ2 corresponding to `∗ = 1 is

δ2
`∗=1 '

kπf

φc

(
Λ̃4

B

Λ4
R

)2/k (
1
4 + ξ

)
. (8.60)

The other type of minima we are interested in corresponds to δ2 ≈ 1. As discussed above for the
simplified potential, these are deep minima, since ΛB � ΛR, see the lower-right panel of Fig. 8.7.
The minimization condition yields θ∗ ' 1− δ2 � 1, and the relaxion mass is simply

m2
φ '

Λ4
B

f2
. (deep) (8.61)

Another quantity of phenomenological interest, which is markedly different between shallow and
deep minima, is the height of the potential barrier,

∆Vtop '
{

4
√

2Λ4
Bδ

3 , (shallow)

2Λ4
B . (deep)

(8.62)

The suppression of the barrier in the case of minima with δ2 � 1 implies that even a small
perturbation of the potential can easily destabilize the relaxion, displacing it towards lower
energy minima.

8.2.2 The Relaxion at Finite Density

As we have seen above, similar to temperature, finite density effects can have a strong impact on
potentials of the sort of Eq. (8.50). While a priori these corrections could modify the landscape
in several ways, here we mainly focus on a decrease of the back-reaction term, since for the
relaxion this constitutes the leading deformation in most circumstances.6 Indeed, in QCD-
relaxion models, the size of the potential barriers is controlled by ΛQCD, which is known to
linearly decreases with (small) baryon density [115, 116], a fact that has already been shown
to affect the QCD axion [118, 119]. Alternatively, for non-QCD-relaxion models, we show in
Sec. 8.2.3.B that it is the change of the Higgs VEV with density that leads to a reduction of
the potential barriers. In addition, in Sec. 8.2.3.D we speculate about the possibility of dense
systems made of the dark baryons, where the back-reaction term would decrease in a similar
fashion as in QCD.

Just as in the previous section we introduce the dimensionless quantity ζ to parametrize the
relative change in the back-reaction term at finite density

ζ(n) ≡ 1− Λ̃4
B(n)

Λ̃4
B

, (8.63)

6In Sec. 8.2.3.C we discuss a relaxion model in which the rolling term changes due to an electromagnetic
background, as well as the modifications that this possibility introduces w.r.t. what we present in this section.
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0 0

Figure 8.7: Global view of the relaxion potential (upper panel) and zoomed in regions with
shallow (lower left) and deep (lower right) minima. Also plotted in the lower panels the in-
density potential for n slightly larger than critical (dashed). The upper sub-panels show the
derivative of the potential, both for n = 0 and n & nc. The first minima at finite density are
always shallow.

with ζ(n) > 0 and ζ(0) = 0. Let us now consider that in vacuum the relaxion sits at the
minimum corresponding to some fixed period `∗. One can then define a critical density, nc,
above which the effective back-reaction ΛB at this minimum is no longer larger than the rolling
term. This is implicitly given by

ζc ≡ ζ(nc) = δ2
`∗ , (8.64)

where we recall that δ2
`∗

= 1− Λ4
R/Λ

4
B. When the critical density is reached, the local minimum

associated with ΛB ceases to exist. In other words, the relaxion minimum corresponding to the
period `∗ (and obviously all the previous minima) is destabilized when ζ(n) > δ2

`∗
. Shallow

minima, where δ2 � 1, are easily destabilized by density corrections, since ζc � 1, while deep
minima require ζc ≈ 1 in order to disappear, see Fig. 8.7. In the following we restrict our
discussion to ζ(n) ≤ 1, leaving the discussion of the case where the barriers change sign to
App. II.B.7.

Hence at densities n > nc the minimum in which the relaxion resides in vacuum disappears.
The number of periods between such a minimum and the first minimum of the in-medium
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potential is given by

N ≡ `∗n − `∗ =
φc

2πf

[(
1− ζc
1− ζ

)2/k

− 1

](
Λ4

R/Λ̃
4
B

1− ζc

)2/k

+ ξ , (8.65)

where ξ ∈ [0, 1) such that N ∈ N. Independently of k (k 6= 0), N scales with the difference
ζ − ζc. In addition, N scales with φc/f � 1, thus as soon as ζ is above the critical value, the
first in-density minimum is generically many periods beyond the one in vacuum. Additionally,
the first minimum at finite density is always shallow: it lies at θ∗n ' π/2, and the mass of the
scalar as well as the potential barrier are suppressed beyond the naive expectations, much like
for the shallow minima in vacuum.

The change in the ground state energy between consecutive minima, be these shallow or
deep, at zero or non-zero density, is always

∆Λ ' −2πΛ4
R . (8.66)

A Formation and Escape of a Bubble

The disappearance of the in-vacuo minimum at supercritical densities leads to a non-trivial
scalar profile, φ(r), developing within finite size systems such as stars. The characteristic scale
of such a relaxion bubble is set by µ = Λ2

R/f . This implies that for stars whose core, defined
as where n(r) > nc, is larger than µ−1, the field is displaced from its value in vacuum by an
amount ∆φ(0) & 2πf . Note that this means that inside the bubble, the relaxion has surpassed
the field distance corresponding to one period of the potential in vacuum. This gives rise to the
possibility that a relaxion bubble, originally confined to dense system, expands beyond the core
of the star, given that such a value of relaxion corresponds to a lower energy configuration also
in vacuum. In fact, if the gain in energy density is large enough to compensate for the increase
of the surface tension of the bubble between the core and outside of the star, the relaxion bubble
expands indefinitely.

The conditions for the formation and escape of a scalar bubble interpolating between two
adjacent minima of the potential have been recently derived above (Sec. 8.1), for a quartic scalar
potential with a tilt. In the neighbourhood of a given minimum of the relaxion potential, the
same analysis applies. Intuitively, this is to be expected because the conditions for formation
and escape simply follow from energy considerations. First, a scalar bubble associated with a
field displacement of one period, that is 2πf , forms when the associated gain in energy density,
ε = −〈∆Λ〉 ∼ 2πΛ4

R (see Eq. (8.66)) is enough to compensate for the field gradient 1
2〈φ′2〉 ∼

(2πf/RT)2, where RT is the radius of the star’s core. Second, in a finite-size dense system
there is an additional contracting force acting on a bubble wall (of radius R), besides the usual
expanding force associated with ε and the contracting force associated with its surface tension
2σ/R. This additional force is due to the increase of σ with R from the core to the outer edge of
the star, σ′ = dσ/dR ∼ ∆σ/∆RT, where ∆RT is the size of the transition region from the core
to the end of the star. Since for a sufficiently large bubble the surface-tension force becomes
small, a scalar bubble can expand beyond the confines of the star if ε & σ′.

For a shallow relaxion minimum (δ2 � 1), the change in the wall’s tension is negligible,
since already in vacuum the potential barrier separating the two adjacent minima is very small,
Eq. (8.62). Therefore, when a shallow relaxion bubble forms, it generically escapes from the star
as well. The condition for this to happen is

RT &
f

Λ2
R

. (shallow) (8.67)
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Instead, for a deep relaxion minimum (δ2 ≈ 1), the change in the wall’s tension is significant,
going from being dominated by the gradient energy at the core, to being dominated by the
large potential barrier in vacuum. This implies that the escape condition is stronger than the
condition for formation. The former reads

∆RT &
f

Λ2
R

1√
1− δ2

=
fΛ2

B

Λ4
R

. (deep) (8.68)

As expected, it is generically much more difficult for a bubble connecting deep minima to escape
from the star than for a shallow bubble. Furthermore, recall that in order to destabilize a deep
minimum much larger densities are needed than in the shallow case.

In practice, we take both the size of the core RT, and the size of the transition region from
the core to the end of the star ∆RT, to be of the same order as the whole size of the star,
RS ∼ RT ∼ ∆RT. This is justified for density profiles where the core density is not accidentally
close to the critical one. In this regard, notice that different types of stars span not only a range
of radii but a range of core densities as well, so cases in which RT, ∆RT � RS are not generic.

In the following we consider main-sequence stars like the Sun, white dwarfs (WD), or neutron
stars (NS). We take the following as typical radii

RNS ≡
√

8πMP/m
2
p ≈ 2.7 km ,

RWD ≡ RNS(mp/me) ≈ 5× 103 km , (8.69)

R� ≈ 7× 105 km .

For the baryonic densities of these types of stars, which are the most relevant for relaxions, we
take as typical values

nNS ≡ n0 ≈ 0.16/fm3 ≈ 1.3× 106 MeV3 ,

nWD ≡ 2.8× 107 g/cm3 × 1/mp ≈ 0.13 MeV3 , (8.70)

n� ≈ 1.5 g/cm3 × 1/mp ≈ 7× 10−9 MeV3 ,

where n0 is the nuclear saturation density. Note that for white dwarfs we have in fact taken
nWD = m3

e, as determined by Fermi degeneracy, since this matches their mean density well
[160,190].

Before moving to the phenomenological consequences of escaping bubbles for specific relaxion
models, several additional comments are in order:

As we have seen, the conditions in Eqs. (8.41), (8.68) hold under the assumption that the
typical reaction time of the relaxion field (set by µ−1 = f/Λ2

R) is much faster than the time
it takes for a forming star to develop a core (in which n > nc) of size RT & µ−1. For stellar
processes where this is not the case, the formation of a scalar bubble takes place suddenly
instead of in the nearly static fashion we have assumed (for more details on the sudden case, see
Sec. II.B.5).

Irrespective of the time evolution, if the stars grows very large compared to µ−1, very large
field displacements (w.r.t. to where the relaxion resides in vacuum) are energetically allowed
inside the bubble. Indeed, at a fixed core density such that ζ is not accidentally close to
criticality, a very large core RT ∼

√
Nµ−1 � µ−1 allows for the relaxion to move by many

periods N � 1, see Eq. (8.65). As explained in App. II.B.6, such a large relaxion bubble
has the effect of helping the standard bubble connecting two adjacent minima (i.e. for which
∆φ(0) ∼ 2πf) to escape from the star. In fact, such a bubble escapes independently of the
density profile, regardless of how fast density decreases towards the outer edge of the star. In
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this case the conditions Eqs. (8.41), (8.68) read the same, only with RS instead of RT and ∆RT;
they simply encode the requirement for a standard relaxion bubble to expand once it is outside of
the star, see Eqs. (II.B.24), (II.B.25). If one bubble is able to escape, the new relaxion minimum
in vacuum becomes the one associated with the next period, i.e. `∗ + 1. Interestingly, since
N = `∗n − `∗ � 1, such a new minimum is also unstable inside the dense system. This then
implies that another bubble, within which this time the relaxion sits at the minimum `∗+2, will
generically be able to escape as well, and so on until the escape condition is no longer satisfied.

Finally, let us note that our whole discussion relies on the assumption that the density profile
is treated as a background field that does not receive a large back-reaction from the formation
and expansion of a relaxion bubble. In App. II.B.8 we discuss the interactions of the relaxion
(non-trivial configurations) with the density profile, thereby justifying this treatment.

8.2.3 Bounds on Relaxions

The relaxion bubbles discussed above are born along with the stars that seed them. Therefore,
if the conditions for the bubble to expand beyond the dense system are met, a phase transition
in the universe to a new relaxion vacuum can take place whenever the right type of stars are
formed. A rough experimental bound on such a change was derived in (8.47). The possibility of
such most phase transitions in relaxion models is therefore ruled out by cosmological data. Still,
it is interesting to note that if we were to consider bubbles nucleated by the largest stars observed
so far, with radii RS ∼ 103R�, or by large non-standard astrophysical objects, associated for
instance with some beyond the SM relic species, e.g. dark matter (see Sec. 8.2.3.D), then a
phenomenologically viable late-time phase transition could have taken place. In this regard,
it would be interesting to perform a detailed assessment of the associated cosmological and
astrophysical signatures.

Besides, in relaxion models the change of minimum also implies a change in the Higgs VEV,
for which there exist cosmological (and astrophysical) constraints as well. However, let us note
right away that the relative change of the electroweak scale between minima is much smaller
than the change in the vacuum energy: (∆h2/v2)/(|∆Λ|/Λ0) = Λ0/λcv

2M2 � 1, where we have
used Eq. (8.55). Nevertheless, since this is one of the trademarks of relaxion models compared to
other landscapes, let us briefly review the bounds. There are significant constraints on a different
value of the Higgs VEV during BBN, |∆h/v| . 10−2 where ∆h = h − v [210]. In addition, it
has been recently argued that SN explosions can only happen if h is below a factor of a few
away from v [211]. While these constraints (the one from BBN in particular) could be violated
if the universe underwent a change of relaxion minimum at star formation, as shown above the
associated change in vacuum energy always yields a more or equally stringent constraint.

In the remainder of this section, we work out the specifics of how a non-vanishing SM matter
density (or an electromagnetic background) affects the potential of some benchmark relaxion
models, and re-express the conditions for the formation and escape of bubbles in terms of their
parameters.

A QCD Relaxion

The most economic origin of the relaxion periodic term is low-energy QCD dynamics, in which
case we identify the relaxion with the QCD axion. The dependence on the Higgs VEV arises
from the well-known dependence of the axion potential on the quark masses. This leads us to
identify Λ̃B in Eq. (8.50) as well as ΛB, the effective size of the periodic term at the minimum
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8.2. Bounds on Relaxion Models from Density Induced Phase Transitions

where the relaxion sits in vacuum, as

Λ̃4
B = Λ4

QCD

M

v
√
λ
, Λ4

B = Λ4
QCD

h

v
. (8.71)

Note that if a seeded phase transition took place, the relaxion would not sit at the same minimum
today than right before star formation. Nevertheless, in the following we conservatively fix
h = v ≈ 246GeV, since any minimum prior to star formation with a smaller h would necessarily
be shallower than the present one, making it easier for the transition to take place. The exponent
of the function F (φ) in Eq. (8.51) is determined as well, k = 1, since the dependence of the back-
reaction term on the Higgs VEV is linear. Note that the QCD(-axion) scale is Λ4

QCD ' m2
πf

2
π/4.

Finally, the value of δ, which determines if the relaxion minimum is shallow or deep, depends
on the relative size of the rolling term, Λ4

R = gM3f , according to Eq. (8.58),

δ2 = 1− gM
3f

Λ4
QCD

. (8.72)

In this regard, let us note that, as advanced, for the first minima of the potential δ is always
a small parameter as long as the scanning of the Higgs VEV is sufficiently precise. At the first
minimum,

δ2
`∗=1 '

πΛ4
QCD

λv2M2

(
1
4 + ξ

)
� 1 , ξ ∈ [0, 1) , (8.73)

while for all the subsequent minima δ2
`∗

= `∗δ
2
1 . Since it has no actual significance, from now on

we set ξ = 0.

Once all the relevant parameters of our potential have been identified, let us consider the
fate of the relaxion bubbles, starting with shallow minima, δ2 � 1. This case should be mostly
considered as illustrative, since the value of the relaxion at the minimum is displaced from a
multiple of 2πf by approximately π/2, thus the strong CP angle is also θQCD ' π/2, which
is experimentally ruled out. Keeping this in mind, we can compute the dependence of the
back-reaction term, or equivalently ζ in Eq. (8.63), on the baryon density nb by means of the
Feynman-Hellmann theorem, as explained in e.g. [118],

ζ(nb) '
σπNnb
m2
πf

2
π

. (8.74)

This holds for densities below a few times nuclear saturation, and where σπN ≈ 45 MeV is known
as the pion-nucleon sigma term. In turn, since the critical value of ζ for which the relaxion can
classically move is given by ζc = δ2, we find that a proto-bubble can start forming if

nb >
`∗
M2

πΛ8
QCD

σπNλv2
≈ 1× 10−8 MeV3

(
1 TeV

M/
√
`∗

)2

, (8.75)

that is if densities are larger than 3 g/cm3× 1/mp. This is a very low critical density, found not
only in neutron stars and white dwarfs, but in the Sun as well. The densities reached in these
systems then set the minimum value of M/

√
`∗ that is excluded if the bubble eventually fully

forms and escapes the star. The corresponding condition is given in Eq. (8.41), which for the
QCD-relaxion reads

RS &
f

Λ2
QCD

, (8.76)
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where we have taken RT ∼ RS as argued in Sec. 8.2.2.A, and traded ΛR with ΛQCD given that
δ2 � 1. Using the reference radii and densities quoted in Eqs. (8.69), (8.70), we arrive at the
following excluded values for the relaxion decay constant and cutoff

NS : f . 3× 10−2MP , M/
√
`∗ & 1× 10−4GeV ,

WD : f . 63MP , M/
√
`∗ & 0.3GeV , (QCD; shallow) (8.77)

� : f . 9× 103MP , M/
√
`∗ & 1.4 TeV .

Therefore, while recalling that the shallow QCD relaxion is already ruled out by a too large θQCD,
we find that classical rolling and escape would happen for nearly all values of f and M/

√
`∗.

Note in fact that for both white dwarfs and main-sequence stars the upper bounds on f are
above MP, and that for neutron stars and white dwarfs the lower bound on M is not larger than
the electroweak scale.

The situation is markedly different for deep minima, in particular since we must require
θQCD . 10−10, which then fixes 1 − δ2 to be as small at the minimum in question. Since
ζc = δ2, this implies that the QCD barriers at finite density, Λ4

QCD(1 − ζ(n)), would need to
nearly disappear for the relaxion to be able to classical move to the next minimum. Such large
densities, if attainable at all inside neutron stars, are certainly beyond perturbative control and
thus the linear approximation used to derive Eq. (8.74) is not applicable. However, since in the
cores of neutron stars densities could be higher than ten times nuclear saturation density [191],
it has been long been hypothesised that new phases of QCD, such as kaon condensation or
color-superconductivity, could take place there, see e.g. [118] and references therein. As shown
in that work, this raises the possibility that, while remaining finite, the periodic potential flips
sign. As explained in App. II.B.7 (see also [212]), this would lead to relaxion condensation with
∆φ(0) = π, assuming a small rolling region. Such a type of bubble would remain confined inside
the dense system.

Still, an interesting option remains that such a change of phase of strongly interacting matter,
being controlled by QCD dynamics, happens very fast compared to the reaction time of the
relaxion. In the case of a deep minimum this reaction time is prolonged compared to a shallow

one, µ−1 = f/Λ2
R = θ

−1/2
QCD f/Λ

2
QCD. Then, as discussed in [12], the kinetic energy that the field

acquires after the sudden change of its potential could be enough to overcome the (flipped)
barriers and to create a relaxion bubble with ∆φ(0) � 2πf . This facilitates the escape of a
standard 2πf bubble, as discussed above (see also App. II.B.6). With our current knowledge of
QCD at such extreme densities we cannot assert whether this is the right picture. Nevertheless,
if it were, a phase transition would take place if the condition Eq. (II.B.25) is satisfied

f <
√
θQCDΛ2

QCDRNS ≈ 8× 1011GeV

(
θQCD

10−10

)1/2

. (QCD; deep) (8.78)

B Non-QCD Relaxion

The correlation between the relaxion selection of the electroweak scale and of θQCD, i.e. between
the electroweak hierarchy and the strong CP-problem, can be broken by positing that dynamics
other than QCD is responsible for the generation of the periodic back-reaction term [8]. Such
a non-QCD strong sector must still couple to the relaxion in such a way as for the amplitude
of the barriers to depend on the Higgs VEV. Experimental constraints on new electroweak-
charged degrees of freedom that get mass from electroweak symmetry breaking motivates that
such a dependence is quadratic, instead of the linear dependence of the QCD scale (see however
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Sec. 8.2.3.C). Therefore, we identify our potential parameters in Eq. (8.50) as

Λ̃4
B = Λ4

C

M2

λv2
, Λ4

B = Λ4
C

h2

v2
, k = 2 , (8.79)

where ΛC is the new confinement scale, analogous to ΛQCD in Eq. (8.71). In order for the size
of the barriers to be naturally dominated by the Higgs VEV squared, the condition Λ2

C . 4πv2

must be required [8, 153, 157, 213]. In parallel with the QCD-relaxion, the value of δ at a
given minimum is determined by the relative size of the rolling term and Λ4

C, i.e. Eq. (8.72) with
ΛQCD → ΛC. The first minima of the landscape are always shallow, since δ2

1 ' πΛ4
C/2λv

2M2 � 1
for Λ2

C . 4πv2 and M � 4πv.

The dependence of the back-reaction term on the (SM) matter density in this case is indirect,
stemming from a change in the Higgs VEV. This is due to the coupling of the Higgs field to
fermions, L ⊃ − 1√

2
yψhψ̄ψ, which in a (non-relativistic) ψ background, 〈ψ̄ψ〉 ' 〈ψ̄γ0ψ〉 = nψ,

displaces its VEV from its value in vacuum. The small relative displacement with respect to
Eq. (8.54) is given, at leading order in nψ, by

δh2(nψ) =
yψ√

2

nψ
λv3

, (8.80)

where we have evaluated h = v. The change h2 → h2(1 + δh2) is then responsible for the
density dependence of the relaxion potential. In this regard, note that both the rolling and
back-reaction terms are affected, since both of them are in fact quadratic in the Higgs, see
Eq. (8.52) and Eq. (8.79) respectively. Nevertheless, it is easy to see that the leading effect is
associated with the latter since, while the Higgs contribution to the barriers is the leading piece,
it is a subleading one for the linear slope as long as v2/M2 � 1.

The most relevant densities to consider, as in the case of the QCD-relaxion, are baryonic,
since these are usually the largest (in particular in the cores of neutron stars) and the coupling
of nucleons to the Higgs is significant yN = σπN/v, where N = n, p. In neutron stars, besides
neutrons and protons, leptons are present as well. Charge neutrality implies np + ne + nµ = 0,
where note that due to the highly energetic Fermi surface of the electron, β-equilibrium not only
implies µn = µp+µe but µe = µµ as well, implying a non-vanishing muon density (for µµ > mµ).
This is interesting since the coupling of muons to the Higgs, yµ = mµ/v, is twice as large as
to nucleons. In the outer layers of neutron stars, in white dwarfs and main-sequence stars,
baryon densities become once again the most important, given the small coupling of electrons
to the Higgs. We therefore focus on the effects of a non-vanishing nb. Still working in the linear
approximation, the decrease of the non-QCD barriers is encoded as

ζ(nb) '
√

2
σπNnb
m2
hv

2
, (8.81)

where we have written it in terms of the physical Higgs mass, m2
h = 2λv2, to make apparent the

similarity with Eq. (8.74). A relaxion bubble can then classically form if densities satisfy the
following condition

nb >
`∗Λ

4
C

M2

πv2

√
2σπN

≈ 3× 10−3 MeV3

(
1 TeV

M/
√
`∗

)2(ΛC ' ΛR

1 MeV

)4

. (8.82)

Even though finite density effects are relatively suppressed in the case of the non-QCD relaxion,
the required critical densities are sufficiently small, for large cutoffs or small back-reactions, that
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Figure 8.8: (M/
√
`∗,ΛC)-regions excluded by the formation and escape of a non-QCD relaxion

bubble induced by neutron stars (red), white dwarfs (blue), and the Sun (green), in the case of
shallow minima, δ2 � 1 or equivalently ΛR ' ΛC, and for f = 109, 1014, 1019GeV (left, middle,
right panel, respectively). The grey, shaded region is excluded by the requirements Λ2

C . 4πv2

(orange line) and ∆h2 < v2 (magenta line), while the region of parameter space preferred by
relaxation during inflation lies above the diagonal black line. Note that the latter line depends
on a model-dependent period of dynamical evolution, which our constraints are independent of.
The three lines are drawn taking `∗ = 1.

they can be found from neutron stars to the Sun. Furthermore, relaxion bubbles will only form
for shallow minima, ζc = δ2 � 1, since values of ζ(nb) close to unity, which are required to
destabilize deep minima, can never be achieved (this would require exorbitant densities, of order
m2
hv

2/σπN ∼ 1019 MeV3).
The condition for a shallow bubble to fully form and escape the star simply reads

RS &
f

Λ2
C

, (non-QCD; shallow) (8.83)

where recall that for δ2 � 1 we have ΛR ' ΛC. The conditions in Eqs. (8.82), (8.83), which
if satisfied imply a late-time phase transition at odds with experiment, give rise to non-trivial
constraints on the parameter space of the non-QCD relaxion. These are qualitatively different
and generically stronger than those dependent on the period of dynamical evolution; namely
Λ4

R > M6f/
√

12πM3
P for relaxation during inflation, associated with the requirement of classical

evolution of the field along with the energy density associated with the relaxion being a subdom-
inant component [8,153,157,213]. A related but different discussion of chameleon effects relevant
for dark matter direct detection experiments have been recently presented in [214]. We show our
constraints in Figs. 8.8 and 8.9, in the planes (M/

√
`∗,ΛC), and (M, g) for `∗ = 1, respectively.

These are for three different values of the relaxion decay constant, f = 109, 1014, 1019GeV. In
both planes, it is evident that the lower boundary of the excluded (shaded) regions extends to
smaller values of either ΛC ' ΛR or g as f is taken smaller, since it is easier for the relaxion
bubble to fit inside a given type of star, Eq. (8.83). In turn, as f is taken larger, either ΛC or g
must be larger for the bubble to be able to form, which then requires higher densities, Eq. (8.82);
this is why the constrains from less dense stars become comparatively weaker. Note that al-
though the plots are cut at M = 109GeV, the constraints actually extend up to M . 4πf in
each case. Let us also point out that if the theoretical expectation that f < MP is accepted, the
constraints for f = 1019GeV ≈ MP can be considered as absolute, meaning the corresponding
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Figure 8.9: (M, g)-regions excluded by the formation and escape of a non-QCD relaxion bubble
induced by neutron stars (red), white dwarfs (blue), and the Sun (green), in the case of shallow
minima, δ2 � 1 or equivalently ΛR ' ΛC, and for f = 109, 1014, 1019GeV (left, middle, right
panel). The grey, shaded region is excluded by the requirements Λ2

C . 4πv2 (orange line) and
∆h2 < v2 (magenta line), while the region of parameter space preferred by relaxation during
inflation lies above the diagonal black line. Note that the latter line depends on a model-
dependent period of dynamical evolution, which our constraints are independent of. Recall that
g = Λ4

R/M
3f and we have taken `∗ = 1 in Eq. (8.82).

parameter space is excluded for any (possible) value of the axion decay constant. Finally, con-
sidering larger stars with enough density would enlarge the excluded regions. In the case of the
(green) region associated with main-sequence stars, once the inequality Eq. (8.47) is saturated,
more refined experimental constraints on changes in the energy budget of the universe or from
other observables, would be needed. The investigation of these detailed bounds is beyond the
scope of this work.

C Technicolored Relaxion

For the QCD and non-QCD relaxion models, the most important density deformation of their
respective landscapes is in the form of a smaller back-reaction term. Now we wish to point out
that in general this is not the only possibility. In this section we present a scenario in which the
leading effect is due to a change in the rolling term. Furthermore, this change is induced not by
background matter but by the electromagnetic fields surrounding a spinning neutron star.

Another variant of the relaxion model involves a technicolor-like sector which provides an
additional source of electroweak symmetry breaking on top of the elementary Higgs. While
this sector, irrespective of the relaxion, is severely constrained experimentally (by electroweak
precision data, Higgs coupling measurements and resonance searches at the LHC), it is not
yet ruled out [215, 216]. Exactly like for the QCD axion, the coupling of the relaxion to the
topological charge of this new confining sector gives rise to the periodic potential term [213],
with the analogue of ΛQCD given by

Λ4
TC ' 4πv′3mU , (8.84)

where v′ is the electroweak-breaking order parameter of the technicolor (TC) sector. The elec-
troweak scale is given by v2 = v′2 + h2 and mU = yUh/

√
2 is the lightest techniquark mass,

linearly proportional to the elementary Higgs VEV. The parameters of the relaxion potential
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are then identified as Λ4
R = gM3f (like in all the previous models), while Λ̃B and ΛB are similar

to the QCD relaxion, Eq. (8.71), with the following replacements

ΛQCD → ΛTC , v →
√
v2 − v′2 . (8.85)

Due to the aforementioned experimental constraints, v′ cannot be large, v′ . 70GeV, nor very
small either, since the masses of the TC resonances are expected below 4πv′ [215].

It is crucial for our analysis that the relaxion in this model has a large coupling to photons.
Just like for the QCD axion, this coupling is a consequence of the (model-independent) coupling
to the technigluons as well as the (model-dependent) electromagnetic anomaly,

gφγγ
4

φ

f
FµνF̃

µν , gφγγ = c
( α

2π

)
, (8.86)

where c is a model-dependent constant. Such an interaction, which is not suppressed by the small
shift-symmetry breaking parameter g, has significant implications for the fate of this relaxion
model, in particular because of the existence of strong electromagnetic fields surrounding rapidly
rotating neutron stars (magnetars/pulsars).7 Indeed, in such an environment the linear term in
the relaxion potential receives an additional contribution, Λ4

R → Λ4
R(1 + η), where

η =
gφγγE ·B

Λ4
R

. (8.87)

The critical value of η at which the minimum in vacuum ceases to be a minimum in the elec-
tromagnetic background is given by ηc = δ2/(1 − δ2). This statement can be translated to a
transition radius, REM

T , which is the maximal radius for which classical rolling is allowed (equiv-
alent to the radius of the dense star core RT, see Sec. 8.2.2.A), and given by the solutions of
η(REM

T ) = ηc. It is also the position of the bubble wall at formation. The value of δ2 at the
`∗-th shallow minimum is given, as in the QCD relaxion, by δ2

`∗
= `∗δ

2
1 , where δ2

`∗=1 is as in
Eq. (8.73) with ΛQCD → ΛTC. The electric and magnetic fields depend on the intrinsic proper-
ties of the star as well as on space-time, in a similar fashion as the (baryonic) density profiles
that were considered in our previous examples. However, in contrast to the case of a dense
system of finite size, here the electromagnetic background extends to infinity (i.e. much beyond
the surface of the star). This implies, for instance, that the radius at which classical rolling is
allowed is potentially much larger than RS. As explained in Sec. 8.2.2.A (see [12] for a more
detailed discussion) it is the size of this region compared to µ−1, the typical length scale of the
relaxion, that determines whether a bubble is formed or not. For a technicolored relaxion µ−1

is r-dependent,

µ−1(r) =
f

Λ2
R

1√
1 + η(r)

. (8.88)

Let us then consider a simple model of the magnetosphere, in particular a rotating dipole in
vacuum (see e.g. [217]),

E ·B =
R6

SB
2
SΩS

4r5
sinα

(
cos θ sinα+ sin θ cosα [rΩS cos (λ+ rΩS)− sin (λ+ rΩS)]

)
, (8.89)

with BS the magnetic field at the stellar surface, ΩS the rotation frequency of the star, α the
inclination angle of the dipole w.r.t. the rotation axis, and λ = φ−ΩSt the co-rotating azimuthal

7By considering a rotating star we are departing from our main assumptions concerning the characteristics of
the system, as described in [12], in particular spherical symmetry and (near) time-independence. However, we
expect such departures to neither have a large impact on our qualitative description, nor to change the order of
magnitude results we derive.
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angle. From here on we take α = π/4 for simplicity. In addition, we average the dipole over
one quadrant, that is θ ∈ [0, π/2] and φ ∈ [0, π], as well as over the relaxion time scale µ−1.
We identify two distinct limits, the first where the field reacts fast compared to the rotation
frequency, µ� ΩS, and the second where it reacts slowly, µ� ΩS. Since the bubble dynamics,
in particular if the bubble escapes or stays confined to the star, is a local statement governed
by the position of the bubble wall at its formation, we take µ−1(REM

T ) as the relevant time scale
in both limits. Within the fast limit, in order to analytically determine REM

T we perform an
expansion both in ΩS/µ� 1 and ΩSr � 1. For critical bubbles connecting shallow minima, the
validity of the second approximation follows from the first along with Eq. (8.92). For critical
bubbles connecting deep minima such an approximation is not valid in general, yet we verified
a posteriori that it holds in the region of interest, i.e. where the bounds lie, see Fig. 8.10. In the
limit where the field reacts slowly, we just perform an expansion in µ/ΩS � 1. After the dust
settles, we end up with

〈
E ·B

〉
' B2

SR
6
SΩS

4π2r5

{
(π − 2) , µ� ΩS ,

π , µ� ΩS ,
(8.90)

where we only kept the leading order terms. Note that the difference between the fast and slow
limits is due to the time-dependent piece of the dipole, which is relevant only in the first case.
For such a leading order averaged dipole, the transition radius is given by

REM
T =

(
α

8π3

B2
SR

6
SΩS

Λ4
TCδ

2

)1/5
{

(π − 2)1/5 , µ� ΩS ,

π1/5 , µ� ΩS ,
(8.91)

where we chose c = 1. Clearly, REM
T is much larger for shallow minima (δ2 � 1) than for deep

ones (δ2 ≈ 1), since the size of the critical electromagnetic field is much smaller for the former
than for the latter. The condition that REM

T > RS, which is equivalent to the statement that
the critical value of η is reached somewhere before the surface of the star, is certainly necessary
for a bubble to form (equivalent to the condition ζ(nb) > ζc in the relaxion models previously
discussed). However, since E ·B = 0 for r < RS , the conditions for the formation and expansion
to infinity of the bubble sets a lower bound on the size of the region REM

T −RS which is always
more stringent than just η(RS) > ηc. For shallow minima, the condition for the formation of a
2πf bubble is roughly given by

REM
T −RS &

f

Λ2
R

' f

Λ2
TC

. (technicolor; shallow) (8.92)

This is the same condition leading to the escape of a bubble to infinity, since when δ2 � 1 the
change in the potential from the inside to the outside of the transition region r ∼ REM

T is barely
appreciable. We can explicitly verify that this is the case by considering the equation of motion
of the bubble wall within the background electromagnetic field (see [12] for the equivalent in the
case of a bubble wall within a star),

σR̈ = ε− 2σ

R
− σ′ , ε(R) = 2πΛ4

R

[
1 +

δ2

1− δ2

(
REM

T

R

)5
]
, (8.93)

where ε is the energy density inside the bubble. Its R-dependence is due to the R-dependence of
η. It is then clear that for a shallow minimum, where δ2 � 1 and therefore σ′ = dσ/dR ' 0, the
condition for the bubble to escape is, to good approximation, given by Eq. (8.92). Note that we
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Figure 8.10: Regions excluded (inside labelled lines for several values of f [GeV]) by the
formation and escape of a TC relaxion bubble induced by the electromagnetic fields generated
by rotating neutron stars. Left panel: for a bubble connecting shallow minima, δ2 � 1 or
equivalently ΛR ' ΛTC. The red band shows µ ∼ ΩS for a critical bubble. Right panel: for a
bubble connecting deep minima, the depth parametrized by gM3f/Λ4

TC = 1 − δ2. Dot-dashed
lines show µ ∼ ΩS for the corresponding decay constant. Note the different range for ΛTC (recall
for shallow minima ΛTC ' ΛR) between the two plots.

have neglected O(1) factors as we did in Eqs. (8.41), (8.68), yet we expect them to be different
here due to the non-spherical morphology of the system.

When the condition in Eq. (8.92) is satisfied, the phase transition implies a change in vacuum
energy that is experimentally too large for 2πΛ4

R & 102Λ0, see Eq. (8.47). This allows us to
exclude large regions of parameter space of the technicolored relaxion, as shown in the left panel
of Fig. 8.10. To evaluate such a condition, we have taken as rotating neutron star properties,
RS = RNS in Eq. (8.69), and typical values for the surface angular velocity and magnetic fields
of neutron stars,

ΩNS ≈ 10 Hz , BNS ≈ 1010 T , (8.94)

see e.g. [218]. The relaxion coupling to photons is given in Eq. (8.86), where we set c = 1 (and
α ≈ 1/137); note that only if c > 0 the rolling term is larger than in vacuum (c < 0 would instead
make the minimum deeper in the electromagnetic background). In Fig. 8.10 (left panel), the
region to the right of a given labelled line is excluded, where each line corresponds to a different
value of the relaxion decay constant (from f = 1013 to 1019GeV). Therefore, for a given f ,
large values of M/

√
`∗ are excluded depending on ΛR ' ΛTC. As ΛTC increases, a certain critical

value is reached where the size of the critical region quickly decreases and becomes smaller than
RNS. The condition REM

T & RNS is independent of f , which is why all the excluded regions share
the same upper boundary. The red band marks the region where the field neither reacts fast
nor slowly compared to the rotation frequency, i.e. µ(REM

T ) ∼ ΩS. Given that REM
T in Eq. (8.91)

does not depend explicitly on f , the red band does not either. Within the band we expect O(1)
deviations from the naive interpolation, shown as dashed lines in Fig. 8.10.

Interestingly, the presence of large electromagnetic fields around neutron stars would also
lead to non-trivial constraints in the case of a bubble which connects deep minima. If the
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8.2. Bounds on Relaxion Models from Density Induced Phase Transitions

condition η > ηc is satisfied, the condition for formation of a deep bubble is easily satisfied. This
is because since ηc � 1, the slope of the potential is much larger in the region r . REM

T than
in vacuum. The relevant condition that leads to a phase transition is then the one concerning
the escape of the bubble. We derive such a condition under the conservative simplification that
past the transition radius the relaxion potential approximately returns to its in-vacuo form,
i.e. η(r > REM

T ) = 0. This is justified by the rapid decrease of E ·B, and therefore of η, with
R, see Eq. (8.90). Then, our escape condition follows from requiring that R̈ > 0 in Eq. (8.93),
taking the minimal value of ε, that is 2πΛ4

R, and the value of the tension force at the transition
radius, that is 2σ/REM

T , where note that due to our simplification we have σ′(r > REM
T ) = 0.

Then, a deep bubble escapes to infinity if

REM
T −RS &

f

Λ2
R

1√
1− δ2

' Λ2
TC

gM3
, (technicolor; deep) (8.95)

where we recall that 1− δ2 = Λ4
R/Λ

4
TC � 1 and Λ4

R = gM3f . As in the case of relaxion bubbles
seeded by baryon density, this condition implies that it is more difficult for a deep bubble to
escape than a shallow one. The underlying reason is the same as well, in vacuum the bubble-wall
tension is dominated by large potential barriers. Nevertheless, as shown in the right panel of
Fig. 8.10, for not too small values of Λ4

R/Λ
4
TC, a phase transition could still be induced between

deep minima of the technicolored relaxion. As expected, the excluded regions, to the right of
a given line, correspond to small values of the relaxion decay constant (up to f ∼ 106GeV)
and of the technicolor confinement scale. Dot-dashed lines show µ ∼ ΩS for a given f , and
as can be seen the fast approximation holds where in the region of parameter space where the
bounds lie. We checked explicitly that the expansion ΩSr � 1 yields the correct results since
ΩSR

EM
T � 1 for the region of interest. We note that in this case of deep minima, the region we

have excluded due to a phase transition with a too large change of the vacuum energy, is also
ruled out from both CAST [219] and laboratory experiments, e.g. [220]. Still, for the allowed
values f & 1.7×107GeV and c = 1, there would still be a non-trivial axion configuration around
the neutron star, similar to [217].

Finally, we note that the lower bounds we derived on ΛTC can be rephrased, given the collider
constraints on v′, as a lower bound on mU in Eq. (8.84).

D Dark Compact Objects

In this section we entertain the possibility that there are dark compact objects [181–189] in the
universe. These dark stars, similar to standard stars, can induce the instability of a metastable
vacuum. This would be particularly relevant when the periodic term in the landscape potential
Eq. (8.50) arises from dark dynamics, as in the case of the non-QCD relaxion (especially if the
scalar is sitting in a deep minimum, as in e.g. [153]) or in models where the barriers are Higgs
independent [155, 156]. In addition, we show that this possibility opens the door to late-time
phase transitions for which the associated change in vacuum energy is a priori experimentally
allowed. As shown in Eq. (8.46), in the case of standard stars this can only happen for quite
low values of f and if the bubbles are seeded solely by the largest stars known to date, with
RS ∼ 103R�.

Let us assume then a new species of fermion, which we refer to as dark baryon, whose relic
abundance is non-negligible and which constitutes the main component of the dark stars (yet
not necessarily making up all of the dark matter). Let us note right away that the existence of
these stars requires non-trivial dynamics by which the dark fermion can dissipate their kinetic
energy, accumulate and eventually form a compact object. If this is the case, the smaller dark

113



Chapter 8. Phase Transitions from Stars

stars will only be sustained by the Fermi degeneracy pressure associated with the dark baryon,
thus with typical radii and densities

RS̃ ∼
√

8π
MP

m2
b̃

, nb̃ ∼ m3
b̃
, (8.96)

where mb̃ is the mass of the dark baryon.
Before moving on, we note that such a dark baryon is in fact motivated by the non-QCD

relaxion, whose simplest UV realization crucially involves Nf̃ flavours of SM-neutral fermions,
N , charged under a new confining SU(NC̃) gauge group. The associated IR scale, which controls
the size of the relaxion barriers, is given by Λ4

C ' 4πf3
π̃mN where mN = mN (h2) � 4πfπ̃ is

the mass of the dark quarks (taken degenerate for simplicity), whose dominant contribution
is proportional to the square of the Higgs VEV, Eq. (8.54). The mass of the dark baryons,
analogous to the QCD baryons, receives two contributions,

mb̃ = m̃0 + σ̃(mN ) , (8.97)

where m̃0 is purely due to the dark strong dynamics while σ̃ is the analogue of the pion-
nucleon sigma term of QCD. Likewise, at finite dark density, the barriers decrease according to
Λ4

C → Λ4
C(1− ζ), where in the linear approximation,

ζ(nb̃) '
σ̃nb̃
Λ4

C

∼
m3
b̃

4πf3
π̃

. (8.98)

where in the last equality we have used Eq. (8.96) and the fact that σ̃ ' amN if mN � fπ̃,
where a = O(1) (yet note that in QCD the analogous coefficient is rather ≈ 10). Therefore, for
a sufficiently large dark baryon mass, yet small enough to retain perturbative control, densities
can be enough to seed the formation of a bubble. Finally, the condition that the system is large
enough for the bubble to escape, assuming for simplicity that δ ∼ 1, and given that the size of
the dark neutron star is controlled by mb̃, yields the condition

mb̃ . ΛC

√
MP

f
. (8.99)

Interestingly, the change in vacuum energy Eq. (8.66) associated with such a relaxion bubble is
controlled by mb̃ as well. Considering again for simplicity the case ΛR ∼ ΛC,

−∆Λ & m4
b̃

(
f

MP

)2

≈ 6× 10−3 Λ0

( mb̃

10 keV

)4
(

f

10 TeV

)2

, (8.100)

where the values of the dark mass and decay constant have been taken to illustrate that the
change can be small enough as to avoid any trivial experimental inconsistency between the early
and late universe. This gives rise to the exciting possibility that the change in the relaxion
minimum could be detected with future cosmological measurements. In addition, if mb̃ or f
are small enough and the dark stars are dense and large enough to destabilize many relaxion
minima (i.e. N � 1, see Eq. (8.65) and App. II.B.6), the effects of the continued phase transitions
originating from the ongoing creation of relaxion bubbles interpolating between lower and lower
pairs of consecutive minima could resemble the time evolution of a quintessence field as dark
energy [204]8.

8We expect these continued phase transitions to take place as well due to bubble collisions, since these could
in principle trigger the field to further jump to the next-to-next minimum, thereby triggering a cascade of phase
transitions. The exploration of these collision-triggered cascades is ongoing work. Note that this might lead to a
stronger bound than just 2πNΛR . 102Λ0 (recall that for the bounds on the relaxion from standard stars, N = 1
was enough to lead to an exclusion).
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Finally, we note that the in-vacuo relaxion mass, for the range of relaxion parameters where
the change in vacuum energy is smaller than its current value, is

mφ .
1

f

√
Λ0

2π
≈ 2× 10−16 meV

(
10 TeV

f

)
, (8.101)

which is, as expected, extremely small. Accordingly, the size of the dark compact object,
RS̃ ∼ 1/mφ, is very large

RS̃ & f

√
2π

Λ0
≈ 1× 109 km

(
f

10 TeV

)
, (8.102)

which for this value of f is roughly the size of the solar system.

8.3 Discussion and Conclusions

Could a phase transition have taken place in the universe due to the formation of stars? In this
chapter we explored this question by studying how false vacua change at finite density. Similar
to the interactions with a thermal bath, the coupling of a scalar field to background matter
can give rise to significant deformations of the scalar potential, to the point that a metastable
minimum present in vacuum disappears at finite density. This leads to the formation of a non-
trivial scalar profile, a.k.a. a scalar bubble, where the maximum field displacement within is
controlled by the size of the dense system relative to the characteristic scale of the in-density
potential; if the star gets large enough, a classical path to a deeper minimum of the potential
becomes accessible.

Interestingly, we found that when this occurs, the bubble, originally confined within the
star, can become unstable and expand beyond the star and extend to infinity! By means of
simple analytic arguments, we have shown that the bubble cannot be contained within the star
if the energy difference between the minima is large compared to how fast the potential barrier
between them reappears towards the surface of the star. In other words, we have shown that if
certain conditions regarding the properties of the metastable minimum and of the density profile
are satisfied, stars can indeed act as seeds for a phase transition in the universe.

Our analysis of the fate of a false vacuum at finite density has first been based on a tilted
quartic potential, as in the classic work by Coleman [104]. This potential is characterized by the
energy difference between the local and true minimum, the height of the potential barrier between
them, and their separation in field space. Such a simple potential encodes the main features
of local minima present in many scenarios beyond the SM. Specifically, we then applied the
results found in this general potential to the relaxion [8], a mechanism to explain the smallness
of the electroweak scale that relies on a closely-packed landscape of local minima, with barriers
between that depend on the value of Higgs field thus sensitive to SM matter densities.

Phase transitions triggered by dense systems such as stars must confront the experimental
constraints that arise from the change in the energy of the vacuum at late cosmological times,
z ∼ 30, when star formation begins. Indeed, on the one hand the change in the ground state
energy between the local and true vacuum is the key parameter that determines if a scalar
bubble formed in a dense and large enough star is able to escape and propagate to infinity. On
the other hand, early versus late cosmological measurements of the dark content of the universe
constrain such a change. Detailed cosmological and astrophysical constraints on these types
of transitions, beyond the simple and likely too conservative bounds we have derived, deserves
further investigation, in particular because of the relevance of scalar potentials with (many) false
vacua for the electroweak hierarchy or the cosmological constant problems.
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We showed that the connection of the relaxion with the Higgs is precisely what is behind
the sensitivity of the relaxion vacua to finite density effects. In particular, in realizations where
the potential barriers are generated by QCD dynamics, baryonic densities decrease the chiral
symmetry breaking scale, leading to the possibility of QCD-relaxion bubbles. In realizations
where instead new confining dynamics is responsible for the barriers, the change in the Higgs
VEV due to the background nucleons and muons, although small, is sufficient in some regions of
parameter space to induce the formation of bubbles. Generically, we found that these bubbles
easily escape from the stars where they are formed: neutron stars, white dwarfs, or main-
sequence stars, depending on how small the overall scale of the non-QCD relaxion potential
is. Once the bubble escapes, the associated change in the vacuum energy of the universe is
too large to conform with early versus late cosmological measurements of the energy budget
of our universe. Therefore, we set new bounds on relaxion models, ruling out those regions
of parameter space where expanding relaxion bubbles could have been generated during star
formation. As a result, we were able to place new bounds on various relaxion models, ruling out
regions of parameter space where such forbidden phase transitions would take place once stars
are formed.

Notably, we discovered that not only matter density but an electromagnetic background
can destabilize a metastable vacuum. This possibility is motivated by some constrained yet
still viable realizations of the relaxion, those in which the scalar field has large couplings to
photons. We found that the large electric and magnetic fields of magnetars/pulsars destabilize
the metastable minimum and lead to a phase transition that cannot be confined. Moreover,
in this scenario, the transition can occur not only for shallow minima, but also for metastable
vacua in which there is a hierarchical separation between the energy difference and the potential
barrier between the minima.

In general, relaxion phase transitions leading to a very small change in vacuum energy
compared to its measured value could in fact have been induced by the formation of large dense
objects in the universe. This is the case for very low relaxion decay constants and for the largest
stars in the universe acting as seeds. We also considered the possibility that these naively
harmless phase transitions may be the result of the formation of very large dark stars. Such
stars would be sustained by the Fermi degeneracy pressure associated with the light stable dark
baryons motivated by the non-QCD relaxion.

Even though we focussed on classical transitions between minima, we have also shown how
stars could act as a catalyzer where the tunneling probability of a false vacuum can be greatly
enhanced. Although of a different, quantum-mechanical origin, once formed the dynamics of the
corresponding scalar bubble would be described along similar lines as those presented here. The
possibility of a seeded vacuum decay leaves us with another question: is it likely that a phase
transition in the universe due to the formation of stars is soon to take place?

Finally, the new type of bound derived in this work for the relaxion landscape, namely
vacuum instability induced by dense objects, could be relevant for other landscapes if subject
to finite density deformations. These deformations are generically expected if the vacua are tied
to the electroweak scale or relying on the Higgs-portal e.g. [113,114,179,221,222] and should be
investigated in the light of our findings
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Chapter 9

Structure of Stellar Remnants in the
Presence of Light Scalars

In this Chapter we focus on the potential observable effects of a shift-symmetry breaking coupling
of an ALP on the properties of stellar remnants. Such effects may result from a formation of
a new phase inside the dense star, where the scalar field assumes a different value than in the
zero-density vacuum. This new phase can be thought of as a bubble confined to the dense star,
or equivalently the star can be described as sourcing the scalar field. Such a possibility was first
considered in [119] for a light QCD axion whose mass is below the expected value of ∼ Λ2

QCD/fa
(cf. Sec. 5.3). This light mass results in scalar profiles with long tails extending far beyond
the edge of the NS, leading to effective long range forces which can be potentially observed in
NS-NS inspirals detected by gravitational waves (GWs). Although the bona fide QCD axion
might also be sourced by NSs [118], such long range forces are generically not expected to exist
in the minimal scenario.
In these previous studies, the back-reaction of the sourced scalar field (i.e. the bubble) on the
matter fluid has largely been neglected. The goal of this chapter is to study this back-reaction
and its effect on perhaps the most easily-observable properties of NSs and WDs, namely its mass
and radii. In Sec. 9.1 we explore the back-reaction effects on the structure of NSs for different
couplings of the light scalar field, while in Sec. 9.2 we use the observational data of WDs together
with the change in structure that a new light scalar implies to set new bounds on light QCD
axions.

The content of this chapter is based on work in progress, [14] and [15].

9.1 Heavy Neutron Stars from Lights Scalars

The maximal mass of NSs has been used for decades as a key observable to constrain the
properties of matter at high densities. The recent detection of GWs by the LIGO collaboration
and the advancement of multi-messenger astronomy would undoubtedly shed more light on
the properties of NSs. For example, the merger event GW190814 [223] has measured one of the
progenitors to be a stellar remnant of 2.6M�, which might be the heaviest NS discovered to date
(or the lightest blackhole). Bounds on the maximal mass of NSs [224–226] were also deduced
from GW190814 and the first observed NS-NS merger GW170817 [227]. The observation of a
NS whose mass violates the robust causal bounds would be extremely hard to explain using SM
physics alone. Interestingly, we found that, if observed, the violation of the causal bounds could
be interpreted as evidence for light BSM scalars.

Importantly, this new ground state is accessible only in large enough systems due to the
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gradient energy required for the formation of a bubble [119] (cf. Sec. 8.1.3). Small or dilute
systems (like nuclei, regular stars and planets) are in this case meta-stable and long-lived while
large and dense system (like NSs) can exist in a new ground state and have very different
properties as we will see below. Importantly, they can have a mass heavier than the maximal
mass predicted by the causal bounds [228, 229]. The causal bounds assume certain low-density
behavior consistent with the properties of dilute matter, an assumption which is not valid in
case a new ground is present. We find that, in some parts of the parameter space, large O(10)
enhancements of the maximal mass of NSs are possible.

The section is organized as follows: In Sec. 9.1.1, we start by presenting our toy model and
the equations governing the full coupled system. All of our results are qualitatively described
in this section in a somewhat model-independent fashion. Then, in Sec. 9.1.1.A, we discuss the
limit where the gradient energy can be neglected, in which case in this sensible to define an
EOS. After going over the two qualitatively different types of EOS we expect, we discuss the
effects of finite gradient energy in Sec. 9.1.1.B. A more quantitative case study in presented in
Sec. 9.1.2 for three type of scalar-matter couplings, namely ALP-like (Sec. 9.1.2.A), quadratic
(Sec. 9.1.2.B) and linear (Sec. 9.1.2.C). A detailed discussion regarding the limit of negligible
gradient energy, which is used extensively throughout this work, is presented in App. II.C.1.

9.1.1 Free Fermi Gas and a Light Scalar

Degenerate stars are well-described at leading order by a non-interacting Fermi gas coupled
to gravity. In order to study the effects of a scalar field coupled to fermions, we consider the
following model containing a single massive spin 1/2 fermion ψ and a single real scalar φ coupled
to the gravitational field gµν with the following Lagrangian

Lψφ =
√−g

[
ψ̄ (igµνγµDν −m∗(φ))ψ +

1

2
gµν(∂µφ)(∂νφ)− V (φ)

]
, (9.1)

where Dµ is the covariant derivative of a fermion field in curved space. ψ and φ are coupled
via the term m∗(φ)ψ̄ψ, while the self interactions of φ are encoded in the function V (φ). For
convenience, we shall henceforth work with the dimensionless field θ ≡ φ/f , where we introduce
the scale f as the typical scale of the scalar field. We further assume that at zero density (i.e.
in the absence of the Fermi gas), the potential V (θ) is minimized at θ0 such that

1

∂V

∂θ

∣∣∣∣
θ=θ0

= 0 , V (θ0) = 0 and m(θ0) ≡ m (at zero density) . (9.2)

Throughout this work, it should be understood that our fermion field ψ plays the role of nuclear
matter in its simple form: pure neutrons, which are believed to be the central components in
neutron stars. Clearly, our toy model does not include important ingredients such as additional
particles (protons, electrons) and interactions, namely the electric and nuclear interactions. The
latter in particular plays a critical role, as nuclear interactions become increasingly important
at high densities. All of these, however, generate O(1) corrections to the main predictions (e.g.
maximal mass of the bound object), which rely on the degeneracy pressure of neutrons balancing
the crushing force of gravity. The same statement can be said about the various models of dense
matter and different approaches to the construction of equations of state. This toy model is

1For models with ∂m∗(θ)/∂θ
∣∣
θ=θ0

6= 0, some of the parameter space may be ruled out by terrestrial fifth

force experiments due to single particle exchange. Higher-order non-vanishing derivatives may induce an effective
quantum force (see e.g. [230]), for which fifth force constraints are generically weaker.
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therefore still useful when trying to identify large effects which can be a result of beyond the
standard model physics.

Let us now derive the static (coupled) equations of motion for the fermion, scalar and grav-
itational fields. We assume radial symmetry, which allows us the parametrize the metric in
radial coordinates as

g00 = e2ν(r) , grr = −e2λ(r) gΘΘ = −r2 , gϕϕ = −r2 sin2 Θ , (9.3)

following the mostly-minus flat metric convention ηµν = Diag[1,−1,−r2,−r2 sin2 Θ] (in radial
coordinates). The gravitational field is sourced by an energy-momentum tensor, which can be
described as a sum of two terms,

Tµν = (Tideal)
µ
ν + (Tgrad)µ ν . (9.4)

The first term contains the contributions of the Fermi gas and the scalar potential, V (θ). The sec-
ond term is proportional to f2 and contains of the contribution gradient energy of the scalar field,
to be discussed below. Tideal has the form of an ideal fluid, i.e. (Tideal)

µ
ν = Diag[ε,−p,−p,−p],

where the total energy density ε and pressure p are given by

ε(θ, ρ) = εψ(θ, ρ) + V (θ) with εψ(θ, ρ) ≡ 2

∫ kf (ρ) d3k

(2π)3

√
k2 +m2

∗(θ) , (9.5a)

p(θ, ρ) = pψ(θ, ρ)− V (θ) with pψ(θ, ρ) ≡ 2

3

∫ kf (ρ) d3k

(2π)3

k2

√
k2 +m2

∗(θ)
. (9.5b)

Note that we are switching notation and now use ρ for the nucleon number density to fol-
low the NS literature, e.g. [160]. The Fermi momentum kf and the number density ρ are
related as usual by kf (ρ) = (3π2ρ)1/3. The total pressure of the system p as defined above
can become negative in regions where the contribution from the potential V (θ) dominates over
the strictly positive pressure of the Fermi gas. The derivation of the standard expression for
the energy density εψ and pressure pψ of a free Fermi gas can be found in many textbooks,
e.g. see [160]. Note that while we are using the expressions for a free Fermi gas, we actually
take into account the scalar interactions by allowing the fermion mass to be θ-dependent. In
this mean field approximation, we treat θ as an r-dependent background field2. In later stages
it would prove useful to change variables to the chemical potential µ, which must be a contin-
uous parameter in any static solution where chemical equilibrium is assumed. This change of
variables is simply done by identifying the Fermi energy with the chemical potential, namely
kf (µ) =

√
µ2 −m2

∗(θ)Θ(µ −m∗(θ)). From this definition it should be understood that, for a
given θ, for values of µ below the mass threshold m∗(θ), the total energy and pressure of the
system are µ-independent and originate only from the scalar field, i.e. ε→ V (θ) and p→ −V (θ).

In addition to the ideal-fluid-like contribution, the gradient of the scalar field also contributes
to the energy-momentum tensor

(Tgrad)µ ν = f2e−2λ(r)(∂rθ)
2

(
1

2
δµν − δµr δrν

)
. (9.6)

2By using the mean field approach, we neglect e.g. single particle exchanges, which are possible for background
values of θ for which ∂m∗(θ)/∂θ 6= 0. However, we expect this additional force (which may be effectively long
range for light scalar masses) to be suppressed by the small effective coupling ∼ m/f � 1.
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The first term in the parenthesis describes the gradient energy of the field3. The second term
deviates from the perfect fluid behavior in the form of additional pressure in the radial direction.
Both terms are proportional to f , therefore we expect them to become negligible when f is much
smaller than other scales appearing in the equations of motion, see App. II.C.1 for a detailed
discussion.

Using the standard procedure, we derive three independent equations of motion by minimiz-
ing the action defined by the Lagrangian L = (M2

pl/2)
√−gR+ Lψφ to find

p′ = −(p+ ε)e2λ

2r

(
r2p+ 1

2f
2r2e−2λθ′2

M2
pl

+ 1− e−2λ

)
− θ′

(
∂V

∂θ
+ ρs

∂m∗
∂θ

)
, (9.7a)

(
re−2λ

)′
= 1− r2ε+ 1

2f
2r2e−2λθ′2

M2
pl

, (9.7b)

e−2λθ′′ +
1

r
θ′

(
1 + e−2λ − r2

2M2
pl

(ε− p)
)

=
1

f2

(
∂V

∂θ
+ ρs

∂m∗(θ)

∂θ

)
, (9.7c)

where all derivatives are with respect to the radial coordinate. Here we introduced a new
quantity, the fermion scalar density ρs(θ, ρ) ≡ 〈ψ̄ψ〉, which can be calculated in a similar fashion
to the energy density and pressure of a free Fermi gas. It is simply given by ρs(θ, ρ) = (εψ(θ, ρ)−
3pψ(θ, ρ))/m∗(θ).

The first two equations are the generalized Tolman–Oppenheimer–Volkoff (TOV) equa-
tions [231, 232]. Eq. (9.7a) dictates how the total pressure is balanced by the gravitational
force (first term) and an additional new scalar force (second term). Eq. (9.7b), for the spatial
component of the metric λ(r), is associated with the enclosed mass, defined as

M(r) ≡ 4πrMpl2(1− e−2λ(r)) . (9.8)

Lastly, Eq. (9.7c) is the generalized form of the scalar equation of motion. It contains the
coupling to gravity, which deforms the derivatives on the LHS. The scalar self interactions are
encoded in the first term in parenthesis on the RHS. Finally, the scalar interaction with the
fermions is given by the second term in parenthesis on the RHS. There are in principle two
additional equations of motion which we do not present; the equation of motion for the fermion
field is implicitly used in the expression for the energy and pressure of the Fermi gas4. The
equation of motion for the temporal component of the metric ν(r) can be solved separately,
since ν(r) and its derivatives do not appear in any of the other equations. The combination of
all equations of motion imply by construction energy-momentum conservation, i.e. ∂;µT

µν = 0,
sometimes known in this context as the hydrostatic equilibrium condition [233].

The coupled system of Eq. (9.7) can in principle be numerically solved by specifying the initial
conditions p(0) and θ(0), with the remaining initial conditions θ′(0) = λ′(0) = 0 dictated by
radial symmetry. In practice, however, finding valid static solutions for Eq. (9.7c) is challenging.
This can be understood by the classic intuition provided by Coleman [234]. Static solutions of
the scalar EOM are analogous to classical one-dimensional trajectories in an inverted potential,
where the radial direction plays the role of time. In this picture, a valid static solution is one

3In principle, one could redefine ε(θ, ρ) and p(θ, ρ) to include this piece, since both the gradient energy and
the potential term V (θ) originate from the same contribution to the stress-energy tensor, i.e. −δµνL.

4Note we are using the fermion EOM in flat space, since the microscopic properties of the Fermi gas are
independent on the gravitational field; we can always choose reference frame which is flat at small scales.
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which connects one maximum of the potential to another, with the tail of the scalar profile
staying exponentially close to θ0 for arbitrarily large values of r. These type of trajectories
are inherently chaotic; small variations to the initial condition would cause either an over- or
an undershoot5. Thus, viable static solutions of Eq. (9.7c) typically require tuning the initial
condition θ(0). This issue can be avoided in case Eq. (9.7c) is solved in isolation by adding a
fictitious friction term [119]. This requires neglecting the back-reaction of the scalar field on
the density profile, which is precisely the effect we are looking for. Therefore, our numerical
solutions for Eq. (9.7) are based on an automatized shooting method, which tunes the value θ(0)
for a fixed p(0) until a viable static solution is found.

A Equation of State: the Negligible Gradient Approximation

Finding a solution for the coupled system of Eq. (9.7) is significantly simpler when the LHS
of Eq. (9.7c) can be neglected. We refer to this particularly simple limit of this theory as the
negligible gradient energy limit. Before discussing the physical justification of this limit, let
us first discuss the solution predicted by the scalar EOM in this limit. The value of the scalar
field at a given number density ρ or chemical potential µ is determined either by minimizing
w.r.t θ the total energy ε(θ, ρ) or the grand canonical potential Ω(θ, µ) ≡ ε− µρ = −p(θ, µ)

∂ε(θ, ρ)

∂θ

∣∣∣∣
ρ=const.

=
∂Ω(θ, µ)

∂θ

∣∣∣∣
µ=const.

=
∂V

∂θ
+ ρs

∂m∗(θ)

∂θ
= 0 , (9.9)

where ρs depends on the chosen free variable, namely either ρ or µ. Eq. (9.9) defines the mi-
croscopic equation of state. Unsurprisingly, this is nothing more than the scalar EOM in the
limit where the scalar derivatives are negligible, i.e. Eq. (9.7c) with its LHS set to zero. Impor-
tantly, in order for Eq. (9.9) to have non-trivial solutions, there must be a region where the two
terms appearing in it are comparable. Otherwise, if the equation is always dominated by the
potential term |ρs∂m∗/∂θ| � |∂V /∂θ|, the scalar field would remain close to its zero density
value θ0 and the system becomes trivial. The condition ρs∂m∗/∂θ ∼ ∂V /∂θ implies that the
bound object must be dense enough in order for non trivial solutions to exist. This dense-
ness condition, along with the largeness condition of Eq. (9.12) discussed below, are essentially
the same conditions discussed in the context of scalar bubble formation at finite density [12,212].

Eq. (9.9) allows us to calculate θ(µ) (or θ(ρ)). It would generically connect the zero density
value of θ(µ = 0) = θ0 to some other (potentially density dependent) value at higher density.
This mapping allows us to express the total energy and pressure of the system in terms of a
single independent variable, e.g. the chemical potential µ

ε(θ, µ)→ ε(µ) = ε(θ(µ), µ) and p(θ, µ)→ p(µ) = p(θ(µ), µ) . (9.10)

By constructing the equation of state using µ as the free parameter, the preferred phase (with
maximal pressure) is always selected and the procedure outlined above produces the stable
branch of the EOS. This insures the continuity of µ and p across a phase transition boundary,
required for chemical and mechanical stability6. At this point one can readily construct the

5One important difference in our scenario is the explicit radial dependence of the scalar potential through the
pressure dependence of ρs(θ(r), p(r)), which translates to a time-dependent potential in the classical trajectory
analogy. This leads to a violation of energy conservation which could complicate the over/undershooting argument.
However, since pressure is always continuous, this dependence can be neglected in small regions where p can be
treated as constant.

6In some situations an unstable, but potentially long lived, branch of the EOS may exist, which can be found
by using ρ as the free parameter.
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effective (and non-trivial) equation of state, i.e. ε(p), and numerically solve the usual TOV
equations

p′ = − (p+ ε)

8πr2Mpl2

(
1− M

4πrMpl2

)−1 (
4πr3p+M

)
, (9.11a)

M ′ = 4πr2ε , (9.11b)

given the initial condition M(0) = 0 and some internal pressure p(0). Note that in Eq. (9.11)
we neglected the terms ∝ f2θ′2, which are O(f/Mpl) corrections. See discussion below and
App. II.C.1 for further details.

We are now in the position to discuss the origin of the negligible gradient energy limit. The
solutions of Eq. (9.11) imply a non-trivial profile θ(r) which connects the θ0 zero-density value
outside the object to some other value inside the object, denoted by θ∞. While the continuity of
µ and p across a phase transition boundary is insured, other quantities, like energy and number
density, are typically discontinuous across a phase boundary. Crucial to our discussion, θ may
also be discontinuous across the phase boundary. This jump in θ can be thought of as a thin-
bubble wall, which is infinitesimally thin in the negligible gradient energy limit. However, the
formation of such bubble wall requires some energy, which we refer to as the gradient energy.
This energy is negligibly small compared to the gain in potential energy in the limit where the
effective wavelength of the scalar field, λφ, is much smaller than the typical size of the star R

λφ � R . (9.12)

The effective wavelength scales linearly with f , λφ = f/Λ2
eff, where Λ2

eff is a scale typically as-
sociated with either the potential term

√
∂V (θ)/∂θ or the Fermi gas term

√
ρs(∂m∗(θ)/∂θ)

in Eq. (9.9). The detailed derivation of this limit from a dimensional analysis of Eq. (9.7c) is
presented in App. II.C.1. We note that in some solutions of Eq. (9.11), the angle profile θ(r)
may also include finite regions where θ varies by O(1), which we do not associate with a bubble
wall, but nevertheless require some finite energy in order to displace the scalar field. Since the
energy needed for such smooth variation of θ is O(λφ/R) smaller than that required for the
thin-bubble wall, it typically represents a weaker constraint on f compared to Eq. (9.12), and
therefore can be neglected as long as Eq. (9.12) holds. We note that it is in these finite regions,
in which varies θ smoothly, where small O(f/Mpl) corrections to the energy density and pressure
are neglected in Eq. (9.11), see App. II.C.1 for further details.

Let us get a qualitative understanding of how the effective mass of the fermion m∗(θ) would
change at increased densities in light of Eq. (9.9). As we make an infinitesimal change in density
(i.e. increasing ρ ≈ ρs in the non-relativistic limit), Eq. (9.9) can only be satisfied if ∂m∗/∂θ < 0,
namely if the mass of the fermion decreases. In other words, the increase in V (θ) due to the devi-
ation from θ0 would be compensated by the decrease in the energy of the Fermi gas7. Indeed, for
a fixed number density ρ, a Fermi gas has less energy when the mass of the fermion is decreased.
Thus, we find that solutions of Eq. (9.9) always satisfy the upper bound m∗(θ) ≤ m∗(θ0) ≡ m
at all densities. It is also useful to consider the opposite regime of very high densities, where we
identify two types of solutions for Eq. (9.9). The first type is relevant if there exists a θ∞ for
which m∗(θ∞) = 0. Then, Eq. (9.9) is solved at arbitrary high densities along a curve in the

7For concreteness, we use ε(θ, ρ) as the relevant quantity for this particular discussion, but similar arguments
can be made using Ω(θ, µ).
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{θ, ρ} plane defined by

ρs(θ, ρ) =

∣∣∣∣
∂V /∂θ

∂m∗(θ)/∂θ

∣∣∣∣
θ=θ∞

≡ ρs,∞ = const. (9.13)

In the ultra-relativistic approximation ρs(θ, ρ) ≈ 1
2( 3
π )2/3ρ2/3m∗(θ), therefore the condition

above is satisfied by m∗(θ) ∝ ρs,∞/ρ
2/3, which is achieved by taking θ close enough to θ∞

for ρ� ρs,∞, namely

θ(ρ) ≈ θ∞ +

(
ρs,∞

1
2( 3
π )2/3ρ2/3(∂m∗(θ)/∂θ)|θ=θ∞

)
(9.14)

Therefore, in this type of solution, m∗(θ) remains positive and approaches 0 from above as the
density is increased. This implies that the effective mass of the fermion can be much smaller
than its zero density value m at high enough densities.

If m∗(θ) is bounded from below and does not cross 0, we find the second type of solution:
the asymptotic value of θ at high densities would then be θ∞ for which the first derivative
vanishes, namely (∂m∗(θ)/∂θ)|θ=θ∞ = 0. This could be easily understood as the solution of
Eq. (9.9) in the limit where the contribution from ∂V (θ)/∂θ is negligible and ρs 6= 0. The
approximate solution in this case is

θ(ρ) ≈ θ∞ −
(

∂V/∂θ

ρs(θ, ρ)∂2m∗(θ)/∂θ2 + ∂2V/∂θ2

) ∣∣∣∣
θ=θ∞

. (9.15)

In this type of solution, m∗(θ) remains positive and approaches m∗(θ∞) from above as the den-
sity is increased. Depending on the function m∗(θ), both m∗(θ∞) . m and m∗(θ∞) � m are
possible. The scalar density ρs increases as ρ increases while the mass is fixed, which implies
that θ(ρ) → θ∞ at high densities, making this solution self-consistent. In both cases discussed
above, we find that any solution of Eq. (9.9) satisfies also the lower bound m∗(θ) > 0 at all
densities.

What kind of equation of state can we expect? In order to answer this question, let us first
consider the qualitative effects of the scalar field. The first effect comes from the reduction of
the mass of the fermion ψ. This has the generic effect of stiffening the equation of state, which
can be seen easily e.g. in the non-relativistic approximation (neglecting V (θ)),

pn.r
ψ ∝ εn.r

ψ

(
εn.r
ψ

m4
∗(θ)

)2/3

→
∂pn.r

ψ

∂m∗(θ)
< 0 . (9.16)

A reduction of mass leads to a larger pressure for a fixed energy density, therefore to a stiffer
equation of state. On the other hand, the additional contribution of V (θ) would generically lead
to a softening in the equation of state, since again in the non-relativistic approximation,

pn.r ≈ cm4
∗(θ)

(
εn.r − V (θ)

m4
∗(θ)

)5/3

− V (θ) → ∂pn.r

∂V (θ)
< 0 , (9.17)

where c is a numerical constant. An increase in V (θ) leads to smaller pressure for a fixed energy
density, therefore to a softer equation of state.
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Figure 9.1: Pressure as a function of chemical potential. The black curve describes a free
Fermi gas. The blue curve describes a first-order phase transition from θ0 to some θCE, typical
in the CE region of parameter space. The phase transition occurs at a critical chemical potential
µCE
c where the pressure of both phase is equal, denoted here by pCE

c . The red curve describes
a new ground state at θNGS. The new ground state is located at the p = 0 point at non-zero
µNGS < m. This plot demonstrates how the intersection point between the θ 6= θ0 curves and
the black curve, which is controlled by the properties of m∗(θ) and V (θ), determine whether a
certain parameter point belongs to the CE or the NGS region.

These two competing effects split the parameter space of any model to two qualitatively different
regions. First, a coexistence (CE) region, in which another phase of matter is accessible above
a certain critical pressure. In this case, for internal pressures above the critical pressure, the
bound object can be described as a hybrid star; with a core in one phase and a crust in another.
Below that critical pressure, only the low density phase is present. It is known that such phase
transitions typically soften the equation of state, and the resulting hybrid stars are less massive
in comparison to stars made of matter in its low density phase.

We dub the rest of the parameter space the new ground state (NGS) region. As the
name suggests, at high enough densities matter can transition to a new, stable ground state.
Stars could be totally stable only in this new phase, while dilute stars can be long-lived until
a fluctuation causes them to transition to the stable phase. Importantly, the equation of state
for the new ground state could be stiffer in comparison to the low density (meta-stable) phase,
and therefore may support bound objects with larger masses. The NGS region shares some
similarities with strange stars, made out of the hypothetical deconfined ground state dubbed
strange matter [235].

In order to better define these two regions, let us denote our parameter space as {αi}, namely
the space of parameters (couplings and scales) which fix the m∗(θ) and V (θ) functions. The two
regions can be easily defined in terms of preferred phases. In this case, it is useful to pick µ as
the independent variable, where the preferred phase is simply the one with maximal pressure.
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Figure 9.2: The binding energy ε/ρ as a function of number density ρ. The black curve
describes a free Fermi gas. The blue curve describes a first-order phase transition typical in the
CE region of parameter space. The phase transition is accompanied by a discontinuity in ε and
ρ, in the region plotted here as the dashed blue line. The phases at the edges of the dashed blue
line have the same pressure. Both the black and the blue curve share the same ground state
at ρ → 0, where the binding energy is simply the rest mass m. The red curve described the
binding energy of a new ground state. An absolutely stable branch is defined for ρ ≥ ρNGS, with
the new ground state located at ρNGS. A meta-stable branch equivalent to a free Fermi gas in
found at ρ < ρNGS

meta. The region ρNGS
meta < ρ < ρNGS is completely unstable.
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Figure 9.3: Pressure as a function of energy density, also know as the equation of state, for the
various cases discussed in the text. The black curve describes a free Fermi gas. The blue curve
describes a first-order phase transition, typical in the CE region of parameter space. While the
pressure is continuous across the phase transition, the energy density is discontinuous, shown as
the dashed blue line. Such a jump leads to a softer EOS, at least in some finite region. The red
curve describes a new ground state, characterized by vanishing pressure at some finite energy
density εNGS. This EOS can be stiffer than the θ0 phase at high densities. There is typically
also a meta-stable branch at low energy densities, equivalent to the free Fermi gas, shown here
as the dashed red curve.
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Coexistence Region

This region in parameters space is defined by p(θ, µ; {αi}) < 0 for all values of θ and for
0 < µ < m. This means that the θ0 phase is preferred around the µ & m threshold (since by
definition p(θ0, µ) = 0 in the region 0 < µ < m), and a phase transition may occur at some
critical µCE

c > m, see blue curve in Fig. 9.1. Although this transition is always continuous in
(p, µ), it could either be smooth or first-order in (ε, ρ). In the latter case there is a discontinuity
(i.e. ”jump”), like the one shown in Fig. 9.2. Phase transitions typically lead to a softening of the
equation of state, see Fig. 9.3. We also note that one can classify three types of possible phase
transition, depending on whether the low- and high-density phases are non-relativistic (NR) or
ultra-relativistic (UR). A noticeable effect arises only when at least one of the phases is NR
(where the mass still plays a role), therefore only in NR→ NR and NR→ UR transitions. The
third possible transition, UR→ UR, occurs when the mass is irrelevant and therefore changing
its value does not effect the EOS. Note that the UR→ NR transition is not possible; as argued
above, the mass of the fermion in the high-density phase is never larger.

New Ground State Region

The rest of the parameter space is the new ground state region, also defined by demanding that
p(θNGS, µNGS, {αi}) = 0 for some value θNGS and for some value µNGS, with the latter satisfying
m∗(θ

NGS) < µNGS < m, see red curve in Fig. 9.1. This implies the existence of a new ground
state of the system. In order to see that, it is useful to switch and use the number density ρ
as a free parameter. We therefore define ρNGS ≡ ((µNGS)2 −m2

∗(θ
NGS))3/2/(3π2). The condition

above implies

p(θNGS, ρNGS) = (ρNGS)2∂(ε/ρ)

∂ρ

∣∣∣∣
θ=θNGS,ρ=ρNGS

= µNGSρNGS − εNGS = 0 , (9.18)

where εNGS ≡ ε(θNGS, ρNGS). From this condition we learn two things,

1. There is a minimum of the function ε/ρ at ρ = ρc.

2. The value the function at that minimum is εNGS

ρNGS = µNGS < m.

This new and deeper minimum is shown in Fig. 9.2. We find that the function describing the
energy-per-particle or binding energy, namely ε/ρ, has a global minimum at {θNGS, ρNGS}, which
is lower than the minimum at ρ = 0, since limρ→0 ε(θ0, ρ)/ρ = m. This implies the existence
of a new ground state for matter at θ = θNGS. This is analogous to the effect of the nuclear
force in nuclear matter. The short-distance repulsion and long-distance attraction are balanced
at nuclear saturation density, i.e. the density of nuclei, which are the ground states of nuclear
matter. In the presence of a new ground state, the equation of state has a stable branch which
reaches p = 0 at some non-vanishing number density ρNGS, see Fig. 9.3. Importantly for our
discussion, the equation of state of this new phase could be stiffer than the θ0 phase, and there-
fore can potentially support bound object of larger mass. Since the new ground state is not
continuously connected to the θ0 phase, matter below some critical density ρ < ρNGS

meta is meta-
stable and follows a meta-stable branch in the equation of state, see Fig. 9.3. Given a system in
sub-critical density, any density fluctuation large enough to overcome the potential barrier can
cause a phase transition, even fluctuations which are small in their spatial extent compared to
the size of the system (due to the f → 0 limit formulated as the condition in Eq. (9.12)). The
region ρNGS

meta < ρ < ρNGS is completely unstable.
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Let us consider the simple case of a new ground state, where the contribution coming from
the scalar self interactions, i.e. from V (θ), is negligible. Furthermore, let us assume that the
effective fermion mass remains approximately in the new ground state; this would be the case
in models where m∗(θ) is positive and bounded from below at some θ = θ∞ (see discussion
below Eq. (9.13)). Thus, if the total effect of the scalar interactions can be described as simply
reducing the mass of the fermion to some density-independent value m∗(θ∞) < m, the maximal
mass of a star composed of matter in this new phase and its radius can be easily calculated
using the standard TOV equations, to find

Mmax = (0.7 M�)

(
mN

m∗(θ∞)

)2

with R(Mmax) = (9.4 km)

(
mN

m∗(θ∞)

)2

, (9.19)

where mN ≈ 1 GeV is the neutron mass. Clearly, this reduction in fermion mass has a strong
effect on the maximal mass of the bound object. This effect is potentially much larger than the
usual O(1) effect one gets by using different EOSs, which model dense matter using different
approaches (e.g. see [236]). Note, however, that the effect of the scalar self interactions encoded
in V (θ) would generically have the opposite effect and would drive the maximal mass to lower
values compared to this simple case [237]. Another simple prediction regarding the mass-radius
ratio can be given for objects in the ground state with densities of order ρNGS; this is the region
in the EOS where the energy density becomes almost constant as p→ 0, and the energy density
approaches the critical value ε → εNGS. The mass of these almost-constant-density objects is
than given simply by the product of the energy density times the volume, and the M-R curve is
dictated from the simple relation

M/R3 ≈ 4πεNGS/3 . (9.20)

As a consequence, similarly to strange stars [238], stars made of matter in the NGS has the
potential to rotate faster than usual neutron stars. The minimal period depends on the maximal
mass and the corresponding radius and is given by [239–241]

Pmin ≈ 0.87 ms

(
(R(Mmax)/10 km)3

Mmax/M�

)1/2

. (9.21)

Therefore, for a star described by pure Fermi gas has Pmin ≈ 0.95 ms (mN/m∗(θ∞))2, which
is also the typical minimal period expected for realistic neutron stars. Plugging Eq. (9.20) in
Eq. (9.21), we find that for star in the NGS the minimal period depends only on the energy
density

Pmin ≈ 1 ms

(
(0.2 GeV)4

εNGS

)1/2

. (9.22)

B Finite Gradient Effects

Meta-stability

The negligible gradient energy (or f → 0) limit is useful when discussing bound objects that
are large enough, such that the effective wavelength of the scalar field is much smaller than the
size of the bound object (see Eq. (9.12)). For much smaller objects, whose size R satisfies the
opposite condition

R� λφ , (9.23)
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the gradient energy needed to move the field from its zero density position θ0 is too large,
the field is ”stuck” and the system becomes trivial. This decoupling limit (f → ∞), valid
for small systems, has an important implication: the new phase of matter is not accessible in
small systems (assuming they are dense enough). Even for a very low value of f = 103 GeV,
taking a conservative estimation Λ2

eff ∼ (1 GeV)2 (which is relevant for neutrons), we find that
the effective wavelength is λφ ∼ 200 fm, two orders of magnitude larger than nuclear radii
∼ 1 fm × A1/3, with mass number A. Since most nuclei with A ∼ O(200) are already short-
lived, it is extremely unlikely that a nucleus with A ∼ 106 is spontaneously formed in small
systems. In practice, the lower bound of f due to astrophysical bounds is typically much higher
and is around (107 − 108) GeV [242], making λφ much larger and the new phase even less ac-
cessible in small systems.

The (meta)stability of nuclei w.r.t the new phase induced by the scalar field is therefore en-
sured due to the gradient energy required to displace the scalar field. It is therefore consistent
with the fact that some nuclei are very long lived, and in fact stable in cosmological scales. Only
fluctuations whose spatial extent is of the order of λφ (which, as discussed above, is typically
many orders of magnitude larger than nuclei), can lead to a phase transition. These type of
large and dense regions are expected in violent events such as supernova collapse and NS merg-
ers, which, similarly to strange matter, are expected to be the main production mechanisms of
matter in its new ground state. Note that in our toy example, every time a new ground state
nugget comes in contact with matter in its low density phase, it would convert it to the new
ground state. Therefore, we would expect to find the entire universe in this new ground state,
which does not seem to be consistent with the presence of nuclear matter in the universe. Like
for strange matter, this can be avoided by some repulsive force that would prevent NGS nuggets
from coming in contact with matter. This can be achieved, for example, by adding protons to
our toy model. In this case our NGS would be positively charged and the coulomb barrier would
prevent them from converting other nuclei to the NGS.

Since, as argued above, terrestrial experiments are too small for the field to be sourced, ter-
restrial fifth force experiments cannot probe the long distance force one expects to find in the
sourced phase [119]. Another important consequence of finite f regards the so called causal
bounds on neutron star masses [243,244]. By assuming that the EOS is known at low densities
and extrapolating it at high densities using the stiffest (yet causal) EOS, namely p = ε, one finds
typically that neutron stars cannot be heavier than ∼ 4M�. This seems to be in contradiction,
for example, with our simple estimate in Eq. (9.19). However, these causal bounds are derived
based on our understanding of nuclear matter in nuclei. But nuclear matter as we know it in
nuclei may be only metastable. Thus, if the EOS is actually stiffer on the stable branch, the
usual causal bounds on the neutron star maximal mass can be evaded.

Self-bound Objects

Another interesting implication of finite f is the existence of self-bound objects (SBOs), which
are composed of matter in its new ground state, held together by the gradient pressure of the
scalar field at the boundary of the object, where the scalar field transitions from one value to the
other. These are typically the smallest objects in which the scalar field can be sourced, namely
as small as R & λφ, and they are held together not by the gravitational force (which might be
negligibly small), but rather by the new force induced by the scalar field. These bound objects
are typically not compact M/R�Mpl2, and their pressure profiles can be computed by solving

129



Chapter 9. Structure of Stellar Remnants in the Presence of Light Scalars

the Mpl →∞ limit of the coupled TOV equations,

p′ = −θ′
(
∂V

∂θ
+ ρs

∂m∗
∂θ

)
= −f2θ′

(
θ′′ +

2

r
θ′
)
, (9.24a)

θ′′ +
2

r
θ′ =

1

f2

(
∂V

∂θ
+ ρs

∂m∗(θ)

∂θ

)
. (9.24b)

The pressure profile is non trivial in regions where θ′ 6= 0 and the condition in Eq. (9.9), which
defined our microscopic EOS, is not satisfied. Therefore, as appose to the negligible gradient
energy limit, for these objects all the interesting physics occurs in the phase boundary.

Let us discuss the characteristics of these bound objects described by the solutions of Eq. (9.24).
They are well-described by spherical, constant density objects with radius R � λφ, with con-
stant internal pressure and energy density. The values of the scalar field θ is also constant inside
the object. Without any additional forces, such object would reduce its pressure (and energy) by
expanding. The object is however held together by the gradient pressure exerted at the edge of
the object, where the scalar field transitions from its value inside the object to its value outside
the object. This transition happen in a small region of size λφ � R. This bubble wall ”traps”
the matter inside and prevents it from expanding.

The internal (outwards) pressure and energy density of the SBOs can be written as a func-
tion of their density8

pSBO
in (ρ) = pψ(ρ)− pψ(ρNGS) , εSBO(ρ) = εψ(ρ)− εψ(ρNGS) + εNGS . (9.25)

The self-bound objects are denser than the NGS density ρNGS, and as ρ → ρNGS the pressure
inside vanishes pSBO

in → 0 and the energy goes to a constant εSBO → εNGS. The NGS density ρNGS

is proportional to V (θNGS), and can be analytically estimated given a specific model (e.g. for the
ALP model of Sec. 9.1.2.A, see Eq. (9.40) and Eq. (9.41)). The mass of the this constant-density
object is given simply by M = 4πR3εSBO/3.

The inwards pressure of the bubble wall at the edge of the star can be deduced from Eq. (9.24),
where we approximate the field profile as a linear transition s.t θ′ ≈ ∆θ/λφ = constant9. Inte-
grating Eq. (9.24) over the small transition region, we find

pgrad(ρ,R) ≈
2f2(∆θ)2λ−1

φ

R
=
cf
√
gmρs(ρ)

R
, (9.27)

where in the second step we used the definition of the effective (density-dependent) wave length
defined in Eq. (II.C.10), where we parametrized ∂m∗(θ)/∂θ ∼ gm, with g some coupling. We
also absorbed all the O(1) uncertainties in the constant c ∼ O(1)10. By equating the two

8In the following expressions we assume the fermion mass inside the object is (1) fixed or (2) density-dependent
but negligibly small. Assumption (1) is relevant for the case of m∗(θ) bounded from below, while assumption (2)
is relevant when m∗(θ) crosses the value zero.

9We neglect the θ′′ term in the EOM, which is actually dominate at large radii over the r-suppressed θ′/r.
However, the θ′′ term does not contribute to the pressure since∫ R+λφ

R

(θ′θ′′) dr =
1

2

∫ R+λφ

R

(θ′
2
)′ dr = (θ′

2
)

∣∣∣∣R+λφ

R

≈ 0 , (9.26)

where we used the fact that the field becomes approximately constant on either side of the transition region.
10Note that ∆θ can always be redefined away by rescaling f → f/∆θ.
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pressures of Eq. (9.25) and Eq. (9.27), we can find the relation between the density of the object
and its radius,

R−1(ρ) =
pψ(ρ)− pψ(ρNGS)

cf
√
gmρs(ρ)

=
1

cf
√
gmρs(ρNGS)

(ρNGS)5/3

Ef (ρNGS)
(ρ/ρNGS − 1) + ... , (9.28)

with Ef (ρ) ≡
√

(mNGS
∗ )2 + (3π2ρ)2/3. In the second step we expanded to leading order in

ρ/ρNGS−1� 1 and (re)absorbed all the O(1) factors in the constant c ∼ O(1). From Eq. (9.28),
it is clear that these bound objects become smaller (larger) as the central density and pressure
increase (decrease). The f → 0 limit permits only one solution, namely an infinitely large,
zero-pressure object R→∞ at the NGS density ρ→ ρNGS. For finite f , the SBOs are bounded
in size both from above and from below. The smallest object possible would have

RSBO
min ≈ λφ , (9.29)

where the approximation R� λφ breaks down. This also implicitly defines the maximal possible
density of the self bound object, above which Eq. (9.24) does not admit non-trivial solutions.
On the other hand, for very low densities the object becomes large, reaching the point where
gravity can no longer be neglected. This occurs when the drop in the pressure inside the object
due to gravity is comparable to the internal pressure. This drop in pressure can be calculated
directly from Eq. (9.7a), assuming constant energy density, to find

∆pgravity(ρ) = −(εSBO)2R2

12Mpl2
. (9.30)

As expected, ∆pgravity vanishes in the Mpl →∞ limit. The maximal radius of an SBO is found
by setting |∆pgravity(ρ)| = pSBO

in (ρ) = pgrad(ρ), which can be solved to find the maximal SBO
density (remember R is not an independent variable but rather depends on ρ, see Eq. (9.28)).
In practice, the large and low pressure SBOs have number density close to ρNGS, which allows
us to more simply approximate the largest radius as

RSBO
max ≈

(
12Mpl2f

√
gmρs

(εNGS)2

)1/3∣∣∣∣
ρ=ρNGS

. (9.31)

where both ρs and εSBO should be evaluated at ρ = ρNGS, which is the typical density of the
largest SBOs. To get an idea of how large these objects can be, we plug in some numbers to
find

RSBO
max ≈ (8.9 km)

(
f

1017 GeV

)1/3( gm
mN

)1/6( ρs
ρsat

)1/6((200 MeV)4

εNGS

)2/3

, (9.32)

where we used for reference an SBO energy of the order of the QCD scale and scalar density
similar to nuclear saturation density ρsat = 0.16 fm−3 . Using the same numerical values, the
maximal mass is given by

MSBO
max =

4π(RSBO
max )3εSBO

3
≈ 0.54M� . (9.33)

We note that the existence of the SBO solutions is ensured only if RSBO
max > RSBO

min , a condition
which generally depends on the model parameters and can be expressed as an upper bound on
f

f <

(√
12gmρs
εNGS∆θ

)∣∣∣∣
ρ=ρNGS

Mpl . (9.34)
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For objects of size R & RSBO
max , where the gravitational force is non-negligible, the full coupled set

of equations of Eq. (9.7) must be solved, as discussed just above Sec. 9.1.1.A. There is a smooth
transition between SBOs (where gravity is negligibly small) and the usual gravitationally-bound
stars (where the gradient pressure is typically negligible and the f → 0 limit may be used).

For the general discussions above, we made minimal assumptions regarding the form of m∗(θ)
and V (θ). In the following sections we study in detail three models, motivated by various BSM
scenarios involving scalars.

9.1.2 Case Studies

A Axion-like Particle

The first model we consider assumes the scalar field φ ≡ fθ is an axion-like particle (ALP). The
coupling to matter and the self-coupling(s) are given by

mALP
∗ (θ) = m

[
1 +

g

2
(cos θ − 1)

]
, V ALP(θ) = −Λ4(cos θ − 1) , (9.35)

where we introduced a dimensionless coupling g which controls the interaction strength between
the scalar and the fermion, and a mass scale Λ, which sets the scale of the scalar self-interactions.
In particular, it can be related to the scalar mass at zero density, namely mφ = Λ2/f . The cou-
plings are symmetric under a discrete shift symmetry θ → θ + 2π, which is a common feature
of ALP models. It is important to note that in a natural theory (i.e. without fine-tuning)
one expects Λ4 to be at least O(g2m2Λ2

QCD), where in a more general setup ΛQCD should be
replaced with the cutoff scale of the theory. As we discussed above, the existence of a new
ground state typically requires small values of Λ/m, which means some degree of fine-tuning.
However, a seemingly fine-tuned ALP can be realized using symmetry-based mechanisms, see
e.g. [123,124]. This general statement is relevant also for the other models consider in this work,
namely the quadratic coupling considered in Sec. 9.1.2.B and the linear coupling considered in
Sec. 9.1.2.C.

As in the previous section, it is useful to first consider the negligible gradient (f → 0) limit
where we can define the microscopic EOS, and postpone the discussion on finite f effects to a
later stage.

Equation of State

Plugging the function defined in Eq. (9.35) in Eq. (9.9), we find the scalar EOM in the negligible
gradient limit,

∂Ω

∂θ

∣∣∣∣
µ=const.

=
(
−gm

2
ρs(θ, µ) + Λ4

)
sin θ = 0 . (9.36)

From this equation we compute θ(µ), which connects the zero-density value, in this case θ0 = 0,
to its value at high density θ∞ ≡ limµ→∞ θ(µ),

θALP
∞ =





cos−1
(

1− 2
g

)
g ≥ 1

π 0 < g < 1

0 g ≤ 0

. (9.37)
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These two cases represent to two general types of solution discussed above (see Eq. (9.9)). In
the first case (g ≥ 1), Eq. (9.36) is satisfied by taking m∗(θ) → 0 such that the scalar density
remains fixed as µ→∞, i.e. ρs(θ, µ)→ ρALP

c , where

ρALP
c ≡ 2Λ4

gm
. (9.38)

In these solutions the mass becomes arbitrarily small at high densities and the scalar density
ρs is fixed. In the second case (g < 1), the mass function m∗(θ) does not cross zero and is
bounded from below. Eq. (9.36) is satisfied by taking θ → π where ∂m∗(θ)/∂θ → 011. As the
density increases and the mass stays fixed at m∗(θ∞) = m(1−g), the scalar density ρs increases.
Lastly, if g is negative, θ(µ) = 0 for all values of µ since a phase with a heavier fermion is never
preferred. We shall henceforth assume that g > 0.

The parameter space of this model is two-dimensional and is spanned by the dimensionless
parameters g and Λ/m, see Fig. 9.4 (for concreteness we chose m = mN ). The boundary
between the CE region and the NGS region in the {g,Λ/m} plane is given by12

p(0,m; g,Λ/m) = p(θALP
∞ ,m; g,Λ/m) (CE-NGS boundary) . (9.39)

The NGS region is plotted in green in Fig. 9.4, below the black curve defined by Eq. (9.39).
The NGS region can be further divided into two sub-regions. In the light-green region, the
new ground state the NGS is non-relativistic. In the dark-green region, the mass in the NGS
is typically much smaller and the NGS is ultra-relativistic. Above the black dashed line the
NGS has a large energy density, εNGS ≥ (0.2 GeV)4 for m = mN , which implies sub-millisecond
rotation periods of bound objects in the NGS, see Eq. (9.22). Above the solid black line,
we find the coexistence region, plotted in red in Fig. 9.4. As discussed above, this region is
characterized by a first-order phase transition which softens the equation of state. This region
can also be further divided into two sub-regions. In the light-red region, both phases are NR
around the phase transition point. In the dark-red region, the high density phase is already
ultra-relativistic around the transition point. For even larger values of Λ/m, both phase are
ultra-relativistic when the transition occurs, which does not influence the EOS. Only a small
part of the UR→UR region appears in Fig. 9.4, namely the gray region in the upper-left corner.

NGS Region

The EOS in the NGS region consists of two branches; a meta-stable branch at low densities and
the stable branch of the new ground state. It is therefore easier to describe the EOS using the
number density ρ13. The meta-stable branch is found at low densities ρ < ρNGS

meta, where ρNGS
meta is

defined by ρs(0, ρ
NGS
meta) ≡ ρALP

c . The stable branch of the EOS, describing matter in its new ground
state, begins at some density ρNGS and θNGS, defined by p(θNGS, ρNGS) = 0. First let us focus on
the case g < 1 shown in Fig. 9.4. In this region, we verified numerically that θNGS ≈ θALP

∞ ≈ π in

11For this special choice of mALP
∗ (θ) and V ALP(θ), θ = π is an exact solution since it is also a maximum of the

potential. In general, the first derivative of the potential does not necessarily vanish at θ∞.
12This approximation relies on the assumption that the transition between 0 and θALP

∞ is instantaneous, in
the sense that if the transition from 0 to θALP

∞ occurs in some interval [µ−, µ+], then
µ+−µ−
µ++µ−

� 1. We verified

numerically that this is indeed a good approximation in the relevant part of parameter space.
13The meta-stable branch can be calculated by using ρ as the free parameter, since using µ gives, by construction,

only the stable branche of the EOS.
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Figure 9.4: The {g,Λ/m} parameter space of the ALP model, where we chose for concreteness
m = mN . The black line, defined by Eq. (9.39), separates between the CE region (in red) and
the NGS region (in green). The EOS in the CE region describes a first-order phase transition,
where the low-density phase is non-relativistic and the high-density can either be non-relativistic
(light-red region) or ultra-relativistic (dark-red region). The EOS in the NGS region describes
anew ground states, which is either non-relativistic (light-green region) or ultra-relativistic (dark-
green region). Above the blue curve, εNGS > (200 GeV)4 which implies sub-millisecond rotation
periods, see Eq. (9.22). On the right of the dashed vertical curve, the NGS phase is characterized
by some θNGS < θ∞ = π with scalar density fixed at ρALP

c .
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most of the parameter space14 and θ remains approximately density-independent for ρ > ρNGS.
Thus, by solving p(π, ρNGS) = 0, approximate analytical expressions for ρNGS and ρNGS

s can be
calculated. In the NR limit,

ρNGS ≈ ρNGS
s ≈

(
103

32π4

)1/5 (
(1− g)mΛ4

)3/5
(NR NGS) , (9.40)

which is relevant in the light-green region of Fig. 9.4. In the UR limit,

ρNGS ≈ m3

6
√

2π2

(
(1− g)2 +

√
(g − 1)4 + 96π2(Λ/m)4

)3/2
,

ρNGS
s ≈ (1− g)3m3

4π2

(
1 +

√
(g − 1)4 + 96π2(Λ/m)4

)
, (9.41)

which is relevant in the dark-green region of Fig. 9.4 where θNGS = π, left of the dashed horizontal
curve. Note in the derivation of Eq. (9.41) one has to expand p(π, ρNGS) to next-to-leading order
in density, i.e. up to the (1− g)2m2(ρNGS)2/3 term, in order to find this g-dependent result. The
energy densities can be estimated using the number densities above,

εNGS ≈ 2Λ4 +m4





(
103

32π4

)1/5 (
Λ
m

)12/5
(1− g)8/5 NR NGS

(√
(g−1)4+96π2(Λ/m)4+(g−1)2

4π

)2

UR NGS
. (9.42)

The UR approximation of ρNGS
s breaks down as g → 1 where θNGS starts to deviates from π. In

this region

ρNGS
s (θNGS, ρNGS) =

2Λ4

gm
(UR, g . 1) , (9.43)

which as we argued above, can be a solution for the EOM for θNGS < π. For g > 1, Eq. (9.43)
is always satisfied in the NGS at all densities. The equation p(θNGS, ρNGS) = 0 can be solved
under the constraint Eq. (9.43), which is used to express θNGS in terms of ρNGS, to find the NGS
number density in the g > 1 region

ρNGS ≈ 4Λ3(2/3)1/4

√
πg3/4

(
1 +O

(
Λ

m
√
g

))
(NR, g > 1) , (9.44)

with the energy density

εNGS ≈ 8Λ4

gm
(NR, g > 1) . (9.45)

Lastly, the region ρNGS
meta < ρ < ρNGS is strictly unstable, since ∂(ε/ρ)/∂ρ ∝ p < 0 in this region.

In Table 9.1 we summarize the energy density and pressure in the relevant interval of ρ, from
which the equation of state in the NGS region can be easily deduced.

14The smallest values of θNGS are found in the upper-right corner of the dark-green region of Fig. 9.4, where
θNGS & 0.7π.
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p(ρ) ε(ρ) range of ρ

Meta-stable pψ(0, ρ) εψ(0, ρ) ρ < ρNGS
meta

Unstable - - ρNGS
meta < ρ < ρNGS

Stable pψ(θALP
∞ , ρ)− pψ(θALP

∞ , ρNGS) εψ(θALP
∞ , ρ) + 2Λ4

max[1,g] ρNGS < ρ

Table 9.1: The energy density and pressure for the NGS EOS including the meta-stable region
at low densities and the stable region at high densities, where we neglected the small deviations
from θALP

∞ . Note that pψ(θALP
∞ , ρNGS) ≡ 2Λ4

max[1,g] .

CE Region

In the rest of the parameter space, above the curved defined by Eq. (9.39) in the {g,Λ/m} plane,
the two phases of matter coexist and the EOS consists of a single, stable branch describing a
phase transition. It is therefore easier to describe using the chemical potential and the angle
θ. While the chemical potential and the total pressure are insured to be continuous across the
phase transition, θ may jump from zero to some value at some critical chemical potential which
we denote by µCE

c . This jump in θ implies a jump in the fermion mass, which leads to a jump in
other quantities like number and energy densities. There are two types of qualitatively different
transitions which may occur depending on the position in the {g,Λ/m} plane.

In the light-red region of Fig. 9.4, the phase transition is first order, characterized by a jump
from a non-relativistic θ = 0 phase to a non-relativistic θ = π phase at a critical chemical poten-
tial µCE

c . It can be calculated in the NR approximation from the condition p(0, µCE
c ) = p(π, µCE

c ).
Knowing the chemical potential µCE

c and θ on both sides of the transition, we can use the relation
between the number density and chemical potential to calculate the number density before and
after the transition. Due to the Maxwell construction, the jump typically occurs from some value
of ρ below the critical ρALP

c to some value above it. A similar jump occurs in the scalar density ρs.

The second type of transition occurs in the dark-red region of Fig. 9.4. For now, let us limit the
discussion to the case g < 1. First, there is a jump from a non-relativistic θ = 0 phase to an
ultra-relativistic θ = θCE

c phase at a critical chemical potential µCE
c . Right after this jump, the

equation of motion is satisfied due to the fact that ρs(θ
CE
c , µCE

c ) = ρALP
c . By solving this equation,

along with p(0, µCE
c ) = p(θCE

c , µCE
c ), one can find the two unknowns {θCE

c , µCE
c }. This can be done

either numerically, or analytically using the proper approximations (the NR limit for the low
density phase and the UR limit for the high density phase). In the interval µCE

c < µ < µCE
∞ ,

θ continues to increase and the equation of motion is satisfied due to ρs(θ(µ), µ) = ρALP
c , until

finally reaching its final value θ = π at µCE
∞ . The chemical potential µCE

∞ can be analytically
calculated by solving ρs(π, µ

CE
∞ ) = ρALP

c in the appropriate UR limit, giving

µCE
∞ =

2πm(Λ/m)2

√
(1− g)g

. (9.46)

For µ > µCE
∞ , the EOM is satisfied by the fact that θ = π and the scalar density begins to

increase above the critical value ρALP
c . A similar transition occurs when g > 1, with the main

difference being that µCE
∞ → ∞. Therefore, θALP

∞ is only reached asymptotically and ρs(θ, µ) is
fixed at ρALP

c for all values of µ > µCE
c .
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Finite Gradient Effects

After discussing the general features of the EOS in the ALP model, we proceed to discuss the
deviations from the microscopic EOS picture due to finite gradient energy effects. Below we
present our numerical results of the full coupled system given by Eq. (9.7), which demonstrate
the finite gradient energy effects discussed in previous sections. For this section we fix m to
be the nucleon mass mN ≈ 0.939 GeV and focus on two illustrative benchmark points in our
parameter space. The first benchmark point,

BM1 : g = 0.025 Λ/m = 0.075 GeV/mN ≈ 0.08 , (9.47)

is inspired by the values expected for the QCD axion (see e.g [118])

g =
1

2

σN
mN

≈ 0.025
( σN

50 MeV

)
,

Λ4 = m2
af

2
a =

mumd

(mu +md)2
m2
πf

2
π ≈ (0.075 GeV)4 , (9.48)

where we used mπ = 135 MeV, fπ = 92 MeV and mu/md ≈ 0.5. This point lies in the CE region
of parameter space. We expect a phase transition of the NR → NR type around the critical
density

ρALP
c ≈ 0.35 fm−3 ≈ 2.1ρsat (BM1) . (9.49)

The resulting mass-radius curves are shown in Fig. 9.5 for f = {5 × 1016, 1016, 1015} GeV.
As expected, the phase transition leads to a softening of the EOS, and therefore less massive
bound objects. The objects occupying on the branch on the right are made only of the low
density phase, which is essentially just the pure Fermi gas. The branch on the left is describes
hybrid stars, composed of a core in the high-density (θ = π) phase and an exterior region in the
low-density (θ = 0) phase.

In fact, the phase transition appearing in Fig. 9.5 occurs due to the same mechanism which
lead Migdal to consider the possibility of pion condensation in the early 1970s [245], namely
the naive reduction of the π0 mass by the baryonic background. In our simple setup, the ALP
undergoes a similar reduction in mass, leading to the phase transition appearing in Fig. 9.5.
However, for the parameters chosen in the above example, this transition happens at baryon
densities where we do not trust the theory any more. A detailed study of the ALP chiral
Lagrangian, in particular the QCD axion, at finite density shows that the axion condensation
might still be triggered by Kaon condensation [118]. Such axion condensation would lead to
qualitatively similar effects, namely softening of the EOS and less-massive stars.

The effect of the gradient energy/pressure can be seen in two features in the mass-radius
curves of Fig. 9.5. First, the inner core of the homogenous stars (on the right branch) can in
fact have a region which is above the critical density, as long as this region is smaller than the
effective in-medium wavelength of the scalar field. Higher values of f trace the pure Fermi gas
line until smaller radii and larger masses, at which point a large enough central region is created
and it is energetically favorable for the high-density phase to form inside. Second, for higher
values of f the start of the hybrid branch consists of configurations where the ALP is not fully
sourced, i.e. the value of the field does not reach π at the core due to the resistance of the gradi-
ent energy. These type of so-called thick-wall bubbles are an indication that the gradient energy
still plays a significant role. In such configurations, the transition region of the scalar inside the
hybrid star is large and occupies a more significant portion of the whole object, and the gradient
pressure plays a more important role in the equilibrium configuration. This explains the visible
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Figure 9.5: The mass-radius curve of the BM1 point (QCD axion-like) in the ALP model.
The black solid line is mass-radius curve of a pure Fermi gas, equivalent to the ALP decoupling
limit (f →∞). The black dashed line is the numerical result obtained in the negligible gradient
energy limit (f → 0) using the effective microscopic EOS. The red, purple and blue curves are
the result of numerically solving the full coupled system for f = {5 × 1016, 1016, 1015} GeV,
respectively. Finite f curves tracking the pure-Fermi lines consist of homogenous configurations
made of the low-density phase. The second branches appearing on the left consist of hybrid stars,
with a core in the high-density phase and a crust in the low-density phase. The light-colored
curves are the unstable configurations.

deviations of the finite f hybrid branches compared to the f → 0 limit hybrid branch. However
at high-enough internal pressures, once the ALP is fully sourced and a thin-wall bubble forms,
all the curves converge to a similar curve in the {M,R} plane, and in particular to a similar
maximal mass configuration. This is not a surprise, since the existence of a thin-bubble wall is
by itself an indication that the gradient energy is negligible.

The second benchmark point,

BM2 : g = 0.5 Λ/m = 0.075 GeV/mN ≈ 0.08 , (9.50)

was chosen to illustrate the effects of the existence of the NGS. As discussed above, we expect
to find meta-stable configurations with central densities which are at most of the order of the
critical density, in this case

ρALP
c ≈ 0.017 fm−3 ≈ 0.1ρsat (BM2) . (9.51)

The absolutely stable configurations are composed purely of the NGS phase, characterized by
number and energy densities similar to those at nuclei

ρNGS ≈ 0.17 fm−3 ≈ ρsat , εNGS ≈ mNρ
NGS ≈ εsat = 2.5× 1014gr/cm3 (9.52)

where we used Eq. (9.40), which is within 10% of the value obtained numerically. The smallest
stable objects can be described as self-bound, and their minimal and maximal radii (as a function
of f) are given by

RSBO
min ≈ 25 m

(
f

1015 GeV

)
, RSBO

max ≈ 2.3 km

(
f

1015 GeV

)1/3

. (9.53)
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Figure 9.6: The mass-radius curve of the BM2 point in the ALP model. The black solid line
is mass-radius curve of a pure Fermi gas, equivalent to the ALP decoupling limit (f → ∞).
The black dashed line is the numerical result obtained in the negligible gradient energy limit
(f → 0) using the effective microscopic EOS. The red, purple and blue curves are the result
of numerically solving the full coupled system for f = {5 × 1016, 1016, 1015} GeV, respectively.
Finite f curves tracking the pure-Fermi lines, shown in the sub-plot at large radii, consist of the
homogenous meta-stable configurations made of the low-density phase. The second branches
appearing on the left consist of NGS stars, consisting purely of the high-density phase.

For objects with radii larger than RSBO
max , gravity becomes comparable and eventually dominant

over the scalar force. However, as long as the energy density of the object is approximately
constant (which stays true even for low-density gravitationally-bound objects), the mass and
radius are related by Eq. (9.20), in this case

M ≈ 5× 10−4M�

(
R

1 km

)3

, (9.54)

which is independent of f .

In Fig. 9.6 we plot the mass-radius curves for BM2 for f = {5 × 1016, 1016, 1015} GeV. At
large radii we find the low-density meta-stable branch, which corresponding to the meta-stable
states of pure Fermi gas. Similarly to BM1, higher values of f trace the pure Fermi gas line to
lower radii until a large enough central region is formed, which would induce a collapse to the
stable phase. At small radii we find the stable branch. The objects can only be as small as the
(f -dependent) in-medium effective wavelength of the field. Our numerical results agree with our
estimation for RSBO

min given in Eq. (9.53) and are indeed well-described at lower pressures by the
curve defined by Eq. (9.54) independently of f . The visible deviations from the line at lower
radii is a finite gradient energy effect explained by our model of the SBOs given in Sec. 9.1.1.B.
The smallest SBOs can have a central number and energy densities which can be a few times
larger than of ρNGS and εNGS, respectively. Thus, the energy density can be larger than εNGS,
leading to configurations which lie above the curve defined by Eq. (9.54). For the smallest ob-
jects for which R ≈ RSBO

min , the size of the transition region becomes comparable to the size of the
object and the assumptions of constant pressure and number density, on which our description
depends on, are no longer valid. For BM2, the average energy density of the smallest solution
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Figure 9.7: Left panel : The NGS configurations in the {ρ(0), R} plane, where ρ(0) is the
central number density. ρ(0) is plotted in units of the (f -independent) NGS number density
given in Eq. (9.52), while the radius is given in units of the (f -dependent) minimal radius
expected for the SBOs, given in Eq. (9.53) . The numerical results agree with the analytical
estimation of the minimal size up to O(1) factors. The smallest SBOs are also the densest,
with the size increasing as their density decreases. Right panel : The NGS configurations in
the {p(0), R} plane, where p(0) is the central pressure. p(0) is plotted in units of the estimate
(f -independent) maximal pressure given in Eq. (9.55), while the radius is given in units of the
(f -dependent) maximal radius expected for the SBOs, given in Eq. (9.53). The numerical results
agree with the analytical estimation of the maximal pressure and size up to O(1) factors. The
largest SBOs are the most low-pressure, dilute configurations. For larger objects gravity becomes
increasingly important, and the configuration behave like typical gravitationally-bound stars.

is larger than εNGS. Therefore, the stable branch begins above the line and approaches it as
the objects become larger15. Note that the negligible gradient energy (f → 0) line in Fig. 9.6
always describes gravitationally-bound objects, since gravity is the only remaining force in this
limit. However, as long as the object is dilute enough, i.e. ρ ≈ ρNGS, it has constant energy
density εNGS and Eq. (9.54) is valid, regardless of whether it is a self- or gravitationally-bound
object. Note that for the most massive NGS stars, the effects of the gradient pressure at the
edge of the star is increasingly negligible, making the properties of the gravitationally-bound
stars essentially f -independent.

As shown in Fig. 9.7, the numerical solutions agree with our simple modelling of the SBOs
given in Sec. 9.1.1.B. The smallest SBOs are the densest and exhibit the highest internal pres-
sure. These properties are in fact f -independent, e.g. the maximal pressure is given in this case
by

pSBO
max ≈ gmNρ

NGS ≈ εsat , (9.55)

which can be found by plugging in R = (πf)/
√
gmρNGS in Eq. (9.27) and evaluating it at

ρ = ρNGS. The maximal density can be found by solving pSBO
in (ρ) = pSBO

max (see Eq. (9.25))

15In other parts of parameter space, we found that the average density can be smaller, producing curves which
approach the line from below.
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Figure 9.8: The {g,Λ/m} parameter space of the ALP model, where we chose for concreteness
m = mN . The thick black line, defined by Eq. (9.39), separates between the CE region (in
orange) and the NGS region (in green). The solid lines are contours of constant mass of the
heaviest star calculated in the negligible gradient energy limit, while the dashed lines are contours
of the corresponding radii. The gray contours represent the line where the effective in-medium
wavelength associated with the labeled f value is the size of the heaviest star, i.e. the upper
bound on f , beyond which the gradient energy cannot be neglected. For most of the parameter
space, the negligible gradient energy limit is valid as long as f � 1017 GeV.

numerically, which results in ρmax ≈ 10ρNGS for BM2. These results match up to O(1) factors
with the numerical results shown in Fig. 9.7, confirming the f -independent behavior of the
smallest SBOs in number density (left panel) and pressure (right panel). Note that the smallest
SBOs are the least compatible with the underlying assumptions of our SBO model, namely
constant density and small transition region. Fig. 9.7 also confirms our f -dependent predictions,
i.e. the minimal and maximal size of the SBOs. The qualitative behavior of the curves follows the
description given in Sec. 9.1.1.B; the smallest SBOs with R ≈ RSBO

min are the densest and have the
highest pressures. As the number density decreases and ρ approaches ρNGS, the object becomes
larger, more dilute and the internal pressure decreases. This continues until R ≈ RSBO

max , where
gravity becomes important and matter must be added inside in order to counter the crushing
pressure of gravity. From this point onwards the the mass and radius increases as the central
number density and pressure increase.

Negligible Gradient Results

We conclude the discussion on the ALP model by presenting a global view on the phase space
in the negligible gradient energy (f → 0) limit, plotted in Fig. 9.8. We performed a scan of
the parameter space and calculated at each point the microscopic EOS, which can than be used
to calculated the mass-radius curve by solving Eq. (9.11) numerically. From the mass-radius
curve, we extract the maximal mass of a stable bound object and its radius. In Fig. 9.8 we plot
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the contours of constant mass and radii for the heaviest bound objects in the NGS region. As
demonstrated above in Sec. 9.1.2.A, the properties of objects in which thin-wall bubbles have
formed are essentially f -independent, in particular the largest and most massive stars in the
NGS region. Therefore, Fig. 9.8 is valid for all values of f up to the values plotted in the red
contours; e.g in the region above the f = 1018 GeV contour, if f � 1018 GeV, bubbles are not
formed and the scalar is effectively decoupled since the effective in-medium wavelength is much
larger than the size of the most massive object. Values of f & 1018GeV cannot be neglected,
since the effective in-medium wavelength is comparable to the size of the most massive object.
This is the threshold of bubble formation where a numerical solution of the full system is needed.
Since finite gradient energy effect tend to make the mass-radius curve more similar to the ideal
Fermi gas curve, the negligible gradient energy limit results of Fig. 9.8 represent the maximal
effect one can expect from the scalar interactions.

We identify two qualitatively different regions. For small values of Λ, the constant mass and
radius contour are approximately Λ-independent. The increase in mass and radius of the NGS
stars are solely due to the decrease in the fermion mass. We recover the same scaling as in
Eq. (9.19), in particular in the ALP model

Mmax = (0.7 M�)

(
mN

m(1− g)

)2

with R(Mmax) = (9.4 km)

(
mN

m(1− g)

)2

. (9.56)

On the other hand, in the dark-green region of Fig. 9.8, the NGS is ultra-relativistic, and
therefore the mass of the fermion plays a small role in the EOS. Instead, the only dimensionful
parameter in the system is V (θ), which can be approximated as a constant ≈ V (θ∞) in regions
far enough below the CE-NGS boundary. For an ultra-relativistic Fermi gas, the EOS branch
of the NGS takes a particularly simple form

ε(ρ) = 3p(ρ) + 4V (θ∞) , (9.57)

where p(ρ) = pu.r
ψ (ρ) − V (θ∞). Since V (θ∞) is the only scale appearing in the problem, the

mass-radius curve implied by Eq. (9.57) can be calculated once in units of V (θ∞), leading to
the analog of Eq. (9.19) for the maximal mass star

Mmax ≈ 1.05M�

(
(0.2 GeV)4

V (θ∞)

)1/2

and R ≈ 5.83 km

(
(0.2 GeV)4

V (θ∞)

)1/2

. (9.58)

As expected, larger values of V (θ∞) make the EOS softer, resulting in lighter stars. In particular
for the ALP model, V (θ∞) ≈ 2Λ4/g in the dark-green region as well as for g > 1. Thus, we find
that

Mmax ≈ (0.74M�)
√
g

(
0.2 GeV

Λ

)2

and R ≈ (4.1 km)
√
g

(
0.2 GeV

Λ

)2

. (9.59)

B Quadratic Coupling to Fermions

The next model we consider is a scalar field with a quadratic coupling to fermions 16,

mQuad
∗ (φ) = m− 1

M
φ2 , V Quad(φ) =

1

2
m2
φφ

2 +
λ

4
φ4. (9.60)

16Note that in the g � 1 limit of the ALP model, the field excursion of θ are small (θ � 1), the ALP model
can be mapped to quadratic model with m2

φ = Λ4/f2, λ = −(Λ/f)4/6 and M = 4f2/(mg).
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As appose to the ALP model where the scale f originates from the discrete shift symmetry of φ,
in this model we have to freedom to choose f . One convenient choice is f =

√
mM , such that

the mass and potential terms can be rewritten as

mQuad
∗ (θ) = m

(
1− θ2

)
, V Quad(θ) =

Λ4

g2

(
gθ2 + θ4

)
. (9.61)

where

Λ ≡
m4
φ

λ
, g ≡

2m2
φ

λmM
. (9.62)

The microscopic EOS is determined by the EOM in the negligible gradient limit (see Eq. (9.9)),
which in the quadratic model is given by

∂Ω

∂θ

∣∣∣∣
µ=const.

=
2Λ4

g2

(
gθ + 2θ3

)
− 2mρs(θ, µ)θ = 0 . (9.63)

As discussed in Sec. 9.1.1.A, in the high-density phase, θ asymptotically approaches the value
θ∞ for which m∗(θ∞) = 0, in this case θ∞ = 1 (due to our choice of f). The high-density phase
is characterized by an approximately constant scalar density, see Eq. (9.13),

ρQuad
s,∞ =

Λ4

g2m
(g + 2) =

1

2
M(m2

φ + λmM). (9.64)

Focusing at this point on the effect of the scalar field on the heaviest stars, we proceed our
analysis in the negligible gradient energy limit. As discussed in Sec. 9.1.2.A, this would allow us
to find the maximal potential effect of the scalar field on the heaviest stars, since finite f effects
would only tend to make the system more similar to a free Fermi gas.

Similar to the ALP model, the parameter space of this model is two dimensional and spanned
by {g,Λ/m}. It can again be split into a CE region as well as a NGS region. In the NGS
region, similar as in the ALP case, there is a metastable branch of normal matter and a stable
branch of the new ground state. As oppose to the ALP case, it is more difficult in this model to
provide an analytic equation which defines the NGS/CE regions (like Eq. (9.39)), therefore it
must be calculated numerically. The problem is simpler in two parts of parameter space, which
we dub the mass domination region (g � 1 or equivalently λ� m2

φ/(mM)) and the quartic

domination region (g � 1 or equivalently λ� m2
φ/(mM)).

In each of these regions, the parameter space collapses to an effectively one-dimensional space,
since only one combination of g and Λ/m appear in the theory, namely

cQuad
mφ
≡ Λ4

gm4
=
Mm2

φ

2m3
and cQuad

λ ≡ Λ4

g2m4
=
λM2

4m2
(9.65)

for the mass domination region and quartic domination region, respectively. cQuad
mφ

and cQuad

λ have
a clear physical interpretation as the contribution of the scalar self-interactions V (θ∞) (in units
of m4) to ε and p in the high-density phase. The critical values, which separate the CE and
NGS regions, were calculated numerically and are given by

cQuad
mφ

. 0.0093 and cQuad

λ . 0.015 . (9.66)
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These upper bounds define the NGS region of parameter space for the mass domination region
and quartic domination region, respectively, shown as dotted lines in Fig. 9.9. In the region
0.1 . g . 10, the parameter space is two dimensional. The NGS-CE boundary was calculated
numerically and is well-described by the following approximate expression

log10(Λ/m) = −0.05 log2
10(g) + 0.35 log10(g)− 0.6 . (9.67)

This is shown in Fig 9.9 as a dashed line.

NGS Region

Far enough from the CE-NGS boundary, the entire NGS parameter space (even the region where
g ∼ O(1)), can be reduced to an effective one-dimensional space. As oppose to the ALP model,
in the quadratic model the NGS is always ultra-relativistic with an approximately-constant
θ ≈ θ∞

17. As discussed in Sec. 9.1.2.A in the context of the ALP model, this means that the
only dimensionful parameter appearing in the problem is the approximately constant V (θ∞).
Therefore, the scaling of Eq. (9.58) can be used to determined the heaviest star mass and radius
with

V Quad(θ∞) =
Λ4

g2
(g + 1) = m4(cQuad

mφ
+ cQuad

λ ) , (9.68)

which is shown in the right panel of Fig. 9.9. In this same region of parameter space, namely
sufficiently far away from the CE-NGS boundary line, one can also find analytic expressions for
ρNGS and εNGS,

ρNGS ≈
(

64

3π

)1/4

(V Quad(θ∞))3/4 , εNGS ≈ 4V Quad(θ∞). (9.69)

CE Region

In the rest of the parameter space, the CE region, the EOS has one stable branch describing a
phase transition. As before, analytic approximations for θc and µc can be found assuming the
transition is from a non-relativistic θ = 0 phase to a relativistic θ = θCE

c phase. This is done

by solving ρs(θ
CE
c , µCE

c ) =
∂V
∂θ
∂m
∂θ

∣∣∣∣
θCE
c

and p(0, µCE
c ) = p(θCE

c , µCE
c ) with the appropriate analytical

approximations.

C Linear Coupling to Fermions

The last model we investigate is a scalar which couples linearly to fermions,

mLin(φ) = m− gSφ , V Lin(φ) =
1

2
m2
φφ

2 +
λ

4
φ4. (9.70)

This gives us after rescaling φ→ θf

θLIN
∞ =

m

fgS
. (9.71)

Due to fifth force bounds it is enough to go to the limit of mass domination to conclude that
this model does not have an interesting phenomenology with O(1) changes in the structure of

17There are O(1) deviations from this approximation near the CE-NGS boundary, but the approximation is
valid away from the boundary.
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9.1. Heavy Neutron Stars from Lights Scalars

Figure 9.9: Left: Parameter space of the quadratic model. CE region in orange vs NGS region
in green (from full numerical analysis). Black-dashed: the transition between NGS and CE
assuming mass and quartic domination. Black: contours of maximal mass, for clarity only up to
10M�. Right: Maximal mass (solid) and radius of the maximal mass star (dashed) over V (θ∞).

dense stars. To show this, let us remind ourselves that for a fixed mass having a sizeable quartic
can only soften the equation of state, see Eqs. (9.17), (9.57). Therefore, from now on we set
λ = 0, to see the effects of the stiffest EOS that is possible consistent with fifth force bounds.
The stellar structure of this model with λ = 0 was recently investigated [247]. In the following
we re-derive some of the results and apply fifth force bounds on them.
We again take the limit of negligible gradient, which corresponds to

R� f√
ρs

∂m∗(θ)
∂θ

≈ 1

mφ
, (9.72)

where we used that in medium ρs ≈ ρs,∞. As the rescaling constant f is arbitrary, we find that
the parameter space is again one dimensional and given by

cLIN =
1

2

m2
φ

m2g2
S

. (9.73)

Determining numerically the value of cLIN at which the transition from the CE region to the
NGS takes place gives cLIN

crit ≈ 0.014. In Fig. 9.10, we show this transition between the NGS and
the CE region in black in comparison with current fifth force bounds taken from [248].

Close to the transition between CE and NGS, we expect R ∼ RNS . In contrast, deep
inside the NGS, the EOS is again leading to Rmax ≈

√
ccrit
c Rccrit ∼ O(1)

√
ccrit
c RNS. Together

with (9.72) and the parametric estimate RNS ∼ Mp

m2 , this implies that the negligible gradient
approximation is valid for gS � O(10) m

Mp
. The region where approximation becomes worse is

shown in yellow, while in the red region for the gradient is too strong s.t. the field cannot move
far and the new scalar has negligible effect on the structure of neutron stars. The fact that a
non-negligible λ generically softens the EOS and therefore needs larger couplings gS to be at
the boundary between NGS and CE is indicated by a black arrow. All of the NGS parameter
space is excluded from fifth force bounds. Assuming that these fifth force bounds somehow can
be circumvented, the details of the EOS and stellar structure in this model have recently been
worked out in [247].
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Figure 9.10: Parameter space of the linear model. In black the transition between the NGS
(above) and the CE region (below). The little arrow indicates that this lines move above for
non-zero λ. In the green region, the negligible gradient approximation is valid, while in yellow
we should take the gradient into account and in red the field barely moves because of the strong
gradient. The shaded region is excluded by fifth force experiment, taken from [248], leading to
the conclusion that all interesting parameter space is excluded.

9.1.3 Conclusions

In the above section we demonstrated a novel mechanism to increase the mass of neutron stars.
The mechanism relies on a new scalar field that is coupled to the mass of neutrons. We showed
that if the scalar is coupled linearly, the interesting parameter space is ruled out by fifth force
experiments, however if coupled quadratically, or, like the QCD axion, with a cosine, this cou-
pling is poorly constrained. This leads to the freedom to enhance the mass of neutron stars
by up to an order of magnitude. This is an especially interesting in light of future NS mergers
expected to be seen in LIGO and the increasingly larger stellar remnant catalog [120–122].

9.2 White Dwarfs as a Probe of Light QCD Axions

So far in this Chapter due to their high density, we have focussed on how light scalars can affect
neutrons stars and their structure. A particularly clean and well studied example of stellar rem-
nants however are white dwarfs. The modifications of the white dwarf M -R relationship allow
us to directly probe large regions in the light QCD axion parameter space. The reasoning is the
following: While a free Fermi gas of electrons with nuclei following them due to charge neutrality
describes WDs reasonably well, large deviations thereof are not consistent with astrophysical
data. We have reviewed the free Fermi gas EOS for a white dwarf in Sec. 6.

9.2.1 New Ground State: The Axion WD System

In the presence of the axion the complete system as above is described by the Lagrangian

L =
√−g

(
1

16πG
R+ Lψφ + Lφ

)
, (9.74)
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where R = Rµµ is the trace over the Ricci tensor, and Lψφ and Lφ are the Lagrangians describing
the interaction of nuclei with the axion and the axion self-interaction respectively, given by

Lψφ = ψ̄
[
igµνγµDν −m∗ψ(φ)

]
ψ, (9.75)

Lφ =
1

2
gµν(∂µφ)(∂νφ)− V (φ). (9.76)

Here the axion potential is given by

V (φ) = −εm2
πf

2
π

(√
1− 4mumd

(mu +md)2
sin2

(
φ

2f

)
− 1

)
, (9.77)

and we consider the scenario that the axion couples isospin symmetric, such that the effective
mass of the nuclei is related to the effective nucleon mass m∗ψ(φ) = 2m∗N (φ) and we have

m∗N (φ) = mN − σN
(

1−
√

1− 4mumd

(mu +md)2

)
. (9.78)

As above, the gravitational field is sourced by an energy-stress tensor, consisting of two terms

Tµν = Tψφµν + T grad
µν . (9.79)

The first term contains the gas of charged nuclei with φ-dependent effective mass, the Fermi gas
of electrons, the axion self-interaction and takes the form of an ideal fluid, Tψφµν = diag (p, ε, ε, ε),
with

p(φ, ρ) =
2

3

∫ kF (ρ)

0

d3k

(2π)3

k2

√
k2 +m2

e

− V (φ), (9.80)

ε(φ, ρ) = 2

∫ kF (ρ)

0

d3k

(2π)3

√
k2 + (m∗ψ(φ))2 + V (φ), (9.81)

where we neglected the sub-leading contributions for pressure and energy density, εe(ρ) ' 0 '
pψ(φ, ρ), respectively. The second term in Eq. (9.79) contains the contribution of the axion
gradient

(T grad)µν =
(φ′)2

2

[
1− 2GM

r

]
(δµν − 2δµr δ

r
ν) . (9.82)

Minimizing the action, we find the following set of coupled first- and second order differential
equations

φ′′
[
1− 2GM

r

]
+

2

r
φ′
[
1− GM

r
− 2πGr2 (ε− p)

]
=
∂V

∂φ
+ ρ

∂m∗ψ(φ)

∂φ
≡ U(φ, ρ), (9.83a)

p′ = −GMε

r2

[
1 +

p

ε

] [
1− 2GM

r

]−1 [
1 +

4πr3

M

(
p+

(φ′)2

2

[
1− 2GM

r

])]
− φ′U(φ, ρ), (9.83b)

M ′ = 4πr2

[
ε+

1

2

[
1− 2GM

r

] (
φ′
)2
]
. (9.83c)

Eq. (9.83a) is the static axion equation of motion coupled to gravity, while Eq. (9.83b) and
Eq. (9.83c) are the TOV equations in the presence of an axion. Since the nuclei are, even at
the highest densities accessible in white dwarfs, non-relativistic, we set 〈ψ̄ψ〉 ' ρ.
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Note that, in the limit φ = 0 we recover the ordinary TOV equations, see Eq. (6.1). This
set of equations can be integrated numerically using the shooting method. Although this is the
way we solve the system at very high f , we can again go to the limit in which these equations
simplify dramatically.

The displacement of the axion at sufficiently high densities costs gradient energy and can
only occur if the gain in potential energy pays up for it. This leads to the typical scale on which
the axion is displaced

λφ '
πf√

2δmNρ− V (πf)
, (9.84)

and is to be evaluated at typical white dwarf densities. Importantly, if we have RWD � λφ, the
field essentially tracks the minimum of the effective in density potential on stellar scales and is
given by the solution to

U(φ, ρ) = 0. (9.85)

At the same time, the gradient terms in Eq. (9.83b) and Eq. (9.83c) are confined to a small
transition shell, where the field does not follow its minimum. Therefore, if we consider large
systems we can neglect the axion gradient φ′ ' 0. As a result, the set of equations, Eq. (9.83),
decouples to give the regular TOV equations, Eq. (6.1), in addition to Eq. (9.85). Note that
the latter is the same condition as the minimization of the energy density ε(φ, ρ) with respect
to φ. Solutions, φ(ρ), to this equation give thermodynamic stable EOS which we eventually use
to solve the regular TOV equations.

Most interestingly, we find that if the axion is destabilized in a white dwarf, the energy
per particle of the light nuclei Enψ(ρ) = ε(ρ)/ρ is not anymore minimized when the nuclei are
infinitely separated, but at the new ground state density ρ∗, which can be found numerically.
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Figure 9.11: White dwarf M -R relation with light axions. Free Fermi gas electrons with
nuclei as a source of mass (black) and meta-stable branches following the white dwarf line, for
ε = 10−6 (purple) and ε = 10−7 (orange). Corresponding new ground state phases have much
smaller radii and are shown in the inset. Data points are taken from [249] (turquoise), [250]
(blue), [251,252] (red) and [253] (green).
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Figure 9.12: The lowest ε that can still be excluded from the existence of extremely low mass
white dwarfs. In cyan is ε = 10−18, in orange ε = 10−15, in green ε = 10−13. The black line is
again the free Fermi gas.

In contrast to neutron stars, for light axions in white dwarfs there is no coexistence region.
Note that the density of the new ground state is always larger than the density at which the
destabilisation happens, ρ∗ > ρc ≡ εm2

πf
2
π/2σN .

Again, for low densities ρ < ρc, nuclear matter is in a meta-stable state where the classical
sourcing of the axion is not accessible. Once the axion is sourced there exists a range ρc < ρ < ρ∗,
where the energy per particle decreases ∂ρE

n
ψ(ρ) < 0, implying a negative pressure, which can be

understood as a completely unstable phase in which the system is contracting until it stabilizes
in the phase of the new ground state.

Note that the above discussion is only valid for RWD � λφ. For RWD ∼ λφ we solve the
full coupled system numerically. However, in the opposite limit, RWD � λφ, the behaviour can
again easily be qualitatively understood: the gradient is so strong that the field cannot move
away from it’s in-vacuum minimum any more and therefore has no influence on the structure of
white dwarfs.

9.2.2 Confrontation with Observational Data

There exist large data-sets containing masses and radii of white dwarfs (see e.g. [249–260]).
However, not all of these data-sets can be used to probe the M -R relationship: in many catalogs,
(see [254–258]), the M -R relation is in fact used as an input to significantly reduce observational
error. On the other hand there exist sets (e.g. [249–253, 259, 260]) that systematically test the
M -R relation using observational data.

Note, that there is a slight difference in model dependence: while in [253] the determination
of the mass and radius is completely independent of white dwarf models, most other works use
an atmosphere model to determine the radius. Nevertheless, we combine the data-sets [249–253]
and show them in Fig. 9.11. Since the most massive white dwarfs set the most stringent limits
on the axion, we exclude all points in the axion parameter space that cannot predict a white
dwarf with masses higher than around ∼ 0.9M� on the meta-stable branch. For RWD � λφ,
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Figure 9.13: Constraints and future projections on the axion parameter space. Exclusions from
modifications of the white dwarf M -R relation are shown in red. More precise measurements
thereof can further probe the parameter space until the orange dashed line. The solid black
line shows the QCD axion with mφf = mπfπ. Gravity suggests f . MP (gray). Further
bounds originate from the sourcing in the Sun [119] (blue), the supernova 1987A (green) and
BH superradiance [264] (yellow). Finally, we show which parameters lead to a new ground state
accessible in neutron stars (dot-dashed purple).

this translates to an exclusion of all ε . 10−7, as shown inFig. 9.13. For larger f , i.e. larger
λφ, we use solutions of the coupled system, Eq. 9.83, to place the corresponding bounds. This
is still ongoing work and the exclusion limit presented here is based on the f → 0 limit. The
robustness of this bound against the influence of finite temperature modification of the EOS
is discussed in Appendix II.C.2. Note that for very small ε . 10−13, the metastable branch
follows the free Fermi gas for most of the data-points in Fig. 9.12. However, there also exist
measurements of extremely low mass white dwarfs [261–263], which exclude all ε & 10−18. For
even smaller ε, while the axion is sourced in white dwarfs, the structure of with dwarfs in the
region where we measured then only has small modifications.

9.2.3 Conclusions

The mass-radius relation of white dwarfs is well understood and has been tested with increasing
accuracy in the last years. We have shown how light QCD axions change the structure of white
dwarfs. We used existing data of white dwarf masses and radii to place novel bounds on light
QCD axions.

The QCD axion generically predicts a non-derivative coupling to nucleons. At finite baryon
density this coupling can lead to a destabilization of the axion from its in-vacuum minimum. If
sourced, the non-zero axion expectation value changes the mass of nucleons. For a large region of
the parameter space, this leads to a new ground state of nuclear matter, which has less energy
per particle than infinitely separated nucleons. If accessible in white dwarfs, this drastically
changes their mass-radius relation.
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More precise tests of the white dwarf mass-radius relation using the recent Gaia DR3 are
expected in the near future and will further probe the parameter space of light QCD axions.
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Appendices part II

II.A Axion Couplings at Finite Density

In this appendix we first construct the necessary Lagrangian used above and then explicitly
calculate some of the integrals of Sec. 7.2 analytically and investigate numerically the effect of
finite temperature on the axion nucleon couplings.

II.A.1 Construction of the Lagrangian

As we have seen in the main text, we need the Lagrangian up to ν = 1 in order to calculate the
leading density contributions. For the explicit construction we closely follow [265]. In general
every term in the πN Lagrangian can be written as

N̄Aµν...Θµν...N + h.c., (II.A.1)

where Aµν... describes the fields and covariant derivatives acting on them, Θµν... is an element
of the Clifford algebra times a symmetrized product of covariant derivatives of the form

Θµν...αβ... = Γµν...D
n
αβ..., (II.A.2)

with Dn
αβ...ω = {Dα, {Dβ, {. . . , Dω}}}. The fields that act as our building block have been

defined above. They are
uµ, ûµ, χ±, (II.A.3)

as well as combinations and derivatives thereof. In addition to the chiral symmetry, we require
all the terms in the Lagrangian to be hermitian and invariant under parity (P) and charge
conjugation (C). Thus we have to figure out first the fields Aµν... and the algebra element Θµν...

transform under those transformation. We define the constant hA, hΓ, cA and cΓ according to

A† = (−1)hAA, Ac = (−1)cAAT , (II.A.4)

Γ† = (−1)hΓγ0Γγ0, Γc = (−1)cΓΓT . (II.A.5)

Taking a general term of the πN Lagrangian plus its hermitian conjugate we thus find

N̄Aµν...αβ...Γµν...Dn
αβ...N + (−1)hA+hΓN̄←−Dn

αβ...Γµν...A
µν...αβN . (II.A.6)

After partial integration this gives up to higher order terms

N̄Aµν...αβ...Γµν...Dn
αβ...N + (−1)hA+hΓ+nN̄Aµν...αβ...Γµν...Dn

αβ...N . (II.A.7)

The same can be shown for charge conjugation up to higher order terms

N̄Aµν...αβ...Γµν...Dn
αβ...N + (−1)cA+cΓ+nN̄Aµν...αβ...Γµν...Dn

αβ...N . (II.A.8)
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Defining hΘ = hΓ +n, cΘ = cΓ +n, we see that for the terms invariant under (C) and hermitian
conjugation the constants fulfil

(−1)hA+hΘ = 1, (−1)cA+cΘ = 1. (II.A.9)

Further one can use the equations of motion at leading order and make the substitution

/DN → −imN (II.A.10)

This is used in [265] to eliminate many of the possible Clifford algebra elements. We will not do
this here in detail, we just give a brief example and the main results needed for our construction.
Using the equations of motion we find for example

N̄AµiDµN + h.c.
.
= 2mN̄γµAµN , (II.A.11)

where
.
= means up to higher order terms. Therefore we do not need to take the structure γµA

µ

into account, just AµDµ has to be included. Similar relations can be derived for all the other
terms too. In [265] the following set of Θµν... has been found to be sufficient to generate the
complete chiral Lagrangian up to fourth order:

1;

γ5γµ, Dµ;

gµν , σµν , γ5γµDν , Dµν ;

gµνγ5γρ, gµνDρ, σµνDρ, ε
λ
µνρDλ, γ5γµDνρ, Dµνρ;

gµνgρτ , εµνρτ , gµνσρτ , gµνγ5γρDτ , gµνDρτ , σµνDρτ , ε
λ
µνρDλτ , γ5γµDνρτ , Dµνρτ .

(II.A.12)

We aim to derive the Lagrangian up to O(p2). Since our building blocks uµ and ûµ have chiral
dimension one, we need them up to quadratic order contracted with the building blocks in
(II.A.12) up to two indices. For those the transformation properties are listed in table II.A.1.
One can also derive the transformation properties under C and P symmetry for uµ and ûµ. One
has to use that under charge conjugation u → u> and under parity transformation u → u†.
This is obvious if we reinstate the pions: for charge conjugation the π+ and the π− field are
exchanged, which is exactly what the transpose of the isospin matrices does 18. The axion field
is invariant under charge conjugation and under parity it behaves like a → −a 19. From these
properties it is straightforward to derive the transformation of uµ and ûµ and combinations of
them. In the same way one can calculate the transformation properties of χ±. One has to be
careful when it comes to the building blocks: we have to treat isovector and isoscalar fields
differently. For uµ and ûµ this is taken care of by the fact that uµ just contains isovector and

18This can also be seen by using the covariant derivative with the photon field acting in the pion field defined
by DµU = ∂µU − ie

2fπ
Aµ [τ3, U ] = ∂µU + e

fπ
Aµτaεa3bπb. The EOM’s for the pion fields under the exchange of

e→ −e are exactly satisfied by U>.
19In general one can determine the transformation properties of the external fields by requiring the invariance

of equation (5.18) under C and P symmetry. Doing so one finds

vµ
P7→ vµ, v(s)

µ
P7→ v(s)

µ , aµ
P7→ −aµ, a(s)

µ
P7→ −a(s)

µ , s
P7→ s, p

P7→ −p, (II.A.13)

vµ
C→ −vTµ , v(s)

µ
C→ −v(s)T

µ , aµ
C→ aTµ , a(s)

µ
C→ a(s)T

µ , s, p
C→ sT , pT , (II.A.14)

up to transformations of the space-time indices for P symmetry with a matrix Pµν which are irrelevant for us since
we will always contract them in order for the Lagrangian to be Lorentz invariant.
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ûµ just isoscalar fields. For χ± and all other (composite) fields we have to take care about this
manually. We do so by defining

X̃ = X − 1

2
〈X〉, (II.A.15)

where 〈. . .〉 stand for the trace in flavour space. Using this definition for example the anticom-
mutator of two uµ’s can be written as

{uµ, uν} = 〈uµuν〉1. (II.A.16)

More importantly the fields χ± can be decomposed into χ̃± and 〈χ±〉, where in χ̃± the isoscalar
part of χ±. The fields decomposed in isoscalar and vector part are the ones we consider as
building blocks for the chiral Lagrangian.

The nucleon field N and its adjoint transform under charge and parity according to

N C−→ CN̄>, N̄ C−→ N>C, C = iγ2γ0,

N P−→ iγ0N , N̄ P−→ −iN̄γ0.
(II.A.17)

The resulting properties are listed in table II.A.2 The signs in table II.A.1 and table II.A.2 are
define by the prefactors after transformation i.e.

N̄Θµν...N P−→ (±1)Pαµ P
β
ν . . . N̄Θαβ...N ,

N̄Θµν...N C−→ (±1)
(
N̄Θµν...N

)>
= (±1)N̄Θµν...N ,

Aµν...
P−→ (±1)PµαP

ν
βA

αβ...,

Aµν...
C−→ (±1) (Aµν...)> ,

(II.A.18)

with Pµν = diag(1,−1,−1,−1). Since all Lorentz indices are contracted in the Lagrangian, the
Pµν ’s will drop out anyway. Note that the gamma matrices and all other objects that are not
fields do not transform under charge or parity transformation, the only thing that transforms
are their space-time indices. The signs of table II.A.1 are induced by the transformations of
the fields according to equations (II.A.17) and (II.A.18). For table II.A.2 we need to take into
account the transformation properties of all the operators they contain. Note that the signs
we write in tables II.A.1 and II.A.2 for parity are given in terms of the definitions (II.A.4) and
(II.A.5) by (−1)cΘ and (−1)cA . The chiral dimension of the fields and operators can also be

Θµν... 1 γ5 γµ γµγ5 σµν gµν ελµνρ Dµ γ5γµDν Dµν

chiral dimension 0 1 0 0 0 0 0 0 0 0
parity + − + − + + − + − +
charge conjugation + + − + − + + − − +

Table II.A.1: Transformation properties of different operators Θµν....

found in table II.A.1 and II.A.2. They are given by the number of derivatives acting on the fields
(except the nucleon fields) and pion mass insertions. The chiral dimension of γ5 is special. It
is one because the projection to ChPT does not give a leading order (chiral dimension 0) term,
but instead the lowest order term generated by it is of chiral dimension 1.
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Aµν... uµ ûµ [uµ, uν ] {uµ, uν} uµûν χ̃+ χ̃− 〈χ+〉 〈χ−〉
chiral dimension 1 1 2 2 2 2 2 2 2
parity − − + + + + − + −
charge conjugation + + − + + + + + +

Table II.A.2: Transformation properties of different fields Aµν... needed for the construction.

We pick one example from each table and show it explicitly here. Let us take γµγ5 and find

N̄γµγ5N P−→ −iN̄γ0γµγ5iγ
0N

= N̄γ0γµγ5γ
0N

= −N̄γ0γµγ
0γ5N

= −N̄γ†µγ5N
= −Pαµ N̄γαγ5N ,

(II.A.19)

thus it has (−) parity. For the charge conjugation we find

N̄γµγ5N C−→ N>Cγµγ5CN̄>

= −N>Cγµγ5C
−1N̄>

= −N>CγµC−1Cγ5C
−1N̄>

= N>(γµ)>(γ5)>N̄>

= −(N̄γ5γµN )>

= (N̄γµγ5N )>

= N̄γµγ5N ,

(II.A.20)

where the minus sign in the penultimate lines comes from the fact that we have to commute the
fermion fields,which are antisymmetric. Next we show the transformation properties of uµ.

uµ = iu†∂µu− iu∂µu† + u†aµu+ uaµu
†

P−→ Pαµ

(
iu∂αu

† − iu†∂αu− uaαu† − u†aαu
)

= −Pαµ uα

(II.A.21)

uµ = iu†∂µu− iu∂µu† + u†aµu+ uaµu
†

C−→ iu?∂µu
> − iu>∂µu? + u?aµu

> + u>aµu
?

=
(
iu†∂µu− iu∂µu† + u†aµu+ uaµu

†
)>

= (uµ)>.

(II.A.22)

From the terms in table II.A.1 and II.A.2 we can now isolate the combinations that are
invariant under C and P symmetry. Additionally requiring that the Lagrangian is invariant
under chiral transformation and that all the operators are hermitian, we find for the most
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general form of the chiral Lagrangian up to O(p2)

LπN = L(1)
πN + L(2)

πN ,

L(1)
πN = N̄

(
i /D −m+

gA
2
/uγ5 +

g0

2
/̂uγ5

)
N ,

L(2)
πN =

9∑

i=1

ciN̄O(2)
i N ,

(II.A.23)

with the operators O(2)
i given in Table II.A.3. The non-relativistic reduction of this Lagrangian

following e.g. [137] then leads to the Lagrangian in Eq. (7.16). We summarize the differences in
Table II.A.3, where the Ôi are the HBChPT operators and the ĉi the corresponding constants.

i O(2)
i Ô(2)

i 2m (ĉi − ci)
1 〈χ+〉 〈χ+〉 0
2 − 1

8m2 {uµ, uν}Dµν + h.c. 1
2(v · u)2 −1

4g
2
A

3 uµuµ uµuµ 0
4 i

4 [uµ, uν ]σµν 1
2 [Sµ, Sν ] [uµ, uν ] 1

2
5 χ̃+ χ̃+ 0
8 − 1

8m2uµûνD
µν + h.c. 1

4(v · u)(v · û)
9 uµûµ uµûµ 0

Table II.A.3: Operators and differences between the constants of the ChPT and HBChPT
Lagrangian. The terms with i = 6, 7 are not listed here. They contain Fµν and thus would
vanish as described above. Note that we extended table 3 of [265] by the terms involving the
axion.

Now we also discuss the contact terms of nucleons. The pure nucleon contact terms are
collectively denoted by LNN and LNNN , the ones including a pion or a axion are denoted by
LπNN . While the pure nucleon terms are well known (e.g. [266]), due to the inclusion of the
axion, there are new terms in LπNN . Instead of constructing them as above (writing down the
most general chiral Lagrangian and then projecting to the HB Lagrangian) we aim to directly
construct the HBChPT Lagrangian by symmetry arguments as done for the chiral Lagrangian
above. In HBChPT our basic operator building blocks are vµ, Sµ, the identity matrix in spin
and isospin space, the isospin matrices τa, combinations of them and spatial derivatives (the
latter one are just relevant for higher order terms). Under charge and parity our building blocks
transform as given in table II.A.4. The transformation of the isospin matrix τa under charge

Θµν... 1 vµ ελµνρ τa Sµ [Sµ, Sν ] = iεµνρσvρSσ
parity + + − + − +
charge conjugation + − + ? + −

Table II.A.4: Transformation properties of different operators Θµν... in ChPT.

are marked with a ?, because they are special in the sense that they can not simply be given by
a simple sign in this table.

We construct pure nucleon contact terms as well as contact terms with one external axion
field in the following way: Using the operators from table II.A.4 and the chiral dimension one
fields from table II.A.2 we construct all the two nucleon bilinears with maximum one spacetime
and one isospin index. The reason why we just use bilinears is the following. One could contract
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Operator Parity (P) Charge (C)

N̄N + +
N̄τaN + N̄(τa)>N
N̄SµN − +
N̄SµτaN − N̄Sµ(τa)>N

N̄uµN − +
N̄uµτ

aN − N̄(τa)>uµN
N̄SµuµN + +
N̄Sµuµτ

aN + N̄Sµ(τa)>uµN
N̄SνuρNε

µνρσvσ − −
N̄Sνuρτ

aNεµνρσvσ − −N̄Sν(τa)>uρNε
µνρσvσ

N̄ ûµN − +
N̄ ûµτ

aN − N̄ ûµ(τa)>N
N̄SµûµN + +
N̄Sµûµτ

aN + N̄Sµûµ(τa)>N
N̄Sν ûρNε

µνρσvσ − −
N̄Sν ûρτ

aNεµνρσvσ − −N̄Sν ûρ(τa)>Nεµνρσvσ

Table II.A.5: Transformation properties of the Lagrangian building block in HBChPT. If the
operator just picks up a sign we just write ± in the table. If it changes non-trivial we write
the term explicitly. The transformation of spacetime indices is neglected because they will be
contracted in the final Lagrangian.

the spin index of a nucleon field with another nucleon than the isospin index contrary to what
is done for bilinear fields. However, by applying Fierz identity for spin and isospin matrices

τaijτ
a
kl = 2δilδkj − δijδkl (II.A.24)

σiabσ
i
cd = 2δadδcb − δabδab (II.A.25)

all such terms reduce again to bilinear terms. Now lets justify why we restrict our self to
just terms with one spacetime and one isospin index. After all we could write down terms
which have the same operator twice between the same nucleons e.g. N̄SµSντaNN̄SµSντ

aN or
N̄Sµτaτ bNN̄Sµτ

aτ bN or terms with an εabc where two indices are contracted with two indices
from the other bilinear such as N̄Sµτaτ bNN̄Sµτ

cNεabc and analogous for the spacetime indices.
However, all the terms that include more then one operator Sµ or τa in between the same
nucleons can be reduced to a combination of zero and one operator of type Sµ or τa by the
relations

SµSν =
1

2
{Sµ, Sν}+

1

2
[Sµ, Sν ], (II.A.26)

τaτ b =
1

2
{τa, τ b}+

1

2
[τa, τ b], (II.A.27)

with

{Sµ, Sν} =
1

2
(vµvν − gµν) , [Sµ, Sν ] = iεµνρσvρSσ, (II.A.28)

{τa, τ b} = 2δab, [τa, τ b] = 2iεabcτ c. (II.A.29)

Various other combinations involving additionally combinations with εµνρσ and vµ can be re-
duced (or are equal to zero) by the relations

v2 = 1 S2 = −3

4
, v · S = 0. (II.A.30)
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Additionally the epsilon tensor in isospin space with two open indices have to be contracted with
two indices from the other bilinear. But these two indices can just cone from a δab which gives
zero or from τaτ b or another epsilon tensor. Terms of the form τaτ b as well as the contraction of
two epsilon tensor can be reduced by the relations given above. Thus bilinears with more then
one isospin index do not generate new terms because they can always be reduced. The same is
true for the spacetime indices and εµνρσ.

Let us first write down all such term that transform invariant under charge and parity.
Theses are then reduced to a minimal set of terms by using basic identities. The bilinears we
consider are all given in table II.A.5.

uµτ
a =

1

2
{uµ, τa}+

1

2
[uµ, τ

a]

= uaµ + iεabcτ bucµ.
(II.A.31)

It is more useful to split uµτ
a in a commuting and anti commuting part which both have a more

straighforward transformation behaviour for our construction which can be found in table II.A.6.
The symmetric part does not lead to any new terms so we omit them there. While the pure

Operator Parity (P) Charge (C)
1
2N̄ [uµ, τ

a]N − −1
2N̄ [uµ, (τ

a)>]N = −iεabcN̄(τ b)>ucµN
1
2N̄S

µ[uµ, τ
a]N + −1

2N̄S
µ[uµ, (τ

a)>]N = −iεabcN̄Sµ(τ b)>ucµN
1
2N̄Sν [uρ, τ

a]Nεµνρσvσ − 1
2N̄Sν [uρ, (τ

a)>]Nεµνρσvσ = iεabcN̄Sν(τ b)>ucρNε
µνρσvσ

Table II.A.6: Transformation properties of the Lagrangian building block in HBChPT. The
notation is the same as in table II.A.5.

nucleon contact terms are well known, we now aim to construct all possible 2-nucleon contact
terms which include either the field uµ or ûµ. Those are the only fields with chiral dimension
one from table II.A.2. We start with the ones including uµ. From table II.A.5 and II.A.6 the
only terms one can construct to fulfil the right transformation properties are

N̄SµNN̄uµN, N̄NN̄SµuµN, εabcεµνρσvσN̄Sντ
bNN̄Sρτ

cNuaµ. (II.A.32)

It can easily be shown that taking the non-relativistic limit and applying Fierz and other
basic identities these are in fact not independent of each other. The explicit relations are
N̄SµNN̄uµN = −N̄NN̄SµuµN and 8N̄SµNN̄uµN = εabcεµνρσvσN̄Sντ

bNN̄Sρτ
cNuaµ. There-

fore we only need one of them in the Lagrangian which following the literature (e.g. [266]) we
write as

LπNN ⊃
cD

2f2
πΛχ

(N̄N)
(
N̄SµuµN

)
. (II.A.33)

For the terms involving ûµ things are even simpler because ûµ is proportional to the identity
matrix in isospin space. There are only two possible combinations satisfying the transformation
properties given by

N̄NN̄SµûµN, N̄τaNN̄Sµûµτ
aN. (II.A.34)

Again, it can easily be seen that N̄τaNN̄Sµûµτ
aN = −3N̄NN̄SµûµN and so we find for the

Lagrangian

LπNN ⊃
c̃D

2f2
πΛχ

(N̄N)
(
N̄SµûµN

)
. (II.A.35)

This concludes the construction of all terms of the Lagrangian necessary to calculate the cor-
rections to the axion-nucleon coupling.
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II.A.2 Sample Calculation of V1

In this part of the Appendix, we want to show an explicit finite density loop calculation. We
focus on the vertex correction V1. The two different contributions are

V1 =

∫
d4k

(2π)4
(−1)

[
− gA

2fπ
σ · (k − p)τa

] [
i

k0
− 2πδ(k0)θ(kf − |k|)

] [
ci

2fa
σ · pa

]
×

×
[

i

k0 + p0
a

− 2πδ(k0 + p0
a)θ(kf − |k + pa|)

] [
gA
2fπ

σ · (k − p)τ b
] [ −iδab

m2
π − (k − p)2

]
.

(II.A.36)

Note that for any diagram, we need to take care of the spin and isospin structure separately.
Only then we can evaluate the full integration. We only consider the density dependent part.
Due to the δ functions, the dk0 are trivial and we get after cancelling some minus signs

V1 =

∫
d3k

(2π)3

{[
gA
2fπ

σ · (k − p)τa
] [

ci
2fa

σ · pa
] [

gA
2fπ

σ · (k − p)τa
]
×

× 1

p0
a

θ(kf − |k + pa|)
[

1

m2
π − (k − p)2

]
−
[
gA
2fπ

σ · (k − p)τa
] [

ci
2fa

σ · pa
]
×

× 1

p0
a

θ(kf − |k|)
[
gA
2fπ

σ · (k − p)τa
] [

1

m2
π − (k − p)2

]}
.

(II.A.37)

We now simple properties of the pauli matrices to find

[σ · (k − p)] [σ · pa] [σ · (k − p)] =
1

2
(σiσjσk + σkσjσi) (k − p)i(pa)j(k − p)k =

= 2 [pa · (k − p)] [σ · (k − p)]− [σ · pa] (k − p)2
(II.A.38)

Now plugging this back in, we find

V1 =

(
gA
2fπ

)2 1

p0
a

τa
ci

2fa
τa×

∫
d3k

(2π)3

{
θ(kf − |k + pa|)

2 [pa · (k − p)] [σ · (k − p)]− [σ · pa] (k − p)2

m̃2
π + (k − p)2

+

− θ(kf − |k|)
2 [pa · (k − p)] [σ · (k − p)]− [σ · pa] (k − p)2

m2
π + (k − p)2

}
,

(II.A.39)

where we used m2
π − (k − pa)2 = m2

π − (k2
0 + 2k0p

0
a + p2

a0) + (k − pa)2 = m̃2
π + (k − pa)2 with

k0 ∼ Q2

2m � Q negligible and we called m̃2
π = m2

π−p2
a. Now we shift one of the integrals by −pa,

such that we find

V1 =

(
gA
2fπ

)2 1

p0
a

τa
ci

2fa
τa×

∫

|k|<kf

d3k

(2π)3

{
2 [pa · (k − p− pa)] [σ · (k − p− pa)]− [σ · pa] (k − p− pa)2

m̃2
π + (k − p− pa)2

+

− 2 [pa · (k − p)] [σ · (k − p)]− [σ · pa] (k − p)2

m2
π + (k − p)2

}
.

(II.A.40)
We can now write this in term of integrals defined below as

V1 =

(
gA
2fπ

)2 1

p0
a

τa
ci

2fa
τa [2 (I1(m̃π,p,pa)− I1(mπ,p+ pa,pa)) +

− σ · pa (I2(m̃π,p+ pa)− I2(mπ,p))] .

(II.A.41)
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II.A.3 Helpful Integrals

Let us calculate a few integrals which will be useful later. First we define

Γ0(m, p) =

∫ kf

0
dk

∫ 1

−1
dx

k2

m2 + p2 + k2 + 2pkx
,

Γ1(m, p) =

∫ kf

0
dk

∫ 1

−1
dx

k3x/p

m2 + p2 + k2 + 2pkx
,

Γ2(m, p) =

∫ kf

0
dk

∫ 1

−1
dx

k4
(
1− x2

)
/2

m2 + p2 + k2 + 2pkx
,

Γ3(m, p) =

∫ kf

0
dk

∫ 1

−1
dx

k4
(
3x2 − 1

)
/
(
2p2
)

m2 + p2 + k2 + 2pkx
.

(II.A.42)

As we have seen already above in Sec. II.A.2, typically for m can either have mπ or m̃π with

m̃2
π = m2

π − (p0
a)

2. (II.A.43)

The gamma functions defined here have the following dimensions (in terms of kf )

[Γ0] = O(k1
f ), [Γ1] = O(k1

f ), [Γ2] = O(k3
f ), [Γ3] = O(k1

f ). (II.A.44)

To make them dimensionless we can also define the functions Ki as

K0(p) =
Γ0(p)

kf
, K1(p) =

Γ1(p)

kf
, K2(p) =

Γ2(p)

k3
f

, K3(p) =
Γ3(p)

kf
. (II.A.45)

An integral that very often appears is

I1 (m,p) =

∫

|k|<kf

d3k

(2π)3

σ · (k + p)q · (k + p)

m2 + (k + p)2

=
1

(2π)3

∫ kf

0

∫ 1

−1

∫ 2π

0
dk dx dφ k2×

× (σ · k) (q · k) + (σ · k) (q · p) + (σ · p) (q · k) + (σ · p) (q · p)

m2 + p2 + k2 + 2pkx
.

(II.A.46)

Choosing coordinates and noting that some of the dφ integrals vanish we can simplify the
numerator

∫ 2π

0
dφ (σ · k) (q · k) =

∫ 2π

0
dφ [(σxkx) (qxkx) + (σyky) (qyky) + (σzkz) (qzkz)]

=

∫ 2π

0
dφ
[
σxqxk

2(1− x2) cos2 φ+ σxqxk
2(1− x2) sin2 φ+ σzqzk

2x2
]

= σxqxk
2(1− x2)π + σyqyk

2(1− x2)π + σzqzk
2x22π

= σ · qk2(1− x2)π + σ · (p+ q)q · (p+ q)
k2π(3x2 − 1)

p2
,

(II.A.47)

and
∫ 2π

0
dφ [(σ · k) (q · p) + (σ · p) (q · k)] =

∫ 2π

0
dφ kx

(σ · p) (q · p) + (σ · p) (q · p)

p

=

∫ 2π

0
dφ 2kx

(σ · p) (q · p)

p

= 4πkx
(σ · p) (q · p)

p
.

(II.A.48)
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With this and the definitions in Eq. (II.A.42) we can simplify the integral to

I1 (m,p) =
1

4π2
[(σ · q) Γ2(m, p) + (σ · p) (q · p) (Γ0(m, p) + 2Γ1(m, p) + Γ3(m, p))] ,

(II.A.49)

Next we have a look at the following integral

I2 (m,p) =

∫

|k|<kf

d3k

(2π)3

(k + p) · (k + p)

m2 + (k + p)2

=

∫

|k|<kf

d3k

(2π)3

[
m2 + (k + p)2

m2 + (k + p)2
− m2

m2 + (k + p)2

]

=
1

(2π)3

k3
f

3
4π −m2Γ0(m, p)

1

4π2

=
1

4π2

(
2k3

f

3
−m2Γ0(m, p)

)
.

(II.A.50)

So

I2 (m,p) =
1

4π2

(
2k3

f

3
−m2Γ0(m, p)

)
. (II.A.51)

The last important integral used in the main text is

I3 (m,p) =

∫

|k|<kf

d3k

(2π)3

σ · (k + p)

m2 + (k + p)2
, (II.A.52)

which evaluates to

I3 (m,p) = σ · p 1

4π2
(Γ1(m, p) + Γ0(m, p)) . (II.A.53)
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II.A.4 The Full Analytic Results at Zero Temperature

We summarize here the full result in the case of mixed matter at zero temperature. Summing
up the contributions, we find

V = V1 + V2 + V3 + V4 =

= +
cu−dgAp

0
a

2f2
πfa

τ3 (I3(mπ,p) + I3(m̃π,p+ pa))

+

(
gA
2fπ

)2 1

p0
a

τa
ci

2fa
τa [2 (I1(m̃π,p,pa)− I1(mπ,p+ pa,pa))]

−
(
gA
2fπ

)2 1

p0
a

τa
ci

2fa
τaσ · pa [(I2(m̃π,p+ pa)− I2(mπ,p))]

−
(
gAcu−dĉ3

f2
πfa

)
τ3
[
−p2

aI3(m̃π,p+ pa) + I1 (m̃π,p+ pa) + I1 (mπ,p)
]

−
(

3gAĉ9cu+d

2f2
πfa

)[
−p2

aI3(m̃π,p+ pa) + I1 (m̃π,p+ pa) + I1 (mπ,p)
]

−
(
gAcu−dĉ4

f2
πfa

)
τ3 [I1(m̃π,p+ pa)− σ · paI2(m̃π,p+ pa) + I1(mπ,p)− σ · paI2(mπ,p)]

−
(

6gAĉ5m
2
afa

f4
π

)
[I3(m̃π,p+ pa)− I3(mπ,p)]

+
ρ

8f2
πfaΛχ

((
cDcu−dτ

3 + c̃Dcu+d

)
σ · pa

)
.

(II.A.54)
Note that some of the spin structure is hidden in the integrals. A similar expression can be
written down for pure neutron matter. The propagator in pure neutron matter is given by

G (k0,k) =
i

k0 + iε
− 2πδ (k0) θ (kf − |k|)

1− τ3

2
. (II.A.55)

With this, we can evaluate all loops again to find for the full density correction of the vertex

V = V1 + V2 + V3 + V4 =

=
g2
A

8f2
πfa

σ · pa
p0
a

(
ĝa − g̃a

2

)
(I2(m̃π,p+ pa)− I2(mπ,p))

+

(
gAcu−dĉ3

f2
πfa

)(
τ3 − 1

2

)(
p2
aI3(m̃π,p+ pa)− I1 (m̃π,p+ pa)− I1 (mπ,p)

)

+

(
gAĉ9cu+d

2f2
πfa

)(
3 + τ3

2

)(
p2
aI3(m̃π,p+ pa)− I1 (m̃π,p+ pa)− I1 (mπ,p)

)

−
(
gAcu−dĉ4

f2
πfa

)(
τ3 + 1

2

)
[I1(m̃π,p+ pa)− σ · paI2(m̃π,p+ pa)]

−
(
gAcu−dĉ4

f2
πfa

)(
τ3 + 1

2

)
[I1(mπ,p)− σ · paI2(mπ,p)] .

+
ρ

8f2
πfaΛχ

((
cDcu−d

(
τ3 − 1

2

)
+ c̃Dcu+d

(
1− τ3

2

))
σ · pa

)

ij

.

(II.A.56)
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Figure II.A.1: The function A evaluated for protons and neutrons as a function of density. In
solid the zero temperature limit, in dashed T = 10 MeV, dotted T = 50 MeV.

II.A.5 The Influence of (small) Temperature

The temperature of supernovae and proto-neutron stars can be T & 30 MeV. It is not a priori
obvious that our description of density loops without including temperature is a good approx-
imation in these systems. However, as we see in this subsection, including temperature has
little effect and does not affect our conclusions. We include finte T by using the propagator of
Eq. (7.13) instead of the pure density one. The temperature and density integrals are now not
cut off by a Heaviside function any more, but still decay fast for high momenta. Solving these
integrals analytically is not possible any more, however we present in Fig. II.A.1 a numerical
study, where we show the above couplings for temperatures below ∼ 50 MeV. It can clearly be
seen that the effect of these temperatures is small. The result is still within the error bar of the
finite density calculation. Note that this comes from the fact that T

µ � 1 for all temperatures
that we considered.

II.B Density induced Instabilities

In this appendix we give some additional analytic estimates that back up some of the approxi-
mations used in Sec. 8.

II.B.1 Linear Profile Approximation

The parametric dependence of the results in Sec. 8.1.3 can be reproduced by considering a
simpler, linear approximation for the scalar profile (recall ∆φ(0) ≡ φ(0)− φ−)

φ(r) =





φ(0) r < Ri

φ(0)− ∆φ(0)
RT−Ri (r −Ri) Ri < r < RT

φ− r > RT

, (bubble; linear) (II.B.1)

and treating both φ(0) and Ri as variational parameters determined by the minimization of the
energy of the bubble E(φ(0), Ri), i.e. Eq. (8.17) with R = RT. Expressing it in terms of ∆φ(0)
and the width x = 1−Ri/RT, the energy is given by

E(∆φ(0), x) = −E0
∆φ(0)

f

[
1− 3

2x+ x2 − 1
4x

3 − 3
8

α∆φ(0)

fx

(
1− x+ 1

3x
2
)]

, (II.B.2)
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where E0 = 4π
3 µ

2f2R3
T and we have defined

α ≡ 4

(µRT)2
. (II.B.3)

During the formation of the system, RT is small and therefore α � 1. Minimization of the
energy with respect to both ∆φ(0) and x yields x = 1 and

∆φ(0)

f
=

1

α
. (II.B.4)

Therefore, we find a proto-bubble (Ri = 0) in which the field displacement at the origin is
∆φ(0)/f ∼ (µRT)2, which is the result of an optimal balance between the gradient and potential
energies. Parametrically, this matches the result in Eq. (8.22), albeit with a different numerical
coefficient. As soon as the slowly-growing star is large enough that the in-density minimum
(φ+)n can be reached, which happens when α 6 f/((φ+)n − φ−), it should be energetically
favorable for the profile to develop a core where the scalar value is fixed to φ(0) = (φ+)n. Then,
minimization of the energy with respect to x leads to

x =
1

2

√
α((φ+)n − φ−)

f
+O(α) , (II.B.5)

This matches the result in Eq. (8.26), except for a numerical factor. Likewise, the energy of the
bubble in the thin-wall limit α� f/((φ+)n − φ−) is given by Eq. (8.28) where ε and σ scale as
in Eqs. (8.29), (8.30) respectively, ε = µ2f((φ+)n − φ−) and σ = ((φ+)n − φ−)

√
ε.

The linear profile Eq. (II.B.1) has the advantage that it is simple to estimate the importance
of departures from the approximation of a linear potential, Eq. (8.1), we have worked under
in the main text. In particular, we can compute the effects of including the barrier term in
Eq. (8.1) at finite density, i.e. with ΛB → ΛB(n). While ε remains unchanged in the thin-wall
limit, the tension receives a correction

∆σ

σ
=

√
3

10

Λ4
B(n)

Λ4
R

, (II.B.6)

where we have assumed that the bubble is thin enough as to probe a fixed density.

II.B.2 Gravitational Force

In the equation of motion of the bubble, Eq. (8.37), we have neglected the gravitational force
that the star exerts on the wall. While this does not change the conclusions we derived in the
main text, it can lead to O(1) numerical changes of the bubble’s escape condition, at least for
the densest stars, i.e. neutron stars.

In the non-relativistic and weak-field limits, the gravitational force of the star on the bubble
wall per unit area (i.e. the pressure), is given by

FG(R) = − 1

8πM2
P

m(R)σ

R2
, (II.B.7)

where m(R) is the enclosed mass of the star and σ the wall tension. Using a simple estimate for
the neutron star number density n ∼ m3

n and radius RNS ∼
√

8πMP/m
2
n, obtained by equating
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(Fermi-degeneracy) kinetic and gravitational energy densities and where mn is the neutron mass,
we find m(R) ∼ 8πM2

PR
3/R2

NS. Therefore, for a neutron star

NS : FG(R) ∼ σR

R2
NS

, (II.B.8)

while for less dense stars the gravitational force is much smaller, i.e. for white dwarfs it is
suppressed by me/mp. This additional force leads to a modification of the bubble wall equation
of motion, in the non-relativistic limit (weak-field) and for R 6 RNS

σR̈ ' ε− 2σ

R

(
1 +

R2

2R2
NS

)
− σ′ , (II.B.9)

which is subleading to the tension force except for R ∼ RNS. Likewise, once if the bubble leaves
the star, the enclosed mass is the total mass of star and therefore for R > RNS

σR̈ ' ε− 2σ

R

(
1 +

RNS

2R

)
, (II.B.10)

which once again introduces an O(1) change only when R ∼ RNS.

II.B.3 Linear Tension Approximation

The simplest modelling of σ(R), that is a constant σ′, allows us to analytically derive the
condition Eq. (8.40). Let us then consider a linear increase of the tension with R, starting at RT

and ending at RS = RT + ∆RT, thus with σ′ = [σ(RS)−σ(RT)]/∆RT constant. The equilibrium
position of the bubble wall is determined by R̈(R = Req) = 0, and reads

Req =
2[σ′RT − σ(RT)]

3σ′ − ε , RT > σ(RT)/σ′ and 3σ′ > ε , (II.B.11)

where the inequalities ensure that this is indeed an equilibrium position, i.e. with E′′(Req) > 0,
where E(R) is the energy of the bubble (note that R̈ ∝ −E′). For consistency, we should also
require Req > RT, since that means that the bubble can in fact enter the transition region,
where σ′ 6= 0. This happens only if the star has grown large enough

RT >
2σ(RT)

ε− σ′ . (entry transition region) (II.B.12)

This condition is equivalent to the requirement R̈(RT) ≮ 0,20 and it only makes sense for ε > σ′.
If the condition Eq. (II.B.12) is not satisfied, it just means that Req = RT and the bubble is
trapped inside the star. In addition, note that whenever the bubble is able to enter the transition
region but the conditions in Eq. (II.B.11) are not satisfied, then the bubble automatically escapes
the star, since there is no stable radius R > RT for which R̈ = 0 and E′′ > 0. If instead the
conditions in Eqs. (II.B.11), (II.B.12) are satisfied, then there is indeed an equilibrium position
at Req > RT, which increases as the star gets larger. This last fact generically leads to a smaller
force from the term 2σ/R in Eq. (8.37). Eventually, the equilibrium condition is lost when the
position of the wall reaches the outer edge of the star, i.e. Req > RS. This takes place when

RT >
3σ(RS)− σ(RT)− ε∆RT

ε− σ′ . (exit transition region) (II.B.13)

20This requirement does not depend on σ′ being constant, and the condition on RT in Eq. (II.B.12) holds in
general with σ′ → σ′(RT), under our approximation that σ′ turns on at RT.
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With the linear approximation for σ(R) we then conclude that, as long as the volume energy of
the bubble is larger than the rate of change of the tension, there is a minimum transition radius
such that the bubble can permeate through the transition region, Eq. (II.B.12), and another for
which the bubble can reach the surface of the star, Eq. (II.B.13). From that point outwards
the bubble expands throughout the whole universe, since R̈(R > RS) > 0. Moreover, we also
learn that if ε > 3σ′, the only equilibrium position is Req = RT, and this is lost as soon as the
star is large enough as to satisfy Eq. (II.B.12). Importantly, let us note that when ε > 3σ′,
Eq. (II.B.12) is in fact approximately the same as the condition for the formation of the bubble,
Eq. (II.B.4), thus in this case the formation and escape of the bubble take place simultaneously.

II.B.4 Ultra-high Densities

In Sec. 8.1.3 we centered our discussion of the bubble dynamics on the case where densities in
the core of the star, while above critical, are not much larger than nc. This is because a fully
formed bubble for which the field at its center is (φ+)n ∼ φ+ already allows for the possibility
of a classical phase transition to the true vacuum.

In this appendix we extend our analysis to the case of ultra-high densities, by which we mean
ζ → 1. In this situation, the only minimum of the in-medium potential is found at (φ+)n � φ+,
see Eq. (8.7). As we explain in the following, we find that the escape of a bubble of the true
vacuum can take place regardless of the scalar inside the star reaching the in-density minimum
of the potential, i.e. φ(0) < (φ+)n, but it is enough that the field displacement is at least
∆φ(0) & φ+ − φ−. As a matter of fact, if the star is large enough as to allow φ(0) � φ+, the
correspondingly large field displacement inside the (proto)-bubble makes it easier for a bubble
to escape from the star.

The key point is that, for what concerns the possibility of a bubble of the true vacuum
escaping from the star, one only needs to focus on a “sub-bubble” with a field displacement
∆φsub = φ+ − φ− ≈ 2f . The energy density of such a sub-bubble is simply εsub ∼ Λ4

R, while its
tension scales as

σsub(RT) ∼
√

∆φ(0)fΛ2
R . (II.B.14)

The latter is enhanced by a factor (∆φ(0)/∆φsub)1/2 with respect to the naive expectation, due to
the higher potential energy difference of the large (proto-)bubble that contains the sub-bubble,
|〈∆V 〉| ∼ ∆φ(0)Λ4

R/f . This simple estimate holds as well if we assume that the in-density
minimum is reached, i.e. φ(0) = (φ+)n.

Such an enhancement of the tension facilitates the escape of the sub-bubble, since it decreases
the contracting force associated with σ′ in Eq. (8.37). In particular, we now have σ′sub ∼
[σ(RS)− σsub(RT)]/∆RT, which is smaller than when φ(0) ∼ φ+, see Eqs. (8.38), (8.39); in fact
it could even be negative. Notice that instead the force associated with the surface tension of
the wall at the transition radius, 2σsub(RT)/RT, remains constant, since RT ∼

√
∆φ(0)/fµ−1.

Therefore, the net result is that it is much easier for the escape condition Eq. (8.40) to be
satisfied. The larger (proto-)bubble supporting the sub-bubble helps the latter permeate through
the entire star. The proper condition that determines if the sub-bubble of true vacuum expands
throughout the whole universe is then

RS &
2σ(RS)

ε
. (II.B.15)

We have explicitly verified this result via our numerical simulations. For a bubble connecting
shallow minima, δ2 � 1, this condition translates into

RS &
f

Λ2
R

, (sub-bubble; shallow) (II.B.16)
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a requirement that is automatically satisfied given that RS > RT. For a bubble connecting deep
minima, δ2 ≈ 1, we find instead

RS &
f

Λ2
R

1√
1− δ2

. (sub-bubble; deep) (II.B.17)

This is similar to the escape condition for a deep bubble, Eq. (8.42), yet on RS instead of ∆RT.

II.B.5 Sudden Approximation

We have been assuming that the bubble, during either its formation or expansion through the
star, is always found in a nearly-static (Ṙ = 0) equilibrium position, with its radius evolving
slowly only because RT = RT(t̄) does, as the star is being formed. Only at the point where
equilibrium is lost, R̈ > 0 and the bubble is free to gain kinetic energy. This was justified in
Sec. 8.1.2 on the basis that the characteristic reaction time of the scalar field, µ−1, is much
shorter than the evolution time of the star TS. In this section we wish to comment on the
opposite situation, where µTS � 1.

In this limit, the star is formed instantaneously, with a large region r < RT where the in-
density potential allows for the scalar field to start classically rolling. If such a region was of
infinite extent, i.e. if the system was spatially homogeneous, the field would roll, accelerate,
and finally oscillate around the true minimum. However, in a finite-size system, one needs to
crucially take into account the contribution of the spatial gradient to the energy of the field
configuration. Indeed, φ moves in an effective potential V (φ) + 1

2φ
′2 that becomes large towards

the transition region, where the field must return to its vacuum value φ−. Therefore, the sudden
formation of the star and the corresponding gain of kinetic energy 1

2 φ̇
2 does not automatically

imply that a first order phase transition will proceed via the escape of a scalar bubble from the
dense system. As a matter of in fact, the situation is not much different that in the quasi-static
case, as we now explain.

Concerning the formation of the bubble, the main difference with respect to our discussion
in Sec. 8.1.3 can be phrased in terms of the maximal value that ∆φ(0) = φ(0) − φ−, the field
displacement at the center of the star, can take. Indeed, because of the kinetic energy the field
acquires by rolling down the in-medium potential, ∆φ(0) will generically be larger than what
found in Eq. (8.22) for the same RT, yet oscillating in time. Accordingly, the whole scalar profile
will necessarily oscillate in time as well. Then, if the size of star, specifically RT, is still not large
enough for φ(0) to reach φ+, the field value corresponding to the true minimum of the scalar
potential in vacuum, then such an oscillating scalar profile remains trapped within the star, in a
sort of oscillon that, even after eventually losing its kinetic energy,21 remains as a confined static
bubble (see e.g. [267] for a recent discussion of such type of field configurations in vacuum).

Otherwise, if ∆φ(0) & 2f , then whether the scalar bubble remains confined to the dense
region or escapes to infinity follows from the same analysis as in Sec. 8.1.3, yet with the properties
of the bubble, i.e. the potential energy difference between the two sides of the bubble wall and
the tension, now oscillating in time.

We stress again that the main difference between the quasi-static and sudden scenarios
concerns the value of RT for which a given field displacement is attained. Another way to
interpret this fact is to compare, for the same value of RT, the dynamics of the bubble wall
between the two scenarios. Because of the larger field displacement in the sudden case, the
maximum values of ε(t) and σ(R, t) will both be larger, while σ′(R, t) will be smaller, than
in the quasi-static case. This situation resembles the quasi-static evolution of a bubble in the

21This could proceed via radiation of φ quanta, or because of the interactions of φ with the environment.
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limit that n� nc, discussed in App. II.B.4. Therefore, we could similarly conclude that in the
sudden approximation and for RT � µ−1, the condition that determines if the bubble expands
indefinitely is

RS &
2σ(RS)

ε
. (II.B.18)

II.B.6 Formation and Escape of N � 1 Bubbles

In the main text we have concentrated on bubbles interpolating between two consecutive relaxion
minima, located at the period `∗ outside the bubble and at `∗+1 inside it. However, the relaxion
displacement at the core of the star could be much larger than 2πf , in particular ∆φ(0) ∼ 2πfN
with N � 1 is expected to naturally occur for relaxion bubbles at densities significantly above
the critical one, see Eq. (8.65). In this appendix we provide a discussion of the fate of the
relaxion bubbles in such a situation, following closely [12] while avoiding the detailed derivation
presented there.

For the first in-density minimum to be reached, the energy in the in the field’s gradient,
∼ (2πfN/RT)2, needs to be compensated by the gain in potential energy inside the bubble,
∼ 2πΛ4

RN . This can only happen if the core of the star is large enough

RT &

√
N

µ
, (II.B.19)

where we recall that µ = Λ2
R/f . If this is the case, a large bubble with a field displacement

of ∆φ(0) ∼ 2πfN is fully formed. The properties of such a bubble, that is its volume energy
density and tension can be simply estimated as,

ε ∼ µ2f∆φ(0) ∼ 2πΛ4
RN , (II.B.20)

σ ∼ ∆φ(0)
√
ε ∼ Λ2

Rf(2πN)3/2 . (II.B.21)

This large relaxion bubble can be thought as made of a series of N sub-bubbles, each cor-
responding to a field displacement w.r.t. to the next of 2πf , see Fig. II.B.1. This is motivated
by the fact that in vacuum each relaxion minimum is separated by a potential barrier, so the
escape of relaxion bubbles from the star takes place in discrete steps, starting with the outermost
bubble, within which the relaxion sits just one period away, i.e. at `∗+1, from its in-vacuo value.
This sub-bubble has then a volume energy density and tension

εsub ∼ 2πΛ4
R , (II.B.22)

σsub(RT) ∼ Λ2
Rf(2πN)1/2 . (II.B.23)

Note in particular that the wall tension is enhanced by a factor
√
N w.r.t. the one of a standard

relaxion bubble. It is this enhancement that facilitates the sub-bubble escape from the star.
Indeed, the characteristic contracting force of bubbles propagating through a star, σ′ ∼ ∆σ/∆RT

associated with a radius-dependent tension, is mitigated because ∆σ ∼ σsub(RS) − σsub(RT)
decreases (or could even become negative) at large N . We have explicitly verified this effect via
numerical simulations of the sub-bubble’s dynamics.

The condition for the expansion, beyond the confines of the star and towards infinity, of
this 2πf bubble then coincides with the condition that the bubble does not contract in vacuum,
εsub & 2σsub(RS)/RS, where σsub(RS) is the tension of the wall in vacuum. For shallow minima,

169



Appendix Part II

Figure II.B.1: N � 1 bubble in equilibrium at R ∼ RT (solid) and sub-bubble that has
already escaped from the star (dashed).

since the potential barrier Eq. (8.62) is very small, this tension is simply σsub(RS) ∼ 2πf
√
εsub.

Therefore, the condition reads

RS &
f

Λ2
R

, (sub-bubble; shallow) (II.B.24)

which is automatically satisfied given that RS > RT and Eq. (II.B.19). Instead, for deep minima
we can use the thin-wall approximation to compute the wall’s tension σsub(RS) ' 8fΛ2

B, and the
correct condition is then

RS &
f

Λ2
R

1√
1− δ2

. (sub-bubble; deep) (II.B.25)

Finally, let us note that if the conditions for a sub-bubble to escape are satisfied, this will
also be the case for subsequent sub-bubbles (with N → N−1), up until N becomes so small that
the enhancement in the sub-bubble tension σsub is not enough to guarantee that ε & σ′, that is
that the outwards pressure due to the gain in ground state energy is not enough to overcome
the tension’s gradient.

II.B.7 Opposite-sign Back-reaction

The discussion in the main text has been restricted to densities that, while allowing for the field
to classically move inside the star, i.e. ζ(n) > ζc = δ2, are still such that the back-reaction term
in the potential is non-vanishing, even if negligibly small. In this section we want to consider
instead the possibility that ζ(n) > 1, such that the wiggles not only vanish but change sign in
some region inside the star.

In this situation, we can identify another inner core radius R′T, such that for r < R′T,
minima of the in-density potential reappear due to opposite-sign barriers. This is fixed by
ζ(R′T) = 2−δ2, where δ is defined, as in vacuum, as the difference between the size of the rolling
and back-reaction terms at the minimum of interest, see Eq. (8.58). Because of the different
sign of the back-reaction term, the minima are now shifted by π with respect to those for ζ < 1,
i.e. they are located at (2π`∗n + θ∗n + π)f . The field displacement, or equivalently the value of
`∗n where the relaxion sits for r < R′T, is determined by the size of the region between the two
core radii, ∆R′T ≡ RT −R′T. This difference sets, in the same fashion as Eq. (II.B.19), the field
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displacement from the in-vacuo value, ∆φ(R′T)/f ∼ (µ∆R′T)2. From this point on, the fate of
the bubble (or sub-bubble) is not much different than what already discussed in Sec. 8.2.2.A and
App. II.B.6. In particular, if ∆R′T � µ−1, the relevant dynamics is that of a 2πf sub-bubble,
for which the condition Eq. (II.B.24) determines if it escapes the star and expands to infinity.
The only subtlety arises for ∆φ(R′T) = πf . In this case the potential energy density of the
bubble receives a contribution from the back-reaction term in addition to the rolling term. We
find ε ' πΛ4

R + 2(ζ − 1)Λ4
B, where we recall that we are dealing with densities such that ζ > 1.

While for sufficiently large ζ this extra contribution naively helps the bubble expand, as soon
as the bubble wall goes through the outer transition region of the star, r > RT, ε decreases
because the relaxion value inside the bubble, (2π`∗ + π)f , is not a minimum of the potential in
vacuum. This eventually prevents the bubble from escaping. This type of confined bubble (yet
with ΛR = 0) has been found to be a plausible consequence of the QCD axion [118], or special
deformations thereof [119], in neutron stars.

II.B.8 Bubble Interactions with the Environment

In the main text we have treated the density profile as a non-dynamical classical background
field, upon which a non-trivial scalar field develops. In this appendix we study in some more
detail the interactions of the scalar bubble with the dense environment.

Let us discuss first the force exerted by individual nucleons, N , on the bubble wall. We focus
on the case of the QCD relaxion, since the interactions of non-QCD relaxions with protons and
neutrons are much weaker, being mediated by Higgs exchange. The interaction with nucleons is
of the form ∼ σπN N̄N cos(φ/f). This constitutes a contribution to their mass that depends on
the relaxion field, and therefore on space-time, mπN (r) ∼ σπN cos(φ(r)/f). Recall that most of
the mass of a nucleon comes from a term independent of the quark masses and thus independent
of φ, mN = MB + mπN with MB � mπN . It is precisely this interaction of the relaxion with
nucleons that gives rise to the leading linear correction to the back-reaction term in the limit of
small baryonic densities, after substituting N̄N → nb, as given in Eq. (8.74). Note however that
for this treatment to hold, one is implicitly assuming that the scalar field interacts classically
with the density profile, or in other words that single nucleons are able to penetrate the bubble
wall with negligible quantum-mechanical reflection.

Let us have a look then at the one-dimensional quantum mechanics of a nucleon in the
potential associated with its space-time dependent mass, mπN (r). This follows the discussion
in [212], with some important modifications. Before proceeding, let us note there are two
qualitatively different types of potentials depending on the relaxion profile. For bubbles in
which the scalar field displacement is ∆φ(0) = 2πf (our focus in the main text) the overall
change of the nucleon mass between inside and outside the bubble vanishes, while at the center
of the bubble wall, where ∆φ = π/2, mπN ∼ −σπN ; the potential thus resembles a well. If
instead the field displacement is ∆φ(0) = πf (briefly discussed in App. II.B.7), we have that
the change from outside to inside the bubble ∆mN ∼ −2σπN , and the potential is a downwards
step. In any of these cases, in order to properly compute the force that the nucleons exert
on the bubble wall, it is important to realize that the relevant scales of the problem are the
thickness of the wall, of order µ−1 ∼ f/Λ2

R, and the nucleon wavelength, given by λN ∼ 1/mNv,
where v is the relative velocity of the nucleons with respect to the wall, which we expect to be
non-negligible (either because of their Fermi momentum, temperature, or the initial yet small
velocity that the bubble acquires when it forms). We therefore expect λNµ� 1, which already
indicates that the nucleons interact with the potential classically. Focussing for concreteness on
the step-like potential, we can go further and split it in J small patches, each of them of size λN ,
where quantum mechanical effects become important. In each step the nucleon mass decreases
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by an amount δmN = |∆mN |/J ∼ 2σπN/J . Therefore, for each step the quantum-mechanical
reflection coefficient is given by

R1 =
(k − k′)2

(k + k′)2
' δm2

N

4m2
Nv

4
, (II.B.26)

where k is the momentum of the nucleon before traversing the wall, and k′ its momentum once
inside the bubble. In the second equality we have taken the non-relativistic limit, k ' mv and
k′ '

√
k2 + 2mNδmN , and expanded in δmN . Taking into account all the J barriers, the total

reflection coefficient is bounded by

R . JR1 '
∆m2

N

4m2
Nv

4J
, (II.B.27)

which vanishes in the limit J � 1. This agrees then with the naive expectation that for λNµ� 1
the system behaves classically, without reflection. In fact, one can also compute the total force
on the bubble wall associated with the gain in momentum of the nucleons as they pass through it.
For a single nucleon, after going down all the J steps, the force is fN = J(k′ − k)T ' |∆mN |/v.
Therefore, for an ensemble of nucleons with density nb, the total force reads

FN = nbvfN ∼ 2σπNnb . (II.B.28)

This precisely matches the piece of the volume force associated with the change of the poten-
tial barriers derived in App. II.B.7 (opposite-sign back-reaction), ∼ 2ζΛ4

B ∼ 2σπNnb. For the
potential-well case (i.e. for 2πf bubbles), with this quantum-mechanical treatment we find, as
expected, FN = 0. However, given that the wall appears to the individual nucleons as a classical
potential well, these tend to accumulate at the wall, i.e. the density (as well as temperature)
increases at the wall; this in turn means that the wall gets thicker. Therefore, it appears that as
the bubble expands through the star, it carries with it a local (of size µ−1) increase in density.
However, for most of the star the density profile remains unaltered.

II.C Backreaction of Light Scalars on Stellar Remnants

II.C.1 Negligible Gradient Approximation in TOV Equations

It is useful to rewrite the equations of motions in terms of dimensionless quantities, which we
define as

p̂ ≡ p/m4 , ε̂ ≡ ε/m4 , r̂ = r/R , (II.C.1)

V̂ ≡ V/Λ4 , m̂∗(θ) ≡ m∗(θ)/m , ρ̂s ≡ (mρs)/Λ
4 ,

where Λ4 is the typical scale associated with the potential. The equations of motion are then
given by

p̂′ = −(p̂+ ε̂)e2λ

2r̂

(
c1r̂

2p̂+ c2r̂
2e−2λθ′

2
+ 1− e−2λ

)
− θ′c3

(
∂V̂

∂θ
+ ρ̂s

∂m̂∗
∂θ

)
, (II.C.2)

(
r̂e−2λ

)′
= 1−

(
c1r̂

2ε̂+ c2r̂
2e−2λθ′

2
)
, (II.C.3)

e−2λθ′′ +
1

r̂
θ′
(

1 + e−2λ − c1r̂
2

2
(ε̂− p̂)

)
= c4

(
∂V̂

∂θ
+ ρ̂s

∂m̂∗
∂θ

)
, (II.C.4)
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where we identifies three relevant dimensionless coefficients

c1 ≡
α2m4

Mpl2
, c2 ≡

f2

2Mpl2
, c3 ≡ Λ4/m4 and c4 ≡

c1c3

2c2
=
α2Λ4

f2
. (II.C.5)

where α is an arbitrary length scale. The typical size of a gravitationally-bound star is deter-
mined by the condition c1(α = Rstar) = 1, which implies Rstar = Mpl/m

2. On the other hand, the
typical scale associated with the scalar field is given by the condition c4Max{1, ρ̂s}(α = λφ) = 1,
which strictly speaking is a locally defined property since ρ̂s depends on r̂. This typical scale of
the scalar field, which as we just argued changes with density, is what we shall later refer to as
the Compton wavelength of the field.

An important approximation used in Eq. (9.11) involves regions where θ varies smoothly in
finite region comparable to the size of the star, where the effects of the gradient of the field are
neglected. This is justified when considering the equations using the scale R = Rstar (c1 = 1).
In this case, it is clear that for θ′ ∼ O(1) and e−2λ ∼ O(1), the energy density and pressure
associated with the gradient of the scalar field are negligible as long as c2 � 1, or in other words

f �Mpl . (II.C.6)

The negligible gradient approximation and in-medium wavelength

To understand the negligible gradient approximation, let us look at Eq. (II.C.4)

θ′′ +
2

r̂
θ′ = c4

(
∂V̂

∂θ
+ ρ̂s

∂m̂∗
∂θ

)
. (II.C.7)

where we neglected the O(1) deformation of the scalar derivatives due to gravity, as they will
not play a significant role in the following discussion. Over a region of size ∆r̂ where θ changes
by ∆θ, the LHS scales as ∼ ∆θ

(∆r̂)2 . This is true both in the case where the transition happens at

r̂ � ∆r̂ (in which case the θ′ term is O(∆r̂/r̂) suppressed w.r.t to the θ′′ term) or when when
the transition happens where r̂ ∼ ∆r̂ (in which case the θ′ and θ′′ term scale the same).

Consider the field profile θ(r) implied by the approximate solution of the system Eq. (9.11),
which relies on the EOS deduced from Eq. (9.9). By construction it insures that the RHS of
Eq. (II.C.7) vanishes, but it is a good approximation for the full EOM only if the corrections due
to the field derivatives on the LHS can be considered small. We separate the discussion into two
qualitatively different regions of θ(r), (1) regions where θ varies smoothly in a finite region and
(2) the transition region where θ instantly jumps from value to another, the so-called bubble
wall. In both of these regions, we argue that while θ′ and θ′′ do not vanish, θ(r) can nonetheless
be considered a good approximate solution under certain conditions. We shall derive an upper
bound on f which insures the validity of this approximation, with the strongest bound coming
from the condition for the formation of the bubble wall.

As a warm up exercise, we start with region of θ(r) where θ varies smoothly in a finite re-
gion. While it is easier to characterize the gradient corrections in this regions, as we will show
below, they will typically provide weaker bounds on f . Consider a region where θ(r) changes
slowly from θ̄ − ∆θ/2 to θ̄ + ∆θ/2 such that the transition region ∆r̂ is a large finite region,
comparable to the total size of the object R. It should be understood that such a relatively flat
part of the field profile is not part of the transition region, if one exists. The LHS of Eq. (II.C.4)
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scales simply like ∆θ, where we set ∆r̂ ≈ 1 in our units of our object size R. In the region
around θ̄ where the field changes by ∆θ � θ̄, it is sensible to use a Taylor expansion on the
RHS of Eq. (II.C.4) to find the condition for negligible gradient energy

f2

R2
� Λ4

eff(θ̄) where Λ4
eff(θ̄) ≡ ∂

∂θ

(
∂V (θ)

∂θ
+ ρs

∂m∗
∂θ

)∣∣∣∣
θ=θ̄

. (II.C.8)

The term f2/R2 can be easily identified as the gradient energy density associated with the
smooth change of the field, while the effective scale Λ4

eff(θ̄) is identified with the gain in potential
energy.

Another typically stronger upper bound on f can be derived from the fast transition region
of θ(r), or the bubble wall. It represent the stronger condition for the negligible gradient energy
limit, since the gradient energy density associated with the bubble is typically larger and scales
like f2/λ2

φ, where λφ is the in-medium wavelength characterizing the transition region, to be
defined below. Therefore, when λφ � R, the energy density associated with the bubble wall is
(R/λφ)2 enhanced compared to the gradient energy in the smoothly changing region described
in the previous paragraph.

As oppose to the smooth-varying region, the transition region is, by definition, a small re-
gion where θ undergoes an O(1) change in its value from θ0 to θ∞ such that θ̄ ≡ (θ∞ + θ0)/2 ∼
∆θ ≡ θ∞ − θ0 ∼ O(1). Therefore, the Taylor expansion approach used above is not very useful
to capture the scaling of the RHS of Eq. (II.C.7) in regions comparable to the transition length.
Instead, we use an estimate which is rough yet adequate in the determination of the size of the
transition region, characterized by two wavelengths. At low densities, we define the low-density
wavelength as

λlow
φ ≡

√
∆θf√

(∂V/∂θ)|θ=θ̄
. (II.C.9)

By using this definition, as oppose to using the vacuum Compton wavelength defined as m−1
φ ≡

f/
√

(∂2V/∂θ2)|θ=θ0 , we avoid potentially misidentifying the relevant scaling of the RHS of
Eq. (II.C.7), which can be dominated by higher order terms in the potential once θ is suffi-
ciently far away from θ0. This can occur for scalar potential which feature more than one scale,
like in the quadratic coupling model discussed in Sec. 9.1.2.B. In this example, the potential can
be dominated by the quartic term in the potential. This effect, which admittedly requires some
fine-tuning in the potential, is nonetheless captured by the definition in Eq. (II.C.9). In nat-
ural potentials, defined by a single scale, λlow

φ reduced to m−1
φ as expected, like in the ALP model.

We emphasize that λlow
φ does not play an important role in determining the upper bound on f in

the negligible gradient energy limit, but rather the high-density effective wavelength λφ which
we define below. λlow

φ is still interesting in cases where λlow
φ ∼ O(R). The presence of a non-

trivial axion profile outside the star could have interesting implications, such as long rang forces
between stars [119]. Note that for hybrid stars, where the our transition region is contained
(at least partially) inside the star, λlow

φ receives corrections from the finite density background,
but those are at most O(1), since the crust of the hybrid star is the region where V (θ) dominates.

The most important scale for the negligible gradient energy limit is the in-medium or high-
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density effective wavelength, defined as

λφ =

√
∆θf√

ρtyp
s (∂m/∂θ)|θ=θ̄

, (II.C.10)

where ρtyp
s is the typical scalar density at the internal edge of the transition region, i.e. the scalar

density at the lowest pressure of the internal phase. If the internal state is the new ground state,
this would be the scalar density at zero pressure, namely ρs(θ

NGS, ρNGS). For a hybrid star,
the internal pressure in the critical pressure where the transition occurs. ρtyp

s is usually model
dependent and can be determined using the various approximation used e.g. in Secs. 9.1.2.A
and 9.1.2.B. Let us illustrate how to determine ρtyp

s in a few simple cases:

1. In models where the high-density phase is fixed around θ∞ where m∗(θ∞) = 0, the param-
eters of the internal phase {θ, ρ} live on the curve of constant scalar density defined by
ρs(θ, ρ) = ρs,∞, where ρs,∞ is defined in Eq. (9.13). Plugging in Eq. (9.13) in the definition
of Eq. (II.C.10), namely ρtyp

s ≈ ρs,∞, one finds that in this case λφ ∼ λlow
φ ∼ O(m−1

φ ) (where
the last similarity assumes the potential is not tuned, see discussion below Eq. (II.C.9)).
This apply to the quadratic coupling model discussed in Sec. 9.1.2.B, as well as some of the
parameters space in the ALP model of Sec. 9.1.2.A, namely the regions where the internal
phase is expected to be ultra-relativistic. These are shown in Fig. 9.4 as the dark red and
dark green regions, and it is also the case in the g & 1 region no shown in the plot.

2. In models where the high-density phase is fixed around θ∞ where (∂m∗(θ)∂θ )|θ=θ∞ = 0, it
is generally harder to make a model-independent determination of λφ. Since most of the
g < 1 parameter space considered in the ALP model of Sec. 9.1.2.A is relevant for this
discussion, we use it as an example. For the different regions in the ALP model, we find

λφ ≈
f

Λ2





(Λ/m)4/5

g1/2(1−g)3/10 NR NGS
(Λ/m)2

g1/2(1−g)3/2 UR NGS
, (II.C.11)

For the NR NGS (light-green region of Fig. 9.4) and UR NGS (dark-green and θNGS = π
region of Fig. 9.4), we used the results derived in Eqs. (9.40), (9.41) while neglecting O(1)
factors. From Eq. (II.C.11) it is clear that in certain parts of parameter space one finds
that λφ � λlow

φ ∼ (mALP
φ )−1 ≡ f/Λ2. As we discussed above, in these situations the scalar

profile may survive in the region outside the star, resulting in an axion halo and potentially
interesting effects like long-range forces.

Having determined λφ, we can now conclude that the gradient energy associated with the for-
mation of the bubble wall can be neglected as long as

λφ � R , (II.C.12)

where R is the size of the object. Note that this implies an upper bound on f using the definition
in Eq. (II.C.10). Importantly, when the gradient energy is comparable to the potential energy,
i.e. λφ ∼ R , its effects are no longer negligible and the full coupled system of Eq. (9.7) must
be solved. For λφ � R, the formation of the bubble is not energetically favorable leading to
trivial θ = θ0 solutions, equivalent to the decoupling limit f → ∞. Therefore, λφ . R, along
with the requirement that the object is dense enough, are the condition for the formation of a
bubble. Lastly, we note that Eq. (II.C.12) insures we can safely approximate the transition in
the field profile θ(r) as instantaneous compared to the scale of the star, verifying our thin-well
description [12,212].
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II.C.2 Temperature Dependence of WD M -R Relation

The M -R relationship for white dwarfs is temperature dependent, a fact that we have neglected
so far. However, the effective temperature of some of the heaviest white dwarf with an EOS
independent measurement is not too large with Teff . 3 × 104 K. At these temperatures, the
M -R relationship only deviates little from the zero temperature limit, see e.g. in Fig. 9 of [253]
and references therein.

Detailed studies of the mass of a white dwarf at given core density for different central
temperatures can be found e.g. in [268, 269]. To compare this with our data sets one has to
find the central temperature from the given effective surface temperature. In order to do so, one
needs to know the temperature gradient (i.e. the heat flux) from the core to the surface of the
white dwarf. We use the empirical formula, Teff/g = 2.05 × 10−10T 2.56

c , to estimate the central
temperature [270], which is also used in [268, 269]. Note that g = GMWD/R

2
WD is the surface

gravity.
For some of the heaviest white dwarfs under consideration we find central temperatures

of Tc . O(few)107K. Following [268, 269], at these temperatures at the same central density
one finds modification of the mass of the order of 10%. This modest temperature dependence
of some of the heaviest white dwarfs under consideration demonstrates the robustness of our
bounds against temperature modifications of the EOS.
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Despite the clear theoretical and experimental evidence that the Standard Model is incom-
plete, physics beyond the Standard Model has so far evaded our detection. The absence of any
signal at the LHC pushed some extensions of the SM like composite Higgs and supersymmetry
into the fine-tuned region of the parameter space. On the weakly interacting frontier, in recent
years more and more experiments to hunt for the QCD axion and ALPs are being built. Both
these directions have been addressed in this thesis: in the first part of the thesis, we explored
the phenomenology of a model that addresses the EW Hierarchy Problem without the introduc-
tion of light colored states, a composite twin Higgs model. In the second part of the thesis, we
explored the rich phenomenology of weakly interacting light scalars, the QCD axion and ALPs,
due to their coupling to Standard Model density.

In part I, we studied twin Higgs models, which enjoy phenomenological signatures that, while
linked to the naturalness of the electroweak scale, significantly differ from those of the standard
TeV solutions of the Hierarchy Problem.

Instead of collider signals associated with the production of colored particles, e.g. top part-
ners, stops and gluinos, that subsequently decay to top/bottom and Higgs/EW gauge bosons
or missing energy, in the twin Higgs scenario the phenomenology at low energies is dominated
by states that predominantly couple to the SM via the Higgs, thus giving rise for instance to
exotic Higgs decays or heavy Higgs-like signatures. These kind of signals are more difficult to
detect at colliders such as the LHC, which is the reason why current constrains are mild. More
important is however the fact that large luminosities, expected to be delivered by the LHC in
the forthcoming years, could potentially set the scales even.

In in Chapter 3, we focused on a model based on the coset SO(7)/G2. As a consequence
of the symmetry structure of the strong sector, the Higgs and its twin both carry hypercharge.
The coupling to the top and the twin top, which both have electric charge of 2/3 eliminates

the leading sensitivity of the Higgs mass to the cutoff. The misalignment ξ = v2

f2 between the
EW scale and the Higgs decay constant is common to all composite Higgs scenarios. Higgs
couplings deviate from those of an elementary Higgs proportionally to ξ, and these departures
are constrained by EW precision as well as Higgs coupling measurements.

The novel features of our model however come from the fact that the twins carry hypercharge.
While the fraternal scenario with a relatively light Z ′ is experimentally disfavored, the minimal
scenario where we only have a twin top and bottom is much more compelling: it leads to the
correct Higgs mass with only a mild amount of tuning. Our model predicts electrically charged
scalars that are long-lived on collider scales as well as quirks: these the twin fermions which are
charged under a confining gauge group and cannot hardonize. Once pair produced, they form
bound states that lose their energy until they decay either to twin glueballs or to SM fermions.
The production cross sections are small but detection prospects at HL-LHC are promising. Some
of the glueballs are long-lived and decay to di-photons, thus could potentially picked up by a
detector like MATHUSLA.

In part II, we switched our focus to light scalar particles. Light scalars are ubiquitous in
models beyond the standard model: as a solution to the strong CP problem, a DM candidate, a
dynamical solution to the EW Hierarchy Problem or as dark energy. In this part, we focused on
the interaction of light scalar particles with background density, such as dense stars. We studied
both the effect that density has on the scalar field as well as the back-reaction of the scalar on
the dense object.

The QCD axion as a solution to the strong CP problem is one of the best motivated particles
beyond the standard model, and there is growing experimental effort to detect it. Some of the
best constraints on the couplings of the QCD axion to matter come from the observation of
the neutrino signal from the SN1987A. In Chapter 7, we studied the density dependence of the
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couplings of the QCD axion to nucleons in a systematic expansion in Fermi momentum over
cutoff within heavy baryon chiral perturbation theory.

We find large changes in the axion-proton as well as on the axion-neutron coupling at densities
and temperatures typical of supernovae as well as of neutron stars. The effect is especially
large for the KSVZ axion, where the axion-neutron coupling at zero density is small and even
compatible with zero due to an accidental cancellation: at finite density the cancellation is lifted
and the coupling goes towards its natural size. This can lead to exciting changes in the bound on
axions from SN1987A as well as from neutron star cooling, which we are currently investigating.
A future direction is to study the density dependence of the couplings of astrophobic axions, in
which the couplings at zero density are tuned small. While this can still be done at loop level, at
least naively this seems to breaks down at densities occurring in different astrophysical systems.

In Chapter 8, we looked at models of light scalars with a metastable ground state. To make
the physics as transparent as possible, in the first part of this Chapter we focused on a simple
two minima potential of Coleman. We derived conditions on when the interaction with matter
leads to a destabilisation of the potential in the dense environment, and in addition, when this
leads to an escape of a scalar bubble outside of the star and therefore to a phase transition in
the universe after star formation.

Crucially, we found that for a bubble to form, the object not only has to be dense enough s.t.
the field can classically overcome the barrier, but also large enough such that gradient effects
can be overcome. If the metastable minimum is very shallow, all bubbles that form can also
escape. However in the generic case of a deep minimum, there also exists another possibility:
a scalar bubble can form but is confined to the dense object unless the dense object is large
enough to also fulfil the more stringent escape condition.

The density induced phase transitions can only happen after the formation of the first stars,
so at redshifts of z . 30, which makes them tightly constrained: one key parameter that
determines if scalar bubbles form and escape is the change of vacuum energy between the true
and false minimum. At the same time, measurements of the cosmological constant in the early
vs late universe constrains a change in the vacuum energy at these times to be ∆ρ . 103ρ0.
Nevertheless, if the distance in field space between the minima is small, we showed that phase
transitions triggered by the largest known stars can be consistent with cosmological data. Any
evidence of a phase transition seeded by the formation of stars would be revolutionary to our
understanding of physics.

In the second part of Chapter 8, we studied the same effect in some benchmark relaxion mod-
els. By construction, the relaxion is in a metastable minimum and it is precisely the connection
with the Higgs what is behind the sensitivity of the relaxion to Standard Model density. If the
barriers are generated by QCD dynamics, it is the density dependence of the quark condensate
that leads to a destabilisation at finite density, while if the barriers are generated by some new
confining dynamics, it is the change in the Higgs VEV due to the background nucleons that can
lead to a destabilisation. Note that especially in the non-QCD case, the change of the scalar
potential is small, however, the relaxion minima are dynamically tuned to be very shallow, such
that even tiny deformations can destabilise it. We also showed that not only matter density but
an electromagnetic background can destabilise a metastable vacuum.

Together with the above mentioned constraint from the change in vacuum energy this allowed
us to put novel constraints on these kind of models. Relaxion phase transitions with a very small
change in vacuum energy appear to be allowed from all cosmological considerations. These could
be induced by either the largest known stars in the universe or by dark stars made out of non-SM
fermions. Finally, the new bound on relaxion models derived above can also have non-trivial
implications for other landscapes in case these are subject to density modifications.
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In Chapter 9 we looked at bubbles of a scalar field that do not have lower vacuum energy, and
thus are only preferred at finite density. These bubbles are always confined to the star sourcing
them. In particular we studied the back-reaction of the scalar field on the star, which, due to
collective effects can be large. For simplicity we focused on the structure of stellar remnants,
neutron stars and white dwarfs, and solve the full coupled system. We investigated the coupling
of a scalar in a shift-symmetry breaking fashion to a fermion via the fermion mass term. We
began this chapter with a simple free Fermi gas of just one fermion, the neutron. This is used
as a toy model for neutron stars. The inclusion of the new scalar field can drastically change
the structure of neutron stars. This is due to the fact that in the phase where the scalar field
is sourced neutrons are lighter, and, to have the same energy density, more neutrons are needed
which in turn have more Fermi pressure. While for a linear coupling of the scalar to neutrons,
fifth force bounds exclude all the relevant parameter space, in case of a quadratic coupling or
an axion-like coupling, the parameter space is largely unconstrained.

This is a novel way to increase the mass of neutron stars, even beyond the so-called causal
bounds. While causal bounds assume that equation of state is known at low energies due
to nuclear physics, our model also reproduces nuclear physics, however only on a meta-stable
branch. In our model, nuclei are only meta-stable and the true ground state of matter is at some
finite density with the scalar field sourced. This ground state is however not accessible in small
and dilute systems as nuclei or regular stars while dense systems like neutron stars can exist in
this new ground state. Depending on the parameters of our model, the neutron stars can also
have long range scalar tails.

These features are very exciting in light of the growing catalogue of stellar remnants due to
the measurement of gravitational waves from binary systems. The first observed NS-NS merger,
GW170817, was already used to put novel constraints on neutron star properties. In the near
future many more mergers are expected constraining the properties of neutron stars, thereby
probing the parameter space of light scalar fields.

White dwarfs are less dense, however they are much better understood than neutron stars.
They consist of a free Fermi gas of electrons with nuclei following them due to charge neutrality.
The white dwarf equation of state is well tested for a large ranges of masses and radii. We can
use these measurements of white dwarf properties to put novel constraints on light scalars. If a
new ground state phase is accessible within white dwarfs, there is some region in the mass-radius
curve that cannot be populated: it is in between the meta-stable branch and the new ground
state. We can exclude parameter space where this region falls within measured masses and radii
of white dwarfs. In the second part of Chapter 9 we used a light QCD axion as a case study
to find that white dwarfs exclude a large region of previously unconstrained parameter space.
Future tests of the white dwarf mass radius relation with more data will probe more parameter
space of light QCD axions.

The interplay between light scalar fields and matter density opens up many new avenues
to pursue. In the future we want to study systematically the influence of density dependent
couplings of different QCD axion realizations using realistic models of supernovae and neutron
stars. The phenomenology of phase transitions seeded from stars is another compelling direction
that we are currently investigating, where the imprint of the gravitational wave signal on the
CMB might be a smoking gun signal.

Another direction that we are exploring are phase transitions that are seeded from collisions
of relaxion bubbles: neglecting non-linearities, due to the superposition principle every collision
of bubbles in relaxion models lead to a jump to the next minimum. It seems naively that once
relaxion bubbles are formed, this leads to a cascade of phase transitions that only stops in the
global minimum. It is ongoing work to quantify the influence of non-linearities and determine
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the consequences on various relaxion models. Yet another direction that is worth to explore is
the new ground state of neutrons with a scalar field that described above. Currently we are
also exploring a formation mechanism of such neutron balls in the early universe and check if,
in fact, they can make up the dark matter abundance in our universe.
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