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Abstract

The digital transformation of our everyday lives has changed our communication habits, but
is it a change for the better? The proliferation of politically motivated attempts at manipu-
lating the public opinion is just one example for the challenges that online social media pose
to today’s society. We believe that two fundamental questions must be answered to enable
us to approach these challenges in a meaningful way: What can we learn about the nature
of the social relationships people form online by observing how they interact on online so-
cial platforms? Specifically, is it possible to detect if one person exerts influence on another?
Reviewing the pertinent literature from computer science and the social sciences shows that
there is no consensus with respect to either question. In a user study, we are able to show
that a characterization of a relationship that is derived from the content of communication
is perceived as useful by human judges.

We argue that topic models, unsupervised Bayesian models for textual data, can produce
content-based representations that are interpretable by humans and at the same time are
useful as intermediate representations for further computational analysis. Using a topic
model, the content of communication within an interval of time can be represented by a
probability distribution over topics, which usually correspond to discrete concepts. We col-
lect communication data from three online systems: Twitter, Facebook, and e-mail. Despite
the outward differences of these platforms, we find that the collected data can be described
well by a common functional model of online communication. Investigating the application
of topic modeling to online communication, we find that performance can be substantially
improved by taking the temporal development of the conversation into account.

Having thus established a conceptual framework and practical tools for learning about
the nature of online social relationships, we approach the problem of social influence detec-
tion at two levels of granularity. At the micro level, we attempt to test if a change in the
behavior of one person can be explained by the earlier behavior of another, which would be
evidence for a causal relationship. However, theoretical issues with causal identifiability and
an insufficient correspondence between the results and our intuitive understanding of social
influence call into question the validity of this approach. At the meso level, the detection of
social influence can be reframed as a prediction problem: which parts of a person’s social
environment are most useful for predicting that person’s future behavior? In this way, we
are able to identify several patterns of influence that are stable across all platforms.
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Kurzfassung

Die digitale Transformation unseres taglichen Lebens hat unser Kommunikationsverhal-
ten verdndert. Eine Verdnderung zum Guten? Die Zunahme an politisch motivierten Ver-
suchen, die 6ffentliche Meinung zu manipulieren, ist nur ein einzelnes Beispiel fiir die Her-
ausforderungen, vor die soziale Medien unsere heutige Gesellschaft stellen. Wir gehen
davon aus, dass zwei grundlegende Fragen einer Antwort bedtirfen, damit wir diesen Her-
ausforderungen auf angemessene Weise begegnen kénnen: Was kann man iiber das Wesen
sozialer Beziehungen lernen, die online geschlossen werden, indem man das Kommunika-
tionsverhalten auf sozialen Online-Diensten beobachtet? Insbesondere: Ist es moglich, zu
erkennen, ob eine Person Einflufl auf andere austibt? Eine Sichtung der relevanten Literatur
aus der Informatik und den Sozialwissenschaften zeigt, dass es auf keine dieser beiden Fra-
gen eine konsensfiahige Antwort gibt. In einer Nutzerstudie konnen wir aufzeigen, dass eine
Charakterisierung einer sozialen Beziehung ausgehend vom Inhalt der Kommunikation von
den Teilnehmern als aussagekraftig bewertet wird.

Wir stellen zur Debatte, dass Topic-Modelle, also uniiberwachte bayesianische Modelle
fiir Textdaten, inhaltsbasierte Reprasentationen sozialer Beziehungen hervorbringen kon-
nen, die sowohl vom Menschen interpretierbar als auch als Zwischenprodukt fiir die weitere
rechnergestiitzte Auswertung tauglich sind. Mittels eines Topic-Modells kann der Inhalt von
Kommunikation innerhalb eines Zeitabschnitts als Wahrscheinlichkeitsverteilung tiber Top-
ics dargestellt werden, wobei jedes Topic iiblicherweise mit einem bestimmten Konzept as-
soziiert ist. Wir gewinnen Kommunikationsdaten von drei Online-Diensten: Twitter, Face-
book und E-Mail. Trotz ihrer duflerlichen Unterschiede stellen wir fest, dass sich die gesam-
melten Daten gut von einem gemeinsamen Funktionsmodell der Online-Kommunikation
beschreiben lassen. In einer Studie zur Anwendbarkeit von Topic-Modellen auf Online-
Kommunikationsdaten zeigt sich, dass ein Modell an Qualitit gewinnt, wenn es die zeitliche
Entwicklung der Konversation beriicksichtigt.

Nachdem wir auf diese Weise ein konzeptuelles Gebdude und die notwendigen Werkzeuge
zusammengestellt haben, um die Charakteristika von Online-Sozialbeziehungen zu bestim-
men, ndhern wir uns dem Problem der Erkennung von sozialem Einfluf} auf zwei verschiede-
nen Aggregationsebenen. Auf der Mikro-Ebene versuchen wir zu testen, ob eine Verhal-
tensianderung durch das zeitlich vorangehende Verhalten einer anderen Person erklart wer-
den kann, was Evidenz fiir eine kausale Beziehung darstellen wiirde. Theoretische Bedenken
in Bezug auf kausale Identifizierbarkeit und eine unzureichende Ubereinstimmung zwischen
den Testergebnissen und unserer intuitiven Vorstellung von sozialem Einfluf} stellen jedoch
die Giiltigkeit dieser Herangehensweise in Frage. Auf der Meso-Ebene kann die Erkennung
von sozialem Einfluf als ein Vorhersage-Problem ausgedriickt werden: Welche Bereiche des
sozialen Umfelds einer Person sind fiir die Vorhersage des zukiinftigen Verhaltens dieser
Person am informativsten? Mit diesem Ansatz gelingt es, mehrere typische Muster sozialen
Einflusses in allen Datensitzen nachzuweisen.
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1 Introduction

Throughout its history, the Internet has been a medium for individual and group communi-
cation. Electronic mail (e-mail) was among the Internet’s first applications, and continues to
be in widespread use, while early public discussion platforms such as Usenet have given way
to the Social Web, and its most prominent figureheads, Facebook and Twitter. According to
the Digital 2020 Global Overview Report (Kemp, 2020), 3.8 billion people, approximately half
of the world’s population, use social media. While this figure is derived from public state-
ments of social media companies, and therefore should be considered an optimistic estimate,
it highlights a strong, ongoing trend in Internet usage.

Social media evolved from systems for computer-mediated communication (CMC), so
they are best understood in the context of their ancestors. Herring (2007) classifies CMC
systems in terms of ten attributes. We focus on two of them that arguably correspond to the
most fundamental design decisions: Synchronicity refers to the question whether communi-
cation happens in real time or is time-delayed (i.e., messages are retrieved by the recipient at
an arbitrary later time). Privacy of discourse, as defined by Herring, requires that messages
are only visible to the intended recipients, while in public discourse any other user may
read a message and respond to it. This results in four basic forms of communication. Ser-
vices that cover these four classes have existed since the early days of the Internet. E-mail
provides private, asynchronous communication, while Usenet, an online discussion board
service, used to be a popular form of asynchronous, public communication. Internet Relay
Chat (IRC) is a platform for synchronous communication, both public and private. Each of
the four classes has seen the introduction of new services over time; for example, IRC lost in
popularity to Web-based chat services and instant messengers, which in turn were largely
replaced by mobile solutions, first plain text messages, then messenger apps like WhatsApp.
Still, all of these services can be succinctly characterized by the class of communication they
offer.

Social networking services (SNS) and social media are different in that respect. While
there are no generally accepted, formal definitions of the two terms, a frequently stated
defining characteristic is that they build upon a CMC system and add two particular fea-
tures (boyd and Ellison, 2008): they provide a way for users to present themselves, usually
in the form of a profile page with pictures and semi-structured text, and incentivize users to
publicly declare their social relationships. The sets of users and their relationships make up
the social network graph. Social networking services often serve as platforms for the dis-
semination of user-generated or external content. The terms “SNS” and “social medium” are
used interchangeably, although the term “SNS” is usually applied to services that focus on
the networking aspect, and “social medium” to services that focus on content distribution.
Traditionally, self-presentation and networking have been separate from communication.
Consider, for example, personal homepages from the early days of the web, which often
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contain some biographical data and link to other, related pages, but offer no in-medium way
of contacting the author. The first popular SNS, SixDegrees, commenced operation in 1997
(boyd and Ellison, 2008). The current mainstream offerings, Twitter and Facebook, are main-
taining their popularity, but new services that are tailored to a more specific audience are
rapidly catching up (Kemp, 2020). Examples are Instagram, an SNS built around photo shar-
ing, and mobile-first services like TikTok, a video sharing app with limited social networking
features.

The popularity of online communication and social media is rooted in technological devel-
opments that took place over the past three decades and are still unfolding as of today. The
advent of affordable dial-up Internet access in the 1990s started the trend of increasing avail-
ability of Internet access to the general population and its growing adoption for personal,
rather than work-related use. The subsequent technological shift to always-on broadband
made an impact on an Internet user’s ability to communicate online: Dial-up access implies
that the user is available for communication only when connected to the Internet, while a
constant connection means the user is available whenever he or she is in front of the PC.
The introduction of smartphones and mobile broadband services had an even stronger ef-
fect. Internet access is now close to ubiquitous, and availability almost constant. As of 2019,
53% of all web traffic originates from mobile phones (Kemp, 2020). This development is aptly
summarized by Twitter user kappa_kappa (2016):

“Remember when we used to say ‘brb’ [‘be right back’] all the time when we were
online? We don’t say it anymore. We no longer leave. We live here now.”

Technological development is transforming our communication habits, but is it a change
for the better? One one hand, social media enable the exchange of information and ideas
across geographical, political, and societal boundaries. They are credited with a supporting
role in grassroots political movements such as the Arab Spring (Christensen, 2011). On the
other hand, they are associated with a number of negative social phenomena: the deliberate
spread of misinformation, e.g., by social bots in the 2016 US presidential election (Bessi
and Ferrara, 2016), and the creation of echo chambers, social environments in which hateful
ideologies and conspiracy theories are circulated and amplified, while opposing voices are
being suppressed (Ferrara, 2015). Social media are also more generally held responsible
for creating a more polarized and emotionally charged discourse (Riebe et al., 2018). To
understand these complex phenomena and to be able to counteract their effects on society,
we must first understand the more fundamental mechanisms that drive social interaction in
online spaces.

To a researcher, social media and their dual nature as platforms for self-presentation and
communication present a unique opportunity to learn about interpersonal relationships. The
public accessibility of social media makes it possible to collect and evaluate large amounts
of data about people and their communication behavior in a natural environment, i.e., an
environment that is not artificially constructed for observational or experimental purposes.
In addition, the social network graph makes the relationships between users visible, so that
individual behavior can be viewed in the context provided by the social environment. In
this thesis, we use social media data to approach the problem of identifying the driving
forces behind people’s online behavior from two directions: bottom-up by characterizing the


https://www.instagram.com
https://www.tiktok.com

evaluate

/\

Characterization of Analysis of
Social Relationships Social Influence

w

improve

Figure 1.1: Symbiotic relationship of the two main research goals of this thesis

relationship between two people according to the content of their communication, and top-
down by inferring the network structure of social influence from changes in communication
behavior.

The study of individual users of an online system and their characteristics and preferences
has received much research attention; see, for example, the body of work on recommender
systems (Yang et al., 2014). When studying social interactions, the smallest unit of analysis
is the dyad: two people in a social relationship. Dyadic relationships are well understood
from a sociological and psychological perspective, but we intend to show that the field of
social computing currently lacks a coherent and comprehensive language for representing
dyadic relationships and reasoning about their characteristics. Currently, social relation-
ships are mainly characterized in terms of interaction meta-data: Who communicates with
whom, when, and how often? We argue that there is untapped potential in the analysis of
the communicative content of interactions, and propose a low-dimensional representation
of a relationship that is solely derived from content. By means of probabilistic topic mod-
eling (Blei, 2012), textual content can be transformed into a vectorial representation. The
resulting topic vectors are human-interpretable (Chang et al., 2009b) and can therefore, for
example, serve as the basis of a qualitative study of social behavior, but are also suitable as
an intermediate representation for further computational analysis.

Coming from the opposite direction, we investigate how users of a social medium in-
fluence each other in their communication behavior. Social influence is closely linked to
information dissemination in social networks, considering that receiving a piece of infor-
mation from someone and passing it on to others is visible evidence for a particular form
of influence. More generally, one can test each edge (a, b) of the social network graph for
time-delayed similarity of the behavior of a and b to reconstruct the underlying influence
network. Due to its central role in information dissemination, social influence is directly
involved in any attempt to control the flow of information, such as viral marketing or the
manipulation of public opinion in political discourse. By detecting and visualizing influence
relationships, we aim to create transparency, which may ultimately contribute to improving
the quality of discourse.

Each of these two lines of research — the characterization of relationships and the de-
tection of influence — stands on its own, but the two are connected by the motivation to
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improve our understanding of human social behavior in online social networks. A system-
atic effort at detecting social influence requires a numeric representation of dyadic human
interaction as described earlier. If our proposed representation leads to new insights about
social influence, this is proof of its utility. This symbiotic relationship between the top-down
and bottom-up approach is depicted in figure 1.1.

1.1 Outline

This thesis is structured as follows: In chapter 2, we review literature from the fields of
sociology, psychology, and computer science on the topic of social relationships. We argue
for a content-based representation of social relationships and present the results of a user
study, which tests the perceived utility of content-based representations in the context of
online social networking services. Further systematic experimentation on the properties of
social relationships and social influence requires observational data from social media. In
chapter 3, we obtain data from three platforms, including SNS and traditional CMC systems,
provide basic descriptive statistics of these datasets, and discuss the ethical issues associated
with using social media data for research. Using the information gathered up to this point,
we are able to design a content-based representation of social relationships that takes the
particularities of each platform into account. In chapter 4 we discuss how the framework
of probabilistic topic modeling provides a principled way to distill communication data into
the desired representation.

This concludes our work on characterizing social relationships, and we turn to the prob-
lem of detecting social influence in online communication. Chapter 5 lays a common foun-
dation for the following experiments. We review existing work on social influence, derive
a basic cognitive model of the influence process, and discuss how the analysis of social in-
fluence can benefit from the topical representation of social relationships. In chapter 6, we
study social influence at the micro level and propose and evaluate several methods of de-
tecting dyadic influence relationships. In chapter 7 we move on to the meso level of analysis
and investigate to what extent nodes in a social network are influenced by their social en-
vironment. Finally, chapter 8 summarizes our findings and discusses them in the context of
the original research questions.

Source code of the data processing pipeline and the experiments is available on GitHub
(https://github.com/jhauffa/crawler and https://github.com/jhauffa/influence) or from the
author on request.
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Parts of the content of this chapter have been previously published at the IEEE Third Interna-
tional Conference on Social Computing (Hauffa et al., 2011). The user study described in section
2.2.2 was conducted in the context of the diploma thesis of Tobias Lichtenberg (2011), which was
jointly supervised by Jan Hauffa and Georg Groh. The results have been previously published
at the 2012 International Conference on Social Informatics (Hauffa et al., 2012) and as an arXiv
preprint (Hauffa et al.,, 2014). This chapter contains verbatim and near verbatim quotations
from prior publications (Hauffa et al., 2011, 2012, 2014), which are highlighted in gray.

From the moment of our birth, the formation and maintenance of social relationships is
part of our everyday lives. Yet, the concept of a relationship is surprisingly hard to put
in words. We start by restricting the scope of our analysis to relationships that are social,
dyadic and interpersonal; in other words, the presence or absence of a relationship is a
property of a social group of size two, and the members of this group are individual human
beings. There are two well-known definitions for relationships of this kind: Kelley (1983), as
cited by Clark and Reis (1988), nominates interdependency as the defining characteristic of a
relationship. Two people are interdependent if their “behaviors, emotions, and thoughts are
mutually and causally interconnected” (Clark and Reis, 1988). This results in what Sillars
and Vangelisti (2006) call non-summativity: A relationship is characterized by the nature
of the interdependency of the related people rather than by the sum of their attributes and
actions, and can therefore be said to exist as a distinct entity.

Hinde proposes a definition that is compatible, but more narrow in scope. He states that
a relationship “involves a series of interactions in time” (Hinde, 1976), thus focusing on
interaction as the main mechanism that creates interdependency. Hinde does not place con-
straints on the nature of these interactions, but, according to an axiom of Watzlawick, it is
impossible to interact without any verbal or non-verbal communication taking place (Wat-
zlawick et al,, 1967, cited by Sillars and Vangelisti, 2006). We may therefore assume that
relationships are to a large part enacted by — and can be understood through — communi-
cation:

“Relationships exist in the structure and content of communication over time. |[...]
Interaction both stimulates changes in cognition and affect and is the medium
through which those changes become real for the self and others.” (Parks, 1997)

Kelley’s and Hinde’s definitions both acknowledge the role of continuity over time. The
length of the time span for which people are interdependent, or sustain regular interaction,
is what distinguishes a relationship from a series of inconsequential encounters (Rogers,
1998). Using their definitions as a starting point, we can identify three fundamental elements
of a social relationship: interaction, reciprocity, and continuity. Miller summarizes their
respective functions as follows: “in order to maintain the [dyadic] group both participants
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must construct reciprocal interaction with a high level of involvement with each other”
(Miller, 2007)

The aforementioned definitions originate from the social sciences, while this work is
rooted in the field of social computing, which is concerned with the intersection of human
sociality and information processing. A central premise of social computing is that computer
systems can support people in their everyday communication and, conversely, the result-
ing communication data can be analyzed to learn about social behavior. By its very nature,
social computing has strong ties to the social sciences. In this work, we use the methodolog-
ical framework of social network analysis (SNA), which is common to both fields. Instead
of people and their relationships, in SNA the units of analysis are actors and their relational
ties. Actors can be arbitrary entities, but are usually expected to be homogeneous in some
respect. Actors are connected by ties, which are induced by a binary relation (in the math-
ematical sense) on the set of actors. Depending on the point of view, the resulting structure
can be seen as a social network, a model of social organization that takes inventory of entities
and their relationships, or as a graph, to which all methods and algorithms of graph theory
can be applied. Wellman (2007) lists a wide range of examples for actors and relational ties,
including cities and the means of transportation that connect them. The implication is that
actors do not necessarily have to be individuals or social collectives. As long as the actors
are manifestations of social behavior, the results of the analysis of the network graph can
be interpreted in terms of social behavior as well. In this way, SNA facilitates the analysis
of human sociality by means of computation.

Since we operate within the framework of social network analysis, we use the associated
terminology. In the social sciences, the terms “relationship” and “relation” are used almost
interchangeably (cf. the etymological remarks of Conville and Rogers, 1998). To avoid con-
fusion with the mathematical concept of a relation, we always refer to dyadic social ties as
relationships, and use the term “relation” either strictly in the mathematical sense, or figu-
ratively for the class of relationships that is represented by a relation on the set of actors.

The definition of a relational tie in social network analysis is much less prescriptive than
any of the definitions of social relationship discussed previously. This discrepancy between
SNA and other methodological frameworks of the social sciences can be in part explained
by a paradigm shift, starting with Granovetter’s research on weak ties (Granovetter, 1973).
Granovetter defines tie strength as an abstract, unobservable property of a dyadic relational
tie, but hypothesizes that it is linearly associated with a number of observable characteristics:
continuity over time, emotional intensity, intimacy, and reciprocity. By comparing these
characteristics to the fundamental elements of a social relationship we identified earlier,
one must conclude that a relational tie, as its strength decreases, at some point ceases to be
a relationship in the sense of Kelley and Hinde. Surprisingly though, Granovetter finds that
the value an individual derives from a relational tie is not a linear function of tie strength.
Weak ties fulfill a distinct structural role as bridges between groups of strongly tied actors,
and therefore facilitate the diffusion of information across group boundaries. By means of
an experiment and multiple meta-analyses, Granovetter demonstrates that weak ties are
valuable in information transmission, job search, and community formation. Consequently,
he argues that an understanding of social behavior on the macro level cannot be achieved by
focusing solely on the small, densely connected groups formed by strong ties, but requires



knowledge of the weak ties that interconnect such groups.

Another reason why SNA did not adopt one of the more stringent definitions of social re-
lationship is inherent to the definitions themselves. Relationships and strong ties are defined
in terms of characteristics that are either not directly observable, e.g., emotional intensity,
or require substantial interpretation, such as continuity: How long does interaction have to
be sustained to constitute a relationship? SNA can accommodate an interpretive workflow
as described by Charania and Ickes (2006), where the researcher selects suitable candidates,
elucidates the relevant characteristics of their relationship via structured interviews or ques-
tionnaires, and finally assigns the relationship to one of a set of predefined classes. However,
social networks are just as useful as a representation of unfiltered observational data. The
interpretive work of a domain expert yields low amounts of high quality data. In social com-
puting research, the situation is reversed: observational data is cheap, but noisy, and often
requires further processing to be useful. A “friendship” on Facebook or “following” someone
on Twitter, for instance, does not necessarily indicate a strong social tie. Pending further
analysis, one cannot say much about the nature of the relationship that goes beyond mutual
awareness.

We find that, in the social sciences, there is a conceptual gap between observable reality
and the predictions made by theories, which is usually left to be filled by the researchers con-
ducting a study or experiment, drawing on their expertise and life experience. We provide
more examples for this gap in the following sections. Manual processing of observations
invariably introduces subjectivity and, by treating the life experience of the researcher as
normative (Duck et al., 1997), might also impart the researchers’ biases onto the data. By us-
ing algorithmic, data-driven methods from the field of social computing, we aim to reduce
bias from this particular source, while keeping in mind that bias may also arise from the
method and scope of data collection, in addition to general societal biases reflected by the
data. Neither theoretical work in the social sciences nor the algorithmic contributions from
social computing have managed to close this conceptual gap as of yet. The often heard call
for “big data” research to be grounded in theory and in the results of qualitative, “small data”
studies (boyd and Crawford, 2012; Kitchin and Lauriault, 2018) requires researchers from dif-
ferent disciplines to find a common language. Our work on the characterization of social
relationships should be understood as a contribution to that ongoing research program.

The characterization of a social relationship is the process of distilling the observed be-
havior of the involved actors into attributes that reside on a higher level of abstraction than
the observations. Theories from the social sciences motivate different ways of characteriz-
ing social relationships. For example, according to the theory of social capital, relationships
are characterized by the amount of resources that are, potentially or actually, exchanged
between two actors, while in the context of social networks, tie strength is the primary
attribute of a relationship. These are quantitative characterizations; conversely, a social re-
lationship can be characterized in a qualitative way, which means finding a way to represent
its type, role, or function. The value of a characterization ultimately depends on how much
it contributes to answering the questions of the researcher. However, we argue that a char-
acterization that is generally useful across a wide range of tasks has two properties: human
interpretability and utility as an intermediate representation, which could be informally de-
scribed as “computational interpretability”. Human interpretability directly contributes to
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the explainability of inferences made from the characterization, and therefore improves the
transparency of a computer system built upon it. A characterization that is interpretable can
also be judged in terms of its quality by domain experts. Complementary to interpretabil-
ity, the utility of a characterization as a building block for more complex systems can be
determined by extrinsic evaluation (as defined by Galliers and Sparck Jones, 1996).

In this work, we aim to leverage the large amount of communication trace data (Howison
etal., 2011; Golder and Macy, 2014), both meta-data and actual communication artifacts, that
is produced in the context of social networking services. In the following section, the prob-
lem of using observational data for characterizing social relationships and representing the
gathered knowledge is analyzed from different angles. As an outsider to the discipline, one
cannot hope to perform an exhaustive survey of all related research in the social sciences.
Nevertheless, we make an attempt to identify the main areas of conceptual overlap between
the social sciences and social computing, so that we can contrast theoretical approaches to
characterization with tangible, data-driven methods, and identify common problems. Fi-
nally, we argue that content-based representations best embody the complementary qual-
ities of interpretability by human and machine. The former quality is demonstrated in a
user study at the end of this chapter, while the latter is the subject of extrinsic evaluation in
chapters 5 to 7.

2.1 Quantitative and Qualitative Approaches to the
Characterization of Relationships

In the social sciences, as well as in the field of social computing, diverse efforts have been
made to characterize social relationships. We briefly review the main approaches and the
associated conceptual and practical issues. We begin by discussing quantitative characteriza-
tions in the context of weighted social network graphs, and move towards characterizations
that are successively more quantitative and holistic, in the sense of taking an increasingly
complex notion of social context into account.

2.1.1 Social Network Analysis

Social network analysis is a straightforward way of making sociality accessible to compu-
tational analysis. A social network is defined by its graph, a tuple (V, E) with a finite set of
vertices V, corresponding to social entities (actors), and a set of edges E = {(x,y) | x,y €
V A x # y}, corresponding to social relationships (ties) among the entities. In other words,
a social network graph is induced by a binary relation, which is usually constructed by
observing or modeling an actual class of social relationships. The relation is either non-
symmetric or symmetric, and therefore induce a directed or undirected graph, respectively.
If the relationships of interest are characterized by reciprocal interaction, a symmetric rela-
tion is appropriate, while a non-symmetric relation allows modeling a mixture of social and
parasocial (Stever and Lawson, 2013), or otherwise one-sided relationships.

When constructing a social network, the first task is to identify the actors, followed by
defining a binary relation. A common assumption is that, within a particular online ser-
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vice, one account corresponds to one natural person, but this is not necessarily true. One
counter-example is posed by the social media accounts of companies and celebrities, which
are usually maintained by a marketing team; another counter-example is the maintenance
of multiple “sock puppet” accounts by one person in order to amplify his or her voice in dis-
cussions. However, the detection of such instances of m-to-n mapping is difficult, and often
it is acceptable to treat accounts as individual entities, even if their ownership is unknown.
The relation on the set of actors is usually defined implicitly, via rules that specify whether
the observation data constitutes sufficient evidence for the existence of a relational tie. Al-
lan (2006) points out that “the structure of a personal network remains highly dependent on
what the analyst counts as warranting making a ‘link’ between two individuals within the
network”, so in order to avoid bias, one should choose criteria that arise directly from the
observation data, are motivated by the research question, or have a theoretical justification.
The separation of relationships from non-relationships can be viewed as the most basic form
of characterization.

The least restrictive non-trivial criterium for the presence of a social tie is awareness or
knowledge of a particular person, which implies a directed social network graph. Milardo
(1992), as cited by Allan (2006), lists three more criteria that are commonly used in the social
sciences: The first is psychological significance, either in terms of emotional closeness or
specific social roles, such as friendship or kinship. The second is exchange of emotional or
physical support, and the third is regular interaction above a specified frequency threshold.
According to Allan (2006), these types of networks “suggest different types of questions,
and are designed to address different theoretical or substantive issues” Milardo (1989), as
cited by Parks (1997), refers to the networks induced by the first two criteria as “psycholog-
ical networks”, while the third criterium induces “interactive networks”. In a study of the
psychological and interactive networks of marriage partners, Milardo reports only 25% of
overlap between the two networks.

Online social network services allow their users to declare social relationships with other
users. These can be bidirectional, requiring confirmation from both parties, or unidirec-
tional, e.g., “following” someone on Twitter. The set of declared relationships induces an ex-
plicit social network, similar in character to the psychological networks of Milardo. Again,
the overlap with the interactive network tends to be low: in a study of Facebook “friend-
ship” networks, Wilson et al. (2009) find that “nearly all users can attribute all of their in-
teractions to only 60% of their friends” An implicit or interactive social network graph can
be constructed by inserting edges between pairs of actors if their frequency of interaction
within a period of time exceeds a threshold. Little guidance exists for choosing this thresh-
old, yet Tsur and Lazer (2017) observe a strong effect of the threshold on the structure of the
resulting graph and the inferences that can be drawn from it. In the context of tie strength,
Granovetter (1973) warns about the ambiguity that results from determining the presence
or absence of an edge by applying a threshold to an observed quantity:

“Included in ‘absent’ are both the lack of any relationship and ties without sub-
stantial significance [...] In some contexts, however [...], such ‘negligible’ ties might
usefully be distinguished from the absence of one. This is an ambiguity caused by
substitution [...] of discrete values for an underlying continuous variable.”
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In the absence of information that would motivate a non-arbitrary choice of threshold, re-
quiring reciprocal interaction might be a suitable replacement. A combined requirement
of reciprocity and frequent interaction could even be viewed as an approximation of the
three elements of Kelley’s and Hinde’s relationship definitions. Implicit social networks
can be extracted from any kind of online communication, as long as sender and recipient
are identifiable. An example for this is the study of Bird et al. (2006) on the extraction of
social networks from collections of e-mail messages, which lends empirical support to Well-
man’s earlier claim that various kinds of “electronic groups” implicitly define social networks
(Wellman, 1997).

Given that a typical social relationship is enacted by communication through multiple dif-
ferent channels, online and offline, no explicit or implicit social network of a single medium
can claim to be an accurate representation of reality. The implicit network lacks relation-
ships for which interaction mainly happens outside of the medium, while the explicit net-
work overstates the importance of relationships that rarely engender interaction anywhere.
In a large-scale study of Facebook, Viswanath et al. (2009) find that on average, less than
30% of a user’s declared relationships remain active from one month to the next. They ex-
plain the change in activity with temporal interaction patterns, and distinguish patterns of
frequent and infrequent interaction. In conclusion, the relationships that can be observed
among users of an SNS or comparable online service are conceptually heterogenous, and a
substantial amount of information is lost when they are represented in a dichotomous way
by the presence or absence of an edge in a graph.

In order to move away from a purely graph structural approach to SNA, different methods
of augmenting the social network graph with information extracted from communication
among the actors have been proposed. We introduce a weight function f : E — W, where
W is the set of possible weights, and obtain a weighted social network graph (V, E, f). Signed
social networks use a basic form of weighting, W = {+, —}, where the sign corresponds to a
subjective valuation of the relationship in terms of emotional valence (Wasserman and Faust,
1994, ch. 4.4). Social balance theory (cf. Tang et al., 2016 and the discussion by Szell et al.,
2010 in the context of an online multiplayer game) uses this additional bit of information
to predict, via rules like “the friend of my enemy is an enemy”, the evolution of the social
network over time. Conversely, systematic violations of such common-sense rules may point
towards more complex social processes. The next step in representational complexity is the
use of real-valued weights. Barrat et al. (2004) demonstrate how to adapt standard methods
of SNA to weighted networks with W € R, and confirm that the augmentation of graph
structure by weights affords new insights into the social network. This model can be further
generalized to networks with multivariate weights W € R".

A weighted social network represents relationships as points in a one- or multi-dimen-
sional space. A number of theories from the social sciences have attempted to identify gen-
eral properties of relationships, which could serve as the dimensions of that latent space
(Rogers, 1998). For example, Hinde (1995) names ten properties: content, diversity, quality,
temporal distribution, and reciprocity of interactions, as well as the subjective perception
of the relationship in terms of power balance, intimacy, shared perception of reality, com-
mitment, and satisfaction. Not all of the resulting dimensions lend themselves equally well
to computational analysis and measurement in observational data. In Hinde’s proposal, the
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directly observable attributes of interaction are in stark contrast to the principally unobserv-
able assessment of the relationship by the involved actors. Therefore it is no surprise that
empirical research in social computing has focused on those properties of relationships that
can justifiably be derived from observable interaction. Following Granovetter’s conceptual-
ization of tie strength (Granovetter, 1973), Gilbert and Karahalios (2009) develop a statistical
predictive model for measuring the strength of relationships between users of online social
network services, which incorporates communication statistics, similarity of user profiles,
and the content of messages as features. The predictions of the model are compared to the
results of a survey of 35 Facebook users, and are found to be sufficiently accurate for distin-
guishing strong and weak ties. However, Cronbach et al. (1972), as cited by Kenny (1988),
caution that “[t]he claim that [a weighted function of variables] has validity as a measure of
some construct carries a considerable burden of proof” Kenny therefore recommends that
variables that can be observed separately should also be analyzed separately (Kenny, 1988).

Conceptually similar to tie strength is social capital, which Lin (1999) defines as “resources
embedded in a social structure which are accessed and/or mobilized in purposive actions”,
that is, as a property of the social network as a whole. The social capital of an individual is
usually understood as the sum of resources he or she can potentially mobilize from neighbors
in the graph (Snijders, 1999), decomposing it into a property of the relationships. Schams
et al. (2018) find that viewing social capital from the opposite direction, defining it as the
sum of resources provided by an individual to the network, simplifies the process of its
measurement in observed interactions. While they treat social capital as a property of the
individual to facilitate evaluation against ground truth values obtained from a survey among
165 participants, their method can be adapted to yield relationship-level measurements.

A common modeling assumption in SNA is that the relationships within a social network
are generally homogeneous in nature, and vary only in a small number of previously spec-
ified attributes. This limitation to a single type of social relation has been carried over to
most online social network services. Even the ontological vocabulary FOAF, designed to be a
formal language for describing potentially heterogenous “social networks of human collab-
oration, friendship and association” (Brickley and Miller, 2010), can only represent the very
general concept of having knowledge of another person (foaf :knows). While this design
choice makes the language agnostic towards heterogeneity, it does so by hiding differences
between individual relationships that might be important for accurate inference from the
network structure.

In addition to inter-relationship heterogeneity, individual relationships may be hetero-
geneous, either because they evolve over time, or because they are consistently enacted in
multiple, substantially different ways. The latter condition is known as multiplexity. Com-
mon forms are multiplexity in the content of interaction, multiplexity in the use of com-
munication channels, and, on a more abstract level, multiplexity in the type of relationship
(e.g., siblings who are friends). Networks of multiplex relationships are usually modeled as
multigraphs, where two nodes can be connected by more than one edge. Edge-attributed
graphs and multi-layered graphs are equivalent to multigraphs in representational capabil-
ity. Bothorel et al. (2015) discuss how the additional information in edge-attributed graphs
can improve the accuracy of community detection. A basic way of modeling temporal vari-
ability is to extract a time-indexed sequence of social networks from observations of the
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network at different intervals of time. Statistical methods for the analysis of time series data
can then be applied to edge weights or to aggregate metrics of the network graph.

Bias of Self-Reports and Trace Data

In statistical terms, the quantitative characterization of relationships can be expressed as a
regression problem, where human-generated reference data is used for learning to predict
the quantity of interest from observation data. Reference data can be obtained by interview-
ing a sample of actors about their relationships or by having one or more domain experts
annotate a sample of relationships. Since domain experts are involved, either as interviewers
or annotators, this process is expensive and therefore only applicable to limited amounts of
data. Furthermore, a number of issues may negatively affect the quality of the resulting data
(Charania and Ickes, 2006): Interviewees and annotators impart their own subjective per-
spective on the assessments. Having a relationship described by its two participants yields
assessments from two distinct points of view, which have to be reconciled into a single value,
and being interviewed about the nature of their relationship may cause them to re-evaluate
that relationship. These factors potentially lead to a high degree of uncertainty in the as-
sessments and low annotator agreement. Marsden (1990) summarizes the findings of earlier
empirical studies on the accuracy of self-reports as follows: “[...] data on observable features
of alters are of high quality, while those on attitudes or internal states are generally poor
[...]. Most network data appear to be of better quality for close and strong ties than for distal
and weak ones”

In a controlled environment, it is possible to improve the reliability of assessments via
sophisticated interview techniques. An example is the method developed by Antonucci and
Akiyama (1987) for the elicitation of close relationships in the context of the convoy model.
In order to visualize an egocentric network, a visual representation of the interviewee is
placed at the center of a number of concentric circles, which represent decreasing degrees
of closeness. The interviewee is then asked to name people known to him or her, and place
them inside the circles. According to Allan (2006), a benefit of this method is that it “re-
quires respondents to make comparisons about the relative properties and qualities of the
different relationships they include” In other words, it encourages comparisons between
relationships to obtain more accurate absolute ratings. This suggests that asking for a rank
ordering instead of absolute assessments might be a generally viable strategy for improving
the quality of assessments.

A new source of bias appears when, instead of collecting assessments in a controlled envi-
ronment, publicly available trace data is used. The social dynamics of openly declaring one’s
perspective on a relationship necessitate the employment of strategies for minimizing the
chance of a negative outcome. Teng et al. (2010) examine online services that let users rate
each other, and find that the distribution of ratings is strongly biased towards the positive
end of the scale if ratings are public and raters are identified by name. They attribute this
effect to the desire to avoid a negative reciprocal rating. Rating another user, e.g., in terms of
trustworthiness, means making a strong statement about the relationship. It is conceivable
that weaker public statements about a relationship are also affected by this kinds of bias.
For example, declining a friendship request on an SNS like Facebook not only may offend
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the requester, the resulting absence of a tie is also visible to all current friends. In certain
situations, e.g., when receiving a request from someone who is already well-connected with
one’s current circle of friends, the decision to accept the request may be strongly driven by
wishing to avoid negative social consequences.

In the light of these quality issues, one may attempt to reduce, or eliminate altogether, the
dependence on reference data. Earlier research by the author of this thesis (Hauffa, 2010;
Groh and Hauffa, 2011) explores the limits of unsupervised quantitative characterization of
relationships from observation data alone. Volunteer participants provided a selection of
their e-mail messages and were asked to rate their relationships with the senders and recip-
ients on discrete scales of emotional intensity and valence. The resulting dataset contains
399 messages exchanged between 122 actors. The set of ratings has two pronounced clus-
ters: one contains relationships of little emotional intensity and slightly positive valence,
the other contains emotionally intense and strongly positive relationships. Features are ex-
tracted from meta-data and content of the messages. The prediction of valence is based
on sentiment polarity features, while the set of features for the prediction of emotional in-
tensity also includes features derived from message volume and specific characteristics of
emotional language in online communication. Predictions are obtained in an unsupervised
way by applying dimensionality reduction to the feature vector.

The study compares four methods of transforming the prediction to match different hy-
pothetical distributions of the ratings. The first method uses the minimal and maximal pre-
diction to linearly transform all predictions into the interval [0, 1], while the second method
transforms the predictions so that all values within +3SD of the mean end up within [0, 1].
The remaining two methods “cheat” by making use of limited amounts of information about
the reference ratings. The third method is similar to the first, but transforms the predictions
into the interval between the lowest and highest rating. The fourth method applies the trans-
formation of the second to both the predictions and the ratings. The improvement in root
mean square error over a baseline predictor that outputs a fixed value of 0.5 is —38.2% for
the first, —6.5% for the second, 14.4% for the third, and 32.9% for the fourth method. An im-
provement of accuracy over the baseline could only be achieved by introducing knowledge
about the distribution of ratings, thereby providing a frame of reference for the prediction.

2.1.2 Ontologies and Classification

A first step towards qualitative characterization is to assign a relationship to one of a pre-
defined set of classes or prototypes. Scholars from the social sciences have long argued
about the relative merits of such a typology of relationships. An argument in favor of dis-
crete types is that they correspond better to our intuitive conceptualization of relationships.
With reference to the empirical work of Haslam (1994), VanLear et al. (2006) state: “When
most people think about relationships, they identify them as types or kinds of relationships,
not as points along a set of continuous dimensions.” They argue that a categorical represen-
tation is preferable to a multi-dimensional space if the observed relationships form clearly
separated clusters within that space, but acknowledge the counter-argument of Griffin and
Bartholomew (1994), who point out the loss of information compared to a vectorial represen-
tation. Argyle and Henderson (1985), as cited by Bossert (2010), argue against qualitative
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characterization in general: Considering that social relations are so intimately important
and emotionally loaded that is hard for humans to describe them verbally, elicitation of the
required information with consistently high quality is difficult, so quantitative approaches
should be preferred.

If we accept the arguments in favor of discrete relationship types, the question is how
to identify and distinguish different types. On a theoretical level, VanLear et al. discuss
two mechanisms by which relationship type and observable behavior might be connected:
Haslam (1994) hypothesizes that people form distinct internal representations of particular
classes of relationships to reduce cognitive load. These representations encode norms and
behavioral rules that prescribe how to enact the relationship. Another school of thought is
that relationships are constantly evolving, but repeatedly occurring patterns of interactions
give rise to a temporally local notion of relationship type (Watzlawick et al., 1967, as cited
by VanLear et al., 2006). In either case, the relationship type can be understood as a latent
variable that guides observable behavior, so inference is at least theoretically possible.

When trying to formulate the classification of relationships as a machine learning prob-
lem, neither supervised nor unsupervised learning algorithms appear to be directly appli-
cable. Supervised classification would require the selection of a meaningful subset from the
unknown and potentially unlimited set of possible relationship types. Unsupervised clus-
tering of data pertaining to the social network is not guaranteed to produce clusters that are
meaningful to the human observer, and shifts the burden of associating the input data with
higher-level concepts to a later stage of analysis. It follows that, as a prerequisite for classi-
fication, the space of relationship types needs to be explored and formally specified. In the
social sciences, there are many sub-fields that are concerned with the study of specific types
of relationships, for example, emotionally close relationships (Kelley et al., 1983). Berscheid
(1995) criticizes how “relationship type [is] confounded with disciplinary approach”, in other
words, the tendency to perceive each relationship type as its own field of research that re-
quires bespoke theory and methodology. She calls for the development of an “overarching
theory of relationships” that connects observable relationship phenomena with the “princi-
pal relationship types” (Berscheid, 1995), but the review of VanLear et al. (2006), written a
decade later, does not name any concrete attempt at formulating a comprehensive typology.

Haslam’s idea that relationship types implicitly arise from internal representations can
be understood as an argument for a hierarchical typology of relationships. If people can
successfully navigate a novel social situation by falling back to generalized knowledge about
similar situations, then it is reasonable to distinguish relationship types by their level of
abstraction. Koerner and Fitzpatrick (2002), as cited by VanLear et al. (2006), give evidence
for a tree-shaped organization of internal representations of social knowledge, with specific
relationships as the leaves, general social knowledge being located at the root, and abstracted
knowledge about different classes of relationships on the levels in between.

Finally, some theories seek to identify universal, high-level characteristics of relation-
ships. VanLear et al. (2006) use the term “general typologies” for such attempts to “identify
the fundamental features of the whole length and breadth of human relationships” An ex-
ample is the typology of Fiske (1992), who, as cited by VanLear et al. (2006), claims that
across all cultures, relationships can be characterized by the degree to which they conform
to four basic models: communal sharing (actors are of equal standing within a larger social
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Table 2.1: Precision and recall of a naive Bayes classifier for relationship characteristics (Zec, 2008;
Hauffa et al., 2011)

class recall precision F-score
professional 0.770  0.656 0.71
miscellaneous  0.592  0.697 0.64
personal 0.627  0.735 0.68
neutral 0.872 0.783 0.82
negative 0.492  0.403 0.44
positive 0.544 0.722 0.62

group), authority ranking (relative rank determines privileges and responsibilities), equality
matching (maintaining balance by reciprocal exchange), and market pricing (“investing” in
others and expecting proportional return). Fiske’s four models are quite removed from the
perception of a relationship by its participants, but enable the comparison between different
relationship types by expressing them as points in a four-dimensional vector space. Empiri-
cal results about the distribution of relationship types within that space could form the basis
of a higher-level categorization.

A concrete example for the use of machine learning for supervised classification of social
relationships can be found in the work of Zec (Zec, 2008; Hauffa et al., 2011), who uses e-mail
communication data to learn about relationship characteristics. Zec hypothesizes that the
nature of a relationship manifests in the communication behavior of the involved actors,
and the association between communication patterns and relationship characteristics can
be learned. Individual messages are classified according to their relationship type, which
may be one of “professional”, “personal”, and “miscellaneous”, and the emotional valence
(“positive”, “neutral”, and “negative”). The rating of a relationship is the majority class of its
associated messages.

A corpus (i.e., a collection of text documents) for training and evaluation was generated
from the CMU version of the Enron corpus (see section 3.3.1) by manual annotation of 1 050
messages. The class distribution is somewhat imbalanced: 31% of messages are of type
“personal”, 46% are “professional”, and 23% “miscellaneous”; 33% are of positive emotional
valence, 6% are negative, and 61% are neutral. Features are derived from a vector space model
of the message body, ignoring quoted and forwarded parts, after stop word removal and
stemming. Multiple classifiers are trained and evaluated on the corpus: k-nearest neighbor,
naive Bayes, C4.5 decision trees, and support vector machines. In terms of accuracy, the
naive Bayes classifier consistently outperforms all other classifiers, achieving an accuracy
of 68.5% for relationship type and 74.0% for emotional valence. The performance in terms
of precision and recall is shown in table 2.1. Zec attributes the unsatisfying performance of
the classifier in part to the use of rhetorical devices such as irony, sarcasm, and metaphor;
important aspects of emotional language that cannot adequately be represented by a simple
word-based classifier. In a follow-up experiment on unsupervised learning, neither k-means
nor DBSCAN find clusters that correlate with the manually identified relationship types.
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Ontology Engineering

In social computing, the development of concrete relationship typologies is typically cast as
an ontology engineering task. An ontology, in the computer science sense of the word, is a
formal specification of a domain of discourse in terms of objects, their membership in cate-
gories, their attributes, and their relationships. The knowledge represented by an ontology
can be either abstract (e.g., defining a hierarchical structure of categories) or concrete (e.g.,
placing a specific object within a category). This duality is reflected by the two main use
cases for ontologies: they facilitate the collaborative formalization of domain knowledge,
and, within the framework of the semantic web, are the canonical way of building machine-
readable representations of domain-specific, heterogeneous data. The vision of the semantic
web — although never fully realized — is that machine-readable, interlinked, public repre-
sentations of knowledge will enable new applications that directly ingest and interact with
user-generated content (Sheth and Nagarajan, 2009). We are interested in both use cases
of ontologies. Ontology engineering techniques may be helpful for building a consistent
formalization of social relationship types and their defining characteristics, and we briefly
investigate the value of the semantic web as a source of data about actual relationships.
Extant work on ontology engineering in the social space focuses on ontologies for the
semantic web. FOAF (Brickley and Miller, 2010) is an ontology for persons, social groups,
their resources and their relationships. It is implemented as an RDF vocabulary, RDF be-
ing the canonical format for ontology data on the semantic web. FOAF only specifies a
single relationship type, awareness of a person. RELATIONSHIP (Davis and Vitiello Jr, 2010)
extends FOAF by providing a range of additional relationship types. Another extension,
MeNowDocument (De Gan, 2004), is mainly concerned with temporally variable properties
of individuals (“status updates”), but also proposes some relationship-specific properties for
describing the nature of intimate relationships and the emotional valence towards a per-
son. Trust networks can be considered as special cases of social networks. Golbeck et al.
(2003) develop an ontology for expressing trust in social networks, specifically addressing
interoperability with FOAF. Mika and Gangemi (2004) discuss how further concepts from
the social sciences could be integrated into FOAF. Jung and Euzenat (2007) demonstrate the
multi-layered reasoning that is enabled by ontologically formalized social networks.

A number of studies give an account of the use of FOAF on the public-facing web at dif-
ferent points in time. Paolillo and Wright (2004) analyze 33 542 RDF documents containing
FOAF elements. They find that almost 92% of documents originate from LiveJournal, the
first major adopter of the standard. LiveJournal is primarily a blogging service, but it also
includes basic social network functionality like user profiles and explicit relationships be-
tween users. Similarly, Ding et al. (2005) report on the prevalence of FOAF and perform basic
social network analysis. In a preliminary study from 2010, we revisit the usage of FOAF by
LiveJournal. Our study is smaller in scale, based on data from only 1000 users, but, via com-
parison to the earlier results, allows us to track the development of FOAF usage over time.
An RDF property either describes an object or asserts a relationship between two objects.
Table 2.2 gives the frequency of five properties relative to the number of “Person” objects.
The chosen properties occur in the datasets of at least two studies and contain actual per-
sonal information, rather than meta-data related to the user account. Note that Paolillo and
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Table 2.2: Relative frequency of selected FOAF properties per “Person” object

property Paolillo and Wright (2004) Ding et al. (2005) 2010

interest 122.9% 168.0% 54.3%
knows 96.7% 95.0% 98.7%
dateOfBirth 3.0% 4.6%  0.4%
homepage 1.8% N/A  0.6%
name 0.7% N/A 1.3%

Wright do not provide separate statistics for LiveJournal and other data sources.

Obviously, the observed usage of FOAF is to a large degree the result of the involvement
of LiveJournal. As the service provider, LiveJournal decides how users may express them-
selves in their user profile, what information has to be provided mandatorily at the time of
registration, and what is ultimately publicized in RDF format. Still, the frequency of FOAF
properties reflects to some extent what information is generally considered acceptable to
share. While forming explicit connections with others, as represented by property “knows”,
has been constantly popular, there appears to be a general trend of reducing the disclosure
of personal information. Ding et al. (2005) compare the property usage of LiveJournal to
other sources of RDF data, and do not find a substantial qualitative difference. While the
ranking of the most frequent properties differs, the focus is always on basic personal data
and explicit social ties. Little data is available on the dissemination of extensions to FOAF.
A study of Finin et al. (2005) briefly mentions “spouseOf” from RELATIONSHIP as one of 512
properties that are used by 1% or fewer of the examined RDF documents.

These results raise new questions. An important use case of FOAF appears to be the
declaration of relationships, yet FOAF by itself only knows a single, general type of social
relationship. Richer ontologies of social relationships have been proposed, but failed to gain
traction. In order to better understand what users of online services expect from an ontol-
ogy of social relationships, we look at two studies that attempt to build such an ontology by
“crowdsourcing’, i.e., delegating the task to a community of laypeople. Liesenfeld (Liesen-
feld, 2009; Hauffa et al., 2011) points out that, like FOAF, most online social network services
are limited to a single relation that is often referred to as “friendship”, but usually conveys
a broader sense of acquaintance. While some services allow their users to organize their
friends in named lists, this typification is not made public. Given that adding a contact to
a specific list or group is comparable to assigning that contact to an ontological category,
Liesenfeld hypothesizes that collaborative tagging (Trant, 2009) could be used for bootstrap-
ping the vocabulary of an ontology.

A survey was conducted among users of Facebook, aiming to discover the language people
use to describe social relationships. Users were asked to assign tags to their contacts that
describe the relationship, i.e., name concepts that apply to the relationship. No constraints
were placed on the number or format of the tags. 88 participants provided a usable response.
52% were between 20 and 25 years old, 30% were between 25 and 30 years old, the remaining
18% were older. 88% of the participants tagged fewer than 50 relationships. In total, 5977

17



2 Characterizing Social Relationships

tags were assigned to 3045 relationships, an average of 4.3 tags per relationship. 24% of
the assigned tags are unique, which Liesenfeld attributes to spelling errors and the use of
synonyms. We interpret the frequency of a tag as an indicator of the consensus among the
participants about the utility or relevance of the tag for the description of relationships.

Table 2.3: Tags most frequently used by survey participants (Liesenfeld, 2009; Hauffa et al., 2011)

tag frequency characteristics

friend 57 emotional intensity

friend of friend 31 emotional intensity, social network distance
family 28 biological relation

acquaintance 25 emotional intensity

good friend 24 emotional intensity

best friend 21 emotional intensity

childhood friend 18 emotional intensity, continuity of relationship
colleague 16 social group

school 16 social group

cousin 14 biological relation

university 14  social group

fun 12 personal characteristics, shared activity?
partying 12  shared activity

high school 11 social group

like 11 emotional valence

neighbor 11 geographical distance, social group

dislike 10 emotional valence

fellow student 10 social group

high school friend 10 emotional intensity, social group

old friend 10 emotional intensity, continuity of relationship

The tags used by the survey participants, listed in table 2.3, describe different aspects
of social relationships. For example, the tags “acquaintance”, “friend”, “good friend”, and
“best friend” differ mostly in terms of emotional intensity. The presence of both “like” and
“dislike” suggests that the pair is to be understood as a statement about emotional valence.
Other tags name a shared activity that defines the relationship, such as “partying”, or a bio-
logical relation (“cousin”). Of special interest is the high number of tags that do not pertain
to the relationship at all, and instead name characteristics of the person (“fun”, although
this tag could also refer to a shared activity of “having fun”) or a social circle (“university”).
Liesenfeld also observed less frequently used tags that represent a person’s function or role
in a relationship, e.g., “babysitter”, and resources obtained through a relationship (“infor-
mation”). She further notes that two people rarely use the exact same tags to describe their
relationship, which implies that a relationship is rarely perceived symmetrically.

Participants frequently characterize their relationships in an indirect way: Grouping re-
lationships by shared activities or social circles suggests homogeneity with respect to some
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attribute, which is not always stated explicitly. One would have to analyze these groups to
determine whether, for example, “university” refers to a specific type of relationship or dif-
ferent types of relationship that are enacted in the context of student life. Furthermore, the
descriptions obtained by tagging are nuanced with regard to certain aspects (e.g., compare
“childhood friend”, “friend”, and “good friend”), but superficial otherwise. Certain concepts,
such as trust, are not represented at all, even though they are known to be directly relevant
to the conceptualization of relationships (Golbeck et al., 2003). User-defined tags meet the
users’ needs of granularity and information disclosure, but do not provide insight into all
aspects of the nature of relationships.

Huston and Levinger (1978) report on an earlier experiment on the classification of social
relationships, where participants were tasked with identifying the nature of a relationship
by asking a series of yes-or-no questions. About 95% of the questions were concerned with
what Huston and Levinger call “general dimensions of relationship”: kinship, emotional in-
volvement, gender, age, and content of interaction. There is noticeable overlap between the
way participants of Liesenfeld’s study describe their relationships and the way participants
of Huston and Levinger’s study elicit information about the relationships of others. In both
studies, the behavior of participants may be affected by a societal consensus on what kind
of information about a relationship is acceptable to be disclosed in public.

Bossert (Bossert, 2010; Hauffa et al.,, 2011) quotes an observation by Hinde (1997), which
points towards a different explanation for the results of the two experiments: “[...] whilst we
may manage our relationships with moderate success, we are not always adept at pinpoint-
ing their special characteristics, describing them to others, or generalizing about them?” The
reason for the difficulty of describing a relationship may be rooted in its nature as a dynamic
construct that arises from communication. The character of a relationship manifests in the
use of language, most noticeably and directly in the choice of honorifics and forms of ad-
dress. However, Argyle (1969), as cited by Bossert (2010) and Hauffa et al. (2011), claims that
non-verbal communication is essential for conveying information about emotional aspects
of a relationship, since verbal language is optimized for the exchange of factual information.
The pervasiveness of emoticons and emoji in electronic communication is an indicator for
the necessity of a non-verbal communication channel. Argyle (1975), as cited by Bossert
(2010) and Hauffa et al. (2011), states that non-verbal communication can be perceived with-
out “full conscious awareness”, therefore it is possible that certain aspects of a relationship
are not perceived in a fully conscious way either. Watzlawick et al. (1967), as cited by Bossert
(2010) and Hauffa et al. (2011), state that a healthy relationship is defined by its participants
without full awareness, while conscious effort is required to agree on a definition of a prob-
lematic relationship.

Furthermore, defining a relationship, regardless of whether it happens in private, as the
result of internal deliberation, or as a public declaration, may have an effect on the rela-
tionship. For example, assigning a relationship to a category has the side effect of invoking
all stereotypes, social norms, etc., which are associated with that category. McCall (1988)
conceives of the type or class of a relationship as the result of a public negotiation with the
social environment: once person a asserts to be in a dyadic relationship of a particular class
with b, others assess to what extent the relationship “measure[s] up against the standards
set forth in the cultural blueprints”, which in turn may cause a and/or b to either justify
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or adapt their behavior. The social environment may even be limited to the dyad itself: a
proposes a relationship definition and b disagrees. Limited public disclosure may reflect an
unwillingness to enter this negotiation process.

Bossert (Bossert, 2010; Hauffa et al., 2011) conducted follow-up interviews with 10 par-
ticipants of Liesenfeld’s survey. All interviewees see a risk in disclosing information about
their relationships and consider it potentially harmful to their relationships. 80% are only
willing to provide “superficial information”. Many participants were personally acquainted
with the interviewer, but only 60% would have provided more information to an entirely
unfamiliar interviewer. 30% found it easy to describe their relationships, but only provided
a coarse description on the level of the tags listed by Liesenfeld when asked for a demonstra-
tion. 50% would have preferred to describe relationships in their native language instead of
English, because they felt the need to use a specific vocabulary for expressing fine distinc-
tions. 80% would prefer to select from a list of predefined tags, but are generally aware that
the choice of available tags might influence their expression. Some participants believe that
explicitly and publicly describing social relationships puts them at a disadvantage, while
some state they would perceive the necessity of keeping a public description up to date as
a burden. Bossert concludes that even if someone has arrived at a conscious definition of a
relationship, he or she may not be willing or able to express it in an accurate and detailed
way.

In summary, we can identify three possible reasons for the difficulty of accurately describ-
ing a relationship:

1. Unawareness of certain aspects of a relationship that are not perceived consciously,
and a lack of vocabulary to describe these aspects;

2. unwillingness to consciously define a relationship out of fear of changing it;

3. adesire for privacy or respect for the privacy of others, driven by a societal consensus
on how to talk about relationships.

2.1.3 Affiliations, Tags, and Social Objects

Social scientists have long held that social structure does not arise from dyadic, interpersonal
relationships alone. In addition to the relationships among a set of actors, their membership
in “overlapping subsets such as voluntary associations, ethnic groups, action sets, and quasi-
groups” (Foster and Seidman, 1982, as cited by Wasserman and Faust, 1994) contributes to
what we perceive as higher-level social organization. The associations between actors and
social groups can be represented by an affiliation network, which is a bipartite (or, equiva-
lently, bimodal) graph. The vertices of a bipartite graph can be partitioned into two types of
entities (modes), in this case actors and groups, and edges must connect entities of different
types. Entities of the same type are linked by co-occurrence, that is, by having at least one
common neighbor of the other type. The co-occurrences can be made explicit: Given the ad-
jacency matrix A of a bipartite graph, the products AAT and AT A induce two edge-weighted,
simple graphs, which are called projections of the bipartite graph. Edges in the projections
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correspond to co-occurrences in the original affiliation graph. Projecting an affiliation net-
work yields a graph of actors linked by co-membership, weighted by the number of common
groups, and a graph of groups linked by overlapping sets of members.

These two graphs have intuitively appealing interpretations. Joint participation in group
activities strongly indicates that two actors are either already acquainted or a relationship
will eventually develop, so the first graph can be seen as a “potential social network”. Over-
lap between groups enables transmission of information and coordination, and indicates
similarity of the groups in purpose, values, and norms (Wasserman and Faust, 1994, pp.
293). In addition to group membership (You et al., 2015), two phenomena that can be mod-
eled with affiliation networks are collaboration (Newman, 2001) and event attendance (Fos-
ter and Seidman, 1984, as cited by Wasserman and Faust, 1994). It can be argued that these
are special cases of group membership, so the projections of their affiliation networks admit
analogous interpretations. Newman and Park (2003) approach the analysis of social struc-
ture from the opposite direction. They observe that social network graphs differ from other
types of network graphs in the sign of their degree correlation, and hypothesize that the
positive correlation (assortativity: nodes prefer to attach to other nodes of similar degree)
found in social networks is the consequence of a particular latent structure: An observable
social network is the projection of an unobservable bimodal graph of actors and their com-
munities. On that premise, graph clustering and community finding can be seen as attempts
to recover the original affiliation network.

Considering the evidence for the presence of a connection between social structure and
group membership, it stands to reason that a social relationship between two actors can
be characterized in terms of their common group affiliations, either observed or inferred.
However, the number of common affiliations is only meaningful in relation to the individual
number of affiliations of the two actors. In order to compare two relationships, their co-
membership counts have to be normalized. For similar reasons, the identity of common
groups is not directly useful as the basis of a qualitative representation of a relationship. The
fact that two people are, or are not, co-members of a group is only meaningful within the
subset of actors that can — at least potentially — be members of that group. The potential
group members are usually homogenous with respect to some attribute, which depends
strongly on the group’s nature and purpose, e.g., geographical closeness (a neighborhood
sports club), distance in the social network (a circle of friends), or political stance. Additional
information about the groups is necessary to make relationship descriptions derived from
group co-membership comparable. The projected network of groups provides information
about their similarity, but overlap in membership is not always a good indicator of similarity:
Consider the case of a city that hosts two football clubs. Players, staff, and fans are almost
dichotomously divided, yet, conceptually, the two clubs are more similar to each other than
to other sports associations.

Explicit and reasonably complete information about group membership is rarely found
in social media trace data, so we look at mechanisms for tagging shared resources as an
alternative source of information about social relationships. Social tagging jointly creates
an implicit social network and a common language to describe the relationships within that
network. To understand how this works, one first has to understand in what sense tagging
can be a collaborative process. Generally speaking, tags are words or short phrases that
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are assigned to larger pieces of information as meta-data. A tag associates an entity with
a category, thereby facilitating its retrieval. Tags are closely related to keywords, which
have been a popular means of organizing resources even before the advent of electronic
databases. In a database system, keywords and tags enable textual search for resources that
are non-textual in nature or for which full-text indexing is not feasible. They also enable
serendipitous discovery by browsing related resources, grouped by category. There are no
generally accepted definitions that would cleanly separate tagging and keyword assignment,
and the terms are frequently used interchangeably. Arguably, the main difference between
keywords and tags is that keywords are applied to public resources to make them findable
by others, while tags are used for the personal organization of resources. People assign tags
that describe a resource from their own point of view, using language that feels appropriate
to themselves, but when choosing keywords, they try to anticipate the information need and
language use of others. Tags and keywords may contain information that cannot be directly
obtained from the resources themselves.

The idea of tagging as a collaborative effort was first popularized by Delicious (also known
as “del.icio.us”), a now-defunct service for sharing bookmarks, i.e., the titles and URLSs of web
pages. Users could assign tags to their bookmarks, and browse the bookmarks uploaded by
themselves and others by tag. Since a bookmark is uniquely identified by its URL, the tag
sets of different users can be merged, and the union of all tag sets that have been applied to
bookmark can be seen as a collaborative description (Golder and Huberman, 2006). Marlow
et al. (2006) compare a number of web-based services that let users apply tags to shared
resources, and find that they differ substantially in the degree and nature of collaboration
that is directly supported by the service. For example, users of the photo sharing service
Flickr can selectively allow others to tag their photos. A currently popular online service that
focuses on social tagging is Pinterest, where users can create “boards”, themed collections
of images found on the web, and browse the boards of others. Through a process called “re-
pinning”, users can adopt images from other boards, thereby placing them in new contexts.

On Twitter, an online platform for short-form public discourse (see section 3.1 for a de-
tailed description), tagging has taken on a new role. As the popularity of Twitter grew,
users were looking for ways to have continued conversations within the limitations of the
medium. Inserting hashtags, keywords prefixed with the ‘# sign, into messages (“tweets”)
emerged as the generally accepted mechanism of associating them with a particular topic
or an ongoing discussion (Huang et al., 2010). Twitter subsequently began to index tweets
by their hashtags, and continuously reports on “trending” hashtags that currently receive
attention. A hashtag-based search feature lets users browse recent, topically related tweets.
Hashtags blur the line between meta-data and content. Since they are part of the message
itself, they are not only relevant for indexing and retrieval; their use also constitutes a com-
municative act. On a basic level, a hashtag is simply a statement or claim of association with
a topic, but Daer et al. (2014) identify several “metacommunicative uses” like self disclosure,
providing additional context, or expressing support for a cause. Bruns and Burgess (2011)
observe that, especially in political discussions, hashtags tend to create discursive spaces,
where people “deliberately engag[e] with one another”. Other social networking services,
most notably Facebook, have since adopted hashtags and provide related functionality that
is inspired by Twitter (Daer et al., 2014).
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Arguably, any system for the tagging of public resources, even if it does not directly al-
low for collaboration, implicitly creates a feedback loop (Zhang et al., 2006): By applying
a tag, the tagged resource is placed in the context of other resources bearing that tag. The
user can then decide whether the chosen tag fits and should remain as is, the tag should
be changed, or additional tags should be applied. The outcome of this decision has the po-
tential to influence subsequent taggers in their decisions. This mechanism gives rise to a
community-filtered vocabulary that represents shared concepts and shared norms of talk-
ing about these concepts. The term “folksonomy” has been applied to these vocabularies to
emphasize their emergence from the actions of a collective of laypeople, which sets them
apart from ontologies constructed by domain experts (Mathes, 2004). Evidence for emergent
conventions can also be found in earlier work on the extraction of keywords from academic
writing: According to Frank et al. (1999, ch. 3.1), a term that frequently occurs within a
document is more likely to be in the set of author-assigned keywords of that document if it
frequently occurs as an author-assigned keyword of other documents from the same domain.

Mika (2005) formalizes the act of tagging by expressing it as a triple (a,t,r) with a €
A,t € T,r € R, which are the sets of actors, tags, and resources, respectively. The set of
observed triples O can be expressed as a hypergraph with vertices V.= AU T U R and
edges E = {{a,t,r} | (a,t,r) € O}. Marlow et al. (2006) have independently proposed an
equivalent representation as a bipartite multigraph of actors and resources with tag-labeled
edges. Mika describes a scheme for decomposing the hypergraph into three bipartite graphs
with weighted, regular edges. The graph G4t of actors and tags is defined by vertices Var =
AUT, edges Ear = {(a,t) | Ir e R: {a,t,r} € E}, and a weight function war : Ea7 — N
so that Ve = (a,t) € Ear : war(e) = [{r : {a,t,r} € E}|. The graph Gy of tags and
resources and the graph G4 of actors and resources are defined analogously. By projection
of the three bipartite graphs, one obtains a total of six co-occurrence graphs. The graphs
of tags that are used by the same actors and tags that are applied to the same resources
contain the semantics that emerge from the actions of the community. In a case study of
Delicious, Mika finds that the latter graph better reflects the actual conceptual relationships
between the tags, while the former is a better indicator of the concepts that the community
is interested in.

Just like tag co-occurrence indicates a conceptual relationship, actor co-occurrence may
point towards the presence of a social relationship. There is evidence that tagging behavior
is, to some extent, determined by the social environment (Rae et al., 2010). However, in
contrast to the group membership setting discussed earlier, it is difficult to argue that actor
co-occurrence in a virtual space corresponds to a high probability of mutual awareness and
interaction. By intersecting the projection with an independently created social network
graph, purely hypothetical edges can be eliminated. As before, the number of common tags
or resources can, after appropriate normalization, serve as a numeric characterization of the
relationship. The tags themselves, in conjunction with their semantic networks, are now
useful as qualitative descriptors of the relationship, because they originate from a globally
agreed-upon vocabulary.

Building affiliation networks or hypergraphs requires specific kinds of information. Af-
filiation networks require some notion of group membership, which can either be explicit
or inferred from patterns in observed interactions. For example, repeated interaction of
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multiple actors with a common object indicates collaboration, while an increased volume
of interactions at a particular time and place indicates a social event. Tagging graphs are
built from observations of discrete and uniquely identifiable labels being attached to public
resources. Knorr Cetina’s theory of objectualization (1997) may provide a direction for the
generalization of these two approaches, so that they can be applied to a more general class
of observed social interactions. Knorr Cetina argues that in modern society, objects simulta-
neously “displace human beings as relationship partners” and “increasingly mediate human
relationships”. These objects are “knowledge objects”, characterized by being perpetually
unfinished, incomplete, or unavailable, and therefore thought-provoking. An example for
such an object is a scientific theory, which is repeatedly falsified by observations of real-
ity, and subsequently reformulated to be consistent with these observations, but can never
claim to fully explain observable reality. Knorr Cetina describes multiple ways in which
person-object relationships resemble interpersonal relationships, but also notes that objects
can act as focal points for the formation of interpersonal relationships. In parallel to com-
munities and traditions, “objects may play a significant role in constituting such contexts
[of belonging]”, and therefore may be instrumental in “bringing about [social] integration”
(Knorr Cetina, 1997).

In a frequently cited blog post, Engestrom (2005) re-interprets Knorr Cetina’s theory and
applies it to online social networking services. Engestrom claims that social relationships
are necessarily mediated by shared social objects, which resemble the knowledge objects of
Knorr Cetina. Social networks should therefore be understood as bipartite graphs of actors
and social objects. Despite their structural equivalence to affiliation networks, there is an
important difference in interpretation. A social group may or may not have an explicitly
stated purpose, but it is always implicitly defined by its members. The opposite is true for
social objects: the object is what brings people together, and membership in the resulting
group is purely incidental. It follows that a social relationship can be meaningfully charac-
terized by the social objects on which it is founded. Social objects as described by Engestrom
constitute a useful generalization of social groups in the bipartite affiliation model, and re-
sources in the tripartite tagging model, but the underlying theory offers no guidance on how
to identify the social objects that led to the formation of a particular relationship. Consider-
ing that social objects manifest in — and become observable through — digital artifacts that
are shared and discussed on online platforms, extant empirical research on bipartite graphs
of actors and different types of artifacts may point us towards salient social objects, for ex-
ample, musical genres (Lambiotte and Ausloos, 2005), celebrities (Lim and Datta, 2012), or
Twitter hashtags and the discussions that surround them (Bruns and Burgess, 2011).

2.1.4 Social Context

A fairly recent development in the social sciences is the understanding that relationships are
dynamic and highly context-dependent constructs. Allan (2006) describes the role of con-
text as follows: “[R]elationships do not occur in isolation, they are structured and framed
at least in part by the broader contexts under which they develop, flourish, and eventually
end” As an example of how social and cultural context affects people’s perception of re-
lationships, consider how the meaning of friendship changes in different contexts: Argyle
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and Henderson (1985) note that members of the British working class tend to avoid using
the term “friend”, even when describing informal relationships with emotional investment.
They also find differences in how men and women enact friendship: Women value intimacy,
self-disclosure, and social support, while men prefer shared activities. Duck et al. (1997) ex-
pand on this example to point out how discrete relationship types, which are usually highly
idealized and temporally static, are inadequate for expressing the nature of a relationship:

“[R]esearchers typically determine a priori the nature of a relevant relationship
based on social norms associated with relational labels, and so it is assumed by
definition that friendship will exclude sexual activity. [...] The social label that
is ascribed to a relationship in part preordains a listener’s expectations about the
processes and sets limits to its features or to its ‘fuzziness’ by establishing a proto-

type.”

Generally speaking, the context of a relationship is formed by other relationships (Allan,
2006), including those of neighboring actors in the social network graph, and those that
make up the higher-level social structures in which the relationship is embedded. SNA pro-
vides tools for the characterization of individual nodes in the context of a network graph, but
offers little to learn about the role or function of individual edges: community finding char-
acterizes nodes by their membership in densely connected subgraphs, block models identify
groups of nodes that are similar in their connections to others, various centrality measures
capture different aspects of a node’s connectedness, but edge labels or weights are usually
derived from external information. Constructing a line graph, where the role of nodes and
edges is reversed, allows us to apply each of the aforementioned methods to the characteri-
zation of edges (Evans and Lambiotte, 2009). In a line graph, the edges of the original graph
are represented by nodes and two nodes are connected if their corresponding edges in the
original graph share an endpoint. While the utility of this approach has been demonstrated
for community finding, further research is needed to determine if other methods of SNA can
be meaningfully applied to line graphs.

Van Dijk (2008), building upon a range of concepts from cognitive and social psychol-
ogy (Ginsburg, 1988), conceives of social context as a property of social situations, which
he loosely defines as spatiotemporally separated environments in which dyadic or group
interaction takes place. The situation includes everything that is objectively observable,
relevant to the interaction, and temporally situated before or during the interaction. Con-
versely, the context is an individual mental construct of each participant, representing his
or her subjective perception and assessment of the situation. The context can be pictured as
a series of concentric circles around the situation. The circle closest to the center contains
the immediate sensual perception of the situation. With increasing distance to the center,
the information in the circles becomes less specific to the situation, shifting from percep-
tion to knowledge gained by means of generalization, abstraction, and decontextualization.
For example, context may incrementally generalize from information about time, place, and
participants of a situation to the intentions, goals, and social roles of the participants, and
finally, to general societal norms and values.

If one “unfolds” a relationship into a temporal sequence of situations involving the two
actors, each actor’s context contains an individual representation of the relationship that
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evolves with each new situation. The main mechanism behind the temporal evolution of
contexts is the influence of context on language use. Since the communicative content of
a social situation in turn affects the context of future situations, there is feedback between
context and language, which manifests in dynamic, constantly updated contexts. Contex-
tual information is rarely explicitly verbalized, but rather “signaled” via verbal (Ervin-Tripp,
1996) or non-verbal (Ambady and Rosenthal, 1992) cues, or “indexed”, that is, implicitly ex-
pressed by reference to shared knowledge or experiences. Inferring an actor’s subjective
perception of a situation from language use is possible, as demonstrated by the successful
applications of sentiment analysis and opinion mining (Pang and Lee, 2008).

A fundamental function of context models is judging the appropriateness of actions in a
given situation, thus enabling the production of appropriate language. In consequence, it is
possible to make inferences about a person’s individual sense of appropriateness from his
or her behavior: if person a says x, the context of a must be such that x is true or the act of
saying x is otherwise appropriate. The consequences of a’s action, i.e., the reactions of the
other participants, provide feedback to a: if there is conflict, the contexts of a and the other
participants must differ in a meaningful way. It is therefore possible to learn, by observation,
about the shared conceptualization of appropriateness that characterizes the relationship.

The duality of context as observable reality (the “situation” of van Dijk) and mental partic-
ipant construct is reflected by the different approaches to modeling social context in the field
of social computing. One way of learning about the context of social interaction is inference
about an actor’s unobservable mental state from behavioral cues. Vinciarelli et al. (2009) use
the term social signal processing (SSP) to refer to the automated detection and analysis of the
behavioral cues people display in their interactions with others. A behavioral cue may carry
meaning on its own (e.g., a facial expression of anger) or may be part of a temporal sequence
of cues that possibly involves multiple actors (e.g., two people who turn towards each other,
then smile) and has to be understood as a whole. Vinciarelli et al. list the following main
categories of behavioral cues: physical appearance, gesture and posture, facial expression
and gaze, vocal behavior (including prosody, turn taking, vocal outbursts, and silence), and
the relative orientation and distance of multiple actors. A single unit of information about
“feelings, mental state, [and] personality” (Vinciarelli et al., 2009), expressed via behavioral
cues, is called a social signal. Social signals typically convey information about the mental
state of individual actors, but some, like turn-taking and congruence of posture, directly
describe an interaction.

SSP is limited to non-verbal cues, and is therefore framed as a joint problem of computer
vision and the processing of audio and biometrical signals. It is hypothesized that most non-
verbal cues are processed unconsciously, as opposed to verbal messages, which are filtered
by additional cognitive processes (Vinciarelli et al., 2009). Social signals therefore have a
more immediate effect on the perception of social situations, and can be said to contribute to
the context of verbal communication. SSP research has long been focused on the analysis of
“offline” social situations involving in-person interaction, but is increasingly being applied to
mediated forms of interaction (Vinciarelli and Pentland, 2015). The medium of choice might
either limit the range of applicable behavioral cues (e.g., to audio in the case of telephony) or
necessitate a complete replacement (text messaging). For example, emoticons and avatars
can be seen as “attempt[s] to transfer the social signals typical of face-to-face interactions
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to the virtual world” (Vinciarelli and Pentland, 2015). Some online platforms invent new
signals, such as “liking”, others are successful even without specific affordances for social
signaling. For example, uploading or sharing a picture acts as a non-verbal social signal
with a communicative intent that is related to impression management, that is, influencing
others’ perception of oneself (Vinciarelli and Pentland, 2015). There is reason to believe that,
independent of the medium of interaction, the information conveyed by social signals helps
the recipient to understand the social situation.

Another way of learning about the context of social interaction is explicitly gathering in-
formation related to human social behavior, either actively, using sensors, or passively, by
analysis of trace data. If we define the context of a dyadic relationship in the most basic way,
as the set of socially close “co-relationships”, we can learn about this set by reconstructing,
from trace data, the different implicit and explicit social networks the two actors are mem-
bers of. Matsuo et al. (2006a) discuss how to reconstruct social networks from trace data
that is publicly available on the web, and how to merge them into a unified view. Following
the lead of Van Dijk, a social relationship can be understood as a sequence of interactions,
each embedded in an observable social situation. Sensors can provide information about
these situations. A sensor can be a dedicated piece of hardware carried by an actor, a sta-
tionary measuring device, or a network of such devices. Modern mobile phones usually
contain an array of sensors that can be queried by applications, including GPS geo-location,
accelerometer, microphone, and camera, so they are popular platforms for data acquisition.
In the following, we look at two large-scale studies that collect a broad range of contextual
data about people’s social behavior, and mainly use mobile phones as sensing devices.

The “Reality Mining” study (Eagle and Pentland, 2006) was the first attempt at gathering
social context data using mobile phones. The researchers collected proximity (Bluetooth
signal strength of other participants’ devices) and location data (GPS), interaction data (call
records), and application usage statistics from 100 participants. They find that the combi-
nation of different kinds of sensor data directly yields insights about the nature of social
relationships: Simple time-stamped proximity data already allows to distinguish office ac-
quaintances and friends by considering whether they usually interact inside or outside of
working hours, and including geo-location data further increases the accuracy of classifica-
tion. Building upon this study, the “Friends and Family” study (Aharony et al., 2011) involved
the collection data from 130 participants. In addition to the measurements of the earlier
study, cell tower and WLAN signal strength were measured for purposes of geo-location, ac-
celerometer and compass readings were collected, the monitored communication activities
also included text messages, and information about files stored on the device was collected.
Participants could, on a voluntary basis, submit receipts and credit card statements, allow
monitoring of their activity on Facebook, and complete personality tests and daily surveys
designed to measure “mood, stress, sleep, productivity, and socialization” (Aharony et al.,
2011). The collected data was used in an interventional study on the effects of encouraging
physical exercise. In both studies, the collected data allows the reconstruction of various
densely connected social networks, including self-reported networks of acquaintances and
implicit networks of interaction online, by phone, or face-to-face.

The “Copenhagen Networks Study” (Stopczynski et al., 2014) was motivated by the mul-
tiplexity of communication channels in everyday life. In the course of its largest iteration
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in 2013, data was collected from around 1000 participants. The application deployed to the
participants’ mobile phones was the same as in the “Friends and Family” study, so the mea-
surements obtained from the phones are the same as well. In addition, the participants had
to complete surveys on personality traits, physical and mental well-being, and their social
environment, and were required to consent to monitoring of their Facebook activity. Quali-
tative data was provided by an anthropological field study, which involved the observation
of a randomly selected group of about 60 participants by a researcher, who was embedded
in the group. By comparing the communication activity in three implicit networks (face-to-
face, phone calls, text messages) at different times of day, the researchers are able to classify
relationships according to which communication patterns are considered acceptable, e.g.,
meeting after work or on weekends, calling or texting late at night, or a general preference
for one communication channel. Sekara et al. (2016) find that the high-resolution, longitu-
dinal proximity data from this study facilitates the detection of social groups, enabling the
identification of groups that are invisible to community detection in static social networks.

The analysis of rich sensor data points towards previously unexplored sources of infor-
mation for the characterization of social relationships, mainly the multiplexity of commu-
nication channels and spatio-temporal patterns of interaction. However, this kind of data
is difficult to obtain due to technical complexity and privacy concerns, as reflected by the
low number of participants of the mentioned studies. Stopczynski et al. (2014) note that in
“big data” studies of call detail records or tweets, participant counts on the order of 10° to
10 are not uncommon, while “creating larger [observational] studies, in terms of number
of participants, duration, channels observed, or resolution, is becoming expensive using the
current approach”. To solve this problem, Lukowicz et al. (2012) call for an opportunistic
system design: instead of sensors that are “purposefully deployed to satisfy the data needs”,
one should “exploit devices that just ‘happen’ to be in the environment.” Stopczynski et al.
similarly propose the opportunistic usage of data that is already being collected by SNS,
media sharing platforms, fitness trackers, etc.

In summary, SSP and the use of sensor data complement each other: the former approach
enables inference about the internal state of actors, while the other captures the observ-
able parts of the social context. While there is consensus that context is important for the
interpretation of social behavior, further research is needed to understand how longitudi-
nal observations of social behavior, supported by rich context, can be distilled into simpler
characterizations of social relationships.

2.2 Content-based Characterization

Orthogonal to the question of how to describe or represent a relationship is the question
of where to obtain the information from which such a representation is constructed. As
stated at the beginning of this chapter, our work on the characterization of relationships
is motivated by the increasing availability of different types of communication trace data,
which can be broadly divided into meta-data and content. Due to the inherent complexity of
the semantic analysis of unstructured text, many existing studies that work with trace data
only make use of meta-data, which is readily available in structured or semi-structured form,
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or restrict the analysis of textual content to the extraction of linguistically shallow features.
Using communication meta-data as the primary source of information places emphasis on
the act of communication, while treating its content as ancillary. An example is the linear
model of tie strength of Facebook users, developed by Gilbert and Karahalios (2009), which
contains 74 independent variables, 35% of which correspond to features extracted from the
unstructured text of wall posts and personal messages. The features are the frequencies of
words from particular semantic classes (e.g., emotionally positive, work-related) in the text.
The communicative content is therefore effectively reduced to the degree of its association
with a number of hand-picked classes. In this section, we investigate if more efficient use
can be made of the communicative content.

From the perspective of the social sciences, “communication is the central process giving
shape to relationships” (Sillars and Vangelisti, 2006) via the principle of reflexivity: “com-
munication both creates structure and is constrained by it” (Sillars and Vangelisti, 2006).
This leads Parks (1997) to conclude that “[t]he information or content that flows through
the network structure is, of course, at least as important as the structure itself” Sillars and
Vangelisti (2006) identify two patterns of reflexive interaction between relationship and com-
munication: On the surface, the style of communication reflects an agreement among the
participants about the type of relationship they are in. For example, research of Goldsmith
and Baxter (1996), as cited by Sillars and Vangelisti (2006), has shown that different types
of relationships can be distinguished by the occurrence of certain speech events, such as
small talk in more causal relationships and gossip in closer relationships. On a deeper level,
the definition of a relationship is subject to a constantly ongoing process of negotiation.
Watzlawick et al. (1967), as cited by Sillars and Vangelisti (2006), claims that every commu-
nicative act, verbal or non-verbal, has a literal meaning, but at the same time constitutes
a proposition about the nature of the relationship. The proposition is either accepted by
the other participant, or challenged by means of a counter-proposition. This negotiation is
usually hidden in non-verbal and the subtext of verbal communication, and we are limited
to observing the result, that is, the agreed-upon relationship definition, in terms of its effect
on the communicative behavior. We may assume that the nature of a relationship not only
affects the form of communication, but also its content, including, but not limited to the
range of appropriate conversation topics, which lends some theoretical justification to the
word class features used by Gilbert and Karahalios.

All of the previously discussed approaches to the characterization of social relationships
suffer, to varying degrees, from a combination of two problems: bias in self-reports and
self-presentation, and the need to reconcile the subjective viewpoints of the participants in
a relationship. A number of social processes disincentivize people from honestly and accu-
rately communicating their assessments of their relationships. Even if we assume that the
true sentiment can somehow be inferred from observable behavior, it is still an individual
perspective on a dyadic social construct, and therefore insufficient for its characterization.
To address these issues, we propose a representation of social relationships that is based
solely on the content of verbal communication. Pentland (2008), as cited by Vinciarelli and
Pentland (2015), describes non-verbal social signals as “honest”, because they are produced
without conscious awareness and therefore do not undergo the same mental filtering as con-
scious communicative acts. We hypothesize that the aggregated content of communication,
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in other words, the subjects, topics, or themes of a conversation, are honest for the exact
opposite reason: they have passed the filters of both participants and represent their con-
sensus on “what the relationship is about”. This honesty is bought by limiting the scope of
analysis to surface-level characteristics of the relationship.

We explore the viability of simple, content-based characterizations of social relationships.
One of the most basic forms of content-based characterization is the extraction of keywords
from communication trace data. We begin by surveying existing applications of keyword
extraction to communication artifacts in section 2.2.1. As discussed earlier, there are two
main use cases for the characterization of relationships. One is condensing a large amount
of observational data into a concise representation that is accessible to the human analyst.
In section 2.2.2, we let human judges evaluate the interpretability of keyword-based char-
acterizations. The other use case is providing an intermediate representation, on which
higher-level computational analysis can be performed. A minimum requirement for com-
putational interpretability is that, within the chosen representation, relationships are mu-
tually comparable. In section 2.2.3 we discuss to what extent this is true for keyword-based
representations of social relationships, and how topic modeling can improve computational
interpretability without sacrificing human interpretability.

2.2.1 Keyword Extraction

Due to its technical simplicity, we use keyword extraction as a starting point for the develop-
ment of a content-based characterization. In order to understand how keyword extraction
can be applied to communication artifacts, we first review the basic principles. The task
of summarizing one or more documents by selecting the most relevant words is known as
keyword extraction. By formulating keyword extraction as a machine learning task, one
can choose from supervised and unsupervised methods. Since the definition of relevance is
domain specific, supervised learning in this setting requires a training corpus of messages,
in which all keywords relevant to the relationship have been manually identified. However,
reports on the construction of corpora annotated according to similarly subjective criteria,
e.g., the MPQA opinion corpus (Wiebe et al., 2005), indicate potential problems with annota-
tor agreement. To attain a reasonable level of agreement, a thorough definition of keyword
relevance in the context of social relationships is necessary. Such a definition would have
to be grounded in sociological theory, empirically validated, and formulated in a way that is
comprehensible to the annotators. To the best of our knowledge, such a definition does not
yet exist, so we limit the scope of this survey to unsupervised methods.

The unsupervised extraction of keywords from a document is a two step process: First,
a set of candidate terms (single words or n-grams) is constructed from the content of the
document. In a simple keyword extraction system, this might be the set of unique nouns as
identified by a part-of-speech tagger. Then, a saliency score is computed for each candidate.
The assessment of saliency is usually treated as a domain neutral problem, although there is
evidence that domain adaptation can improve performance (Frank et al., 1999; Hulth et al,,
2001). Two basic methods of scoring are tf-idf, which is the ratio of the term frequency within
the document (#f) and the proportion of documents from a larger collection that contain the
term (document frequency, df), and residual idf, which compares the document frequency
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of a term to the frequency predicted by a simple probabilistic model, usually a Poisson dis-
tribution. In idf-based scoring, the collection of documents serves as an implicit definition
of term relevance. Tf-idf rewards terms that are specific to the document, i.e., terms that
are frequent in the document under consideration, but rare in the other documents of the
collection. The intuition behind residual idf is that the document frequencies of relevant
and non-relevant terms follow different distributions (Manning and Schiitze, 1999). Various
methods of scoring have been proposed for the single document setting, where the docu-
ment frequency is not available. An example is TextRank (Mihalcea and Tarau, 2004), which
is described in detail later. Terms are ranked by saliency and discarded if their rank or their
score is below a chosen threshold. The remaining terms constitute the keywords of the
document.

Since each word (or, equivalently, n-gram) is treated as an independent entity, which
is known as the “bag-of-words” assumption, the resulting set of keywords is invariant to
the order of words in the text. Under the bag-of-words assumption, keyword extraction is
similar to dimensionality reduction: Given a vocabulary of n distinct words, a document
can be expressed as an n-dimensional vector of word counts. The union of keywords of the
documents in a collection induces a new, lower dimensional space, where a document is
represented as a binary vector that only encodes the presence or absence of a word in the
document’s keyword set.

Within this framework, we can obtain lower-dimensional representations of social re-
lationships by aggregating the communication artifacts associated with each relationship
into separate documents, and performing keyword extraction on the resulting collection.
The use of idf-based scoring implies that keyword relevance is determined by comparing
language use in one relationship to a broad social context formed by the other relationships.
This keyword-based characterization neither has a direct sociological interpretation, nor is it
built on a mathematically principled way of dimensionality reduction. Still, the popularity of
“tag clouds” in social media indicates that sets of keywords can be effectively visualized and
are considered meaningful by humans. Finding relevant keywords that describe a relation-
ship covers the middle ground between supervised learning of a few well-defined concepts
(e.g., "professional" and "personal’, as seen in section 2.1.2) and unsupervised clustering,
which yields arbitrary natured, unlabeled clusters.

The idea of attaching keywords to social relationships has already been explored in a se-
ries of studies: Matsuo et al. (2006b) present a system for finding and quantifying arbitrary
relationships between individuals on the Web. The system estimates relationship strength
from the number of results of specially crafted queries to a web search engine. Mori et al.
(2007) extend this system to perform web searches for the actor’s names and annotate the
relationships with highly ranked keywords from the search results. The keywords are used
for clustering the social relationships, and the clusters are evaluated against a manually la-
beled reference dataset. A related, earlier study by Mori et al. (2004) applies similar methods
to augment FOAF descriptions of persons and their relationships with keywords. The earlier
study does not evaluate the keywords beyond basic visual inspection, while the later study
uses the standard information retrieval metrics precision and recall. Our study complements
those of Mori et al. by having human judges perform a subjective assessment of the quality
of whole keyword sets.
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2.2.2 User Study on the Utility of Keyword-based Characterization

Based on the earlier discussion, we formulate the following research question: It is possible
to extract a set of keywords from communication artifacts that is considered a good repre-
sentation of the associated social relationship by a human observer? The intuition is that,
given enough data, a pattern of keywords specific to the relationship will emerge from the
background noise of words with mostly conversational function. We apply a keyword ex-
traction system to textual messages exchanged between users of the social network service
Facebook. The goal is to find a set of keywords which a human observer would describe
as “accurately characterizing the relationship”. Evaluation is carried out via a Facebook ap-
plication that analyses private messages and obtains user feedback on the quality of the
extracted keywords.

In order to obtain a representative sample of interpersonal communication, a large amount
of messages has to be collected. We use the social network service Facebook (see section 3.2
for a detailed description) as a data source, because it is known for a large user base and net-
work effects (“viral marketing”). Facebook offers an API that allows third-party developers
to integrate their applications into the user interface and access user profile data as far as
permitted by an individual user’s privacy settings. The Facebook application developed for
this study performs three distinct tasks: The private messages sent and received by a user
are collected via the API, a set of keywords is extracted from the collected messages for each
sender-recipient pair, and finally the user is asked to provide an assessment of the quality
of the keywords.

The “Talk Doctor” application is designed as a virtual advisor that provides the user with
communication statistics as an incentive to use the application and recommend it to other
users. Like the underlying keyword extraction system, the user interface is bilingual (Ger-
man and English). The language is chosen according to the user profile settings. After
launching the application, the first screen describes the setting of the survey: “Imagine
you're trying to represent the relationship between two people by a few keywords” The
following screen lists the user’s contacts by name, sorted by message count to emphasize
the most salient contacts. When the user selects a contact, keyword extraction is performed
on the messages exchanged between the user and the chosen contact. Finally, the screen
shown in figure 2.1 appears, visualizing three sets of keywords generated by different scor-
ing algorithms. We chose to generate 20 keywords for each contact to keep the visualization
simple and not to overly strain the attention span of the participant. Keywords are displayed
in order of their relevance score, which is also reflected by the font size. By clicking a key-
word, the user can view it in the context of the messages in which it occurs. Keywords
deemed completely irrelevant can be removed. Located below each set of keywords is a
slider for rating the quality of the set on a scale from 0 to 100. The slider’s handle is a smiley
face that changes its expression while being moved. A rating of 100 means that each of the
keywords contributes to an accurate representation of the content of the relationship. Lower
values indicate a higher proportion of unrelated keywords or a generally lower quality of
representation. Using terms of information retrieval, this assessment is closer in meaning to
precision than to recall. We are more interested in how well the extracted keywords describe
the relationship than in how comprehensively they cover its different facets, since we expect
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that most relationships can only be partially observed through online communication.

Talk Doctor
. s Posts 4+ I =
[ 3512 Words 852 [
| 26.5% Contribution of all dialogues 33.7%

Below you see three boxes with recommended Keywords. To get better i want you to delete
nonsense or unimportant words (click on the words to see where they occur or to delete a word).
Please rank all of those boxes with the Smiley Sliders afterwards and submit your vote. The
importance of a Keyword is reflected by its size and color, please consider that also for your vote.

Keywords #3

Please rank the Keywords above: Bad 4@; Good

Acceptability: 60

Please note that neither your words nor your messages will be saved ! SUBMIT

Figure 2.1: The keyword assessment screen

At the time of data acquisition, Facebook provided both long-form, delayed messaging,
comparable to e-mail, and real-time chatting. Even though the API offers access to both com-
munication systems, chat messages are ignored due to their conceptually different nature.
For the purpose of keyword extraction, all messages of a user pair (the account owner and
the chosen alter) are aggregated into one document. The reference corpus for computing
tf-idf is constructed by aggregating all other messages of the account owner into separate
documents by user pair. Incoming and outgoing messages are collected without distinction,
so the extracted keywords are associated with an undirected relationship edge. Messages
with more than one recipient are discarded, to ensure that all processed messages are equally
significant for the relationship. If the number of suitable messages is insufficient, the user is
notified and asked to choose another contact.

Measures are taken to protect the participants’ privacy: Facebook requires that each ap-
plication that wants to access private messages is submitted for review and whitelisting.
When installing the application, the user has to explicitly grant access to private messages.
All communication between the application server and Facebook takes place over TLS en-
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crypted channels. The “Talk Doctor” application does not retain copies of the messages after
processing, and the extracted keywords are encoded by a MD5 one-way hash function be-
fore being stored. The hashes are used in place of the original words in all further processing
and evaluation. While the hashing is crucial for preserving privacy, it also limits our ability
to evaluate and visualize the results.

The initial set of participants was recruited from the acquaintances of the organizers of
the study (Hauffa et al., 2012) and by advertising on university noticeboards and topically
appropriate Internet discussion boards. Participants were requested to publicize the appli-
cation among their Facebook contacts. This amounts to an accidental sampling scheme. As
an incentive for participation, all participants were entered in a raffle for a portable media
player.

Implementation of Keyword Extraction

The process of unsupervised keyword extraction can be divided into four steps:

1. Preprocessing: Tokenization and any per-token processing, e.g., part-of-speech tag-
ging, that is required by the later steps.

2. Candidate Selection: Statistically or linguistically motivated filtering to limit the set of
candidates to words with a high prior probability of being relevant.

3. Scoring and Ranking: Assignment of a numerical rating to the candidates, removal of
low-ranked words from the candidate set.

4. Keyphrase Formulation: Identification of multi-word expressions composed of highly
ranked words.

Although a number of implementations of state-of-the-art keyword extraction systems
are freely available, we decided to re-implement three algorithms from Hasan and Ng’s sur-
vey (2010) to be able to adapt each part of the resulting system to the domain of online
social interaction. A small number of preliminary experiments were conducted on data
from individual relationships, with the purpose of tuning the system’s implicit and explicit
parameters. The strategy was to start off with a language- and domain-neutral keyword
scoring algorithm and add pre- and post-processing steps as required. In these experiments,
straightforward implementations of the keyword extraction algorithms without any further
processing performed poorly, and did not produce results that were interpretable in the con-
text of social interaction. Linguistically motivated, and thus language-dependent, pre- and
post-processing noticeably improved performance.

Language identification is a requirement for any further linguistic processing. Before any
actual processing takes place, all messages not in English or German language are discarded
by an n-gram based language classifier. The complexity of implementation rises with the
number of languages to be supported, so we restrict the system to the languages most likely
to be used by the participants. For each language, a separate 3-gram classifier was trained
on the Europarl corpus (Koehn, 2005). Tokenization and part-of-speech (PoS) tagging are
performed using the Stanford PoS tagger (Toutanova et al., 2003). PoS tags are used for
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candidate selection and as a means of word sense disambiguation. Gimpel et al. (2011) find
that the Stanford PoS tagger, being trained on newswire text, performs worse when applied
to Twitter messages. We experience a loss in performance consistent with the results of
Gimpel et al., which can be attributed to stylistic features not present in the training corpus,
mainly words containing punctuation characters (e.g., e-mail addresses) and emoticons.

Candidate selection is performed by a sequence of three filters: A PoS tag filter discards
all words that are neither nouns nor adjectives, motivated by the results of Mihalcea and
Tarau (2004). A stop word filter discards words that are known to be of little relevance.
We augment the stop word lists of the KEA project (Jones and Paynter, 2001) with domain
specific vocabulary, such as abbreviations commonly found in social media text. Informal
online communication often contains unique spelling variants of stop words that would re-
ceive an inappropriately high score by idf weighting. To deal with these variants, the stop
word filter accepts regular expressions, which are especially useful for filtering out elon-
gated words and words where letters have been substituted with digits of similar shape. For
example, (1|L)*(o|010)*(1|L)" matches variants of “lol” (“laughing out loud”). Finally,
a set of heuristics discards very long words (> 30 characters), words with a ratio of length
to number of unique letters that exceeds a threshold of three, and words containing punc-
tuation characters commonly used as part of emoticons. The remaining candidate words
are reduced to their word stems via the Snowball library (Snowball developers, n.d.), which
contains an implementation of Porter’s algorithm for English and comparable algorithms
for other languages. From this point on, two words are considered equal if their word stems
and PoS tags are the same. The original word forms are kept for displaying the word to the
user.

Three methods of keyword scoring are being compared: tf-idf, TextRank (Mihalcea and
Tarau, 2004), and a custom variant of TextRank that operates on directed graphs. TextRank is
an application of PageRank to a graph constructed by treating words as vertices and adding
an edge between two words if they co-occur within a specified distance (“window size”). As
social media text frequently contains non-standard punctuation, we deviate from the orig-
inal algorithm by adding edges between co-occurring words even if they are separated by
punctuation characters. TextRank is applied to an undirected and unweighted graph con-
structed with a window size of two. The damping factor is set to 0.85 and the convergence
threshold is 107°. We also test a variant of TextRank that operates on a directed graph gener-
ated according to the rules set forth by Litvak et al. (2011). Directed edges are added between
words that occur in direct succession. For both graph-based methods the maximum number
of iterations is set to 100 to place an upper bound on processing time.

For the computation of #f-idf, we define the inverse document frequency (idf) of a word
w in a non-standard way as log(D/(1 + df,,)). The document frequency df,, is the num-
ber of individual messages, before aggregation into documents of the reference corpus, that
contain the word at least once, while D is the number of documents in the reference corpus.
This adaption of the idf formulation is due to the observation that making df,, grow more
slowly produced better keywords. The graph-based methods of scoring do not use the idf
weighting scheme, so preliminary experiments were performed to test the utility of an idf-
like heuristic adjustment of word scores as an additional post-processing step: If the ratio
of document frequency to word length exceeds a threshold of three, the score is lowered.
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This heuristic penalizes short words that occur frequently in the whole corpus. Unexpect-
edly, it consistently improved the perceived keyword quality, even in conjunction with tf-idf
scoring, so the heuristic is also used in the main experiments.

Some concepts cannot be appropriately represented by a single word, e.g., place names
like “New York City”. Therefore, in a final processing step, words that are adjacent in the
original document are combined into an n-gram keyword (keyphrase) if certain conditions
are met. First, a list of all sequences of candidate words that occur in the messages is com-
plied. The score of a sequence is the harmonic mean of the scores of the constituent words.
Using the harmonic mean ensures that keyphrases are only constructed from words that
are good keywords on their own, which effectively penalizes longer phrases. From the list
of keywords ranked by score, the n highest ranked words are chosen as a representation of
the set of exchanged messages and therefore of the relationship as a whole. Multi-word ex-
pressions are displayed as they occur in the original message. Word stems that correspond
to multiple different word forms in the original messages are represented by the word form
with the lowest Levenshtein distance to the stem.

Systems for keyword extraction are usually evaluated by comparing the set of extracted
keywords to a manually compiled reference set in terms of precision and recall. However,
Turney (2003) remarks that a particular document might be represented equally well by more
than one set of keywords, and recommends having the output of the system rated by human
judges. This recommendation is consistent with the results of Jones and Paynter (2001), who
find a statistically significant agreement on the quality of keywords between different human
assessors. Barker and Cornacchia (2000) attribute this effect to keyword coherence: “Judges
did not prefer keyphrase sets based simply on the individual keyphrases they contained. A
set of keyphrases is somehow more than the sum of its individual keyphrases.” Furthermore,
as discussed in section 2.1.2, generating an appropriate set of reference keywords is likely
to be difficult: An individual’s assessment of a relationship tends to be subjective, so people
asked to come up with labels for a relationship will focus on functional aspects rather than
conversation topics, e.g., emotional intensity (“good friend”, “best friend”). For these reasons,
the system is evaluated by presenting the participants with the results of different methods
of keyword extraction and asking them to rate the quality of each set of keywords on a
numeric scale.

Results

Data was collected over a period of approximately 2.5 months. During that period, 98 Face-
book users installed the application, and 71 users actually submitted usable data. Assess-
ments were submitted for 275 relationships. The average number of messages associated
with a relationship is 20, with an average number of 36 words per message. There is a strong
linear correlation between the volume of sent and received messages per relationship, with
Pearson’s correlation coefficient p = 0.92 for the number of messages and p = 0.90 for the
word count. This is evidence for reciprocal messaging behavior on Facebook.

We separately analyze the individual assessments and the means of all assessments sub-
mitted by one user, to visualize the effect of per-user preferences. The main results are
summarized in table 2.4, which lists mean and standard deviation of the assessments for
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Table 2.4: Human quality assessment of the keyword extraction system (in percent of a perfect score;
Hauffa et al., 2014)

TextRank  TextRank tf-idf
(undirected) (directed)

avg. per relationship 72.43% 67.76% 72.07%
avg. per user 69.86% 65.20% 69.73%
std.dev. per relationship  19.88 20.13 21.56
std.dev. per user 17.51 18.04 20.18

each method of keyword scoring. Figures 2.2 and 2.3 show the distribution of assessments
for each method of keyword scoring. In the box plot below the histogram, the whiskers
correspond to the 1.5 interquartile range (IQR).

Participants were encouraged to delete keywords they consider to be completely irrel-
evant. 46 users, 65% of the participants, made use of the facility for removing irrelevant
keywords at least once, removing 2.8 keywords on average. As expected, there is a con-
sistently negative correlation between the quality assessment and the number of removed
keywords. Comparing the set of words that had their score lowered by the additional idf-
based heuristic to the set of words deleted by more than one user, we find an overlap of 45%
for the German language. Results for English are not representative due to a lack of data.
No meaningful correlation exists between the assessment of a relationship and the length of
the conversation (word or message count).

The results of the keyword quality assessment are encouraging and show potential for fur-
ther development. An average quality assessment around 70%, regardless of the algorithm
used, indicates that the participants did indeed see value in the selection and presentation of
keywords. The frequent deletion of irrelevant keywords indicates that there is still potential
for improvement. The distribution of assessments is bimodal: each algorithm produces a
small group of keyword sets that are rated noticeably worse than average. While the most
highly rated keyword sets of all three algorithms come from the same set of relationships,
this is not true at the lower end. Each algorithm has its own “problem cases”, for which it
generates low-quality keywords, while the other algorithms perform better. Overall, undi-
rected TextRank performs best, but due to the small differences in average performance, the
low sample size, and the observation that each algorithm has problems with a different sub-
set of the data, it is not possible to definitely recommend one algorithm over the others. The
average per-user assessments show a broad consensus, but a small set of people, different
for each algorithm, consistently give low assessments. There appear to be a few cases of
distinct personal preference against the results of a particular algorithm.

2.2.3 From Keywords to Topics

Given the evidence that keywords extracted from the communication of two individuals
convey information about their relationship to human readers, we ask if keywords are also
suitable as an intermediate representation for further computational processing. Keyword
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Figure 2.3: Histograms of the human assessments of keyword sets, per-user average

extraction suffers from a problem known as the vocabulary gap (Liu et al., 2012), which refers
to a situation where terms that would be appropriate keywords do not occur in the document
itself. This problem appears to be highly domain specific: Turney (1999) performs keyword
extraction on an e-mail corpus and finds that on average 97.9% of keywords proposed by
human annotators occur in the text, compared to 65.3% for a corpus of web pages. The
vocabulary gap is indicative of a larger issue, a divergence between the vocabulary used
within a document and the vocabulary that is used when talking about the document and
its contents. Studies on free-form tagging of web resources (Li et al., 2008) have shown that
users prefer a smaller number of high-level abstractions over a complete coverage of all
concepts as they occur in the document.

The divergence of content and keywords poses a much bigger problem to the computer
than it does to the human analyst. In the user study, if the human judges perceived the key-
word sets as accurate representations of their relationships, this is because they were able
to interpret the keywords using their knowledge about their relationships and the world
in general. Except when working with a small, controlled vocabulary, algorithmically ex-
tracted keywords are unlikely to match up exactly with the manually assigned keywords, so
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that information about semantic similarity from an external source is required to evaluate
the degree of overlap of the two sets. The availability of semantic information is an impor-
tant requirement for the automated analysis of keyword sets, and therefore, for their utility
as an intermediate representation. This information can come from general-purpose seman-
tic databases like WordNet (Miller, 1995), but also from word co-occurrence networks that
represent the latent semantic content of a document collection, as discussed in section 2.1.3.
WordNet is the product of manual curation, and therefore highly accurate. Latent seman-
tics provide domain- and context-specific information that would be difficult to impossible
to obtain elsewhere, but by definition cannot place the documents in a broader semantic
context.

Another problem is that, as demonstrated in the user study, the basic keyword extraction
algorithms require domain-specific tuning to produce acceptable results when applied to
Facebook communication artifacts, and the results are not necessarily transferable to other
computer aided communication settings, even ones that are similar in concept. This problem
is exacerbated by the introduction of linguistic processing steps, which require training and
customization for each language that is to be supported. None of the keyword scoring meth-
ods discussed earlier are part of a framework that would allow for controlled domain adap-
tion and tuning. As an example for the possibilities and limitations of domain adaptation,
we briefly examine the adaptability of tf-idf, a method of keyword scoring that performed
well in the user study.

Robertson (2004) reviews the literature and finds that while tf-idf was originally devel-
oped as a heuristic for choosing words with maximal discriminative power in a setting where
a particular document is to be identified among others, the idf formula also occurs as a spe-
cial case of multiple methods for relevance-based ranking of documents when no external
relevance information is available. Even though tf-idf is part of a larger methodological
framework, this does not provide us with guidance on how to adapt tf-idf to our use case.
The only tunable parameter, and therefore the only way of incorporating additional informa-
tion into the computation of the tf-idf score, is the composition of the document collection.
Since the collection implicitly defines what is relevant, the goals of keyword extraction from
a document can be adjusted by placing the document in different contexts. For instance, the
social network structure could be incorporated into the keyword extraction as follows: Un-
der the hypothesis that tightly connected groups of enthusiasts tend to be focused on a
particular subject matter that is much less relevant to outsiders, one could identify commu-
nities in the social network and compare word scores within and outside these communities
to recover some information on semantic relatedness.

At this point, our proposed system for the characterization of social relationships involves
three distinct processing steps that so far have been treated as independent: keyword ex-
traction, construction of a shared vector space of relationships, and defining a measure of
similarity that makes use of latent and/or external semantic information. Is it possible to per-
form these three steps jointly, and in a mathematically principled way that leaves room for
further domain adaptation? We are looking for a low-dimensional representation of textual
content that retains the interpretability of keyword sets, but also facilitates comparison in
terms of semantic similarity. In the following, we compare three methods for representing
documents in a lower-dimensional semantic space built from latent semantic information
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provided by word co-occurrence, and evaluate their suitability for the task at hand. Figure
2.4 provides an overview on the different methods.

Under the bag-of-words assumption, a document that contains terms from a vocabulary
of size W can be expressed as a W-dimensional vector of term frequencies, and a collection
of documents with indices 1...M as a W X M matrix A. This document-term matrix A
can either be interpreted as a representation of documents in a high-dimensional vector
space, or, in analogy to affiliation networks (see section 2.1.3), as the adjacency matrix of a
weighted, bimodal graph. Its unimodal projections AT A and AAT represent the relatedness
of documents and terms, respectively. Latent semantic indexing (LSL; also known as latent
semantic analysis, LSA) is a method for dimensionality reduction of vector space models of
text (Deerwester et al., 1990). By means of singular value decomposition (SVD), A can be
expressed as the product UXV7T, where U is the W x m matrix of left-singular vectors, V the
M X m matrix of right-singular vectors, and ¥ the m X m diagonal matrix of singular values,
with m = min {W, M}. The columns of U and V are linearly independent and therefore
can be interpreted as latent factors or distinct “artificial concepts” (Deerwester et al., 1990),
and the rows as per-document and per-term factor weights, indicating to what degree a
document or term is associated with each factor. Conversely, a factor is characterized by the
terms and documents it is strongly associated with. In this way, documents and terms are
represented in a common, m-dimensional vector space.

Each singular value is associated with a particular column or factor, and can be under-
stood as the contribution of the factor to explaining the data, but also as its importance for
accurately reconstructing the original matrix A. It is possible to show that the best approxi-
mation, in a least-squares sense, of A with a rank of K < m can be obtained by setting all but
the largest K singular values to zero. Equivalently, one can construct submatrices Uk, Vg,
and Xk by removing the corresponding columns from U and V, and the corresponding rows
and columns from ¥, to obtain the approximation A ~ Ax = UxX KVKT . The dimensionality
of the vector space into which documents and terms are embedded can thus be arbitrarily
reduced, as shown in the first row of figure 2.4. The notions of document and term similar-
ity represented by the projections AT A and AAT can be approximately recovered from the
truncated singular vectors. Since ATA ~ AﬁAK = VKZiVI? , the similarity of documents i
and j is approximated by the dot product of the i-th and j-th row of the matrix VxXg. A
formula for the similarity of terms can be derived analogously.

LSI creates a lower-dimensional “semantic space”, in which the distance between two
documents is low if they are similar to each other, with similarity being defined by term
co-occurrence. Like keyword extraction, LSI can be applied to the analysis of social relation-
ships by aggregating the communication artifacts of the relationships into documents and
performing LSI on the resulting collection. The main issue with LSI-based vector represen-
tations is that their components express positive or negative association with the different
factors, which are expected to correspond to semantic concepts, but the nature of these con-
cepts is opaque. Deerwester et al. (1990) acknowledge that the factors are not amenable to
interpretation or verbal description. Xu et al. (2003) attribute this to two differences between
the factors of LSI and human understanding of concepts: First, a factor can be negatively
associated with certain terms, which contradicts the intuitively appealing notion that com-
bining basic concepts to form more complex concepts is a purely additive process. Second,
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Figure 2.4: Three methods for the representation of text documents in a low-dimensional seman-
tic vector space and their interpretation as matrix factorization, probabilistic graphical
model, or both, if equivalent (adapted from Deerwester et al., 1990 and Blei et al., 2003)
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SVD forces factors to be perfectly linearly independent, while concepts may overlap. There-
fore, by moving from keyword extraction to LSI, we gain a data-driven notion of semantic
similarity, but reduce human interpretability.

Non-negative matrix factorization (NMF) addresses both of these interpretability con-
cerns. NMF is a method for directly computing a lower-rank approximation of a matrix
by factorization, with the constraint that the elements of the resulting matrices are non-
negative (Xu et al, 2003). For a given K, the document-term matrix A is approximately
decomposed into a W x K matrix U and a M x K matrix V so that ||[A — UVT|| is minimal.
Since the elements of the two matrices are non-negative, and normalization can be achieved
by multiplication with an appropriate diagonal scaling matrix (Gaussier and Goutte, 2005),
the representations of documents and terms have a probabilistic interpretation: a docu-
ment is represented by a categorical distribution over the K factors, while the factors can be
viewed as categorical distributions over the vocabulary. The conditional probability p(z|d)
of a factor z contributing to document d and the conditional probability p(y|z) of observing
a word y given a factor z form a categorical mixed-membership model (Airoldi et al., 2014)
that describes the relationship between a document and its words. This relationship can be
expressed as a generative process (Hofmann, 2001): Assume, without loss of generality, that
we want to generate M documents with an expected length of N.

1. For each of M - N words:
a) Select a document d with probability p(d).
b) Choose a factor z with probability p(z|d).
c) Generate a word y with probability p(y|z).

This model is known as probabilistic LSI (pLSIL, sometimes pLSA; Hofmann, 2001). NMF
and pLSI are equivalent in the sense that a factorization that minimizes the Kullback-Leibler
(KL) divergence to the original matrix can be transformed into maximum likelihood pa-
rameters of the mixed-membership model and vice versa (Gaussier and Goutte, 2005). The
second row of figure 2.4 compares NMF to the graph structure of the pLSI model in plate
notation. Per convention, filled circles correspond to observed variables, hollow circles to la-
tent variables, and arrows indicate conditional dependency, so that, conversely, the absence
of an arrow can be understood as an independence assumption of the model (Buntine, 1994).
The rectangular “plates” are a shorthand notation for repeated structures, with the number
of instantiations given in the lower right corner. An arrow that crosses a plate boundary
connects the outside node to each instantiation of the inside node.

The class of models that represent documents as probability distributions over a discrete
set of factors or concepts, which are in turn distributions over a vocabulary, has come to be
known as probabilistic topic models. The discrete factors are called topics, as they are close
to the human conceptualization of topics of discourse. The interpretability of topic mod-
els has been empirically confirmed by a large-scale user study of Chang et al. (2009b), who
conclude that “[h]umans appreciate the semantic coherence of topics and can associate the
same documents with a topic that a topic model does” Generally, topical representations
of documents are at least as expressive as keyword sets, considering that a set of plausible
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keywords can be obtained by repeated sampling from the document-topic and topic-word
distribution. To determine the semantic similarity of two document-topic distributions, any
similarity measure for probability distributions can be used, e.g., KL divergence and its sym-
metrized variants.

Latent Dirichlet allocation (LDA) is a fully Bayesian variant of pLSI that explicitly mod-
els the document-topic and topic-word distributions as latent variables with Dirichlet priors
(Blei et al., 2003). By setting the parameters of these prior distributions appropriately, the
sparsity of the latent variables can be promoted. Sparsity is usually considered a desirable
property; for example, highly sparse topics, which assign a probability of zero to most words,
represent cleanly delineated concepts that are easier to visualize and interpret. The maxi-
mum a posteriori parameter estimate of an LDA model with uniform priors, which have no
effect on sparsity, is equivalent to pLSI (Girolami and Kaban, 2003). An arguably highly im-
portant contribution of LDA is that it showcases the power of directed graphical models for
unsupervised learning from unstructured text, while featuring “generative stories” and plate
diagrams as a mathematically rigorous, but accessible language for expressing the model as-
sumptions. This has sparked expansive research on special-purpose topic models, some of
which are discussed in the survey of Blei (2012).

One can see that LDA-based topic modeling meets all of the initially stated requirements:
it jointly represents documents in a low-dimensional vector space and offers a measure of
semantic similarity, its vector-space representations are at least as interpretable as keyword
sets, and it is part of a mathematical framework that allows for principled extension and
adaptation. When applied to the characterization of social relationships, it also enjoys all
the general advantages of content-based analysis: the representation is built from directly
observable communicative behavior, and the topics of conversation reflect the participants’
consensus on the nature of the relationship.

In order to build a complete system for the analysis of communication on social media, it
is necessary to understand the differences between the popular online social platforms and
the forms of communication they offer. Therefore, the next chapter is devoted to a detailed
exploration of three platforms, the acquisition of communication data from these platforms,
and a descriptive analysis of that data. In chapter 4, we return to topic modeling, describe
the technical details of LDA, and discuss how topic models need to be adapted to account
for the peculiarities of social media data. One question remains: Does a representation of
social relationships that is considered accurate by humans also improve the performance
of a social computing system? The study of social influence in chapters 5 and following
internally uses a topical representation of communication data, and therefore can be viewed
as an extrinsic evaluation of topic modeling as a means of content-based characterization.
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The software systems for collecting data from Twitter and Facebook and for processing collec-
tions of e-mail were initially designed and developed in the context of the master’s theses of
Benjamin Koster (2013), Florian Hartl (2013), and Shruthi Padma (2014), as well as the bach-
elor’s theses of Gregor Semmler (2013), Matthias Wadlinger-Kéhler (2015), and Felix Sonntag
(2015). The graph-structural analysis of the datasets in section 3.6.2 expands upon the bachelor’s
theses of Sizhe Huang (2014) and Bernhard Schneider (2014). The analysis of temporal interac-
tion patterns in section 3.5.2 expands upon the bachelor’s thesis of Matti Lorenzen (2015), and
the results have been previously published at the 5th International Workshop on Social Media
World Sensors (Hauffa and Groh, 2019). All of the aforementioned theses were jointly supervised
by Jan Hauffa and Georg Groh. Verbatim and near verbatim quotations from prior publications
(Hauffa et al., 2012, 2014, 2016, 2019; Hauffa and Groh, 2019) are highlighted in gray.

The goals of this thesis are twofold: One one hand, we want to learn about the nature of
social relationships from textual artifacts of communication. On the other hand, we want
to show that the knowledge thus acquired is useful by applying it to the detection of social
influence effects in online communication. This joint task requires longitudinal, observa-
tional data of computer-mediated communication. It has been theorized, and subsequently
demonstrated via large-scale empirical studies (Eagle and Pentland, 2006; Stopczynski et al.,
2014), that human everyday communicative behavior is multiplex in that it is spread across
multiple communication channels, traditional and modern alike. It is therefore important
not to limit our prospective experiments to a single communication medium, but to make
an attempt to replicate our findings across a wide range of different media, to ensure that
we learn about general properties of online communication rather than the effects of a par-
ticular medium’s design.

Here, and in the remainder of this work, we use the term social platform to refer to all
kinds of online services that enable social behavior. This includes traditional services for
computer-mediated communication, social networking services, and social media in general.
A social networking service (SNS) is defined as any social platform that lets users publicly
and explicitly declare their social relationships, thus creating a social network. An SNS that
has characteristics of traditional mass media, for example, a focus on the dissemination of
user-generated and external content, is often referred to as a social medium. Finally, there
are many systems for computer-mediated communication that do not offer any SNS-like
functionality, but still make up an important part of people’s online social behavior: e-mail,
instant messengers, web-based discussion boards, chat systems, and many others.

According to Flanagin (2017), the rise of SNS and social media has created a new form of
communication that blurs the lines between traditional interpersonal communication and
mass media. For example, due to viral distribution on social networks, a message may reach
an audience of a size that was formerly reserved to newspapers and television, but in ex-
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change the original author has to relinquish all control over the presentation and inter-
pretation of the message. An argument can be made that mass media, social media, and
interpersonal communication on- and offline are not distinct concepts, but are situated in
a continuous space of communication processes. We therefore feel justified in gathering
communication data from a diverse range of platforms, traditional and modern alike, and
subjecting them to the same experiments.

To be useful for our experiments, a set of online communication data has to meet a number
of requirements:

1. Accessibility

a) Communication needs to be observable under reasonable conditions. These con-
ditions include the monetary expenses and the effort required to obtain the data
and transform it into a useful representation, but also the ethical acceptability
of accessing the data in the first place, and the ethical and legal implications of
sharing it with other researchers for the sake of reproducibility.

b) While the platforms from which data is obtained should be chosen with diver-
sity in mind, the resulting datasets need to be comparable. Therefore, the chosen
platforms should all occupy the same “communicative niche” as defined by the
attributes “synchronicity” and “privacy” of Herring’s classification of CMC sys-
tems (2007). We focus on platforms where the dominant mode of communication
is public, asynchronous (non-realtime) textual messaging.

c) Observations should to be available in sufficient volume, so that our ability to
perform inference is not inhibited by a low sample size.

2. Data quality

a) In the face of social platforms that report hundreds of millions of monthly active
users (Kemp, 2020), it is unreasonable to expect being able to obtain a complete
dataset of all activity on the platform, or even a representative — in the statistical
sense — sample. Instead, we aim for a sample of practically obtainable dimen-
sions, that adequately captures the behavior of at least a sub-group of the general
user base. The choice of sampling method has been demonstrated to have an ef-
fect on certain downstream tasks, such as the study of information diffusion (De
Choudhury et al., 2010). Social context is important for understanding social be-
havior, so random sampling of nodes or edges is clearly inappropriate. Instead,
the sample should be a connected subgraph, so that it forms a core-periphery
structure with respect to the entire graph.

The problem of choosing a sampling strategy that produces a suitable core is a
special case of boundary specification (Laumann et al., 1983). Ideally, the sample
should correspond to a social group or community that is active on the platform.
In practice, such groups are not cleanly delineated, and therefore difficult to iden-
tify, and the information required for doing so may not be available at the time
of data acquisition. For example, application of the Girvan-Newman algorithm
for community detection (Newman and Girvan, 2004) would require advance
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knowledge of the complete social network graph. We therefore substitute the
simpler requirement that the sample graph is at least as dense as the original.
If the original graph has a community structure, a dense sample captures more
inter- than intra-community edges. Our approach differs from what Leskovec
and Faloutsos (2006) call “scale-down sampling”: the objective of preserving lo-
cal structure takes precedence over preserving the global structural properties
of the original graph in the sample.

b) The observations should represent the full variety of the platform’s user base.
In particular, all forms of interaction supported by the platform should be ob-
servable, the content should not be restricted to a particular subject matter, and
observation should not be limited to users from a specific demographic group.

¢) An exception to the previous requirement is that communication should be lim-
ited to a single language, ideally one that is familiar to the researcher. This is
necessitated by the use of NLP methods in the experiments and the need for
manual inspection and interpretation of the results. Although topic modeling is
fundamentally language-agnostic, its performance can be noticeably improved
by language-specific preprocessing. This requirement has the side effect of pro-
moting homogeneity, particularly in regard to the geographical distribution of
actors.

d) Absence of systematic errors and a low rate of random error. Ideally, for each
actor, the full content of all communicative acts, together with all relevant meta-
data, which includes the pseudonymous identity of sender and recipients and a
timestamp, should be available in a clean, error-free, machine-readable form.

The first group of requirements mainly determines which social platforms are eligible
for data collection, while the second group has implications for the data acquisition process.
When acquiring data through an API or by means of web crawling, these requirements have
to be considered in the design of the acquisition process. When working with an existing
dataset (“found data”), one has to check whether all requirements are met and, if necessary,
perform appropriate post-processing. We choose to acquire data from Facebook and Twitter
as representatives of SNS and social media, and use two existing e-mail datasets as examples
of traditional computer-mediated communication. In the following sections, we describe
the social platforms, the data acquisition process, and the resulting datasets in detail. Social
platforms keep introducing new features and changing the presentation of content. In this
chapter, we describe the state of each platform at the time of data acquisition.

Since we intend to carry out experiments on the different datasets and compare the results,
we need to know the differences and similarities of the datasets and the platforms the data
was collected from. For that reason, this chapter goes beyond a mere technical description
of the data acquisition process. We describe the history and the social conventions of each
platform, carry out an explorative analysis of the temporal distribution of messages in each
dataset, and compare the social network graphs. A discussion of the platform-specific ethical
issues of the use of social media closes this chapter.
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Twitter & @Twitter - Sep 14, 2018 v
Tweet the meaning behind your Twitter handle. We'll start. We're Twitter.

O 19.6K 11 80.3K Q 378K O

jack @ v
" @jack
-~

Replying to @Twitter

And the meaning behind your name originally came
from a dictionary: short inconsequential bursts of
information; chirps from birds.

10:03 PM - Sep 14, 2018 from Kansas, USA - Twitter for iPhone

913 Retweets 216 Quote Tweets 8.2K Likes

Figure 3.1: A typical tweet: Jack Dorsey, co-founder of Twitter, replies to the Twitter public relations
team (Dorsey, 2018)

3.1 Twitter

Twitter (https://twitter.com) is both a minimalist social networking service and a platform
for public messaging. Users can present themselves with a profile, subscribe to others’ mes-
sages (“following”), broadcast size-limited messages (“tweets”) to their followers and the
general public, and forward (“retweet”) received messages to their followers. Mentioning
others by their screen name (“@-mention”) transforms a tweet, at least in intent, from a
broadcast to a directed message (Honeycutt and Herring, 2009), and enables direct inter-
action between users. One major difference between Twitter and other social media is the
former’s strict message size limit, which at the time of data collection restricted tweets to a
maximum of 140 characters (Unicode code points).

There is only one relation over the set of users, “a follows b”, whereby a subscribes to
messages sent by b. In contrast to most other SNS, following is asymmetric, and does not
require confirmation by the user being followed. The asymmetry is reflected in the notation
originally used by Twitter: If a is a follower of b, then b is a friend of a. Twitter has since
abandoned this notation (Stone, 2007) and uses the more symmetric pair “follower” and
“following” on its user interface (UI). Each user is provided with a personal news feed that
aggregates the messages sent by friends in chronological order. The news feed is the primary
way of being exposed to tweets, though tweets can also be embedded in websites, found
through keyword search, and selectively viewed by visiting the profile page of the sender.
Figure 3.1 shows a typical tweet'.

Twitter has a number of properties that make it desirable as a source of data: It is popular,
with 340 million active users per month, according to company information (Kemp, 2020).
While Twitter supports sending private messages, tweets are public by default, and can be

1 All screenshots were taken at the time of writing and may show functionality and design elements that were
not present at the time of data acquisition.
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retrieved via an REST API, which also provides access to user profile data (Twitter, Inc.,
n.d.d). Finally, Twitter is recognized as a medium of communication by the general public,
to the extent that the US Library of Congress has considered building an archive of tweets,
arguing that they reflect “today’s cultural norms, dialogue, trends and events” (Library of
Congress, 2013).

3.1.1 Data Acquisition

Communication data was retrieved from Twitter via version 1.1 of its public API” simulta-
neously by several clients, physically different machines reporting to a central server. The
iterative retrieval of data from an online source by visiting an entity, discovering connec-
tions to other entities, and repeating the process for a not yet visited entity is called crawl-
ing. To obtain a dense sample graph, we employ a snowball sampling strategy augmented by
computationally inexpensive heuristics: Both the follower network and the implicit commu-
nication network are crawled in a manner resembling non-exhaustive breadth-first search
(BFS). For each visited user, the names of followers and friends, as well as any other users
that are @-mentioned in the retrieved tweets, are sent to the server. The server appends all
users that have not been crawled yet to a queue, and assigns them in FIFO order to clients
asking for work. Due to the distributed crawling, users are not visited in exact BFS order.
For each visited user, all tweets sent between January 1, 2012, and the time of crawling are
retrieved. The last day of crawling was June 25, 2012. Tweets are retrieved in blocks of 200,
and requesting a retweet also returns the original tweet, so the resulting dataset contains
older tweets as well as tweets not authored by any of the visited users.

BFS grows the sample graph by adding nodes in order of increasing distance from the
starting node, and can be seen as a compromise between maximizing the density of the
sampled subgraph, and thus the number of sampled nodes with a complete neighborhood,
and obtaining an unbiased sample. It is known to produce sample graphs that do not share
all structural properties of the original, in particular due to a bias towards high-degree nodes
(Kurant et al., 2010), which correspond to Twitter users with a high number of friends and / or
followers. Alternatives that do not suffer from this bias, such as Metropolis-Hastings random
walks (Gjoka et al., 2011), produce much more sparse sample graphs and are therefore not
suitable for our purposes.

A well-connected (at least 100 tweets, 1000 friends, 1000 followers), English speaking
user was chosen arbitrarily as a starting point for crawling. Restrictions are imposed on the
crawling process to avoid atypical users: Spam accounts are expected to be reported and
deleted shortly after becoming active, so only users that have been registered for more than
10 days and have posted more than 10 tweets are crawled. We note that these heuristics are
very basic, compared to the features used by state-of-the art machine learning systems for
spam detection (e.g., Varol et al., 2017), so we must expect a certain amount of spam to pass
this filtering step. Any user who has fewer than 25000 followers and friends is considered
for future crawling. This arbitrary limit is intended to introduce a bias towards local explo-

2 Here, and in the following sections, we aim to give a high-level overview of the methods of data acquisition,
cleaning and pre-processing. For a more detailed account, the reader is referred to the source code (see section
1.1).
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ration and mitigate the effect of “hub” users, e.g., celebrities, who connect otherwise distant
parts of the network via unidirectional follower edges. If mutual awareness is unlikely, such
edges may not even exhibit the weak tie effects described by Granovetter (1973). To sim-
plify subsequent natural language processing steps (see section 4.2.1), users are excluded
from crawling if the language of their tweets cannot be confidently identified as English.

For each crawled user, we store the unique ID and the following values from the JSON
User object returned by the API (name of the corresponding key in parentheses): account
creation date (created_at), screen name (screen_name), number of followers (followers
_count), number of friends (friends_count), number of tweets sent (statuses_count).
In addition, we retrieve the IDs of all followers and friends. For each retrieved tweet, we store
its unique ID and the following values from the Tweet object (name of key in parentheses):
date of submission (created_at), text (text), ID of sender (user. id), ID and sender of the
original tweet, if it is a retweet (retweet_of_status_id, retweet_of_user_id), or ID
and sender of the parent tweet, if it is a reply (in_reply_to_status_id, in_reply_to_
user_id).

Crawling produced a longitudinal dataset of 358 342 users and 223 million tweets. It con-
tains activity between 2006 and July 2012. Since some of the following processing steps are
computationally expensive, the dataset is subsampled to the first 30 000 users in the order
of crawling. A development set of 2 500 users for parameter tuning is extracted in the same
way.

Content of Referenced Websites

Tweets are limited in size, but frequently reference external resources: about 40% of the col-
lected tweets contain a URL. We hypothesize that the analysis of tweets via topic modeling
can benefit from the auxiliary information provided by the referenced websites. To be able
to test this hypothesis, we collect the textual content of websites referenced by URLs found
in the 30 000 user subset on a best-effort basis. A concrete use case for this data is discussed
in section 4.2.2.

We begin by extracting URLs from the tweets. A regular expression is applied to the text of
each tweet to identify substrings that are syntactically valid URLs. A URL that occurs at the
end of a tweet may be truncated in a retweet, so the original tweet is preferred if available.
This process is not exhaustive. Neither does it identify all substrings that are valid URLs
according to RFC 3986 (Internet Engineering Task Force, 2005), which would incur a large
number of false positives, nor does it fully validate the identified URLs. In particular, we
require a URL to start with a scheme identifier associated with the HTTP(S) protocol and
do not check the validity of the top-level domain name. Since 2010, Twitter heuristically
detects URLs in tweets, even if the scheme is omitted, and replaces them with custom URLs
generated by its link shortening and monitoring service t.co, which redirects requests to
the original URLs (@SG, 2010). The replacement URL always includes the scheme, so we
expect our conservative approach to URL detection to be sufficient for the majority of tweets
in the dataset.

The collection of website content from a given URL can be divided into two processing
steps: First, the document that is referenced by the URL is retrieved. In a second step, the
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text body is separated from any HTML markup and miscellaneous text, e.g., navigational el-
ements. To retrieve the document, an HTTP GET request (Internet Engineering Task Force,
2014) is issued for the URL. The request header includes an Accept-Language field that is
set to indicate a preference for English language content. If the response is a redirection to a
different location (HT TP status codes 300-399), another GET request is issued for the new lo-
cation. Redirections are frequent: Even before Twitter began to automatically perform URL
shortening, external URL shortening services were in widespread use. If the status code of
the response indicates success (codes 200-299) and the MIME type specified in the response
header starts with “text”, the response body is subjected to content extraction. Textual con-
tent is extracted using the method of Kohlschiitter et al. (2010), implemented by its authors
in a Java library called “boilerpipe”. Among the different extraction strategies provided by
the library, we choose ArticleExtractor, which is described as “tuned towards news ar-
ticles” (Kohlschiitter, 2010), a type of content we expect to be frequently shared on Twitter.
The extracted content is discarded if its language cannot be identified as English. The final
result of this process consists of the original URL as it appears in the tweet, the URL of the
final location after following all redirections, and the extracted text.

There are three known problems with this process. Due to the long interval of time be-
tween crawling Twitter in 2012 and retrieving the websites in 2015, some content was no
longer available or subject to access restrictions like geofencing or “paywalls”. For example,
some news articles have been moved to an archive that is accessible to subscribers only. To
address this problem, no text extraction is performed if the final URL after redirection is a
known error page. Furthermore, if the same content is retrieved from many different URLSs,
it is likely to be a generic error message, login request, etc. If a piece of content is found
at more than 10 different URLs, all of these URLs are discarded. Another issue is that EU
legislation requires website operators to inform visitors about their usage of HTTP cook-
ies. The chosen text extraction library predates the commencement of this legislation and
does not reliably filter out such notices, so the wording used by two frequently referenced
websites, Twitter and Instagram, was manually detected and removed. Finally, the process
described here cannot, by design, handle dynamic websites that load all of their content via
asynchronous HTTP requests.

Data Quality

A general issue with Twitter as a source of communication data is the low information con-
tent of a single tweet. At the time of data acquisition, tweets were limited to a length of
140 characters. A tweet may contain elements, such as @-mentions, whose primary pur-
pose is to enact social conventions, rather than transmitting information. After removing
these elements and performing further linguistic processing, e.g., removal of stop words and
emoticons, it is possible that no text is left.

When reconstructing a social network from the graph of explicitly declared “following”
relationships, one has to consider that following a user implies exposure to that user’s tweets,
but Twitter does not provide any information on which tweets are actually viewed, if any.
This is particularly relevant in the case of users who follow many others. Since following
does not necessarily entail awareness of the followed user’s tweets, it is a weaker indicator
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for the existence of a social relationship than explicit ties on other platforms. Furthermore,
the API only reports the current presence of a following relationship, so it is not possible
to determine how long that relationship has existed. Conversely, relationships that ended
before the time of crawling are unobservable. As a side effect, the observed lists of followers
and friends of two users are inconsistent if a relationship between them is established or
dissolved after crawling one user, but before crawling the other.

In the course of exploratory data analysis, a number of issues with data integrity and
consistency were found: First, a number of tweets bear implausible timestamps, some pre-
dating the launch of Twitter by decades. Since 2010, the timestamp is stored in a redundant
way: as a separate field in the JSON data structure returned by the API and encoded into the
tweet’s unique ID (@rk, 2010). The tweets predating this storage scheme exhibit no visible
inconsistencies, and for all later tweets, an apparently correct timestamp could be recovered
from the ID. Second, one particular user is reported by the API as a follower of himself, cre-
ating a loop edge in the follower graph. This edge was manually removed from the dataset.
Third, there are tweets which, according to the API, are replies to a particular user’s tweet,
but the reported ID of that “parent” tweet is invalid. If an experiment requires the identity
of the parent tweet, these replies are ignored. All of these issues appear to be the result of
insufficient server-side validation of submitted tweets.

3.1.2 Social Conventions

The originally envisioned use case for Twitter was posting brief “status updates”, also known
as microblogging (Java et al., 2007). When holding conversations on Twitter became more
popular (Honeycutt and Herring, 2009), the community reached consensus on conventions
for addressing other users and crediting them with authorship, and for the categorization of
messages. These social conventions were subsequently adopted by Twitter and integrated
into the UL A chronology of these developments has been compiled by Halavais (2014). The
following conventions are directly relevant to our experiments:

@-mentions Prefixing a user name with the ‘@’ sign anywhere in a tweet causes the spec-
ified user to be notified of the tweet. Honeycutt and Herring (2009) identify two main
uses of @-mentions: Addressing a message to another user, and referencing a user in
a message intended for a wider audience.

Replies By convention, tweets that start with an @-mention are addressed to the men-
tioned user and should be considered part of an ongoing conversation. Any tweet
that begins with an @-mention only appears in the news feed of users who follow
both sender and recipient. A conversation can be started manually or by replying to
a previous tweet via Twitter’s Ul

Retweets Reposting a received tweet under one’s own name extends its visibility by ex-
posing it to a new set of followers. Customarily, the tweet is attributed to its original
author by prefixing it with a retweet indicator such as “RT” or “via”, followed by @-
mentioning the author.
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Hashtags Prefixing a single word with the ‘#’ sign designates it as a tag or categorical label,
which places the tweet into the context of other tweets with the same tag. A tweet
may contain multiple hashtags.

Replies and retweets can be constructed manually by following the conventions outlined
above, or created with the help of the UL If a reply or retweet is made via the UL, its parent
or original tweet is recorded as meta-data. Twitter also reliably detects and records meta-
data for manual replies that begin with an @-mention of an existing user. No meta-data
is recorded for non-UI retweets, so these have to be detected heuristically by the API con-
sumer, which fails if non-standard retweet indicators are used. While the Ul makes replying
and retweeting more convenient, some users value the flexibility that is offered by manual
construction of reaction tweets. This has led to the creation of hybrid forms such as the
“modified retweet”, where the original is quoted selectively and the retweeter may add com-
mentary of his or her own, and the “public reply”, where the @-mention is prefixed with a
period, so that the tweet is visible to all followers.

Kooti et al. (2012) analyze the process that led to adoption of the “RT @ prefix for retweets
and find that it can be explained by social influence originating from a small number of well-
connected core users. Despite this evidence for high-level social processes, it is difficult to
quantify to what degree Twitter is a network of peers, as opposed to a bipartite network of
content producers and consumers (Huberman et al., 2009). Kwak et al. (2010) find that the
structure of the follower network differs from known social networks, and attribute this to
the low amount of user pairs in a reciprocal following relation. Wu et al. (2011) describe a
class of “elite” users, mostly comprised of celebrities and Twitter accounts associated with
traditional news media, who get retweeted a lot, but rarely interact directly with regular
users. This is consistent with our earlier observation that the edges of the follower graph
only convey a weak notion of social relatedness. Even reciprocal following is not neces-
sarily indicative of anything more than superficial awareness: Gabielkov and Legout (2012)
describe a class of users who “follow back” everyone that follows them.

Among the 17.3 million tweets of the 30 000 user dataset, 40% contain at least one @-
mention, 28% are replies, 18% are retweets, and 46% are devoid of any conversational fea-
tures. 85% of retweets (15% of all tweets) are made via the Ul, while the remaining 15%
are identified as retweets by the presence of one of the retweet indicators listed above. 8%
of replies are users replying to their own posts, presumably to present a group of related
tweets in proper sequence. The most striking difference to other social platforms is that
messages without a clearly defined addressee or target group make up almost half of the
overall communication volume.

3.2 Facebook

With more than 2.4 billion monthly active users in 2019, according to company information
(Kemp, 2020), Facebook (https://www.facebook.com) is currently the most popular social
networking service. Facebook focuses on interaction with a circle of friends. It defines
“friendship” as a symmetric relation, and accordingly the establishment of a friendship tie
requires the consent of both users. Compared to the unidirectional following on Twitter,
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@ Mark Zuckerberg @

October 13, 2016 - &
It's time to give my Al Jarvis a voice. Who
should | ask to do it?

00‘-‘ 217K 52K Comments 3.4K Shares

A} Share

Most Relevant ¥

@ Robert Downey Jr @ I'll do in a heartbeat if Bettany gets paid
*and donates it to a cause of Cumberbatch's choosing...that's
the right kind of STRANGE!

ay Qs 32«

Figure 3.2: A typical Facebook post: Mark Zuckerberg, co-founder of Facebook, talks about plans
for his Al assistant, and actor Robert Downey Jr. comments (Zuckerberg, 2016)

friendship on Facebook is more likely to be accompanied by an offline social relationship.
While these offline relationships may differ in emotional and geographical closeness, Face-
book does not explicitly distinguish close friends from brief acquaintances. However, family
members and spouses can be, after mutual confirmation, labeled as such. Facebook is fre-
quently used as the primary tool for maintenance of relationships between geographically
distant individuals (Bryant and Marmo, 2009).

On their profile page, users can opt to upload a picture and provide information about
themselves in a structured way. Among the predefined fields are date of birth, gender, sex-
ual orientation, “relationship status”, language proficiency, education and work history, re-
ligious confession, political leaning, and various contact details. Each user has an individual
timeline, a page where text or various kinds of media (pictures, video, hyperlinks, etc.) can
be posted, and the content of other users can be republished (“sharing”). A news feed that
shows recent activity of friends in reverse chronological order. Users can interact with others
by posting on their timeline, commenting on their posts, or by exchanging private messages.
A typical Facebook post is shown in figure 3.2. Facebook has repeatedly increased its upper
limit on the length of posts, having a limit of 63 206 characters at the time of data collection
(Lavrusik, 2011). It is unknown whether this limit is in units of bytes (i.e., single-byte en-
coded characters) or Unicode code points. The maximum length of a comment appears to
be 8 000 bytes (Web Applications Stack Exchange, 2012).

Users can be mentioned in a post by explicitly tagging them via the UL which causes
Facebook to insert a header line of the form “a is with b” or “a is with b at location”. If a user
is mentioned by name in the post text, the name is converted to a hyperlink to that user’s
profile. Since 2013, Facebook supports hashtags in a way that is similar to Twitter: a word
prefixed with the ‘#’ sign is converted to a hyperlink that, when clicked, initiates a search
for other recent posts that contain the tag. Compared to the other datasets described in this
chapter, the Facebook dataset is the only one that is both sufficiently recent and informal
in register to contain a non-negligible amount of emoji. Facebook also supports a small
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set of proprietary graphical emoticons that predate the Unicode standardization of emoji.
The handling of these graphical characters in the context of topic modeling is described in
section 4.2.1.

A major difference between Facebook and online services that, like Twitter, are oriented
towards public discourse, lies in its privacy settings, which give users fine-grained control
over the visibility of their data. Users can control the visibility of their profile, their list of
friends, and individual posts on their timeline, including messages left by others. Visibility
can be unrestricted, limited to friends, limited to a specific group of users, or fully restricted,
in which case the content is invisible to everyone but the owner. In effect, what is visible to
an outside observer may only be a subset of a user’s profile data and interactions. What is
visible depends on the user’s desire for privacy, and therefore varies from person to person.

3.2.1 Data Acquisition

The dataset was acquired by BFS-style crawling of the friendship graph. For each crawled
user, all publicly visible friends, profile details, and posts on the timeline, along with their
comments, are retrieved. The dataset therefore only contains content that is accessible to all
Facebook users. The crawler has a client-server architecture similar to the Twitter crawler.
Unlike Twitter, however, Facebook does not provide unconditional API access to the profiles
and timelines of arbitrary users. In order to obtain the data we are interested in via the official
API, users would have to manually install a crawling “app” and explicitly grant it permission
to access the relevant parts of the profile. Our experience with the user study on keyword
extraction from private messages (section 2.2.2) shows that this approach does not scale:
in the absence of viral spreading, which cannot be reliably provoked, the acquisition of N
participants requires proportional effort, and is unlikely to produce a dense network.
Instead, we adopt a screen-scraping approach. The crawler clients use the Selenium Web-
Driver framework (The Selenium Browser Automation Project, 2020) to automate a web
browser (here: Mozilla Firefox) and interact with Facebook. Being a web-application, Face-
book delegates certain computational tasks to the viewer’s PC to improve Ul response time,
and loads data on demand. On request of the crawler server, a client logs into a Facebook
account, directly navigates to those parts of a user’s profile and timeline that can be reached
through a URL, and simulates interaction with navigational elements. This triggers execu-
tion of the associated JavaScript code, which then loads additional data via asynchronous
HTTP requests. The three main forms of navigation are explicit pagination, where the
currently displayed data is replaced by new data after clicking a “next” button, “infinite
scrolling”, where new data is appended to the end of the page when scrolling down to a
certain position, and collapsed sections that can be expanded by mouse click, inserting new
data into the current page. After all interactions are completed, a HTML representation of
the current DOM tree (WHATWG, 2020) is sent to the crawler server. The server archives
the HTML data, transforms it back into a DOM tree, performs XPath queries to extract the
relevant content, and stores the resulting structured data in a relational database. The server
performs language detection on the textual content of posts and comments to ensure that
only the friends of English-speaking users are considered for future crawling. An arbitrarily
chosen English-speaking US resident with at least one publicly accessible post and a public
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friend list was chosen as the starting point for crawling.

For each user, we store the unique ID, basic demographic data (gender, birth year, place of
residence), the number of friends as reported by Facebook, and as many IDs of friends as can
be retrieved by paging through the list of friends. For each element on a timeline, either a
post or a comment, we store its ID, timestamp, the ID of the sender, and any textual content.
If the ID of the element is not exposed through the DOM, a synthetic ID is generated. For
comments, we additionally store the ID of the parent post. For posts, we store the IDs of
mentioned users and whether or not they contain shared content. If a post contains shared
content, and the ID of the original post is exposed, we store it as well.

This crawling strategy has several issues: First, it is slow. Each time the client triggers the
load of additional data, the DOM tree is modified, and has to be rendered by the browser.
Facebook displays the timeline of a user on a single page, which contains many navigation
elements that have to be triggered, which causes the page to be rendered many times over.
The overhead adds up and limits the number of users that can be crawled under given time
and resource constraints. Second, Facebook frequently makes small changes to the page
layout, some of which may necessitate an adaptation of the XPath queries for data extraction.
If these layout changes affect the location of a mandatory element in the DOM tree, e.g., the
timestamp of a post, extraction will fail immediately. However, many elements are allowed
be absent, e.g., not every post has comments. It is not possible to distinguish the absence
of an element from an outdated XPath query. Therefore, this problem has to be addressed
by manual monitoring. If certain pieces of information start to be consistently missing, the
structure of the DOM tree is investigated. If necessary, the XPath query is adapted, and the
missing data points are recovered from the archived HTML. This process is labor-intensive
and prone to human error.

In addition, some issues were found with the data that was successfully scraped from
Facebook. Facebook allows users to arbitrarily backdate posts to commemorate important
past life events, so timestamps do not always correspond to the actual date of posting. Some
observed inconsistencies cannot be explained by backdating, for example, comments pre-
dating the post they are associated with, so there appear to be rare cases of unsystematic
corruption of timestamps. Not all inconsistencies can be clearly attributed to either Face-
book or the crawler: There is a discrepancy between a user’s friendship count as reported
by Facebook and the number of friends that are actually retrieved. While it is possible that
the number of friendships changes between the retrieval of the friendship count and the
retrieval of the actual friend list, this is unlikely to be a sufficient explanation. On average,
we retrieve about 8% fewer friendships than reported, there is no case of retrieving more
friendships, and the number of missing friendships is roughly proportional to the number
of reported friendships.

Another class of inconsistencies arises from the fact that entities like posts, comments,
pictures, etc., presumably have a unique identifier in Facebook’s internal data model, but this
ID is not consistently exposed through the DOM of the website. A direct consequence is that
there is often no way to unambiguously associate a piece of shared content with the post
it originally appeared in. Also, a single object in Facebook’s internal data model may show
up on the timeline more than once. A photo album appears on the timeline each time new
photos are added to it, and each appearance is accompanied by all comments that the album
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received over its whole lifetime. If the ID of the album is not exposed, these comments have
to be heuristically deduplicated. Since we do not know in response to which appearance of
the album a particular comment was written, the best possible approximation is to associate
each comment with the closest previous appearance of the album. If no suitable parent
post can be found, usually due to incomplete crawling, no parent is recorded. Even though
attempts were made to identify and correct systematic errors, we expect the Facebook data
to be more noisy than data obtained through a documented API.

The set of crawled posts and comments may contain duplicates for several reasons: Due
to crawler error, multiple copies of the same post may have been retrieved. A user may have
accidentally submitted a post or comment twice. Finally, a post that references other users
may, at the discretion of Facebook, appear on the timelines of some or all of these users.
We address this issue with a two-step process. First, the set of crawled posts and comments
is exhaustively scanned for duplicates. Two posts are considered identical if they have the
same content, timestamp, and sender. Then, from each set of duplicates, one canonical post
is generated by merging the lists of recipients.

Finally, there is one social convention to be aware of: A commenter may call the attention
of other users to a post by mentioning their names in the comment, which causes them to be
notified. Frequently, such comments contain no textual content beyond a list of names. We
therefore remove the names of mentioned users from the text body as a general processing
step that is applied to all posts and comments. If no text remains, the post or comment is
removed by the deduplication process.

The resulting dataset contains profile data from 16 834 users and activity on their timelines
between 2005 and March 2015. Among the 79% of crawled users who specify their gender
and make it visible to the public, 45% are female and 55% male. Only 3% of users provide their
date of birth. Their age distribution is shown in table 3.1. 57% of users specify their place
of residence, but Facebook frequently only displays the name of the city, which may not
be sufficient to unambiguously identify the geographic location. For only 31% of users, the
place of residence that is displayed on the profile page includes the name of a federal state,
province, or country. 99% of these users resided within the USA at the time of crawling. Their
locations, grouped by state, are shown in figure 3.3. Due to the low sample size, a breakdown
of the remaining 1% by country is omitted. The geo-spatial distribution exhibits a noticeable
bias towards the state of Massachusetts (MA) and the surrounding states. Other states are
represented roughly proportional to their population. This geo-spatial distribution suggests
that BFS-style crawling does not only promote the density of the resulting sample graph, but
also the geographical closeness of its nodes. Limiting the crawling to English speaking users
further contributes to this effect. Even though the geographical location of the seed user,
i.e,, the starting point of the crawling process, is not known, one may reasonably assume
that he or she is located in or close to MA.

For their 2012 study on information diffusion, Bakshy et al. (2012) were able to acquire
a large amount of user profiles directly from Facebook, and report basic demographic data.
With a sample size on the order of hundreds of millions of users, their dataset can claim to
be reasonably representative of the general population of Facebook users. By comparing our
sample to that of Bakshy et al. (specifically, the “no feed” subset), we can get an impression
of the bias incurred by our crawling procedure. With 52% of users specifying their gender
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Figure 3.3: Geo-spatial distribution of crawled Facebook users with residence in the USA, grouped
by federal state. Color intensity is logarithmically proportional to the absolute number
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of users crawled.

Table 3.1: Age distribution of the crawled Facebook users

our data Bakshy et al. (2012)
n 560 > 218 x 10°
<18 0.0% 13.1%
18-25 53.6% 36.1%
26-35 40.9% 26.9%
36-45 2.7% 12.9%
> 46 2.9% 10.9%
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as female, the gender distribution of Bakshy et al. is closer to uniform than ours. The age
distribution, shown in table 3.1, differs from ours in two ways: The complete absence of
users below the age of 18 indicates that the accounts of children are specially protected and
therefore inaccessible to our crawler. Users above the age of 35 are underrepresented in our
dataset. Since the sample of Bakshy et al. is neither limited to users within a certain path
distance from a seed node nor restricted to English speakers, its geo-spatial distribution is
much less concentrated, with only 29% of users residing in the USA.

Among the 5149 768 posts and comments that were retrieved, 131847 (2.6%) duplicates
were identified and removed. Some posts contain media such as photos, photo albums,
videos, or URLs, which are not accompanied by any textual content, and are therefore not
relevant for our experiments. The final dataset contains 1032 826 posts with textual content
and 2 693 783 non-empty comments.

3.3 E-Mail

Electronic mail (e-mail) is a decentralized system for the delivery of textual messages. In
contrast to the previously discussed social platforms, it is not operated by a single service
provider. The delivery of e-mail is handled by a network of independently operating mail
transfer agents (MTA). E-mail is an open system, in the sense that specifications are freely
available and various implementations of the client and server components exist. A simpli-
fied model of the e-mail system can be described as follows: Via a piece of client software
called the mail user agent (MUA), users connect to the specific MTA that is responsible for
their e-mail account. After successful authentication, the MUA collects incoming mail and
submits outgoing mail to the MTA for delivery. If a message cannot be delivered locally,
i.e., is not addressed to an account that is directly handled by that MTA, it is passed on to a
different MTA that is closer to the destination.

The scheme for the addressing and routing of messages is closely tied to the domain name
system (DNS). An e-mail address usually consists of a local and a global part, separated by
the ‘@’ character. The global part is a domain name, and the MTA that is responsible for mail
addressed to that domain can be identified by querying the DNS. Upon receipt of a message,
the MTA will then look at the local part, an arbitrary string that identifies the account,
and decide if the message can be delivered locally, or has to be forwarded to another MTA.
A direct consequence of this design is that the identity of all recipients has to be known
to the sender. Communication among dynamic groups is usually implemented by means of
“mailing lists”™: a central server maintains a list of the addresses of group members, regularly
polls a specific mailbox, and forwards incoming mail to all members.

The structure of an e-mail message is defined by RFC 822 (Internet Engineering Task
Force, 1982). While this standard has been repeatedly superseded by later RFCs, the basic
structure of a message remains unchanged: the header, an order-invariant sequence of key-
value pairs (“fields”), is followed by the message body. The body can either be a single
block of plain text, or a sequence of MIME parts, as specified by RFCs 2045 to 2047 (Internet
Engineering Task Force, 1996b,c,a). MIME parts have their own headers and can be nested to
an arbitrary depth. Notable use cases of MIME are attaching files to messages, and providing
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Date: Fri, 11 Jan 2002 20:34:11 +0100 (CET)

Message-ID: <8B8F71DE55D07C4B94CEAQEC69A2572824D3E9GNAHOU-MSMBX03V. corp.enron. com>

MIME-Version: 1.0

Content-Type: text/plain; charset=us-ascii

Content-Transfer-Encoding: 7bit

Microsoft Mail Internet Headers Version 2.0

X-MimeOLE: Produced By Microsoft Exchange V6.0.5762.3

content-class: urn:content-classes:message

Subject: Kudos!!

X-MS-TNEF-Correlator:
<8B8F71DES5D07C4B94CEA9EC69A2572824D3E9@NAHOU-MSMBX03V . corp. enron. com>

Thread-Topic: Kudos!!

Thread-Index: AcGalvII1vfRssMVSDeMZQKC+fYzFQ==

From: "Fogo Georgia" <Georgia.Fogo@ENRON.com>

To: "Lay Kenneth" <Kenneth.Lay@ENRON.com>

Congratulations on the successful auctioning of the trading operations. There
now seems to be a positive buzz among the employees here in Houston -- things
are looking up. Let’s keep the momentum going!

P.S. Hang in there with all the other stuff going on -- you have my support.

Figure 3.4: A typical e-mail message, addressed to Kenneth Lay, CEO of Enron. Taken from the
“EDRM v2” version of the Enron corpus. Meta-data that was inserted for archival pur-
poses is omitted, and lines longer than 80 characters are wrapped.

variants of the message body in different formats, usually HTML and plain text, so that a
MUA that does not support one format can fall back to the other. The header contains the
message ID, a unique identifier that is either generated by the MUA or inserted by the first
MTA that handles the message. Other relevant header fields identify sender and recipients
and document the date of sending. It is customary for the sender to provide a brief summary
of the message content in the “subject line”, which is also transmitted as a header field. The
message header, as well as the header of each MIME part, has a Content-Type field that
specifies the format of the data in the body. An example of an e-mail message including the
header can be found in figure 3.4. There is no theoretical limit to the size of an e-mail, but
an MTA may reject overly large messages. In practice, the maximum acceptable size is in
the tens of megabytes (Zapisotskyi, 2019).

Due to the open nature of the e-mail system, a diverse range of client software (MUA)
exists, but these applications have over time converged to a common set of core functionality
and common principles of UI design. Most clients divide the interface into three parts: a list
of mailboxes and folders, a (reverse) chronological list of messages in the current folder, and
the content of the currently selected message. Users can create a hierarchy of folders for
the topical organization of their mail, with some folders having a special function. Usually
the client saves copies of outgoing messages in an “outbox”, stores messages that have not
yet been sent in a folder for drafts, and moves deleted mail to a “trash” folder before it is
actually deleted. A new message can be sent on its own, as a reply to a previously received
message, or by forwarding a received message to someone else. There are two common
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approaches to the storage of mail. Some clients store the mail that was received from the
MTA locally, others, especially clients that are designed for use in a corporate environment,
keep all messages stored on the MTA, and only maintain a local cache. This facilitates the
coordinated backup and archival of all users’ mail.

3.3.1 Data Provenance

We work with two collections of e-mail: The Enron dataset consists of about 150 mailboxes
of employees of Enron Corporation, which were made public in the course of legal proceed-
ings (Diesner et al,, 2005). The HackingTeam (HT) dataset is derived from data that was
“leaked”, i.e., made available to the public despite its confidential nature, from an Italian
IT company specializing in surveillance software in 2015 (Greenberg, 2015). The leak in-
cludes data that was stored on the company’s e-mail server, including the mailboxes of 60
employees. In contrast to the social media datasets discussed previously, the two collections
of e-mail are found data. Each collection is a snapshot of the state of e-mail communication
within a company at a specific point in time. Since we had no control over the process of
data acquisition, it is all the more important to be aware of the historical context of the data
and all processing steps that have already been performed by previous custodians.

A number of other collections of e-mail were considered for use in the upcoming experi-
ments, but ultimately rejected:

« The IIT CDIP Test Collection consists of documents that were released in the course
of legal proceedings against US tobacco companies, including more than 300 000 e-
mail messages (Eichmann and Chin, 2007). These messages were reconstituted from
printouts by means of OCR and manual data entry. The majority of the meta-data
that is usually found in a message header is not preserved in print, and is therefore
missing from the dataset. The quality of the recovered text is negatively affected by
OCR errors. The work of Padma (2014) and Wadlinger-Koéhler (2015) illustrates the
difficulty of unambiguously identifying sender and recipients in this setting.

« The Avocado collection (Linguistic Data Consortium, 2015) contains anonymized mes-
sages from 279 mailboxes of employees of an unnamed, now-defunct IT company. The
messages cannot be freely redistributed, and can only be used for research purposes
under restrictive legal constraints that guard the privacy of the former employees. Its
proprietor, the Linguistic Data Consortium, levies a distribution fee that constitutes a
significant barrier to smaller research groups.

« Over the past decade, WikiLeaks has published leaked e-mail from various political
figures, government bodies, and companies (Wikipedia, 2020b). The list of individual
US politicians includes Sarah Palin, former governor of Alaska, John Podesta, chair of
Hillary Clinton’s 2016 presidential campaign, Hillary Clinton herself, and staff mem-
bers of the Democratic National Committee. Their datasets are comparatively small
and yield egocentric social networks that are not amenable to conventional social net-
work analysis. The “Syria Files” are a collection of approximately 2.4 million messages
from Syrian politicians and ministries. Any analysis beyond the purely statistical is
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made difficult by the fact that the predominant languages are Arabic and Russian. The
“Global Intelligence Files”, 5.5 million e-mail messages of intelligence company Strat-
for, have not yet been used in social computing research. It is not known whether the
dataset is a reasonably complete sample of communication among Stratfor’s employ-
ees.

« GMANE is a service that archives the messages exchanged on public mailing lists,
mostly those of open source software development projects. It provides a convenient
NNTP interface for bulk retrieval of messages (Marek-Spartz et al., 2012). The context
of the messages leads us to expect a set of actors that is divided into core developers,
who interact frequently and over a long period of time, and occasional contributors,
who are only active for brief periods of time. In terms of content, we expect a narrow
topical focus and interactions that are mainly driven by technical, rather than social,
concerns. These unique features would make a comparison to other collections of
e-mail difficult.

Enron

The history of Enron, as related by Diesner et al. (2005), can be summarized as follows: In
1985, Enron was formed through a merger of a Houston utility company and a gas pipeline
company, and has been based in Houston, Texas, ever since. Initially, Enron bought whole-
sale electrical power and sold to industrial and retail customers. Following the deregulation
of the US energy market, Enron positioned itself as an energy broker, and later expanded
into new commodity markets such as TV ad time and Internet bandwidth. In October 2001,
after being presented with internal accusations of improper accounting and business prac-
tices, CEO Kenneth Lay had to publicly announce huge financial losses that had occurred
over the previous five years. The stock price dropped, Enron became insolvent, and had to
file for bankruptcy in December 2001.

Following the bankruptcy, the US Federal Energy Regulatory Commission (FERC) com-
menced investigations into Enron’s business practices. In April 2002, FERC made a contract
with Aspen Systems (now part of Lockheed Martin) to collect e-mails and databases from
Enron’s computer systems (Bartling, 2006). Bartling, “hired by Aspen Systems as an inde-
pendent contractor to lead and manage the collection” of data, specifically recalls copying
“email PST files”, where PST refers to the storage format used by Microsoft Exchange for data
exchange and client-side storage. The collected messages contain evidence that Enron orig-
inally used Lotus Domino and Notes for their internal e-mail infrastructure, but switched to
Exchange and Outlook in May 2001°. Both are CSCW systems of comparable functionality,
providing e-mail, contact management, calendars, and other tools for collaboration. The
first of each pair is the server software that acts as MTA, the second is the client software
that acts as MUA.

In the course of its investigations, FERC decided to put the collected data in the public
domain. In May 2002, a collection of e-mails from 156 employees (as counted by Zhou et al.,

3 See file native_000/3.161429 . NMHYAIKYOAIW2SRBIPGOS3MQUZOSJRXIB. eml, archived in edrm-
enron-v2_skilling-j_xml.zip in the “EDRM v2” version of the Enron corpus.
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2007), mostly senior management, was publicly released (Diesner et al., 2005). The e-mails
could be individually accessed via a web interface and the whole set was available for pur-
chase on physical media (Bartling, 2006). After receiving complaints that the publication
of their e-mail communication violated the privacy of Enron’s employees, FERC removed
141 379 e-mails pending further review (Krasnow Waterman, 2006). E-mails that were found
not to be entitled to removal were successively reinstated. Different sources estimate the
total amount of published e-mails between 1.3 and 1.6 million (Krasnow Waterman, 2006;
Cormack et al., 2010).

Multiple parties are known to have purchased the Enron e-mail data from Aspen Systems
in aggregated, machine-readable form, but apparently none of them have published the data
in its original form, without any additional processing. A letter from Aspen Systems Cor-
poration (2006) to an employee of the University of Maryland, who handled the purchase
of the data, is our only source of information on the nature and format of the data released
by FERC*. The letter mentions four datasets, two of which contain e-mail: the “Enron Email
database” and the “Enron Email (.pst) database”. For clarity, we will refer to the former as
the “non-PST” and to the latter as the “PST” database. Each is subdivided into a main part
and a “re-released” part, which most likely contains the messages that were reinstated in
the aforementioned review process. A database consists of data in a CSV-like, tabular for-
mat, and a set of external files that are referenced by name from the data table. Each row
of the table corresponds to one message. Both databases contain the usual e-mail meta-data
like subject line, sender, and recipients. The fact that the non-PST database has a column
named OCR_TEXT, and e-mail attachments are only provided as TIFF images, suggests that
the e-mails in this database were reconstituted from paper printouts by means of optical
character recognition (OCR) and (possibly manual) meta-data extraction. The PST database
has additional columns for the message headers and body, and a column FILENAME, which
is preserved in some published collections of the Enron data. As we will see, this column
contains evidence that Aspen Systems collected data not only from the Exchange server, but
also from the decommissioned Notes-based system. In summary, Aspen Systems received
e-mail data in different formats (possibly including printouts), extracted individual e-mails
and their meta-data, and stored them in their own database format.

Two parties ended up publishing processed versions of the data they had received from
Aspen Systems, thus creating two branches of what is now generally known as the “Enron
(e-mail) corpus”. Each of these branches has in turn spawned a number of variants that differ
in the format of the data and the additional processing steps that were taken. The family
tree in figure 3.5 shows the relationships between the major variants.

The first branch originates with the CALO project at SRI International. Researchers at the
Massachusetts Institute of Technology purchased the data from Aspen Systems and passed
it to the CALO group, who processed the data and “corrected several integrity problems”
(Diesner et al., 2005). The dataset is currently hosted and maintained at Carnegie Mellon
University (CMU), but the processing steps that were performed on the data obtained from
Aspen Systems are not documented beyond some brief remarks on the CMU website (Cohen,
2015). CMU provides its version of the data in the form of EML files in a directory structure

4 Credit for discovering the letter goes to the EnronData Project (2016).
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that mirrors the original mailboxes and folders. EML is a plain text format that stores the
e-mail data as it is received from an MTA: a set of headers and the message body, formatted
according to RFC 822 (Internet Engineering Task Force, 1982). Additional meta-data, likely
originating from the Aspen Systems database, has been inserted into the header in the form
of non-standard fields, identified by a name starting with “X-". A field named X-FileName
presumably contains the name of the file in which the message was originally stored. Dif-
ferent messages reference files with the extensions “NSF” and “PST”, which are associated
with the storage formats of Lotus Notes and Microsoft Exchange, respectively, which sug-
gests that the data originates from two different software systems. The CMU version of the
Enron corpus contains 517 431 messages® without their original attachments.

The second branch of the corpus is the result of a collaboration between industry and
academia in the context of the legal track of the Text Retrieval Conference (TREC). To ob-
tain data for the 2010 and 2011 legal tracks, the organizers cooperated with ZL Technologies,
who had “acquired the full collection of 1.3 million Enron email messages from Lockheed
Martin” (formerly Aspen Systems; Cormack et al., 2010). This dataset was later released by
EDRM, an industry association of companies specializing in computational processing of
text documents for the preparation of legal proceedings, as the “EDRM Enron Dataset, ver-
sion 2” (Cormack et al., 2010). Containing a total of 1227 255 messages, the EDRM v2 dataset
is substantially larger than the CMU version and preserves the attachments. E-mails have
been augmented with meta-data similar to what is present in the CMU dataset. Consistent
with previous findings, a header field X-Filename references NSF and PST files.

As implied by the suffix “v2”, EDRM had, at an earlier time, released a different version
of the Enron data under the name “Enron PST Data Set”. According to EDRM, this earlier
dataset has also been compiled by ZL Technologies (Socha, 2010). The exact differences
between the two versions are not documented, but an FAQ posted by EDRM describes v2
as “more complete” (Socha, 2010). EDRM has stopped providing access to both datasets
over privacy concerns, but v2 can still be downloaded from the Internet Archive (2011). In
2013, EDRM partnered with Nuix to address these concerns by removing personally iden-
tifiable information from the Enron data, using the “PST Data Set” as a basis (Cassidy and
Westwood-Hill, 2013). The result, called “Revised EDRM v1.3”, is hosted by Nuix. According
to Hermans and Murphy-Hill (2014), it contains 752 605 messages.

As a result of the decentralized delivery and storage of messages, any collection of e-mail
may naturally contain duplicates: a message appears in the inbox of each recipient, and a
copy is usually retained in a “sent messages” folder of the sender. Duplication may have
also occurred at the time of data collection. Looking at the meta-data that originates from
the FILENAME column of Aspen Systems’ database, it appears as if in most cases, the mes-
sages belonging to a particular user were originally distributed across multiple Notes and
Exchange data files, possibly including backups or snapshots taken at different times. To-
gether with previous evidence that data was migrated from the Lotus-based to the Microsoft
system, this makes a certain degree of overlap between these files seem likely. Finally, Klimt

> A conference paper by Klimt and Yang (2004), researchers at CMU’s Language Technology Institute, counts
619 446 messages. Not having access to the exact version of the dataset they used, we are unable to explain
the difference.
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and Yang (2004), as well as Shetty and Adibi (2004), attribute a large amount of duplication
to what they call “computer-generated folders”. This is most likely an artifact of the unusual
way Lotus Notes handles folders: a message can be simultaneously present in more than
one folder. In addition, a message may be shown in one or more “views”, virtual folders that
are populated with the results of a database query. For example, any message, sent or re-
ceived, can always be accessed via the “All Documents” view (HCL Technologies Ltd., 2019).
An exporter that naively iterates over the structure of views, folders and subfolders, and
exports each message it encounters as a separate entity, potentially creates a large amount
of duplicates.

Several researchers have released deduplicated versions of the CMU dataset. Fiore and
Heer (n.d.) apply an unspecified deduplication strategy and retain 255 636 messages. Shetty
and Adibi (2004) remove a number of folders that are known to correspond to Lotus Notes
“views” and keep 252759 messages. Corrada-Emmanuel (2004) identifies 250 484 unique
messages by their MD5 hash. Cormack et al. (2010) built a list of duplicates in the EDRM
v2 dataset for the TREC 2010 legal track and count 455449 unique messages. While the
approaches differ, the results of the various deduplication efforts are consistent if the origin
of the data is taken into account. The CMU dataset has a duplication rate of approximately
50%, while the EDRM v2 dataset has a somewhat higher rate of 63%.

Even after deduplication, EDRM v2 is almost twice as large as the CMU dataset. A shallow
comparison between the CMU and EDRM v2 datasets by counting how often a particular
file appears as the original source of a message shows almost complete overlap of the sets
of source files. This observation admits two hypotheses: Either the two parties received the
same data originally, but the CMU data was subjected to stricter filtering, or the CMU dataset
was built from smaller, less complete versions of each source file. An in-depth comparison
of the datasets that could rule out either hypothesis is out of scope for this thesis. There
is no evidence that any e-mails that were reconstituted from printouts are included in any
publicly available version of the corpus. They are not mentioned in the literature and the
frequency distribution of words in the EDRM v2 dataset does not have the typical long tail
one would expect in the presence of OCR errors.

Having to resort to conjecture about the nature of the data highlights the main issue with
the Enron corpus. The variants of the data that are currently available to researchers clearly
have a history of multiple data conversions and other preprocessing. Even if we assume
that all custodians of the data intended to preserve the original data as well as possible, each
additional processing step may cause a loss of fidelity. It is unfortunate that key processing
steps have not been sufficiently documented. Proper, uninterrupted documentation of the
chain of processing would give users of the data confidence that there are no undiscovered,
systematic deviations from the original data. Consequently, for our experiments, we would
like to use the dataset that is closest to the data originally collected by FERC, and perform our
own preprocessing. Based on what we know about the provenance of the different versions,
we choose the EDRM v2 dataset®.

6 See section “Legal Notices” at the end of this document.
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HackingTeam

Compared to the Enron corpus, the provenance of the HackingTeam dataset is less com-
plex. Internal company data was leaked to the public Internet (Greenberg, 2015). This data
includes the mailboxes of 60 employees in PST format, presumably exactly as they were
stored on the company’s e-mail server. Due to the controversial and politically sensitive na-
ture of the services provided by the company, the leaked data has been widely circulated and
subjected to public scrutiny. While it is theoretically possible that the person who leaked the
data also manipulated it with malicious intent, neither the public examination of the data
nor our experiments have uncovered any inconsistencies or other traces of manipulation.
Since HackingTeam is an Italian company, the dataset contains e-mail in English and Italian
language.

3.3.2 Cleaning and Preprocessing

The process of converting the EDRM v2 and HackingTeam datasets into clean databases of
messages and their meta-data can be broadly divided into two steps. The first is building a
list of e-mail address aliases, the second is the extraction and cleaning of the textual mes-
sage content and the relevant meta-data. In the EDRM v2 dataset, messages are stored in
individual EML files in RFC 822 format, while the HackingTeam data is distributed in PST
format. Due to the peculiarities of each format, the processing differs in some details.

Detection of Address Aliases

It is a common occurrence that two different addresses refer to the same mailbox. For one,
multiple domain names may be handled by the same MTA. For example, HackingTeam
uses the international domain “hackingteam.com” and the national “hackingteam.it” inter-
changeably. For the other, the MTA is free to map addresses with different local parts to
the same mailbox. For example, former Enron CEO Kenneth Lay was using at least 13
addresses, ranging from the brief “klay@enron.com” to “kenneth.lLlay@enron.com”. Mi-
crosoft Exchange adds a special case: If a message can be delivered locally, sender and
recipients are not identified by their e-mail addresses but by the LDAP identifier of their
user accounts. Furthermore, an actor may use multiple, separate mailboxes, for example, a
company-provided e-mail account and a personal account provided by the home ISP. When
constructing a social network from a collection of e-mail, it is therefore necessary to decide
if two addresses belong to the same actor. To that end, we treat one address as canonical,
and all other addresses used by the actor as aliases of that address. Whenever an alias is
encountered during the processing of a message, it is replaced by the canonical address.
The identification of e-mail aliases in a collection of messages can be reduced to a binary
classification task: Does a pair of addresses belong to the same actor? For this classifier,
the uniform cost model is not appropriate, since the effects of a misclassification on the
social network graph differ in severity: If two addresses are misclassified as belonging to
separate actors (false negative), the actor is represented by two nodes, which are likely to
be structurally similar, in the sense that their neighborhoods overlap to a high degree. If
the addresses of two separate actors are misclassified as belonging to a single one (false
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positive), the neighborhoods of two unrelated actors are merged, which may create short
paths between actors that are distant in the true network, and therefore has the potential to
significantly distort the network structure.

We therefore apply a heuristic method that is known to have a very low false positive rate
at the cost of a higher chance of false negatives. We start from an initial set of aliases that
reflects our prior knowledge. For the HackingTeam data, this is a list of manually identified
equivalences, for the Enron corpus, a list of aliases compiled by the SNAT project (Google
Code Archive, n.d.). For detecting aliases in the Enron dataset, we make use of correspon-
dence between certain message headers and external meta-data. For each message in the
dataset, addresses are extracted from the header fields From and X-ZL-From. The content
of the latter is most likely derived from a column of the database provided by Aspen Sys-
tems, which in turn may be derived from meta-data that was originally stored in the PST
file the messages were extracted from. If the two addresses differ, they are treated as aliases
of each other. Since X-ZL-From appears to always contain a real e-mail address, this simple
approach is sufficient for building a complete mapping between LDAP identifiers and e-mail
addresses.

For the HackingTeam data, we use a method similar to that of Zhou et al. (2007), which
makes use of external meta-data provided by the PST file. If a message is stored in a folder
called “Sent”, “Outgoing”, or “Drafts” (or their Italian language equivalents), then the sender
address must be the address of the mailbox owner. Under the assumption that each PST
file corresponds to the mailbox of a single actor, the sender addresses of messages in these
folders can be treated as aliases. Sometimes, a message has been mistakenly placed in a
folder for outgoing mail by the user, and must not be used for the purpose of alias detection.
If a message contains a Received header field, which is inserted by an MTA at the time
of delivery, it must have been received by the mailbox owner and is therefore ignored. In
both datasets, some (manually identified) messages and addresses must be ignored in order
to avoid false positives, e.g., generic addresses that are not linked to a particular employee
(“support@hackingteam.com”).

The correspondence between PST meta-data and certain transport headers can be ex-
ploited to find even more aliases. Two heuristics are used: First, if the sender address of a
message, as recorded in the PST meta-data, does not have a HackingTeam domain name as
its global part, then a list of addresses is built by collecting this sender address, the “repre-
senting e-mail address™ from the PST meta-data (present if the sender is acting on behalf of
someone else), and all addresses than can be extracted from the header fields From, Sender,
and Return-Path. If this list contains more than one distinct address, these addresses are
treated as aliases. Second, for each recipient of a message, the “e-mail address” (an arbitrary
address, which may be an LDAP identifier) and “SMTP address” (strictly an e-mail address),
as recorded in the PST meta-data, are compared. If they are different, they are treated as
aliases.

In addition to these unsystematic aliases, there are a number of systematic variations that

7 Here, and in the remainder of this section, quotation marks indicate that a term is used as defined by Microsoft
in the PST file format specification (Microsoft Corporation, 2020) and the suite of Exchange Server protocol
documents (Microsoft Corporation, 2019).
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can be applied to an e-mail address without changing the mailbox it refers to. To avoid hav-
ing to explicitly list all possible variants, we transform addresses into a canonical form before
comparing them. First, all letters are transformed to lower case. Second, all domain names
that are known to be used by Enron and HackingTeam are replaced with the strings “enron”
and “hackingteam”, respectively. For example, the address “Kenneth.Lay@ect.enron.com”
would turn into “kenneth.lay@enron”. When dealing with e-mail addresses from the Enron
corpus, we also remove certain invalid characters and restore addresses that were mangled,
most likely in the course of the migration from Lotus Notes to Exchange. Mangled addresses
start with “imceanotes-”, followed by a string that has been encoded with a custom variant
of percent-encoding (Internet Engineering Task Force, 2005, section 2.1), which uses ‘+” in-
stead of ‘%’ as the escape character. Decoding that string yields the original content of the
From header field.

Cleaning of Textual Content and Meta-Data

For the actual processing of messages, we iterate over all files in EML or PST format that
belong to the dataset. A PST file contains the aggregated data of a single Outlook user:
different kinds of entities (messages, appointments, contact details, etc.), arranged in a tree
structure of folders. PST files are processed by walking the tree of folders in breadth-first
order, and performing further processing on each entity that can be identified as a message
by having a “message class” that starts with “IPM.Note”. One specific file, “support.pst” of
the HackingTeam dataset, is skipped entirely, because it is known to contain mail that is
not associated with a particular actor, but rather with a role (technical support) that may be
filled by different actors concurrently or in rotation. An EML file, by convention, contains a
single e-mail message, but may also contain other data when used as a format for data export
from Outlook / Exchange. To exclude any non-message entities from further processing, an
EML file is skipped if a header field named Content-Class is present and its value is not
“urn:content-classes:message”. From each individual message, the relevant textual content
and meta-data is extracted.

An EML file contains the raw message as delivered by the MTA. If the message has a
simple (i.e., non-MIME) message body, it is processed directly. Otherwise, we walk the tree
of MIME parts, process each part individually, according to its format, and concatenate the
extracted text. Content of a type that does not start with “text/” is ignored. If a MIME
part contains multiple alternatives, plain text is preferred over HTML. Messages inside a
PST file have already been preprocessed by Exchange. Upon receipt of a message, Exchange
separates the header from the body, aggregates the textual content from all MIME parts, and
stores them in a common format, either HTML or text. Styled text sent between local users
of the Exchange server is stored as HTML encapsulated within an RTF document for easier
rendering on the client side. The original HTML is preserved inside of special sections that
are ignored by regular RTF processors, and can be recovered without loss of information
(Microsoft Corporation, 2016).

The textual content of an e-mail message is not entirely unstructured, but can be divided
into several parts with different communicative functions (Lampert et al., 2009). Not all
of them are directly relevant to expressing the sender’s communicative intent. In a corpo-
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rate environment, it is common practice to have the e-mail system automatically append a
signature to outgoing messages. This signature may contain the company name, a slogan,
contact details of the sender, or a legal statement. Even if the content of the signature is
left to the discretion of the employee, and therefore reflects the personality of the sender to
some extent, its contribution to an individual communicative act is negligible. Furthermore,
statistical methods of NLP that are based on word frequency are susceptible to assigning
undue weight to repeated content. Signatures are not the only source of duplicate content;
a similar problem is posed by a convention for replying to earlier messages: When replying,
it is common to extensively quote from the original message, often to the point of including
the whole text of the original message verbatim. Over the course of conversational back and
forth, the amount of duplicated content grows. It is therefore highly important to clean the
message body of signatures and quotations from earlier messages. The steps we take to that
end depend on the format of the text.

If the body is plain text, we iteratively examine each line. A signature is often separated
visually from earlier parts of the message, e.g., by a sequence of dashes or asterisks. If the
current line matches one of these patterns, this line and all following lines are discarded®.
Forwarded or quoted message content is usually introduced by a specific phrase, e.g., “On
February 29, John Miller wrote:”. Note that there are two conflicting conventions for quoting
from earlier messages: If the reply precedes quoted content, this is known as “top quoting” or
“top posting”. The older convention of placing the reply below the quoted content is known
as “bottom quoting / posting”. There are no recent studies on the prevalence of each quoting
style, but considering that Outlook and many mobile e-mail clients default to top quoting,
it is reasonable to assume that this style is more common in a corporate environment. We
attempt to account for both styles by dividing the text patterns that introduce quoted content
into two sets. The first set of patterns is used by e-mail clients that let users choose between
top and bottom quoting, and prefix each quoted line with the character *>’ as an indicator.
On encountering one of these patterns, we only discard the matching line and all following
lines that start with a quotation indicator. The second set of patterns is used by clients
that enforce top quoting, and therefore do not specifically distinguish quoted from original
content. On encountering a pattern from the second set, all following lines are discarded
unconditionally.

Content in HTML format is identified by a content type that starts with “text/html”. In
some cases, HTML content was found to be mis-specified as plain text. Therefore, if the body
of a plain text message begins with <html or a DOCTYPE declaration, it is treated as HTML.
The HTML data is processed by constructing a DOM tree (WHATWG, 2020), iterating over
its nodes in depth-first order, and appending the content of text nodes to an output buffer.
When visiting an element node with a tag name of br, p, or span, a line break is appended
to the output. Signatures and quoted content are identified heuristically. If an element has
a tag name of blockquote, pre, or div, and has an attribute named type or class with a
value that is associated with unwanted content (e.g., element div with attribute class, value
gmail_quote), the element’s children are ignored. As a notable exception, we keep div el-

8 A positive side effect of this heuristic is that it also removes the legal notice that EDRM and ZL Technologies
have seen fit to append to each and every message in the EDRM v2 dataset.
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ements with an attribute type of value moz-cite-prefix or moz-forward-container,
which were found to sometimes contain a mixture of original and quoted content. The detec-
tion of quoted content in a HTML-formatted message generated by Outlook is particularly
difficult, as the generated elements do not provide any hints about their role or function.
We identify the horizontal line that separates original from quoted content, a div element
with an attribute of name style and value border-top:solid, and stop the traversal of
the DOM tree if this element is encountered, effectively discarding all text below that line.
After all nodes have been visited, the extracted text is subjected to the plain text cleanup
procedure described above.

From the message header, we extract the following meta-data: sender (field From), recip-
ients (To, Cc, Bcc), unique message identifier (Message-Id, or randomly generated if the
field is not present), and timestamp (Date). We keep a list of addresses that are ignored if
they appear as sender or recipient of a message. This list contains senders of automated
messages and addresses that are jointly used by multiple actors. Messages that do not have
a sender and at least one recipient are discarded. The subject line (Subject) is prepended
to the text extracted from the message body. Messages from the bilingual HackingTeam
dataset are then subjected to language detection.

Messages that reply to or forward earlier messages are detected via two independent
heuristics. If its subject line, transformed to lower case, starts with “re:”, “fw:” / “fwd:”, or
their Italian language equivalents, a message is correspondingly marked as a potential reply
or forward with unknown parent. The message ID of the parent, i.e., the earlier message that
is replied to or forwarded, can be extracted from a number of different header fields. These
are, in order of precedence, X-Forwarded-Message-Id (forwarding only), In-Reply-To
(replies only), References, and Thread-Index (a proprietary extension; Microsoft Corpo-
ration, 2018, section 2.2.1.3). While replies can be detected reliably, forwarded messages are
not always linked to the original (Mozilla Corp., n.d.).

To the extracted messages, we apply the same deduplication procedure as to the Facebook
data, with the added condition that two messages with the same ID are considered equal.
The message ID is generally considered to be reliable, but, like all natural IDs, its uniqueness
cannot be guaranteed. In the HackingTeam dataset, a single case of two different messages
with the same ID was found. When comparing two pieces of text extracted from a message
body, all whitespace, including line end markers, is ignored, to account for a variety of ways
a message may be wrangled during transfer, by the receiving client application (conversion
between DOS and UNIX style line endings, line wrapping), or during pre-processing (con-
version of RTF to HTML to plain text). If two or more messages are deemed identical by the
deduplication algorithm, but have different lists of recipients, they are merged into a single
message, addressed to the union of recipients.

The final Enron dataset consists of 153 552 messages from 158 mailboxes, sent and received
between 1998 and June 2002. Among 253 052 valid messages extracted from the EML files,
0.5% were empty, 37.8% were discarded as duplicate, 0.6% were merged due to content-wise
equivalence, and 0.4% were merged by ID. The final HackingTeam dataset consists of 350 338
messages from the mailboxes of 60 employees, sent and received between October 2005 and
July 2015. Among 1069 687 valid messages extracted from the PST files, none were empty,
65% were discarded as duplicate, 1.4% were merged by content, and 0.8% were merged by ID.
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The content-based merges can possibly be attributed to groups of automated messages with
the same content that are sent at the same time, but separately, to different recipients. The
ID-based merges point towards undiscovered address aliases, but may also be caused by the
use of BCC. Recipients on the BCC list are invisible to anyone but themselves, so any BCC
recipient sees a different subset of the true recipient list.

While the Enron mails are expected to be mostly written in English language, the Hack-
ingTeam dataset contains a large proportion of Italian messages: 45.0% of the messages are
English, 50.5% are Italian, and the remaining 4.5% cannot be confidently assigned to either
language. To comply with the single-language requirement, we split the dataset by lan-
guage (“HT-en” and “HT-it”), but keep the original, multi-lingual dataset (“HT”) for use in
any language-agnostic analysis.

Compared to the message volume of the various deduplicated versions of the Enron cor-
pus discussed earlier, the amount of messages in our version is unexpectedly small. The
origin of the difference is that of 1233085 EML files provided by the EDRM v2 dataset,
687 335 (55.7%) could not be processed, because they lack a valid sender, recipient, or both.
Upon further investigation, the problematic messages can be divided into two groups: In
one group, sender or recipients are only specified by their display name (e.g., “John Miller”).
Without an e-mail address or other unique identifier, actors of the same name cannot be
distinguished. In a small sample of manually inspected messages, this issue was limited to
messages imported from Notes. Another group of messages appears to be calendar entries /
appointments stored in EML format, which do not specify any sender or recipient at all. Un-
ambiguous information about the identity of sender and recipients is required to reconstruct
the social network, so both groups of messages cannot be used in our experiments. Compar-
ing a small number of problematic messages to their equivalents in the CMU version of the
Enron corpus, we find that the CMU version does contain valid e-mail addresses. It is unclear
how these addresses were obtained, and Zhou et al. (2007) identify some data quality issues
specifically with the e-mail addresses in the CMU dataset. Still, the CMU dataset might have
yielded a higher amount of usable messages than EDRM v2, despite being smaller.

3.4 Common Representation of Data from Different Platforms

In spite of their outward differences, the three social platforms discussed in the previous
sections offer a common set of core functionality. The first step towards being able to per-
form the same experiments on each of the datasets is defining a set of terms that allow us
to talk about online communication data in a generic, platform-independent way.

The message is the basic unit of online communication. On all of the social platforms
under investigation, the sender, the textual content, and the date of submission (or publica-
tion) of a message are clearly identifiable, but the definition of what constitutes a recipient
is more involved. To better understand the difficulty of identifying the recipients of a mes-
sage, we draw upon two basic characteristics of messages, addressivity and originality. In
case of addressive communication (Honeycutt and Herring, 2009), the sender of a message
explicitly designates one or more recipients, thus demonstrating individual awareness of the
recipients. One may reasonably assume that the sender considers the message content to
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be relevant to the recipients. Conversely, non-addressive communication constitutes “broad-
casting” a message to an undisclosed group of people. Since even the sender may not be
aware of the composition of this group, there can be no individual awareness. On most
platforms, the addressivity of a message affects its visibility to others, but addressivity and
visibility are distinct concepts: a message may be visible to a large group of people, but still
be written with specific recipients in mind.

Another attribute of messages, independent of their addressivity, is whether they convey
original content or re-transmit information received from others. For example, on Twitter,
retweeting is a means for information sharing within the medium, while tweeting URLs
introduces content from the outside. The act of re-transmitting, usually referred to as “shar-
ing”, is a compromise between appropriating someone else’s content by re-publishing it
under ones own name, and keeping distance to the content by attributing it to its original
author. Sharing a message is a complex social signal with three distinct aspects: It confirms
that the sharer has read the message and attaches some kind of relevance to its content.
If the platform notifies the original author that the message is being shared, then the au-
thor, depending on the context, may treat this as positive or negative feedback. Finally, as a
consequence of sharing, a new group of users is exposed to the message.

We argue that addressivity and originality are fundamental concepts of computer-medi-
ated communication, and are supported, in some form, by all online social platforms. E-mail
communication, for example, is addressive by design, yet non-addressive communication
can be achieved via mailing lists or sufficiently large recipient lists (e.g., team- or company-
wide mails), and mail forwarding and attachments enable information sharing. Conversely,
most “modern” social media are non-addressive by default, and do not require messages to
be explicitly associated with a group of recipients. For each platform, we can define criteria
for classifying a message as non-addressive or addressive and its content as either original
or shared, and define rules for deriving a set of recipients from the observed data.

For a given dataset, we distinguish between core, non-core, and unobserved users. A user is
counted as a core user if we have reason to believe that the dataset contains a representative
sample of that user’s communication. This is the case if the user has been explicitly visited
during the crawling process, and messages were successfully retrieved. When working with
found data, the criteria depend on the dataset. Non-core users are known implicitly, e.g., by
being listed among the recipients of a message, or by being neighbors of a crawled user in
the explicit social network graph. All other users of the social platform are unobserved. A
core message is one that is sent by a core user, and is either non-addressive, or has at least
one core user as a recipient.

The specific rules that we use for determining addressivity, originality, and the recipients
of messages on each social platform, as well as the “core-ness” of its users, are as follows:

Twitter Each tweet has a unique author, but lacks an explicit list of recipients, so the set of
intended recipients has to be reconstructed heuristically. Depending on whether or
not a tweet is a reply, it is visible to different groups of users in different ways. While,
technically, all tweets are public and can be accessed via the author’s profile page,
Twitter’s search facilities, etc., we assume that a user is highly unlikely to be aware
of a particular tweet if he or she is not explicitly exposed to it in some way. We call
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a tweet visible to user a if it is shown on that user’s news feed. If a replies to a tweet
of b # a, the reply is only visible to a, b, and users who follow both a and b. All other
tweets are visible to all followers of the author.

Given these visibility rules, we classify any reply as addressive communication with
the author of the original tweet, so that each addressive tweet has exactly one re-
cipient. A tweet that is not a reply is classified as non-addressive. Its visibility to
a potentially large group of followers, who the sender may not even be individually
aware of, makes it unlikely that the tweet was written with particular recipients in
mind. Although a regular tweet may contain @-mentions, it is difficult to determine
whether the sender’s intention is to mention these users to his or her followers, or
to actually address them (cf. Honeycutt and Herring, 2009). For example, people use
the hashtag “#ff” (“Follow Friday”) to recommend interesting users to their followers
(Leavitt, 2014). A typical “Follow Friday” tweet simply consists of the hashtag and a
list of @-mentions, which clearly have no addressive function.

Retweeting maps directly to our definition of sharing, so any non-retweet (i.e., a reg-
ular tweet or a reply) is treated as original. Due to the difficulty of unambiguously
identifying manual retweets, only retweets made via the Ul are counted as shared
content. Any user that was visited by the crawler is counted as a core user, but for
computational reasons we usually work with a subset of the data that only includes
the first 30 000 core users.

Facebook As in the case of Twitter, the author of a post or comment on Facebook is
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uniquely defined, but the recipients have to be determined heuristically, using visi-
bility as a proxy for the author’s intentions. We call a post that is authored by user
a visible to user b # a if it is explicitly posted to b’s timeline or b is mentioned in
it, and therefore receives a notification about it. The visibility of comments is harder
to define. The author of a post is notified of all comments. If user a comments on
a post authored by someone else, a is notified of all subsequent comments on that
post. A possible explanation for this notification scheme is that, at the time of crawl-
ing, comments could not be nested, that is, comments are always associated with a
post, and comments cannot receive comments of their own. Since there is no reliable
way of telling if a comment is addressing the post or one of the earlier comments, all
commenters are notified to enable their further participation in the discussion.

Facebook does not provide a general mechanism for addressive communication like
“replying” on Twitter, so we have to be careful to identify all commonly used expres-
sions of addressivity. Posts to the timelines of others and comments on the posts of
other users are treated as addressive. Posts on a user’s own timeline are treated as ad-
dressive if they mention other users, and non-addressive otherwise. If a post mentions
more than 10 users, it stands to reason that the author is no longer individually aware
of each of them, so we also count such posts as non-addressive. While one could,
in accordance with visibility, extend the set of recipients of a comment to include all
earlier commenters, this would make the number of recipients dependent on the at-
tention a post receives. Particularly in the case of posts with a large comment volume,
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it is unlikely that every commenter has read all previous comments. Since we can be
sure that every comment is somehow related to the original post, but cannot reliably
tell if a comment is a reaction to one of the earlier comments, we only consider the
author of the original post as the intended recipient.

Facebook provides a function for sharing other users’ content, which matches our
definition of sharing. Any user that was visited by the crawler is counted as a core
user.

E-Mail Electronic mail has an explicit sender and at least one explicit recipient. An arbitrary
number of recipients can be addressed directly (via the header field To), or listed as
secondary recipients that receive a copy of the message. The identity of secondary
recipients is either visible to all other recipients (Cc) or hidden (Bcc). Otherwise there
is no difference in the delivery of messages to the three types of recipients, so we make
no distinction between them. Since there is no explicit indicator of non-addressivity,
we use an ad-hoc threshold of 10 recipients to decide whether a message is addressive
or non-addressive in intent.

The mechanism that is closest to our concept of sharing is the forwarding of a received
message to someone else, so any forwarded message is counted as shared content. If
the dataset contains the complete mailbox of a user, that user is counted as a core user.

After applying these rules to the four datasets, we see pronounced differences in the ratio
of addressive to non-addressive messages, while the proportion of shared content is consis-
tently low. In the Twitter dataset, approximately 75% of messages are core messages. Among
these, 5% are addressive and 80% are original. In the Facebook dataset, 47% of messages are
core messages; 47% of these are addressive and 99% are original. The high proportion of orig-
inal messages reflects the technical difficulty of identifying shared content when retrieving
data from Facebook via screen scraping. In the Enron corpus, only 6% of messages are core
messages; 82% of these are addressive and 94% are original. We have to assume that the bulk
of messages in the corpus are interactions with non-employees or employees whose mail-
boxes were not archived in the course of FERC investigations. In the HackingTeam dataset,
48% of messages are core messages; 94% of these are addressive and 95% are original.

A direct consequence of defining originality, addressivity, and the identity of recipients
via custom heuristics for each platform is that inherent characteristics of the platform are
difficult to separate from effects of the choice of heuristics. Still, it is reasonable to assume
that e-mail, by design, favors addressive communication, while current SNS encourage non-
addressive “broadcasting” by providing each user with a bespoke audience of followers or
friends. From a different point of view, one might conclude that addressivity and originality
are not truly dichotomous: messages can be completely non-addressive, or exhibit varying
degrees of addressivity, from making a passing reference to someone in a public statement
up to being confidential communication between sender and recipient. In the process of
sharing, the source material may be modified or augmented. However, a more fine-grained
modeling of these aspects is out of scope for this thesis.
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3.4.1 Data Quality Issues

From the discussion of the different social platforms and the respective mechanisms for data
collection, one can identify a number of general issues that may negatively affect the quality
of the collected data and inferences drawn from that data:

Missing data Due to the limited amount of resources that can be spent on crawling, an
exhaustive observation of interactions on a social platform is impossible. Some in-
teractions are principally unobservable, because they are not publicly accessible (e.g.,
due to restrictive privacy settings) or not being archived anywhere (e.g., e-mails that
have been deleted by the sender and all recipients).

Corrupted data Inconsistencies in the data may be the result of intentional manipulation,
like in the case of backdated Facebook posts or falsified timestamps of spam e-mail.
In all collected datasets, we also observed a proportion of unsystematically corrupted
records, possibly due to software defects.

Systematic bias The available data may not be representative for the medium as a whole.
Both e-mail datasets originate from a workplace communication setting, while the
observable Facebook communication is limited to a subset of posts that were explicitly
made accessible to the public. The datasets were collected over different periods of
time, which may also have a biasing effect due to global shifts in the way people
use online social media. Other, yet undiscovered bias may be present. None of these
individual datasets can claim to be representative of human social behavior in general.

Differences in presentation While the examined social platforms offer a common set of
basic functionality, differences exist in the visual presentation of messages, the visi-
bility of messages to other users, and in how interacting with messages affects their
visibility. These differences have to be considered in any comparative analysis of the
data.

Three specific issues deserve further elaboration: cultural bias, the volatile nature of ex-
plicit relationships, and automated messages. Cultural and societal bias, i.e., the overrep-
resentation of certain demographic or social groups in a dataset, threatens the generality
of claims that are founded on inference from the data (Olteanu et al., 2019). Some of this
bias can be attributed to the platform itself and the people it attracts, while some has to
be attributed to the crawling process and the restrictions placed on the crawler (starting
point, sample size, desired languages). Due to homophily (the tendency to associate with
people that are similar to oneself), a subgraph obtained by BFS-style crawling may exhibit
more homogeneity than a random sample in personal attributes such as gender, ethnicity,
age, economic status, or political stance. The Facebook dataset exhibits a measurable bias
towards younger, male users, who are located in the north-western USA (see section 3.2.1),
and all datasets almost exclusively represent Western culture.

A problem of any platform with explicitly declared relationships is that the network of
explicit relationships is dynamic, i.e., nodes and edges may be created or removed at any
time, but one can usually only observe the presence or absence of a relationship at the exact

76



3.5 Temporal Characteristics

moment of crawling a particular user profile. Neither Twitter nor Facebook report when a
relationship was established (cf. section 3.1.1, “Data Quality”), and it is generally impossible
to know for how long it persisted after crawling. For the sake of simplicity, all upcoming
experiments assume, where necessary, that any observed relationship has existed and will
persist indefinitely.

The data quality issues discussed up to this point are either inherent to the medium or
associated with the process of data collection and analysis. A new kind of issue arises from
users of a social platform who operate their accounts in a semi- or fully automated way.
Recently, the term “social bots” has been applied to these accounts (Bessi and Ferrara, 2016).
Varol et al. (2017) estimate that 9-15% of active Twitter accounts are social bots, and dis-
tinguish spammers (bulk senders of unsolicited commercial offers), self-promoters, political
actors, and connected applications that send messages on behalf of a real user (e.g., a weight
loss app that automatically posts a weekly progress report). Other social platforms are sim-
ilarly affected by bots. Some types of bots are ubiquitous on all platforms (spammers), oth-
ers are highly specific to the platform (computer viruses spreading by e-mail). Automated
messages are a source of systematic bias: regardless of their nature as spam, manipulation
attempt, or legitimate information, they are typically sent in high volume and their con-
tent follows repetitive patterns. Furthermore, bots differ from real users in their interaction
patterns (Varol et al., 2017).

For the task of bot detection on Twitter, Varol et al. (2017) propose a supervised classifier
that bases its decision on more than one thousand features, and achieve an accuracy of
0.85 AUC on unseen data. Bot detection clearly is a complex problem, so in this work, we
deliberately limit our efforts to basic preventive measures. In the acquisition of Twitter
data, some measures are taken to avoid crawling accounts that belong to spammers. In the
preprocessing of the HT e-mail data, certain mailboxes that are known to be sources of
high-volume automated messages (e.g., nightly status reports of various software systems)
are skipped. These efforts are not subjected to any quantitative evaluation.

3.5 Temporal Characteristics

The acquisition of data from a social platform is usually constrained by the available re-
sources, and the resulting dataset can only be a sample from a much larger population.
Often, the acquisition is not only limited in the number of user profiles that can be visited,
but also in the number of messages that can be retrieved from each profile: the Twitter
API imposes a rate limit on requests, Facebook’s privacy settings allow users to selectively
hide messages, and e-mail users may have different retention strategies for old messages.
Some users indiscriminately keep all messages, some delete messages they no longer con-
sider relevant, and others delete all messages above a certain age. Consequently, the dataset
is not only a sample from the user base of the platform, but also a sample from the stream
of messages over time.

To be able to perform experiments on datasets from different social platforms in a way that
yields comparable results, differences in the temporal distribution of messages have to be
taken into account. The interval of time that contains the bulk of messages and the presence
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Figure 3.6: Monthly relative message volume

or absence of regular daily and weekly fluctuations can be determined by simple visual
inspection of the temporal distribution of message volume. Beyond that, we are interested
in the temporal rhythms of human communicative behavior. Our experiments on social
influence (chapter 5) involve the comparison of behavior in two successive intervals of time,
in other words, a temporal quantization of the observation data. The pertinent question is
whether suitable quantization intervals can be derived from patterns found in the data.

3.5.1 Message Volume

Figure 3.6 plots the distribution of message volume of each dataset over time. The Enron
corpus is the oldest dataset, containing messages sent between March 2000 and June 2002.
The amount of messages dated before 2001 is negligible. The message volume peaks in Oc-
tober 2001 (labeled ‘1°), around the time when the accounting scandal of Enron Corporation
was publicized, and sharply drops in December 2001 (‘2’), following the bankruptcy of En-
ron and the subsequent lay-off of thousands of employees (Wikipedia, 2020a). Diesner et al.
(2005) note that year-end vacations may have also contributed to the reduction in volume.
The HT data is more uniformly distributed over time, with most of the messages dating
between 2011 and 2015, and a long tail of older messages going back to 2005. The level of
activity remains constant for most of the time, but rises sharply in January 2011, mid-2013
and mid-2014. Without manual inspection, one can only speculate about possible causes of
this step-wise increase in activity, for example, the hiring of new staff, or the introduction
of a new internal software solution that sends automated messages.

The posts and comments collected from Facebook are rather uniformly distributed over
the years 2010 to 2014, preceded by a long tail of messages reaching back to 2005, and an
increase in volume in the second half of 2009, which matches the growth in popularity of
the SNS at that time. There is a visible yearly trend of increasing message volume that
coincides with the US “holiday season”, which includes Thanksgiving, Christmas, and New
Year, followed by a drop in activity in January. People may be generally more active on
Facebook over the holidays, but the communal nature of the festivities may also invite a
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Figure 3.7: Weekly and daily relative message volume

high amount of “season’s greetings” posts that are publicly shared rather than kept private,
and are therefore accessible to our crawler.

In the case of the Twitter dataset, the temporal distribution of tweets reflects the crawl-
ing policy as well as particular internal mechanisms of Twitter. For each user, the crawler
retrieves all tweets between the time of crawling and January 1, 2012, via a series of API
requests. Since each request yields up to 200 tweets, and retweets include a copy of the orig-
inal tweet, a certain amount of older tweets may be fetched as well. This accounts for the
long tail reaching back to the very first tweet in 2006, and the gradual increase in message
volume leading up to the start of the crawling period (‘3’). Within the crawling period (‘3
‘4’), one would expect an approximately uniform temporal distribution. The observed burst
of activity towards the end can be attributed to two factors: The presence of accounts that
were created after the start of the crawling period implies an increase in message volume
towards the end of the period. However, this class of users only accounts for 13% of the
overall message volume. Due to unanticipated behavior of the Twitter APL, the retrieval
of tweets was terminated early for a subset of users. Since tweets are retrieved in reverse
chronological order, this results in a bias towards more recent tweets. Finally, Twitter has
placed an arbitrary limit on the API endpoint for retrieving a user’s past tweets: only the
3200 most recent tweets can be accessed (Twitter, Inc., n.d.b).

Figure 3.7 shows the average weekly and daily (UTC+0) message volume. In a corporate
setting, as reflected by the Enron and HT e-mail datasets, the message volume falls close
to zero on weekends, while on social media there is only a slight reduction in volume. The
Enron dataset exhibits a gradual decline of message volume towards the weekend, while,
conversely, the message volume on Twitter slightly increases. Apart from that, the message
volume is fairly evenly distributed over the working days in all datasets.

As one might expect, given their origin in a workplace setting, the daily patterns of the
Enron and HT dataset are very similar: a sharp onset of activity in the morning, a dip at
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lunchtime, followed by gradual decline until the end of regular working hours, at which
point we see a steeper decline to nocturnal levels. The nightly activity level in the Enron
dataset is close to zero, and somewhat higher in the HT dataset. This may be, in part, at-
tributable to different working habits in the smaller, more tech-focused company, but may
also be indicative of an increase in the volume of automated messages between 2000 and
2010. Similarly, the small peak at 4 AM may be caused by regular internal automated mes-
sages, e.g., server status reports.

While the employees of Enron and HT were expected to be physically present at the com-
panies’ offices, the Facebook and Twitter users that were crawled to obtain the respective
datasets are known to be geographically spread across multiple time zones. Krasnow Wa-
terman (2006) reports that “the majority of the emails were sent or received in Texas at the
Enron headquarters”. After geocoding 8 139 users of the Twitter dataset, Grob (2013) finds
that 84% are located in the USA and the UK. Only a small amount of reliable geodata is avail-
able for the Facebook users (see section 3.2.1). Due to the choice of an US resident as the
crawling seed and the restriction to English speakers, it is likely that the majority of users
in the dataset is located in the USA. The temporal distribution of Facebook posts reaches its
peak in the evening and has a minimum when it is nighttime for most users. The distribu-
tion of tweets still has a recognizable day-night rhythm, but is much closer to uniform due
to the broader geo-spatial distribution.

Having explored the temporal distribution of individual messages, we turn to the analysis
of temporal patterns in users’ engagement with discussion threads.

3.5.2 Rhythms of User-Content-Interaction

In informal comparisons of online social media to traditional communication and news me-
dia on- and offline, the former are commonly said to be “faster”. In this context, speed is not
clearly defined, but may refer to the lifetime of content published on the medium: How long
does a particular event, discussion topic, or trend receive attention? We propose a novel
method of characterizing the content lifetime using a Hidden Markov Model (HMM), apply
it to the comparative study of our social media datasets, and identify common time scales of
social interaction. The presence of these time scales across the different social datasets mo-
tivates the use of fixed-length temporal quantization for the aggregation of message content
in subsequent experiments.

Most online social networking and communication platforms offer a core functionality
that can be described by a simple model of user-content interaction: Each user is provided
with a custom, inverse chronological news feed that lists individual content items. The na-
ture of the platform determines the type of content (messages, status updates, news articles,
etc.) and the type of distribution (e.g., explicit recipients, push / pull models). Users interact
with content items by replying to them or sharing them with others, thus increasing their
visibility. In consequence, each item has an audience that grows monotonically over time.
On the news feed, content is ordered by the time of the last interaction, so items under ac-
tive discussion are at the top, and move downwards as interest fades. However, even old
content can be located at any time, e.g., by a full-text search, and interacted with, bringing
it back to the top. The temporal characteristics of content lifetime are therefore to a large
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degree determined by the style of presentation and the possible ways of interaction (Szabo
and Huberman, 2010).

We pose the following research questions: How can a meaningful definition of content
lifetime in a social medium be derived from the temporal distribution of interactions? How
do traditional and modern social media compare in terms of content lifetime? How does
sharing affect content lifetime? To answer these questions, we analyze the data that was
collected from different online social platforms.

User behavior in online social networking services can be studied on different socio-
structural levels. At the micro level, timestamped interaction sequences of individual users
reveal global rhythms of sleep, work, and daily life (Golder and Macy, 2011) as well as
medium-specific usage patterns (Guo et al., 2009). The aggregated interactions of a group
of users with one or more topically related content items are studied under the moniker
collective attention. At the macro level, peaks in collective attention can be attributed either
to endogenous build-up of attention through information diffusion within the network, or
exogenous effects such as unanticipated real-world events (Lehmann et al., 2012). Our study
of content lifetime sits in between these levels: While we analyze the collective attention a
content item receives from its audience, we expect audiences to be small to the point of not
being a representative sample of the platform user-base. Our work is similar in nature to
that of Clauset and Eagle (2007), who identify a “natural time scale” that is optimal for the
temporal quantization of dynamic social networks for the purpose of tracking the evolution
of network structure.

Related studies of the aggregated interactions of multiple users with particular classes
of content commonly use Twitter data due to the ease of acquisition via an officially sup-
ported APL For example, Kwak et al. (2010, section 6.2) provide descriptive statistics of inter-
event times in retweet cascades, while Chalmers et al. (2011, section 5) analyze conversations
among dyads and triads and manually identify patterns of activity on multiple time scales.
Concrete definitions of content lifetime have been proposed in the context of online jour-
nalism (Castillo et al., 2014) and diffusion cascades (Lerman and Ghosh, 2010), which track
the unmodified retransmission of information. A related problem is the prediction of the
longer-term popularity of a content item from an initial sequence of interactions (Bandari
et al., 2012).

Data Preparation

From each dataset, we extract items of user-generated content and the associated interac-
tions. As illustrated in figure 3.8, the resulting subset of data has a tree structure, which is
induced by the different types of interaction: Sharing creates a copy of the original content
that is visible to a new audience, while replying creates new content that is linked to the
original content, and can in turn be shared and replied to. Each interaction refers to exactly
one parent item. The tree is flattened by arranging the nodes in temporal order. Repre-
senting the sequence in terms of the inter-event times § makes the temporal dynamics of
different sequences comparable. We only consider sequences of length two or above. In the
sequel, we briefly describe the social platforms from which the datasets were obtained, and
map platform-specific terms to our model of user-content interaction.

81



3 Online Communication Data

\/

5 o 5, 3, 5, ds B

Figure 3.8: Transforming a tree of interactions into a sequence of inter-event times (Hauffa and
Groh, 2019)

Twitter Tweets are public, but are only shown on the news feed of followers of the author.
Sharing (“retweeting”) exposes a tweet to the followers of the retweeter, while replies
are visible to users who follow both the author of the reply and the author of the
original tweet. Replies can form arbitrary long chains, but retweets cannot: if a’ is a
retweet of g, retweeting a’ will create another direct retweet of a. Therefore, any tweet
that is not a reply or retweet is counted as a content item, while retweets of the original
tweet, replies at any distance to the original tweet, and retweets of these replies count
as interactions. While the news feed of a user generally follows a chronological order,
particular types of content are prioritized. The exact criteria are not published, and
may include user preferences learnt via feedback mechanisms and intermixing of paid
advertising (Twitter, Inc., n.d.a).

Facebook Posts are only visible to friends unless specifically made public, and shared con-
tent is only publicly visible if it was designated as public by both the original poster
and the sharer. Like Twitter, the presentation of content on the news feed may deviate
from chronological order. Posts can be shared and replied to in the form of comments
that are directly associated with the post. Comments cannot be shared individually,
and cannot be nested. Any original post is counted as a content item. Sharing that post
and commenting on the post or any of its shared copies is counted as an interaction.

E-Mail The presentation of incoming messages to the user depends on the client software,
but an inverse chronological, conversation-centric view has emerged as the usual
form. Each message has a unique identifier, which is used to link replies to the original
message. Sharing is realized as forwarding, where a received message is passed on to
a different recipient in unmodified form. Any mail that is neither a reply nor a for-
warded copy of another mail is counted as a content item. Replying to or forwarding
of that mail or any of its replies or forwarded copies counts as an interaction. The two
e-mail datasets, HT and Enron, are analyzed separately, and the original bilingual HT
dataset is used.

A major problem for this study is posed by interaction sequences that cannot be fully
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observed and remain incomplete or fragmented. Interactions are usually expressed as back-
links (e.g., from a reply to its parent). A limited notion of completeness of a sequence can
therefore be established by following the links and checking for the presence of a root. If
missing data separates a branch of the interaction tree from its root, or the whole branch
is missing, the resulting state of incompleteness cannot be detected. In consequence, the
collected data may underrepresent the amount and frequency of interaction, and the cho-
sen method of analysis needs to be able to cope with incomplete sequences. Another data
quality issue that directly affects this study is corruption and inaccuracy of timestamps. To
eliminate inconsistency, we ignore interactions that predate the content item they refer to.
We manually verified that all remaining timestamps are plausible, that is, they are neither
before the launch of the platform, nor after the date of crawling. A peculiarity of Facebook
is that users can arbitrarily backdate their posts. Timestamps of backdated posts always lie
on a 30- or 60-minute boundary, and backdating only affects the root of an interaction tree,
so it is possible to detect and ignore such posts with a low probability of false positives.

Finally, we note that due to limited resolution of the timestamps, the observed temporal
distance between two interactions may be zero. In the Enron dataset, most of these simul-
taneous actions turn out to be automated “out of office” replies, which are generated by the
server immediately upon receipt of an e-mail. The timestamps published by Twitter and
Facebook are only accurate to whole seconds, so, given the large potential audience of a
post, most simultaneous interactions can be attributed to chance. In a manually examined
sample of tweets, all simultaneous replies appear to be natural. For example, a prominent
user posting a controversial tweet may invite many angry replies, often simultaneous. Simi-
larly, most simultaneous retweets in the sample are natural, and often revolve around topics
of popular interest, but there is some evidence of spam activity. A group of (possibly au-
tomated) accounts was found to tweet promotional messages. Another group of accounts
retweeted these messages as soon as they appeared, ostensibly in an effort to boost their
visibility. In all three types of datasets, simultaneous interactions occur naturally, so we
preserve them by representing them as distinct actions with a temporal distance of zero.

Table 3.2 compares the volume of data collected from the different social platforms. The
first part of the table describes the volume of raw data. The second part of the table de-
scribes the extracted sequences of inter-event times. On all platforms, the sequence length
has a long-tailed distribution, as evidenced by a mean and median close to the lower limit
and a high maximum, making us expect an exponential decay in frequency with increasing
length. Compared to Twitter and Enron e-mail, the Facebook and HT datasets noticeably
favor longer sequences. The different characteristics of the two e-mail datasets may be due
to differences in company culture or change in e-mail usage over time. The rarity of content
sharing in the Facebook dataset is caused in part by the visibility rules for shared content,
but also by difficulties of reliably determining the origin of a shared item in the data available
to us.

Figure 3.9 compares the distribution of inter-event times in the different datasets, obtained
via kernel density estimation with Gaussian approximation of bandwidth. For each dataset,
we observe power-law behavior within specific lower and upper bounds, and exponential
truncation at the upper bound. In each case, the upper bound matches the age of the platform
or the timespan of collected messages, respectively. Twitter and Facebook favor shorter
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Table 3.2: Descriptive statistics of the user-content interactions (Hauffa and Groh, 2019)

Twitter Facebook E-Mail

Enron HT

users 358 342 16 834 158 60
messages 223013844 3912832 153552 350340
sequences 5796 548 465 869 1031 25409
% incomplete 5.7% 1.0%  252%  30.4%
mean (median) length 3.3(2) 53(4) 3.2((2) 520)
maximum length 3578 3428 44 157
interactions 19223692 2462609 3306 132192
% sharing 61.3% 0.2%  20.2% 8.0%

inter-event times below one hour, while the e-mail datasets, particularly HT, contain more
longer inter-event times between a day and several months. Both e-mail datasets have a
peak around intervals of one day, since most of the users are employees working within the
same time zone and therefore likely to have similar daily rhythms.

Measurement of Content Lifetime

From a mathematical point of view, a sequence of interactions can be characterized by its
inter-event times, i.e., the temporal distance of each interaction to its predecessor. In the
absence of any limiting assumptions, events may be treated as uniformly and independently
distributed over time and as such are suitably approximated by a Poisson process, which
predicts exponentially distributed inter-event times. However, Barabasi (2005) finds that in
many settings, the inter-event times of individual human behavior follow a more heavy-
tailed distribution, which manifests as bursts of high activity separated by longer periods
of inactivity. In studies of collective behavior, the amount of attention a particular content
item receives has been empirically linked to its visibility (Hodas and Lerman, 2012). Heavy-
tailed distributions of inter-event times are inherent to systems where “high-priority tasks
will be executed soon after their addition to the list, whereas low-priority items will have to
wait until all higher-priority tasks are cleared” (Barabasi, 2005). If, in the case of aggregated
human behavior on a social networking platform, priority can reasonably be equated with
visibility, a bursty temporal distribution of events is to be expected. Ghosh and Huberman
(2014) examine aggregated interactions of users with different types of online content and
observe a non-Poisson distribution of inter-event times, which they attribute to human ac-
tivity on multiple time scales. We aim to identify these time scales using a Hidden Markov
Model.

Fitting a Hidden Markov Model According to our model of user-content interaction,
the frequency of interaction with a content item depends on its current visibility, which
reflects the collective interest in the content. Visibility and collective interest are not directly
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Figure 3.9: Kernel density estimates of inter-event times (Hauffa and Groh, 2019)

observable, and may interact with each other. We therefore collapse them into a single
latent variable, activity, as illustrated in figure 3.10. Its joint distribution with the inter-event
times can be described by an HMM if activity is represented as a quantity on a bounded
ordinal scale, and if its temporal development can be reasonably approximated by a low-
order Markov process. A HMM with Gaussian emissions is a generalization of the Gaussian
mixture model, which is able to approximate arbitrary smooth probability densities (Juang
et al., 1986). We therefore choose the normal distribution as the emission distribution of
each state, so that the model learns to approximate the heavy-tailed distribution of the inter-
event times via state transitions. Modeling inter-event times with an HMM represents the
assumption that the interaction of collective interest and visibility produces discrete states
of higher and lower activity, with each state producing interactions on a different time scale,
and each state containing sufficient information to predict the next state. Our reasoning up
to this point is very similar to that of Kleinberg (2002), who also uses an HMM-like model
for the identification of bursts, but attempts to recover the hierarchical structure of activity.

The data is split into 10% development, 80% training, and 10% test set. The development set
is used for determining the optimal number of hidden states according to the Bayesian Infor-
mation Criterion (BIC) via 10-fold cross-validation (CV). Because of the high computational
cost of HMM parameter fitting, the portion of the data that is held-out for hyper-parameter
search is kept small. We observe that, for all datasets, the unpenalized CV likelihood con-
tinues to increase with a rising number of states, so the BIC penalty term is necessary for
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Figure 3.10: Modeling the interplay of user-content interaction and content visibility as a latent
variable

the selection of a parsimonious model. By comparing the perplexity of training and test set,
the ability of the model to generalize to unseen data is verified.

A first-order HMM with Gaussian emissions is fit to the sequence data via expectation
maximization (EM) in log-space (Rabiner, 1989; Mann, 2006). When fitting an HMM to the
training (development) set, the EM algorithm is stopped after 20 000 (100) iterations or when
the per-iteration gain in log-likelihood falls below 107° (0.1). The EM algorithm is modified
so that incomplete sequences do not cause updates to the initial probabilities. Due to the
limited Markov horizon, no changes to the update rules of the transition probabilities are
necessary. To avoid pathological output distributions (variance tending to zero), their initial
parameters are obtained by k-means clustering of the inter-event times followed by fitting
a normal distribution to each cluster.

Analysis of HMM Parameters Within our model of user-content interaction, it is impos-
sible to be certain that an interaction sequence has concluded, in the sense that no further
interactions will occur. A period of inactivity, regardless of its length, may possibly be fol-
lowed by renewed activity. Therefore, it is not appropriate to simply fit an HMM with an
absorbing final state to the data, and define the content lifetime as the expected time to reach
that state. However, since each state of the HMM represents a particular level of activity, we
can propose a hypothetical minimum level of activity, below which no further interactions
happen, and compute the expected time until activity drops below that level. By computing
the expected lifetime for different minimum levels of activity, we obtain the typical lifetimes
of short- and long-lived content.

Given an HMM H = (A, B, 7) with a vector of initial probabilities 7z, a matrix of transition
probabilities A and output distributions B, we first construct an isomorphic HMM H’ =
(A’, B’, &’) by permutation of H so that the states 1..N are ordered by ascending expected
values of their output distributions. For each state 1 < i < N, the expected lifetime L(i) for a
minimum level of activity represented by state i is computed as follows: We construct a sub-
HMM H], where all states j > i have been turned into absorbing states by setting A;,’ kzj = 0
A’ ; =1, 7] = 0 (see figure 3.11 for an example), and re-normalizing 7’. H] is characterized
by its fundamental matrix N = (I — Q)~!, where Q is the upper-left i X i sub-matrix of the
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i=1
o Oz

Figure 3.11: Example for merging multiple states of an HMM into a single absorbing state

transition probabilities A”. N; ; is the expected number of times visiting a non-absorbing
state j when starting in state i, so the expected counts of visiting each non-absorbing state
given the initial probabilities 7’ are x = 7’7 N and can be obtained by solving (I-Q)”-x = 7’.
By linearity of expectation, the expected lifetime L(i) (equation 3.1) can be derived from the
expected visit count and the expected value of the corresponding output distribution:

L(i) = Z Xy - E[B}] (3.1)
k=1

Analogously, the expected number of interactions C(i) can be defined as the component-wise
sum of x.

This procedure is sensitive to outliers that cause structural change to the HMM. If outliers
end up being represented by a dedicated state, the estimated probabilities for entering that
state will be very low, leading to obviously unrealistic lifetime predictions if the state is
chosen as the only absorbing state. This is the case for two strong outliers in the HT dataset
(a user forwarding two mails from nine years ago), which we elect to exclude from this study
following manual investigation.

Results

The fitted HMMs generalize well, as can be seen by comparing the perplexity of training
and test data given a particular model. For all datasets except the HT e-mails, the test set
perplexity is slightly below the perplexity of the training set. In the case of HT, the test
set perplexity is 13% higher. By comparing the HMMs fit to the different datasets, one can
identify a number of general patterns. Figure 3.12 shows the HMM fit to the Twitter data
and visualizes the output distributions on a doubly logarithmic plot, while figures 3.13 and
3.14 compare the HMMs fit to interaction sequences from the different datasets. Across the
HMMs, the number of states chosen by the CV procedure grows with the amount of training
data. In each HMM, the means of the output distributions (indicated by the horizontal posi-
tion of the states) are roughly equidistant on a logarithmic scale, approximating the heavy
tail of the empirical distribution of inter-event times. The probability of self transition de-
creases with the level of activity, while the probability of transitioning to a different state is
roughly proportional to the difference in activity levels. An exception is the comparatively
high probability of transitions from states of low activity to states of high activity. These
observations are consistent with our earlier hypothesis of how the temporal distribution of
interactions is shaped by the presentation of content: waning collective interest results in a
gradual decrease of activity, but a return to high activity may be triggered whenever a new
interaction temporarily makes the content visible to others.
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Figure 3.12: Parameters of HMMs fit to inter-event times of Twitter and Facebook interaction se-

quences. Double circles indicate 7 > 0.1. Transitions with a probability below 0.1 have
been elided for visual clarity.
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Figure 3.13: Parameters of HMMs fit to inter-event times of e-mail interaction sequences. Double
circles indicate 7 > 0.1. Transitions with a probability below 0.1 have been elided for
visual clarity.
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Figure 3.15: Expected lifetimes L(i) and expected interaction counts C(i) per level of activity i for
each dataset (Hauffa and Groh, 2019). Lightness is proportional to lifetime.

Figure 3.15 shows the expected lifetimes L(i) on each social platform. One can observe
four main time scales, one of short term activity for at most 15 minutes, two classes of
medium term activity for 1-1:30 hours and 1-3 days, respectively, and finally a class of long
term activity taking up two weeks or more. While medium term activity is fairly consistent
across the social platforms, the characteristics of both short and long term activity are more
variable and dependent on the medium. In order to evaluate the effect of content sharing on
lifetime, we compare the expected lifetimes obtained from the complete dataset of a partic-
ular platform (“reply+share”) to the expected lifetimes computed from a restricted dataset
from which all sharing interactions have been removed (“reply”). Sharing generally shifts
the model parameters towards shorter inter-event times. On Twitter, the presence of an ad-
ditional short term state points to a class of content that is rapidly shared as long as it is
highly visible, while on Facebook, an additional medium term state indicates that sharing
may also prolong the lifetime of particular types of content.

On each of these time scales, Twitter outpaces Facebook in terms of expected interactions
C(i) per unit of time, while Facebook is comparable to modern corporate e-mail communi-
cation as represented by the HT dataset. Enron is noticeably slower, which matches earlier
observations about the differences in the two e-mail datasets.

We have proposed a characterization of content lifetime that arises naturally from the
interaction of collective interest in the content and its visibility on a social media platform.
This characterization is not only relevant for learning about human behavior and the tempo-
ral characteristics of social media. When performing an experiment or observational study
on social media data that involves temporal quantization, i.e., the partitioning of an obser-
vation period into intervals of equal length, our method can inform the choice of interval
size. Too fine or too coarse quantization may render temporal phenomena invisible (Krings
et al., 2012). The time scales identified by our model correspond to interval sizes at which
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Table 3.3: User activity within the observation period on different social platforms

observation period nodes (non-addr.) edges (addr.)

Twitter Apr. & May 2012 81.7% 41.0%
Facebook Apr. & May 2014 43.5% 8.0%
e-mail (Enron) Aug. & Sep. 2001 52.4% 37.4%
e-mail (HT-en) Apr. & May 2015 45.7% 40.1%
e-mail (HT-it) Apr. & May 2015 62.0% 49.3%

distinct effects can potentially be observed.

3.5.3 Choosing an Observation Period

Although we are trying to treat all datasets equally, some concessions have to be made to the
origin and nature of the collected data when using it in an experiment. The experiments on
social influence conducted in this thesis are fundamentally predictive in nature: observations
from one interval of time are used to make predictions about future intervals. It follows
that an important data-specific decision is the choice of an appropriate observation period,
defined by its start date and its length. The observation period must be long enough to
allow for a subdivision into a sufficient number of intervals. However, the period should not
be too long, in order to avoid the adverse effects of conceptual drift: long-term changes in
trends, conversation topics, and social behavior in general, that let the predictive value of
data deteriorate over time.

In the previous section, the analysis of temporal rhythms in social media data identifies
multiple classes of discussion lifetime that are to some degree consistent across different
media. The longest consistently observed lifetime was around 14 days, so we use this value
as an upper bound for the interval size in our experiments. Using an observation period
of 56 days (approximately two months) yields time series with a minimum length of four.
To maximize the amount of available data, the observation period should coincide with the
period of highest recorded activity (see section 3.5.1). While most of the datasets have their
activity peak in different years, data from the same months is used where possible to avoid
confounding seasonal effects. Due to the comparatively small size of the Enron dataset, its
observation period is chosen by activity alone.

Table 3.3 shows the chosen two-month observation period for each dataset and the activity
within that period. For the sake of interpretability, we specify the observation periods in
terms of calendar months, while the actual period is the 56-day interval that ends with the
last day of the second month (inclusive). An active node is a user who has sent at least
one non-addressive message, while an active edge is a pair of users (a, b) where a has sent
at least one addressive message to b. Table 3.3 gives the ratio of nodes and edges that are
active within the observation period to nodes and edges that are active within the whole
time frame spanned by the collected data.

Despite choosing periods of high activity, restricting the datasets to observations from a
two-month period has a strong sparsifying effect on the implicit social networks induced by
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communication. We refer to this spatio-temporal sparsity of interactions in a social network
as temporal sparsity. The inequality of the distribution of message volume across individual
users provides a different point of view on this phenomenon. In the Twitter dataset, the 10%
of users with the highest individual message volume contribute 43% to the overall amount
of messages. Conversely, 90% of messages are authored by the 54% most active users. The
Gini coefficient is 0.58; a uniform distribution would be characterized by a Gini coefficient
of zero, while the coefficient approaches one with increasing inequality. The other datasets
exhibit an imbalance of similar magnitude. All three e-mail datasets have a Gini coefficient
between 0.66 and 0.67. With a coefficient of 0.73, Facebook is the most imbalanced dataset.
The top 10% of users are responsible for 58% of messages, and 90% of the message volume
can be attributed to the top 35% of users. In all of these cases, a large amount of messages is
generated by a comparatively small group of highly active users.

Within the scope of this thesis, we can only hypothesize about the mechanisms that cause
temporal sparsity. In section 3.5.2, we establish that the temporal distribution of user be-
havior exhibits burstiness, i.e., periods of frequent activity interrupted by longer periods of
inactivity. The activity statistics indicate that both addressive and non-addressive commu-
nication are highly bursty: If up to 89% of otherwise active users and user pairs are inactive
during the observation period, a likely explanation is that the communication behavior of
many users is characterized by long gaps between periods of activity. Another contributing
factor is that nodes and edges can become permanently inactive, for example, if users quit
the platform or user pairs stop interacting.

Temporal sparsity points towards inefficiency in our data acquisition process: Travers-
ing the explicit network graph in BFS order enables a comparison between the explicit and
implicit network, but the visited nodes are not guaranteed to be active in the observation
period. Traversing only the implicit network ensures that all nodes, and at least one incident
edge per node, are active, and would have therefore constituted a more efficient use of our
limited crawling resources.

3.6 Structural Characteristics

Social network analysis distinguishes two kinds of network: Explicit networks are made up
from relational ties that have been explicitly reported by — or elicited from — the actors.
Implicit networks are induced by the actors’ behavior towards each other and can be recon-
structed from observations of said behavior. Among the datasets presented in this chapter,
only the Facebook and Twitter datasets include an explicit social network graph. Facebook
provides an undirected graph of “friendship” between users, while Twitter provides a di-
rected graph of users subscribing to others’ content by “following”. There are many con-
ceivable ways of recovering an implicit network graph from observations (cf. section 2.1.1
and Tsur and Lazer, 2017). Here, and in the following experiments, the implicit network
graph is constructed by inserting a directed edge for each ordered pair (a, b), where a is ac-
tively communicating with b in the observation period. Isolated nodes, i.e., actors that are
not actively communicating with at least one other actor, are removed. On both platforms,
users are able to addressively communicate with others even in the absence of an explicit
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social tie, so the implicit graph is not necessarily a subgraph of the explicit graph.

The structure of these social network graphs can help answer a number of questions
about the dataset: Is the crawling process biased towards a particular group of users? Does
the crawled subgraph meet the requirement, formulated at the beginning of this chapter, of
being sufficiently dense? Are the implicit and explicit graphs of the various social platforms
similar in structure? Do the graphs exhibit structural characteristics that are commonly
associated with “real-world” social networks, i.e., social networks formed by human actors
outside of online spaces? In particular, can they be decomposed into meaningful (to be
defined) overlapping communities?

3.6.1 Graph Metrics

A network graph can be characterized by various summary statistics, commonly known as
graph metrics, which capture particular aspects of the graph structure. For a directed graph
G with |V| nodes and |E| edges, the metrics of interest are defined as follows:

Mean and variance of the node degree The degree of a node is the number of its neigh-
bors in the graph. In a directed graph, one distinguishes the number of nodes con-
nected via incoming edges (in-degree) and outgoing edges (out-degree). In- and out-
degree have the same mean, but may differ in variance. If all nodes are isolated, the
mean degree D is zero, and if the graph is fully connected (complete), D attains its
maximum of |V| — 1. In a uniformly connected graph, the variance of the node degree
o? is zero, while a high variance indicates the coexistence of highly connected nodes

and nodes with few or no neighbors.

Such heavy-tailed degree distributions have been observed in a diverse range of large
graphs, including collaboration networks and the network of interlinked websites.
If the distribution can be modeled by a power law P(D = k) ~ k7Y, the graph is
called scale-free (Barabasi and Albert, 1999). For typical exponents 2 < y < 3, in
the limit |[V| — oo, the variance of the power law distribution diverges, so that the
degree of a randomly chosen node may exhibit an arbitrarily large deviation from the
mean (Barabasi, 2016c). Conversely, high empirical variance of the node degree is
indicative of scale-freeness. In graphs that grow over time, a possible explanation for
the emergence of scale-freeness is preferential attachment, which is a tendency of new
nodes to associate with existing nodes of high degree (Barabasi and Albert, 1999).

Beyond graph theoretical considerations, the number of simultaneous social relation-
ships that humans are able to actively maintain is believed to be limited. This capacity,
known as Dunbar’s number and estimated to be in a range of 100-300 (Gongalves et al.,
2011), effectively places an upper bound on the node degree in social networks derived
from human interaction.

Density and normalized degree variance Since the node degree is bounded above by
the size of the graph, we report not only the unnormalized mean and standard devi-
ation of the node degree, but also normalize mean and variance to the interval [0, 1]
to enable the comparison of different graphs. Normalizing the mean degree yields the
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density of G, which is more conventionally defined as the ratio of its edge count |E| to

the edge count of a complete graph with the same number of nodes: d = % Nat-

urally occurring graphs are typically sparse in the sense that d < 1 (Barabasi, 2016b,

ap(IVI-1)
D

section 2.5). Smith and Escudero (2020) define the normalized variance as IE=d)

Connected components G is called weakly connected if any two nodes a and b are con-
nected by a path in the undirected graph G’ = (V, E’) that results from replacing all
directed with undirected edges: E’ contains all pairs of nodes that are connected by
at least one directed edge in G. A weakly connected component (WCC) is a maximal
connected subgraph, that is, a subgraph that cannot be grown by adding another node
from the original graph without becoming disconnected.

Of particular interest is the number of components and the relative size of the largest
component. One of the most simple random graph models is the Erdés-Rényi (ER)
model, where an undirected edge is inserted between two nodes with a constant proba-
bility p. A graph generated by the ER model almost surely develops a giant component
as |V| — oo if p|V| is held constant so that p > 1/|V|. If a giant component is present,
no other component contains more than O(log(|V|)) nodes. A similar result can be
obtained for directed graphs generated by the configuration model, a generalization
of ER (Newman, 2003). In general, deviations from the metrics predicted by the ER
model indicate that the graph has a more complex formation process than random
chance.

Clustering coefficient The clustering coefficient C measures the tendency of a graph to
contain subgraphs of high density. Multiple definitions exist. The one used here is the
ratio of the number of closed triplets to the total number of triplets. A triplet is formed
by a node a that is connected to each of {b, c}, with a # b # c. The triplet is closed
if b and c are also connected. The number of closed triplets in a graph is three times
the number of its triangles (fully connected subgraphs of size three). This definition
is valid for undirected graphs. For the purpose of computing the clustering coefficient
of a directed graph G, an undirected graph G’ is constructed, as defined previously, by
replacing directed with undirected edges (Opsahl and Panzarasa, 2009).

The clustering coefficient can be interpreted as the conditional probability of two
nodes being connected if they have a common neighbor. In an ER random graph,
the probability p of the presence of an edge is constant and therefore independent
of all other edges, so C = p. Social networks have been found to have a substantially
higher clustering coefficient than predicted by simple random graph models (Newman
and Park, 2003). Opsahl and Panzarasa (2009) review the literature and list a number
of social mechanisms that may be responsible for this phenomenon, but note a lack of
consensus.

Assortativity Generally speaking, assortativity is a manifestation of homophily: the ten-
dency of nodes to be connected to other nodes that are similar with respect to some
attribute. When the scope of analysis is limited to the graph structure, the node degree
is a natural choice for this attribute. In this case, Pearson’s correlation coefficient of
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Table 3.4: Metrics of Twitter’s explicit social network (follower graph)

working set entire crawl complete network (largest
WCC; Kwak et al., 2010)

vertices 30000 358342 41652 230
edges 3825022 151463754 1468365182
type directed directed directed
mean degree 127.5 422.7 35.3
in-degree std.dev. 313.2 1228.1 354.7
out-degree std.dev. 163.6 976.2 2419.7
density 4.25x1073 1.18x1073 8.46x1077
norm. in-degree variance 2.58x1072 9.97x1073 8.57x107°
norm. out-degree variance 7.03x1073 6.30x1073 3.99x1073
WCC count 11 36

largest WCC 99.97% 99.99%

clustering coefficient 1.05x107! 7.96x1072 8.46x107*
assortativity -0.127 -0.113 -0.051

the degrees of all pairs of nodes connected by an edge is a measure of assortativity
(Newman, 2003) with a range of [-1, 1]. By convention, graphs with an assortativ-
ity of zero are neutral, graphs with an assortativity above zero are called assortative,
and graphs with an assortativity below zero disassortative. In an assortative graph,
nodes tend to be connected to other nodes of similar degree, while in a disassortative
graph, connected nodes tend to differ in degree. An ER random graph is neutral (in
the asymptotical case of |V| — co; Newman, 2002a), since each edge exists with a
probability that is independent of all other edges. Newman (2003) observes that “es-
sentially all social networks measured appear to be assortative, but other types of net-
works (information networks, technological networks, biological networks) appear to
be disassortative.”

With the exception of the explicit network of Facebook friendships, the networks ana-
lyzed here are directed graphs. The normalization factor for the degree variance is defined
in the same way for directed and undirected graphs. For the other metrics listed above, a
corresponding definition for undirected graphs can be formulated by constructing — implic-
itly or explicitly — an equivalent directed graph by replacing each undirected edge with two
opposing directed edges.

Table 3.4 compares relevant metrics of our differently sized samples to the complete Twit-
ter follower graph of July 2009. The follower graph was obtained by Kwak et al. (2010), who
claim to have “crawled the entire Twitter site” by distributed BFS-style crawling and made
the resulting graph publicly available. This graph does not contain isolated nodes and con-
sists of a single weakly connected component. Cha et al. (2010) take a different approach:
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after exhaustively checking all user IDs in the range of zero to 80 million in August 2009,
they encountered 54 981 152 valid accounts and 1 963 263 821 following ties. They report that
in addition to a large connected component containing 94.8% of users, 0.2% of users belong
to smaller components, while 5% are isolated.

If an explicit network graph is sampled by BFS-style crawling, the resulting graph is
weakly connected by construction. In practice, however, the crawling process described
earlier may produce a disconnected graph, because of crawling errors (friends or followers
of a user could not be retrieved) and, specifically in the case of Twitter, users discovered via
@-mentions that are not connected to the follower graph. As expected, each of the sample
graphs has a single giant WCC that contains the majority of nodes. All of the remaining
components are isolated nodes. Even though @-mentions are systematically explored as
part of the crawling process, the follower graph and the graph of @-mentions appear to be
mostly overlapping.

The metrics confirm that BFS exhibits a clear bias towards high-degree nodes, but still
improves data quality for our use case by yielding subgraphs that are more dense than the
original graph by orders of magnitude, which is also evidenced by the clustering coefficient.
The sample graphs strongly overestimate the in-degree variance, which indicates, in con-
junction with the high mean degree, that users with many followers are over-represented.
With increasing sample size, graph metrics that do not depend on the graph size (density,
normalized variance, clustering coefficient, assortativity) appear to converge towards the
metrics of the complete network. The graph is weakly disassortative, so highly connected
nodes tend to avoid each other. This paints the picture of a medium where celebrities con-
nect with their fans, but not with each other, which is also reflected by the degree variability.
More generally, one can distinguish highly connected hubs and regular users.

Table 3.5 compares our sample of the Facebook friendship graph to the complete friend-
ship graph of May 2011. Ugander et al. (2011) had direct access to Facebook data, analyze
a snapshot of the friendship graph, and report a number of graph metrics. In a later study,
Backstrom et al. (2012) analyze the same snapshot and provide additional metrics. Both
studies only consider active users who have logged into Facebook at least once in the 28 day
period preceding the crawl and have at least one friend, so their graphs do not contain any
isolated nodes. Neither group has publicly released the graph data.

As in the case of Twitter, BFS-style crawling produces a sample that is denser than the
original graph by orders of magnitude. However, the sample underestimates the mean de-
gree. One possible explanation is that users can opt to hide their friend list, which makes
it inaccessible to the crawler. Another possible cause is that Facebook does not have hub
users with a disproportionally high degree: Facebook limits its users to a maximum of 5 000
friends and suggests that celebrities, brands, and other entities that intend to broadcast to a
large audience create “fan pages” that exist outside of the friendship graph (Facebook Help
Team, 2015). Still, the complete Facebook graph has a much higher mean degree than the
Twitter graph. The average user appears to be more discriminating when choosing whom
to follow than when deciding who to accept as a friend. Finally, the sample preserves the
assortative tendency of the original graph. Well-connected users are likely to be connected,
which is more typical for human social networks than the disassortative tendency of Twitter.

An issue with comparing the crawled sample graphs to substantially larger reference
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Table 3.5: Metrics of Facebook’s explicit social network (friendship graph)

crawl complete network
(Ugander et al., 2011;
Backstrom et al., 2012)

vertices 16 834 ~ 721100000
edges 608 054 ~ 68700000000
type undirected undirected
mean degree 72.2 190.4
degree std.dev. 91.4 “high”
density 4.29%x1073 2.64x1077
norm. degree variance  1.38x1072 -1
WCC count 1 > 100 000
largest WCC 100.00% 99.91%
clustering coefficient 2.95%1071 -2
assortativity 0.189 0.226

1 Cannot be computed without knowing the exact degree variance.

2 Cannot be computed without access to the network graph. Ugander et al.
(2011) use a definition of the global clustering coefficient that differs from
ours.

graphs is that the two available reference graphs predate our crawling efforts by years. The
Twitter graph of Kwak et al. was captured during a period of fast growth. Gabielkov et al.
(2014) report that “the total number of accounts went from 4.265 million in January 2009 to
67.487 million in January 2010”. Gabielkov et al. (2014) replicated the crawling procedure
of Cha et al. (2010) three years later, and find a noticeable shift in the macrostructure of
the graph: a higher number of hub users with many followers, but few friends, and also
more passive consumers of content, who mainly follow hubs and have no followers of their
own. Similarly, Backstrom et al. (2012) observe that certain characteristics of the Facebook
friendship graph have changed over time, for example: “During the fastest growing years of
Facebook [...] density was going down steadily” In consequence, it is unclear how meaning-
ful a comparison with older reference graphs can be. Under the provision that changes in
the graph metrics over time are mainly driven by the growth of the graph, and are therefore
correlated with its size, older snapshots of the graphs can still be useful points of reference.

An alternative way of evaluating the quality of the crawled sample that does not require
any information about the original graph (beyond what is known at the time of crawling)
can be obtained by asking how much of a node’s direct neighborhood is present in the sam-
ple. We define a node’s local completeness as the ratio of the number of neighbors that are
present in the sample to the number of neighbors that are known to the crawler, which in-
cludes nodes that had not been visited yet when the crawling process was terminated. To
account for the fact that in a graph obtained by BFS-style crawling, each node has at least
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Figure 3.16: Distribution of local completeness in samples of explicit social network graphs

one neighbor, a value of dpi, = 1 for directed, 2 for undirected graphs is subtracted from
numerator and denominator. Equation 3.2 defines the local completeness c(v) of node v
in graph G, where G is the graph that contains all nodes and edges that are known to the
crawler, G’ is the subgraph induced by the actually visited nodes, and dg in(v) and dg,out(v)
are the in- and out-degree of node v in graph G, respectively. The local completeness is
undefined if dg in(v) + dG.out(v) < dmin, i.e., if a node has no known edges except the one
through which it was discovered.

_ dG’,in(U) + dG’,out(U) - dmin
dG,in(U) + dG,out(U) - dmin

c(v) (3.2)

Upcoming experiments (chapter 5 onwards) operate under the assumption that informa-
tion about a node can be recovered from its neighborhood in the graph, so the degree of
preservation of the neighborhood in the sample is an important measure of quality. In the
full Twitter sample graph, the average local completeness is 26.4%; in the 30 000 user sub-
graph, it is 13.8%. In the Facebook sample graph, the average local completeness is 47.2%.
Figure 3.16 compares the distribution of local completeness in the sample graphs. Although
the average completeness in the two Twitter samples rises with increasing sample size, nodes
of high completeness are rare in both. The distribution of completeness in the Facebook
sample exhibits a large number of nodes with maximal completeness. This is an artifact
of Facebook’s privacy settings: any user with a hidden list of friends, who is connected to
at least two already crawled users via an undirected edge, has maximal completeness by
definition. Without these users, the distribution is similar to that of Twitter. In a setting
where a high local completeness takes priority over preserving the global graph structure,
the efficiency of sampling could be improved by moving from blind to informed BFS: insert
each newly discovered node into a priority queue; when encountering an edge to an already
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Table 3.6: Metrics of the implicit social networks of Twitter and Facebook (communication graphs)

Twitter  Facebook Facebook
(largest WCC)
vertices 15614 5235 3333
edges 109743 6928 5371
type directed directed directed
mean degree 7.0 13 1.6
in-degree std.dev. 19.3 2.5 3.0
out-degree std.dev. 11.6 1.6 1.8
density 4.50x10™*  2.53x107* 4.84x107*
norm. in-degree variance ~ 3.41x107> 8.86x107* 1.63x107°
norm. out-degree variance 1.23x107>  3.56x107* 6.03x1074
WCC count 175 594
largest WCC 97.46% 63.67%
clustering coefficient 5.52x1072  7.02x1072 6.68x1072
assortativity 0.035 0.073 0.003

discovered node, increment its priority.

Tables 3.6 and 3.7 show the metrics of the implicit network graphs formed by communica-
tion in the observation period. By definition, the graph does not contain any isolated nodes,
or, equivalently, any components of size one. With the exception of the Facebook communi-
cation graph, all communication graphs have a giant WCC that contains more than 97% of
nodes. In the case of the Facebook communication graph, the largest WCC covers less than
two thirds of the graph and has noticeably different metrics: higher density, higher degree
variance, and an assortativity that is much closer to neutral. In terms of these metrics, the
largest WCC is similar to the Twitter communication graph.

The Facebook communication graph decomposes into a high number of WCC of non-
negligible size. A possible explanation is that compared to other social media, communica-
tion on Facebook is more equally distributed among the different modes of communication:
While on Twitter, tweeting is the dominant mode of communication, Facebook is under-
going a shift, where posting messages on each others’ timelines is falling out of favor, and
private direct messages are becoming more popular (Lorenz, 2017). If a mode of commu-
nication is, like direct messaging, principally invisible to the crawler, certain pairs of users
may erroneously end up being disconnected in the communication graph.

The three e-mail communication graphs are similar to each other, with the Enron graph
being somewhat less dense and less variable in node degree than the HackingTeam graphs.
Compared to the social media communication graphs, the e-mail graphs are smaller, more
dense, and exhibit a higher normalized degree variance. The e-mail graphs are close to neu-
tral in assortativity, with the exception of the Italian language HackingTeam graph. Since
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Table 3.7: Metrics of the implicit e-mail social networks (communication graphs)

Enron HackingTeam (en) HackingTeam (it)

vertices 126 47 47
edges 450 737 924
type directed directed directed
mean degree 3.6 15.7 19.7
in-degree std.dev. 2.9 9.1 10.2
out-degree std.dev. 3.3 9.2 11.0
density 2.86X1072 3.41x1071 4.27x107!
norm. in-degree variance ~ 1.85x1072 1.69x107! 1.92x107!
norm. out-degree variance 2.42x1072 1.70x107! 2.22x1071
WCC count 2 1 1
largest WCC 98.41% 100.00% 100.00%
clustering coefficient 3.58x1071 6.49x1071 6.86x1071
assortativity 0.027 -0.030 -0.265

Italian is the native language of the actors, it stands to reason that this graph more accurately
reflects the characteristics of internal communication. One possible explanation is that in
a company with a strong hierarchy, the bulk of communication may happen between se-
nior employees and their subordinates rather than among peers. A deeper analysis of the
communication patterns would be required to conclusively explain this observation.

Comparing the communication graphs to the follower graphs, one mainly notices a lower
density and degree variance, which is an immediate manifestation of the temporal sparsity
discussed earlier (see section 3.5.3). The lower absolute mean node degree can be explained
by Dunbar’s number, considering that communicative ties require active maintenance, while
accumulating friendship and following ties does not directly increase the cognitive load.
These observations are generally consistent with the literature: According to a review of
Olteanu et al. (2019), “Wilson et al. showed that the network constructed based on explicit
links among users was significantly denser than the one based on user interactions, while
Viswanath et al. showed that in the interaction-defined network, nodes tends to have a
smaller, bounded degree”” (citing Wilson et al., 2009; Viswanath et al., 2009)

Finally, we directly compare the sets of edges of the explicit and implicit network graphs.
The nodes of each graph are subsets of a common set of actors, so an edge in one graph is
considered equal to an edge in the other if their endpoints are equal. Since the communica-
tion graphs are generally substantially smaller, a symmetric measure of similarity like the
Jaccard coefficient would not be informative. Instead, we compute the overlap coefficient,
which, in this case, can be interpreted as the percentage of edges in the communication graph
that are also present in the explicit network graph. The Twitter communication graph has
81.6% overlap with the follower graph, while the Facebook communication graph has 87.9%
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overlap with the friendship graph (treating each undirected edge as two directed edges).
Both platforms have a small amount of users who communicate with others, despite not
being explicitly connected.

3.6.2 Community Structure

An explorative analysis of graph data typically starts with a visualization of the graph struc-
ture, designed to make salient structural properties of the graph stand out visually. Social
groups are central to higher-level social organization (see section 2.1.3), so any sufficiently
large social network graph is expected to have a community structure, where communities
are the graph-structural manifestations of social groups. A community is usually defined
as a subset of nodes that is densely connected internally, but sparsely connected to outside
nodes (Newman and Girvan, 2004). Accordingly, a visualization algorithm that is suitable
for social network graphs should minimize the spatial distance between nodes in the same
community, while keeping nodes that belong to separate communities at a distance.

Huang (2014) and Schneider (2014) independently attempt to visualize the 30 000 user
sample of the Twitter follower network and conclude that this is a difficult task, not only
due to the size of the graph: Generic visualization algorithms fail to discover and amplify
any underlying structure, so that even a smaller subgraph just appears as an amorphous blob
of nodes (figure 3.17). The same phenomenon has been earlier studied by Ahn et al. (2010),
who introduce the term “pervasive overlap”. Observation of social structures clearly shows
that people can be — and usually are — members of multiple social groups at the same time.
Ahn et al. hypothesize that the resulting structure of highly overlapping communities does
not lend itself well to visualization. To gain a better understanding of the problem, we apply
community detection algorithms that can identify overlapping communities to the various
social network graphs and compare the results.

Among the various methods of overlapping community detection (Coscia, 2019), two are
of particular interest, because they each address the problem of pervasive overlap in a dif-
ferent way. These two methods are clique percolation (Palla et al., 2005) and edge clustering
(Ahn et al., 2010). Both build upon what Barabasi (2016a) calls the “structure hypothesis”™
the assumption that the graph structure contains sufficient information for recovery of the
true community membership of each node.

Non-overlapping communities are usually characterized by a high ratio of inter- to intra-
community density. The most simple structure that (trivially) has this property is the max-
imal clique: First, its members are fully connected, which is equivalent to maximal inter-
community density. Second, no node outside of the clique can be connected to all nodes
inside the clique, so the intra-community density must be lower. Reid et al. (2012) conclude
that “a clique is a good conservative lower bound estimate of community structure, in so
far as an observed clique more than likely is wholly contained inside some real-world com-
munity”. Communities are always connected, so a similar argument can be made about the
community size being bounded above by the size of the largest WCC. Among the social
network graphs analyzed here, this upper bound is only relevant for the Facebook commu-
nication graph, which decomposes into multiple large components, whereas all other graphs
have a single “giant component”.
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Figure 3.17: An attempt to visualize a 2 500 user subset of the Twitter follower graph with a force-
directed layout algorithm

Maximal cliques impose stricter requirements on local density than one would expect
from real-world social groups, where, with increasing group size, it is more and more un-
likely that each member is in some kind of social relationship with each other. Even though
one would intuitively expect maximal cliques to be rare, Reid et al. (2012) observe that net-
work graphs of online SNS tend to contain a large number of highly overlapping cliques,
which is inconsistent with our informal understanding of social groups as distinct entities.
Relaxing the requirement of full connectedness leads to a family of substructures (Pattillo
et al., 2013) like s-plexes, where each node is allowed to be lacking s — 1 (or fewer) edges to
other members (a clique is a 1-plex), but such relaxed substructures are expected to occur
even more frequently in a graph than cliques.

The clique percolation method (Palla et al., 2005) works by merging overlapping cliques,
which permits communities of less than maximal density while also reducing the overall
number of communities. A community is defined as the union of cliques of size k (or, equiv-
alently, maximal cliques), which are chosen so that each clique shares k — 1 nodes with at
least one other clique. The higher the value of k, the more dense are the resulting commu-
nities. A suitable value for parameter k has to be determined manually. In an ER random
graph, there is a threshold for edge probability p that depends on k, above which clique per-
colation will almost surely produce a giant community (Derényi et al., 2005). In other words,
for graphs of higher density and lower values of k, a large community is likely to emerge
that is not supported by ground truth and may subsume a number of legitimate communi-
ties. Nodes that are not member of at least one clique cannot be assigned to a community, so
the higher k, the more nodes are potentially excluded (Lee, 2013). It follows that there is an
optimal value of k, but Lee observes that for some real-world graphs, no choice of k yields
satisfactory results. As a heuristic, Palla et al. (2005) propose to “simply select the smallest
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value of k for which no giant community appears”. While clique percolation can be trivially
adapted to work with other types of dense subgraphs, e.g., s-plexes, Palla et al. note that “in
most cases [this] is practically equivalent to lowering the value of k.

Clique percolation is computationally expensive. The enumeration of all maximal cliques
takes exponential time in the number of nodes (in the worst case), since a graph can have

up to O(3¥) maximal cliques (Moon and Moser, 1965). In practice, the maximal cliques
of a moderately sized graph like the 30000 user subset of the Twitter crawl can be enu-
merated within a reasonable time frame using the Bron-Kerbosch (BK) algorithm (Bron and
Kerbosch, 1973). The BK algorithm is formulated as a recursive procedure and can there-
fore be parallelized in a straightforward way by deferring each recursive call to a task that
is appended to a shared work queue. Computing the overlap between the cliques is less
computationally complex, but the actual bottleneck is memory: The algorithm of Palla et al.
(2005) keeps the entire clique-clique overlap matrix in memory, which requires quadratic
space in the number of cliques. Reid et al. (2012) propose a more space-efficient algorithm
(we use “algorithm 17), but show that any algorithm for clique percolation requires random
access to all maximal cliques of the graph. They conclude that “current algorithms still scale
worse than some other overlapping community finding algorithms” (Reid et al., 2012).

While the communication graphs are sufficiently small and sparse, and pose no problem
with regards to memory consumption, the cliques of the explicit network graphs of Twit-
ter and Facebook exceed the computational resources available to us. Clique percolation
operates on undirected graphs, so directed graphs have to be transformed. The amount of
cliques can be reduced by choosing a transformation that promotes sparsity, for example,
inserting an undirected edge between two nodes if and only if they are connected by re-
ciprocal directed edges. This heuristic ensures mutual awareness between adjacent nodes,
and thus reduces the number of cliques in the Twitter follower graph to a manageable level,
but cannot be applied to the Facebook graph, where edges already are undirected. After
transformation, the 30 000 user subset of the Twitter graph contains 386 million maximal
cliques of size three and above (maximum clique size 36), while the undirected Facebook
graph contains 108 billion maximal cliques (maximum clique size 59). If memory consump-
tion was not an issue, a variant of clique percolation that is applicable to directed graphs
(Palla et al., 2007) could be used in order to make full use of the available information.

Edge clustering (Ahn et al,, 2010) is an alternative, less computationally complex way
of finding overlapping communities. It is based on the assumption that a person can be a
member of multiple social groups simultaneously, but a relational tie, represented by an edge
in the social network graph, has the predominant purpose of associating a person with one
particular group. By clustering the edges according to structural similarity, these groups can
be recovered in terms of the edges between their members (“link communities”), and can be
converted back to overlapping sets of nodes if so desired. The hypothesized relationship
between link communities and pervasive overlap is as follows: Usually, people are members
of multiple social groups and participate in social contexts created by these groups, but prefer
to keep them separate, because each context imposes different norms of behavior, including
self-presentation, on the participants. Therefore, one person’s egocentric social network can
be neatly partitioned into that person’s distinct group memberships, but the global structure
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that results from the aggregated group membership of many people obscures the group
boundaries: “highly overlapping communities can have many more external than internal
connections” (Ahn et al., 2010).

Ahn etal. (2010) propose a hierarchical clustering procedure based on a pairwise similarity
measure. The similarity of two edges is defined as zero if the edges do not have a common
endpoint. Otherwise, for each of the two distinct endpoints, a set is constructed that contains
the endpoint and its neighbors, and the similarity is defined as the Jaccard index of the two
sets. A hierarchy of clusters is constructed via single-linkage clustering, an agglomerative
procedure that, starting from one cluster for each data point, iteratively identifies the two
most similar data points that are assigned to different clusters, and merges these clusters,
until all data points have been subsumed by a single cluster. Each merge creates a new level
in the hierarchy of clusters. The level that maximizes the “partition density”, the weighted
average of a metric derived from each cluster’s density, is accepted as the solution. The
SLINK algorithm requires O(n?) time and O(n) space for single-linkage clustering of n data
points (Sibson, 1973). There is no obvious way of parallelizing the clustering itself, but the
computation of the similarity matrix and the identification of the maximal partition density
can be trivially distributed across multiple threads.

Edge clustering can be adapted to directed graphs (Ahn et al., 2010, supplement S4.1), but
in the following experiments we use the undirected variant to enable a comparison with
clique percolation. We further note that the line graph framework of Evans and Lambiotte
(2009) includes the edge clustering procedure of Ahn et al. as a special case. After trans-
formation to a line graph, any algorithm for non-overlapping community finding can be
applied, and appropriate back-transformation yields overlapping communities of the origi-
nal graph.

By applying the two methods of community detection to the explicit and implicit social
network graphs of the various social platforms, we can empirically compare their perfor-
mance and, at the same time, learn about the latent structure of the network graphs. For
clique percolation, parameter k is set to a value of three to minimize the number of nodes
not assigned to any community. Edge clustering does not have any tunable parameters. We
compare two heuristics for transforming directed to undirected graphs: inserting an undi-
rected edge between two nodes if they are connected by at least one directed edge, and only
inserting an undirected edge if there is a bidirectional connection.

The quality of the detected communities is usually evaluated by comparison to ground
truth. In some cases, explicit information about group membership is (partially) available,
e.g., some SNS let users form topically focused discussion groups with public membership
rosters. Otherwise, reference data must be obtained by manual annotation, which is usually
not feasible for large social networks, or derived from node attributes external to the graph,
under the assumption that, due to homophily, the similarity of two nodes in terms of these
attributes is correlated with the likelihood of having one or more communities in common.
Hric et al. (2014) test a variety of graphs for alignment of their communities with prominent,
observable node attributes, and find that, in many cases, no such alignment exists. Yang
and Leskovec (2012) obtain similar results for networks with known group membership.
However, Newman and Clauset (2016) point out that “there are often multiple meaningful
community divisions of a network [...], and the fact that one division is uncorrelated with a
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given metadata variable does not rule out the possibility that another could be”

Instead of evaluating the detected communities against external reference data, we rely on
intrinsic metrics inspired by known failure modes of clique percolation. Without reference
data, one cannot check if communities correspond to actual social groups, but it is possible
to rule out communities that violate intuitive notions about the nature of social groups. The
results are collected in table 3.8 for clique percolation and table 3.9 for edge clustering. In
both tables, “bd.” refers to the transformation of directed graphs that creates an undirected
edge for each bidirectional connection.

The ratio of communities to nodes provides a way to compare the number of detected
communities across graphs of different size. Coverage refers to the percentage of nodes that
are member of at least one community. While it is certainly possible that a node is not
member of any community, or the graph structure does not provide sufficient evidence for
community membership, one would expect this case to be rare. A set of related metrics sum-
marizes the size distribution of the communities: The size of the largest community, relative
to the number of covered nodes, indicates whether the graph contains one giant community
or decomposes into many smaller ones. The larger the network, the less plausible is the
existence of a social group that includes the majority of actors. The ratio of the size of the
second largest to the size of the largest community indicates whether or not there is a group
of similarly sized, large communities. Furthermore, communities that contain the minimum
number of nodes (two for edge clustering, k for clique percolation) do not contain informa-
tion beyond the already known structural elements of the graph (edges, cliques), so a high
percentage of such communities is a negative indicator of quality.

Both methods of community detection do not perform satisfactorily on the social network
graphs. Clique percolation shows a variety of failure modes: The comparatively large and
dense explicit Facebook graph cannot be processed due to a lack of memory, while the small
implicit e-mail network graphs either do not contain any cliques of size k or above, or all
cliques percolate into a single community. The remaining graphs either have low coverage,
a giant community that includes the majority of nodes, or both. Edge clustering is more
robust in that it works equally well for small and large graphs, and, with respect to our
metrics, produces more reasonable communities for all graphs. However, smaller graphs
still tend to form a giant community, while a high number of communities is identified in
large graphs. For most graphs, the median community size is equal to the minimum size
or slightly above, which implies a long tail of tiny communities, and is consistent with the
observed percentage of minimum size communities. Although edge clustering is able to un-
cover some of the latent community structure, no progress is made towards the original goal
of producing a meaningful visual representation of the graph. When transforming directed
to undirected graphs, the requirement of bidirectional connectivity has a strong sparsify-
ing effect and therefore severely reduces the number of communities that are found. When
applied to the Twitter follower graph, this appears to be beneficial, as the graph structure
is simplified to the point that clique percolation becomes tractable. Applied to implicit net-
work graphs, however, the transformation often substantially reduces the coverage of the
resulting communities.

Further investigation is required to find out why state-of-the-art community finding al-
gorithms perform badly on real-world social network graphs. Up to this point, or study has
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Table 3.8: Metrics of the communities identified by clique percolation

platform  network comm. comm. coverage largest 2"4/1% min.size
per node comm. largest comm.
Twitter explicit (bd.) 197 0.007 79.0% 98.7% 0.1% 79.7%
implicit 528 0.034 481%  87.7% 0.6% 75.4%
implicit (bd.) 384 0.025 13.9% 55.3% 4.0% 72.4%
Facebook  explicit -1
implicit 197 0.038 14.3% 5.6% 61.9% 59.9%
implicit (bd.) 13 0.002 0.8% 10.0% 75.0% 92.3%
Enron implicit -2
implicit (bd.) 2
HT (en)  implicit 1 0.021 44.7%
implicit (bd.) 2
HT (it) implicit 1 0.021 74.5%
implicit (bd.) 1 0.021 89.4%
! Not enough memory.
2 Graph does not contain any cliques of minimum size or above.
Table 3.9: Metrics of the communities identified by edge clustering
platform  network comm. comm. coverage largest 2"4/1%% min.size
per node comm. largest comm.
Twitter explicit (bd.) 441130 14.704 93.2% 5.7% 47.7% 92.9%
implicit 55116 3.530 99.2% 9.4% 41.0% 88.3%
implicit (bd.) 13798 0.884 54.0% 0.6% 76.5% 87.3%
Facebook explicit 192 915 11.460 100.0% 4.2% 71.1% 86.1%
implicit 3867 0.739 93.1% 0.3% 100.0% 79.6%
implicit (bd.) 395 0.075 16.1% 0.8%  85.7% 73.2%
Enron implicit 96 0.762 100.0% 14.3% 88.9% 69.8%
implicit (bd.) 64 0.508 61.9% 7.7%  83.3% 78.1%
HT (en) implicit 26 0.553 100.0% 70.2% 39.4% 46.2%
implicit (bd.) 40 0.851 97.9%  52.2%  54.2% 62.5%
HT (it) implicit 8 0.170 100.0% 85.1% 30.0% 12.5%
implicit (bd.) 12 0.255 95.7% 80.0% 30.6% 33.3%
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been guided by the assumption that all relevant information about community structure is
encoded into the graph itself, and pervasive overlap is to blame for the difficulty of uncov-
ering community structure. Some alternative hypotheses might be worth investigating: If
communities tend to form around a celebrity (Lim and Datta, 2012) or some other kind of
social object (see section 2.1.3), would external information about such entities be helpful?
Is there a negative impact of our Twitter crawling scheme, which includes heuristics for
avoiding well-connected users, on the preservation of community structure? Automatically
generated accounts of spammers that form densely connected subgraphs without any nat-
ural community structure may further contribute to the difficulty of clustering the explicit
graph. Finally, the user base of Twitter is often claimed to be partitioned into producers
and consumers of content (Wu et al.,, 2011), so community detection algorithms that are
specifically designed for bipartite graphs may yield better results.

3.7 Ethical Considerations

Considering the ethical implications of ones actions is an important part of any scientific en-
deavor; particularly so if an experiment or observational study involves humans, whether
as active participants or as passive subjects of an analysis of trace data. Any kind of research
that involves the collection of data from a social platform requires a discussion of the asso-
ciated ethical questions. Ethical standards for research at the intersection of social science,
Internet research, and machine learning are still emerging (Zwitter, 2014), so it is not pos-
sible to build upon existing, codified norms of the research community. Some guidance can
be derived from previously published studies, as they represent a weak consensus on what
kind of research is ethically justifiable. Beyond that, the researcher is called upon to identify
the relevant ethical questions and to propose answers. This process necessarily involves
some subjectivity on the part of the researcher, who is embedded in a personal framework
of norms and values, so the results of the following discussion should not be seen as a final
statement on the ethical legitimacy of the experiments described in this work, but as a contri-
bution to the ongoing dialogue. Legal aspects are deliberately excluded from this discussion,
considering that a meaningful treatment of the arising issues would require collaboration
with legal professionals, which is out of scope for this work.

Focus is placed on three moral responsibilities of the researcher, a subset of the “account-
abilities” identified by boyd and Crawford (2012): First, towards ones peers, a responsibility
to ensure correctness and reproducibility of experiments and their results. This entails pub-
lishing, or making available upon request, all material that is required to successfully repeat
the experiment, including even personal data collected from the participants. It naturally
follows that the second responsibility is towards the participants, who must not incur harm
from the experiment. This entails a specific responsibility to protect their privacy and re-
spect their individual rights. Third, and finally, there is a responsibility towards society
as a whole, which arises from the notion that scientific research should work towards the
benefit of mankind. Applied to the domain of social media research, this maxim implies a
responsibility to study online platforms that are relevant, in the sense that they act as hosts
to the discussion of current social, cultural, or political movements, or otherwise contribute
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to their enactment. In selecting these responsibilities, we make no claim to generality or
exhaustiveness, but intend to set up a frame for the discussion.

No single one of these moral responsibilities may overrule the others. Neither the desire
for reproducibility nor the desire for relevancy can be allowed to subvert the individual right
to privacy, but conversely, the desire for protecting individual privacy cannot be allowed
to completely inhibit a researcher’s ability to conduct reproducible and relevant research
(Salganik, 2017, ch. 6.6.1). In the following, we investigate how an appropriate compromise
may be found. The desire for relevant research provides the overall motivation for this
discussion: How can research on user behavior on online social platforms be conducted in
an ethically responsible way? The desire to protect individual privacy prompts us to ask
which methods of data collection and data use are acceptable, while our responsibility as
researchers makes us look for responsible ways of sharing data.

Each of the datasets that were introduced in this chapter poses its own set of ethical prob-
lems. Twitter has been the subject of a large body of research (Rogers, 2014). Its popularity
among researchers can be attributed mainly to the public nature of tweets, which is deeply
rooted in the design of Twitter: Tweets are visible to the public by default, and mechanisms
for sharing tweets and embedding them into websites are provided. The phenomenon of
a tweet reaching a disproportionally large audience by “going viral” is well-known even
to non-technically-minded users, and tweets frequently cross medium boundaries by be-
ing featured in traditional news media. Twitter makes tweets freely accessible through a
rate-limited API (Twitter, Inc., n.d.d), sells high-volume API access to enterprise customers
(Twitter, Inc., n.d.c), and has donated data to the US Library of Congress (2013). In sum,
the public nature of Twitter communication can be assumed to be generally known and
accepted. However, Zimmer and Proferes (2014) cite negative reactions to the archival of
tweets by the Library of Congress as evidence that parts of Twitter’s user base had up to
that point misunderstood tweets to be ephemeral, and considered the large-scale archival of
historic tweets, together with public accessibility of that archive, to be a violation of their
privacy.

Despite these objections, current consensus among researchers appears to be that the use
of public Twitter data is ethically permissible. Facebook is substantially different in that
respect. While there are precedents for the study of textual communication on Facebook
(e.g., Gilbert and Karahalios, 2009), its dual nature as a medium for communication among
personal acquaintances and information broadcast to an unspecified and potentially large
audience complicates the assessment of the conditions under which data collected from Face-
book can be used in an ethically legitimate way. Individual posts can be private, visible to
specific users, or visible to any other user, i.e., to the entire public space formed by the user
base of Facebook. Is a publicly accessible post more akin to a statement that is explicitly ad-
dressed to the public, or to a conversation that happens to be held in a public space, but may
possibly be private in nature? This question has sparked a broader discussion of whether the
public accessibility of social media data — on its own — entails permission for researchers
to collect and use it (Zimmer, 2010; boyd and Crawford, 2012).

Both e-mail datasets, Enron and HT, are being freely distributed online and have been
previously used in published research. The Enron corpus, the first large-scale dataset of
organizational e-mail communication available to researchers, has been analyzed in a wide
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range of studies (Diesner et al., 2005), while the lesser-known HT dataset has mainly been
the subject of conference workshops’ “shared tasks” (e.g., El Aassal et al., 2018). The Enron
corpus was published by an organ of the US executive in the course of legal proceedings,
while the HT data was leaked to the public by “hackers”. In both cases, neither the sender
nor the recipients of the messages consented to their publication. Furthermore, it cannot
be assumed that the senders had any reason to anticipate that their messages would ever
be accessible outside of their own and the recipients’ corporate environment. The Enron
corpus is known to contain sensitive personal information, ranging from institutional data
like social security and credit card numbers to details of the intimate life of Enron employees
(Cassidy and Westwood-Hill, 2013). It is reasonable to believe that the same is true for the HT
dataset. It follows that the use of such material in research is ethically questionable (Poor
and Davidson, 2016). In the cases of these two particular datasets, some justification for
their use can be derived from the fact that both are primary sources pertaining to incidents
of interest to the worldwide general public, and the messages that make up their content
were written and sent in the context of work life, where expectations of individual privacy
are lower, compared to communication in a domestic setting.

In summary, there are two distinct cases: The public availability of the two e-mail datasets
releases us from the obligation to address the ethical questions associated with collection and
redistribution of the data. However, it is important to acknowledge that private communi-
cation was publicized without the consent of the senders and recipients, potentially causing
them harm. The ethical legitimacy of research using these e-mail datasets hinges on the
question of whether the possibility of causing additional harm by conducting experiments
and publishing the results can be ruled out with sufficient certainty. In the case of Facebook,
and, to a lesser extent, Twitter, we first have to make an argument for the legitimacy of data
collection. Ethical concerns arise from the tension between the accessibility of a message
to a large potential audience, and the preconceptions and expectations of its author on the
composition of the actual audience.

3.7.1 Privacy in Online Public Spaces

By definition, any kind of publicly accessible communication on a social platform is non-
addressive to some degree. Can there be an expectation of privacy if communication hap-
pens in public and does not have a clearly delineated circle of recipients? When approaching
this problem from the theoretical side, one encounters several competing points of view.
In the field of medical research, ethics and legal regulations are closely tied. In the US
legal system, research that involves human subjects is “subject to federal regulation and
oversight” (Solberg, 2012). If a researcher obtains information about a living, natural person
by means of intervention or interaction, or observes the behavior of said person in a context
in which observation is not the norm, that person is considered a human subject. Solberg
(2012) argues that “collect[ing] data for a study solely by mining social networking sites”
is not sufficient grounds for classifying a study as human subjects research, because “indi-
viduals have a very limited expectation of privacy when it comes to information they post
online”. Ballantyne and Schaefer (2018) go one step further and suggest that individuals may
even have a civic duty to share personal data with researchers, if the research in question
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is directly beneficial to others. On the other side of the debate, Internet scholars call into
question the dichotomy of private and public data: “People may operate in public spaces but
maintain strong perceptions or expectations of privacy.” (Markham and Buchanan, 2012)

Contextual Integrity and the Imagined Audience

According to Nissenbaum’s theory of contextual integrity (2004), the production, dissem-
ination and consumption of information in social spaces is governed by highly context-
dependent norms, adherence to which is socially expected even if the space is public in the
sense that access is not explicitly restricted. Nissenbaum distinguishes norms of appropri-
ateness, which define the kind of information that can be disclosed in a given context, from
norms of information flow, which define how information, after its disclosure in a given
context, can be further distributed. Norms of information flow may give rise to expectations
of privacy that are incongruent with the accessibility of the information. A researcher that
receives information within a certain context is called upon to abide by its norms and thus
to preserve the contextual integrity.

Nissenbaum’s norms of information flow apply to dyadic relationships between actors in
a social network. In the case of non-addressive communication, information flows from an
actor to an unspecified group of others, including subscribers, neighbors in the social graph,
and accidental listeners. Arguably, the motives for sharing information with a group of un-
known composition can be better understood by framing this kind of social media usage as
a public performance. Marwick and boyd (2011) introduce the concept of an imagined au-
dience, which reflects the user’s expectations at a point in time where no information about
the actual audience is available. The imagined audiences of social media users include “both
those [...] whom they are actively thinking of when sharing content as well as those they
may consider as a potential viewer of that same piece of content later on” (Vitak et al., 2015).
Public communication is the product of dialectic tension between this imagined reality and
the speaker’s communicative goals.

The imagined audience conflates the target audience that the speaker actively seeks out
and the potential audience, a broader group of people that the speaker expects to be able to
receive the message. For the purpose of this discussion, it proves beneficial to distinguish
the two groups. First, the speaker conceives of a message with a target audience in mind,
and chooses a public space under the assumption that the potential audience afforded by
that space is sufficiently similar to the target audience. Tension results from the awareness
that the potential audience is likely to include people who are not in the target audience,
possibly at a disproportionally large ratio. If the chosen space is an online social platform,
the speaker may decide to resolve this tension by technical means of privacy management,
for example, by choosing a more private channel of communication or limiting the visibility
of the message to select individuals (Vitak et al., 2015). Litt and Hargittai (2016) point out
that this frequently does not happen, and list a number of possible reasons: the speaker
may be unaware of the privacy management functions that are offered by the platform, may
lack the technical skills to use them, may see no other way of reaching a particular target
audience, or might even appreciate the larger potential audience.

If, at some point, it is infeasible to further adapt the audience to the message, the speaker
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has to satisfy any remaining privacy needs by adapting the message to the audience. Re-
searchers have observed several strategies to that end, which are referred to in the literature
as privacy management, audience management, or boundary regulation. One such strategy
is for individuals to “only post things they believe their broadest group of acquaintances
will find non-offensive” (Marwick and boyd, 2011), potentially up to the point of deciding
not to post at all, which Vitak et al. (2015) refer to as “self-censorship”. The practice of hid-
ing information in plain sight, for example by alluding to shared experiences of the speaker
and the target audience, is known as “social steganography”. It allows the speaker to send
messages that are “technologically accessible by anyone, but socially accessible by the tar-
geted audience only” (Litt and Hargittai, 2016). Finally, a strategy best described as passive
privacy management relies on the cooperation of others: Content is published in acknowl-
edgement of its potential visibility to a large audience, but in the hope or expectation that it
is not actively sought out. For example, a tweet briefly appears in the timeline of followers
before it is drowned out by newly incoming tweets, so its author may reasonably expect
that only a subset of followers will actually take notice. The speaker might even expect ac-
cidental readers to realize that they are not part of the target audience and exercise “civil
inattention” (boyd and Marwick, 2011).

In summary, social media users have access to a rich repertoire of technical and social
strategies for privacy management, which they use to address the tension between target
audience and potential audience of a message. The imagined audience can be understood
as the result of this process, which takes place before the message is sent. Litt and Hargittai
(2016) note that social media users are “more likely to engage in audience-reaching strategies
to reach their imagined audiences, rather than strategies to limit or exclude people in the po-
tential audience who were not part of the target imagined audience.” This paints a picture of
the imagined audience as a heterogenous group of people that the speaker is explicitly aware
of and either welcomes or at least grudgingly tolerates as listeners. The imagined audience
is not only an important factor in the identification of the context and the norms it imposes
on the speaker, but it also represents the speaker’s expectations towards information flow
and can therefore be understood as an implicit norm of its own.

A second point of tension exists between the imagined audience and the actual audience.
After “performing” a message in public, the speaker receives feedback about the composition
of the actual audience from the reactions of audience members to the message. If the po-
tential audience, as conceived by the speaker, does not match the actual group of recipients,
the message was exposed to people whom the speaker was not aware of when constructing
the imagined audience by means of privacy management. As soon as people are exposed to
the message, the speaker can no longer meaningfully recant it or modify its content, so it is
fundamentally impossible for the speaker to address a mismatch between the imagined and
actual audience. If the imagined audience, and the norms it implicitly represents, have to
be considered as fixed at the time of communication, then any unexpected recipient will be
in violation of these norms. It follows that any use of communication data by a researcher
who is not part of the imagined audience is a violation of contextual integrity, even if the
communication happened in public.

A commonly held sentiment is that researchers cannot generally presume to be part of
the target audience of public communication. For example, an appendix to the AoIR Ethi-
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cal Guidelines 3.0 contains the claim that “researchers are rarely the intended audience of
user-generated content” (franzke, 2020). Hoser and Nitschke (2010) elaborate: “Researchers
are probably not the audience an average user intends to reach by his or her postings and
serving as a research object is normally not the purpose an average user has in mind when
posting on a social network site [...]” In an interview study conducted by Fiesler and Pro-
feres (2018), 61% of respondents were initially unaware that their tweets were possibly used
for research purposes. It follows that a researcher cannot even reasonably assume to be part
of the imagined audience, which encompasses the target audience and a broader periphery.

In the absence of norms that generally permit the research use of social media data, the
consent of each participant has to be sought out individually. The practice of obtaining in-
formed consent originates from the US legal framework for medical research, but has been
adopted by other disciplines, including the social sciences and Internet research (Ess and
AoIR ethics working committee, 2002), as a de-facto requirement if an experiment poses
a risk of harm to the participants. The process of informed consent typically involves ex-
plaining the experiment and the nature of the collected data to prospective participants,
documenting the consent of those who choose to participate, providing a point of contact
for follow-up questions, and allowing participants to withdraw their consent at any time.
Obtaining informed consent before collecting a user’s social media data ensures that norms
of information flow are not violated. While being desirable from an ethical point of view,
informed consent has a number of drawbacks which render it impracticable for large-scale
data collection from social media.

First and foremost, the cost of obtaining consent grows linearly with the number of par-
ticipants, which limits the amount of data that can realistically be obtained by an individual
researcher or a small team. Furthermore, an informed consent procedure may be a source of
bias in the collected data: selection bias may arise from the fact that privacy-minded users
are more likely to refuse consent, and the remaining participants may be influenced in their
behavior by their awareness of being observed (Olteanu et al., 2019). In particular, the re-
fusal to participate manifests itself in the social network graph as an arbitrary pattern of
missing nodes, which conflicts with our goal of obtaining a dense sample of a platform’s
social network graph. Finally, one has to consider that the act of asking for consent in itself
may violate norms of appropriateness. For example, users might feel bothered by repeated
requests for their consent from different research teams, and platform operators might view
bulk messaging of a large amount of users as an abuse of their resources (“spamming”).

If, at a certain scale, obtaining informed consent is effectively impossible, can large-scale
observational social media research be ethically justified at all? The AolR Ethical Guidelines
3.0 acknowledge this issue (franzke et al., 2020, section 3.1.2) as an ethical dilemma that is
inherent to all “big data” studies. In chapter 2, we argue that large-scale observational stud-
ies of online social behavior potentially yield insights that cannot be obtained otherwise.
The ethical problems associated with the collection of large amounts of observational data
cannot be completely avoided, but, under the assumption that the research use of that data is
ultimately beneficial to society, an experiment may still be ethically permissible if its overall
benefit outweighs the violation of the individual rights of the participants. From this point
of view, the researcher’s responsibility amounts to minimizing, rather than ruling out en-
tirely, violations of contextual integrity. To understand how this can be done in practice, we

113



3 Online Communication Data
propose a refined model of the imagined audience.

Refining the Imagined Audience

A number of studies have, directly or indirectly, advanced the concept of the unintended au-
dience, a group of people that the speaker specifically does not address, and would prefer they
remain ignorant of the communication (Vitak et al., 2015). Since the term itself leaves some
room for ambiguity, we place emphasis on defining the unintended audience, in parallel to
the target audience, as a conceptualization of the desires and expectations of the speaker.
This implies that a person can be member of the unintended audience of a message without
actually being exposed to that message. In boyd and Marwick’s case studies of the online
behavior of teenagers (2011), the unintended audience is usually found to be composed of
people who have a direct influence on the life of the speaker, such as parents, teachers, or
classmates. Marwick and boyd (2011) identify conceptually similar groups of “parents, part-
ners, and bosses” that frequently appear in the unintended audiences of adult social media
users. However, it is also conceivable that the speaker wants to exclude a broader and more
socially distant group from the conversation, for example, due to ideological differences.
Some empirical evidence for the duality of targeted and unintended audience is provided by
Johnson et al. (2012), who interviewed Facebook users about their privacy practices. Face-
book lets users organize their friends in lists. Asking participants about the purpose of the
lists they created, Johnson et al. found that 75% were created to prevent specific friends from
seeing non-public posts, while only 17% were created to grant a group of friends exclusive
access to certain posts. They further note that throughout the interviews, “in some cases
the participants described their [privacy] concern in terms of their intended audience, while
others described their concern by the people that should be excluded”

Public communication can now be redefined as the product of a tension between the
target audience and unintended audience on one side and the potential audience on the
other. The speaker chooses a public space that offers maximal potential exposure to the
target audience and at the same time minimizes the potential exposure to the unintended
audience. The speaker may then use strategies of privacy management to further improve
the expected ratio of target audience to unintended audience. One would expect typical
target audiences and unintended audiences to be groups with clearly defined boundaries.
For example, boyd and Marwick (2011) remark that “[w]hile teens generally do not account
for invisible third parties, they do account for eavesdroppers and gossipmongers.” While the
imagined audience serves as an implicit representation of “positive” norms of permissible
information flow, the unintended audience constitutes an explicit specification of “negative”
norms that characterize certain information flows as violations of contextual integrity.

The target audience is conceived together with the message and does not change over
time. The imagined audience, being a construct that arises from the speaker’s efforts to
adapt the message to the potential audience, is effectively fixed: once the message is public,
the speaker may learn about the actual audience and regret some of the decisions he or she
made in the process of privacy management, but the message cannot be recalled from those
who have already received it. In contrast to these two groups, the unintended audience
is mutable. The speaker may decide, upon learning about members of the actual audience
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whom he or she was not previously aware of, that these are not welcome. Similarly, the
speaker may at any time reevaluate members of the unintended audience.

We note that the positive and negative norms that are represented by the imagined and
the unintended audience, respectively, are not necessarily complementary. It is possible for
an unregulated space to exist between the imagined and unintended audiences. Whenever
the speaker learns about unexpected audience members, they are either added to the unin-
tended audience, or remain in this unregulated space. Consequently, the actual audience can
be partitioned into four groups of people: first, those who are part of the target audience,
second, those who are accepted into the imagined audience by means of privacy manage-
ment, third, those towards whom the speaker feels indifferent, and fourth, those who are
part of the unintended audience. Researchers cannot generally expect to be part of the first
two groups. However, efforts can be made to avoid being part of the group that is actively
rejected by the speaker. To that end, we try to identify what causes social media users to
react negatively to the use of their public data for research purposes.

Identifying General Norms for Social Media Research

The “Facebook emotional contagion experiment” of Kramer et al. (2014) is an example for
social media research that has been negatively received not only by scientific peers (Jouhki
et al., 2016), but also by news media and the general public (Hallinan et al., 2020). For this
experiment, a team of researchers, in collaboration with Facebook, changed the behavior
of the news feeds of more than 500 000 randomly selected English-speaking users without
their knowledge. Participants were assigned to one of two experiment groups or a control
group. Depending on their group membership, posts carrying positive, negative, or arbitrary
sentiment were randomly withheld from their news feeds. The authors claim to have the
participants’ informed consent, since the experiment was “consistent with Facebook’s Data
Use Policy”, which all users agree to at the time of account creation (Kramer et al., 2014).

Hallinan et al. (2020) analyze readers’ comments on online news articles on the emotional
contagion experiment, and observe a wide range of opinions. Some commenters disagree
with “experimentation as a general practice”, others specifically complain about a “lack of
transparency and consent”, or voice concerns about the possible effects of the experiment
on users’ emotional state, their relationships, and their overall mental health. Commenters
in a third group express various forms of acceptance and lack of concern. While Hallinan
et al. note that commenters tend to “conflate all forms of platform-based research”, which
they attribute to “a lack of awareness about research practices”, what the commenters object
to is not a passive audience of researchers, but specific practices of research: in particular,
subjecting people to an interventional study with insufficient procedures for informed con-
sent. This is consistent with the results of an earlier survey of Twitter users by Fiesler and
Proferes (2018), who report that “the majority felt that researchers should not be able to use
tweets without consent”, but add that “these attitudes are highly contextual, depending on
factors such as how the research is conducted [...]".

We conduct a brief meta-analysis of three studies published between 2016 and 2018 (Mikal
et al,, 2016; Kennedy et al., 2017; Fiesler and Proferes, 2018) to get an impression of what
kind of research involving public social media data is considered inappropriate by the users
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themselves if researchers do not explicitly obtain consent. The studies are referred to by the
initials of their authors: Mikal et al. (2016) as MHC, Kennedy et al. (2017) as KEM, and Fiesler
and Proferes (2018) as FP. In all three studies, social media users are questioned about their
attitudes towards a range of research practices. Two studies are specific to Twitter (MHC,
FP), while the third (KEM) examines attitudes towards social media research in general.
The three studies vary in the number of participants (26-268), their demographics, and the
fictional settings discussed by the participants, which range from general (FP: “use of tweets
in research”) to specific (MHC: “utilizing public domain Twitter data for population-level
mental health monitoring”). Free-form discussion, either with individual participants (FP)
or in focus groups (MHC, KEM), is subjected to qualitative evaluation. Two studies (KEM,
FP) also provide a quantitative evaluation of interviews or questionnaires with answers on
a Likert scale. These quantitative results inform our search for research practices that are
considered inappropriate by a large group of users. The qualitative results allow us to verify
that all privacy concerns are considered, not just those that have been anticipated by the
researchers and incorporated into the study design. By grouping topically related concerns
of the participants, we are able to identify a number of specific research practices, pertaining
to the collection, use, and dissemination of data and the dissemination of research results,
which the participants object to:

1. Circumventing technical means of privacy management: In FP, 75.4% of participants are
uncomfortable with the use of tweets from protected accounts, which are only visible
to manually confirmed followers of the account owner. 63.8% express discomfort with
the continued use of public tweets that have been deleted after their acquisition by
researchers. Participants in the focus group discussions of KEM strongly oppose the
collection of private (direct) messages and posts that have been explicitly restricted in
visibility.

2. Violating expectations of data (in-)accessibility: When people publish content on social
media, they have expectations about who can access that content and under which
conditions it can be accessed. Usually, these expectations are created by their own
experiences with the platform. For example, the personal news feeds of Twitter and
Facebook show the most recent posts first, and place limits on how far one can “scroll
back” to access older posts. This might lead users to the mistaken belief that posts
become inaccessible or are deleted after a certain period of time (Zimmer and Proferes,
2014). The expectation of ephemerality of tweets is reflected in the survey results of
FP, where 48.5% of participants object to research use of the entire tweet history, as
opposed to single, recent tweets. The focus group discussion of MHC uncovers further
misconceptions about the accessibility of older tweets and the visibility of tweets to
non-followers.

3. Dissemination of non-anonymized data: In FP, 55.9% of participants are uncomfortable
with tweets being quoted verbatim in published research papers if these quotations are
attributed to the authors’ Twitter handles. Only 25.8% object to the lack of attribution
when tweets are being quoted anonymously. In the focus groups of MHC, participants
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are more broadly concerned about the use of data if no measures are taken to “protect
the identity of the people represented.”

4. Dissemination of non-aggregated data and individual-level results: In FP, 46.8% of par-
ticipants are uncomfortable with research that involves small units of analysis (“a few
dozen tweets”), while only 21.3% object to the study of larger groups of tweets, where
a tweet is “analyzed along with millions of other[s]”. Similarly, the focus groups of
MHC are worried about a “potential for disaggregation of data to identify individuals”,
while those of KEM are concerned about the use of data to make predictions about
individual behavior.

5. Combining multiple data sources: In FP, 55.4% of participants are uncomfortable with
research that uses public profile information of Twitter users in addition to the content
of their tweets. Only 20.3% object to an analysis of the tweets on their own. This
may be indicative of a deeper concern about joining different kinds of data that were
intentionally kept separate, and the associated potential for inference of information
that was intentionally kept hidden.

6. Collecting data from vulnerable groups or content of sensitive nature: In KEM, 34% of
participants are concerned about a hypothetical study of suicidal teenagers, while only
10% express the same level of concern about a proposal to collect blog posts in order
to study the spread of information. Participants of both KEM and FP are concerned
about research use of certain kinds of social media posts, for example, those that are
personal, offensive, or embarrassing in nature. KEM further notes that some platforms
are generally considered to be more personal than others, even intimate, despite their
content being publicly accessible.

7. Manual exploration and analysis of the collected data: In FP, 37.3% of participants are
uncomfortable with a research setting where human researchers read the collected
tweets, while only 16.9% are uncomfortable with entirely algorithmic processing.

8. Research goals not aligned with values of the participants: This point of concern ap-
pears in all three studies, but takes a different shape in each. Participants in the fo-
cus groups of KEM have a more positive attitude towards research that is “for the
social good” rather than driven by commercial interests. 26% of participants are con-
cerned about “data mining companies collect[ing] information from [social media]
to see how brands [...] are talked about”, while only 10% are concerned about aca-
demic researchers studying blog posts. FP observes that participants tend to view
their social media data as their property, and expect some kind of individual (possibly
non-material) benefit in compensation if it is used by others. Both FP and MHC find
that participants are concerned about unintended negative consequences of sharing
their data with researchers.

We identify eight points of concern with social media research practices, six of which are
attested in two or more independent studies. In terms of Nissenbaum’s theory, they can be
understood as negative norms of behavior, i.e., research practices that constitute violations
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of contextual integrity and therefore should be avoided. These norms apply to the space of
social media in general. Working with general norms glosses over individual differences,
which particularly affects members of vulnerable groups, e.g., children or members of the
LGBT community (McDonald and Forte, 2020), which often form a minority group inside
of a larger context. These groups may have their own norms, expectations, and strategies
of privacy management, so their perception of research practices may differ as well. How-
ever, we believe that, if inquiry about individual norms (or equivalently: obtaining informed
consent) is impracticable due to the number of participants, general norms are a workable
approximation. In conclusion, the data collected from Twitter and Facebook poses similar
problems to the e-mail datasets discussed earlier: legitimate use of the data is possible if the
contextual integrity is protected as described above. However, special care must be taken to
directly protect the privacy of vulnerable individuals.

3.7.2 Consequences for Research

Concluding the discussion of social media research ethics, we describe the actual measures
taken to protect the privacy of the people whose data was collected in the context of this
work. The eight points of concern identified earlier are addressed roughly in order of the
research process. First off, we believe that the research conducted in this work carries a
potential benefit to society. In chapter 1, we present an argument to that end: understand-
ing social relationships and how they serve as conduits for social influence may contribute
to understanding higher-level social phenomena like politically motivated manipulation of
public discourse.

Preparation for our experiments begins with the collection of real-world data from online
social platforms. Only data that is publicly accessible was considered for use in the exper-
iments. This includes communication that happens in an online public space (Twitter), is
accessible to any registered user (Facebook), or has been published by a third party (the two
e-mail collections). No deception or circumvention of technical access restrictions was nec-
essary to obtain the data. Where possible, the scope of collection was limited to the type
and specific amount of data required for the experiments. In the case of Twitter, where data
can be retrieved via an API, the active collection was limited to user profile data and tweets
posted within a window of two months, directly preceding the start of crawling. In the case
of Facebook, profile and post data was acquired by means of screen scraping, and individual
posts and their meta-data were extracted from the raw data afterwards. Since post dates
were not accessible at the time of data acquisition, the timelines of the visited users had to
be retrieved in full. Similarly, there are no technical means to reliably identify sensitive con-
tent or members of vulnerable groups, neither during the crawling process nor afterwards,
so data was collected indiscriminately from all visited users. Measures were taken to mini-
mize the network traffic and computational load on the side of the platform operator, such
as delays between requests for data, loading only the required resources (e.g., excluding im-
ages when loading Facebook profile pages), and taking care not to request the same content
twice by means of bookkeeping and caching.

The experiments do not require any interaction with the participants nor any interven-
tions that would affect the participants in any way. Manual exploration, annotation, or pro-
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cessing of raw, unaggregated data is minimized. As one of the earliest processing steps, the
textual communication artifacts are transformed into a vector space representation via topic
modeling, while vertices and edges of the social graph are identified by synthetic numeric
identifiers, so that any accidental identification of individual participants by the researchers
is ruled out. However, for each of the datasets, a manual review of a small sample of messages
was necessary in order to identify medium-specific noise, e.g., e-mail signatures or system-
atically corrupted meta-data, and testing the efficiency of technical counter-measures. The
micro-level social influence experiments described in chapter 6 require manually annotated
reference data. In acknowledgement of the more sensitive nature of Facebook and the e-
mail datasets, the annotation effort was limited to the posts of 150 Twitter users. In the
course of the experiments, some information extracted from user profiles is analyzed jointly
with information extracted from communication artifacts. The social influence experiments
(chapter 6 and 7) use the explicitly declared social network, i.e, the graph induced by friend
or follower relationships, in conjunction with message content. Demographic data from
Facebook user profiles is used to assess the dataset’s representativity of the general popula-
tion of Facebook users, but is never directly linked to post content.

Despite public accessibility of their data, social media users expect low individual visibility
due to the large amount of information and the high volume of information flow. These
assumption is preserved in “big data” studies, where the individual user contributes little
to the result, yet the sum of individual contributions leads to relevant findings. When we
report experimental results, the unit of analysis is usually the dataset as a whole, with the
expectation that the results generalize to the entire population from which the data was
sampled. In some experiments, the dataset is subdivided according to certain attributes of
users or their messages. In all of these cases, we believe that the results are sufficiently
aggregated so that it is neither possible to derive information about individual users, nor to
identify these users with the aid of external data. In addition, we do not directly reproduce
any of the collected data, which also rules out verbatim quotations of textual content. The
exemplary social media posts that were shown earlier to illustrate the unique nature of each
social platform originate from people of public interest. The tweet quoted in chapter 1 is
well-known, in the sense that it has been frequently retweeted and has crossed medium
boundaries to become a “viral image”. We feel that, in this case, crediting the author for
his or her original thought is more important than protecting the author’s (pseudonymous)
identity.

In order to ensure the reproducibility of the experiments, other researchers may have to be
given access to the collected data. In the absence of a formal vetting process for researchers,
granting access to anyone who asks is equivalent to releasing the data to the public. Appro-
priate measures need to be taken to protect the privacy of the people whose data is being
published. One way of doing this would be to release an anonymized version of each dataset
from which all personally identifying information has been removed. However, the multi-
modal nature of the data renders an effective anonymization difficult: the data consists of
communication artifacts generated by social media users and their declared social relation-
ship, so a de-anonymization effort may target the communication meta-data, the textual
content, the social network graph, or any combination of these modes (Beigi et al., 2018).

Textual data poses a challenge to anonymization. Fung et al. (2010) point out that even if
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all personal identifiers are removed from a piece of text, it may still be possible to deduce the
identity of the author by aggregating pieces of individually non-identifying information into
a “quasi-identifier” that “often singles out a unique or a small number of record owners.” In
the special case of publicly available communication, anonymization can be circumvented by
retrieving the original text via full-text search. Even converting the text to a vector of word
frequencies, which despite the loss of information would be sufficient for all experiments
conducted in this work, can not reliably prevent de-anonymization. A single, sufficiently
unique word may allow identification of the author. This problem can be addressed by not
releasing the dictionary, that is, the mapping of word index to the actual word, because the
less frequent a word, the less likely is its re-identification by histogram matching or the use
of co-occurrence statistics.

The utility of meta-data for author identification can be reduced by an appropriate k-
anonymity scheme (Fung et al., 2010), which leaves the problem of anonymizing the social
network graph. Using random, synthetic identifiers as node labels instead of the true user
IDs effectively conceals the identity of individual nodes, but is susceptible to structure-based
attacks (Ji et al., 2017). Any anonymization scheme that involves perturbation of the graph
structure has the potential to negatively affect the experiments. Ji et al. (2017) show that
such anonymization schemes are good at preserving global structural characteristics of the
graph (e.g., degree distribution, centrality measures), but in our experiments, we expect
the neighborhood of a node to be an important source of information. It is unclear if an
anonymization scheme that is sufficient to prevent re-identification will also preserve the
utility of the data for the experiments.

The goal of ensuring reproducibility can also be met by enabling others to repeat the
experiment using new data captured under the same conditions as the original dataset. A
commonly seen compromise between the two extremes is to only publish the platform-
assigned unique IDs of users and posts, along with full documentation and possibly source
code of the crawling process, and leaving the actual retrieval (“hydration”) to the reproduc-
ers. This approach has the added benefit of giving users more control over research use of
their data, as unpublishing data from a social platform renders it inaccessible to future re-
searchers, but a large amount of inaccessible data poses an obvious problem for replication.
Blodgett et al. (2017) attempt to hydrate a uniformly random sample of tweet IDs and find
that only 62% could be successfully retrieved. How many of the unavailable tweets were ac-
tively withdrawn by their authors is unknown, as the removal of spam may also be a major
contributing factor. Furthermore, in the absence of a stable API, as in the case of Facebook,
there can be no out-of-the-box solution for repeating the crawling process. Even if source
code is provided, any system for screen scraping is likely to require major updates to keep up
with changes in design and functionality of the target website, which raises a large hurdle
for reproducibility.

During the experimental phase, the collected data has to be stored on a computer system
that is directly accessible to the researcher. Good research practice demands that all data
analyzed and produced in the course of the experiments is moved to an archive after com-
pletion. This non-anonymized version of the dataset must be kept around for access only by
the research team, enabling them to address external criticism of methods and practices, as
well as allowing them to answer questions about aspects of the data not discussed in the orig-
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inal research work. This creates a certain risk for the subjects of research, who are unable
to withdraw their data from the researchers’ archive. The negative effects of archival can be
mitigated by ensuring that proper IT security measures are in place to prevent unauthorized
access to the data, and that access to the data after conclusion of the original experiments is
only granted for the purposes outlined above.

In conclusion, these measures, especially when seen in the context of other studies con-
ducted on similar datasets, make us consider the experiments presented in this work to be
ethically acceptable. In the medical field, researchers who are operating in ethically contro-
versial settings benefit from an infrastructure of institutional review boards (IRB), which can
already provide meaningful guidance in the early design phase of a research project. Not
having access to a local IRB that is familiar with social media research, we would welcome
further public discussion on the ethics of conducting large-scale experiments on user data
from online social network services.
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4 Probabilistic Topic Models for Online
Communication

Parts of this chapter are based on work that was done in the context of the master’s theses of
Benjamin Koster (2013) and Florian Hartl (2013), as well as the bachelor’s thesis of Felix Sonntag
(2015).

Probabilistic topic models, as defined by Blei (2012), are mixed-membership models for
categorical data. Mixed-membership models are a generalization of mixture models (Airoldi
et al, 2014): In a mixture model, the probability of an observation x is expressed as a
weighted sum over a finite number of mixture components p;(x), so that p(x) = >; w;p;(x).
In a mixed-membership model, observations are grouped, and the group membership g is
an observed variable. Each group has its own mixing probabilities wy ;, while the mixture
components p;(x) are shared across all groups. A mixed-membership model where obser-
vations and their groups correspond to words and documents is known as a topic model,
and its mixture components are called topics. As a first approximation, a probabilistic topic
model can be seen as a black box that takes a corpus, i.e., a collection of documents, as input
and represents each document as a probability distribution over a fixed number of topics,
which in turn are probability distributions over the set of unique words in the corpus.

This well-defined probabilistic interpretation is what sets probabilistic topic models apart
from other approaches to uncover the latent semantics of document collections, such as LSI,
which maps documents to arbitrary vectors within a low-dimensional space. LSI is function-
ally equivalent to a probabilistic topic model in that it aggregates semantically related words
and represents documents in terms of the resulting semantic classes, but lacks probabilistic
interpretability. Another benefit of probabilistic topic models is the strong correspondence
between the mathematical formulation of topics and the human concept of “conversation
topics”: In an experimental setting, the generated topics and document-topic distributions
have been assessed as semantically coherent and appropriate descriptions of documents by
human annotators (Chang et al., 2009b).

Latent Dirichlet allocation (LDA; Blei, 2012) is the most basic implementation of proba-
bilistic topic modeling. Its simplicity and direct applicability to all kinds of textual data has
caused LDA to be generally accepted as the reference topic model, from which more specific
models are derived, and against which such models are evaluated. In this chapter, we first
describe how LDA works from a theoretical point of view and how to implement it, and then
examine the particular challenges of applying LDA to social media data. Finally, we discuss
how some of the identified shortcomings of LDA can be overcome and novel insights can be
gained by adapting the model itself to the structure of the data.
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Figure 4.1: Graphical structure of latent Dirichlet allocation (adapted from Blei et al., 2003)

4.1 Latent Dirichlet Allocation

We pick up the discussion of LDA where we left off in section 2.2.3. Figure 4.1 visualizes the
assumptions of independence among the variables of the LDA model as a directed acyclic
graph in plate notation (Buntine, 1994). By convention, upper case Latin letters refer to
cardinalities, lower case letters identify observations and latent variables, and Greek let-
ters identify model parameters. LDA is usually understood as a Bayesian model: For each
unobserved variable in the model, we specify our prior belief about its distribution. If this
specification depends on other unobserved variables, their prior distribution is specified as
well, until we arrive at a distribution that can be fully specified, i.e., a leaf node in the model
graph. Parameters of the prior distributions are called hyper-parameters. In machine learn-
ing terms, topic modeling via LDA is an instance of unsupervised learning: we estimate the
distribution of data under certain model assumptions.

The model contains one observed variable y,, , for each of N words in each of M doc-
uments. The distribution of observation y,, , is determined by its topic assignment: the
associated latent variable z,, , selects one of K topics, which are categorical distributions
(multinomial distributions with a single trial) over the set of W unique words. The param-
eters of the selected topic-word distribution are represented by vector ¢, , (¢ € REXW),
which in turn has a Dirichlet distribution with concentration parameter f € R". The topic
assignment z,, , follows a per-document categorical distribution over the set of topics. Pa-
rameter vector 0, (0 € RM*K) of this document-topic distribution has a Dirichlet distribu-
tion with parameter & € RX. The hyper-parameters a and j3 are treated as known and fixed
quantities for now. Note that the document-topic and topic-word distributions are com-
monly referred to, pars pro toto, by their respective parameters 6 and ¢. The same is true for
the prior distributions and the hyper-parameters.

By combining the independence assumptions and the assumptions about the distribution
of the variables, one can formulate the joint probability of latent and observed variables,
given the hyper-parameters, as in equation 4.1 (Carpenter, 2010). Here and in all following
equations, Dir refers to the probability density function of the Dirichlet distribution and Disc
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to the probability mass function of the categorical distribution.

p(0, 0, z,yla, ) = p(Bla) - p(e|p) - p(z10) - p(yle, 2)
M K M Np M Np, (41)
= [ [ DixOmle) - [ [ Dir(oelB) - [ [ | | Disczmnlm) - | || | Disc(ym.nlez,..)
m=1 k=1

m=1 n=1 m=1 n=1

Considering that LDA is a generative model, that is, a model of the joint probability of
observations and parameters, it can be equivalently expressed as a data-generating process
(“generative story”):

1. For each topic index 1 < k < K:
a) Sample the parameters ¢y of the topic-word distribution from Dir(p).

2. For each document index 1 < m < M:
a) Sample the parameters 0,, of the document-topic distribution from Dir(a).
b) For each word index 1 £ n < Ny,:
i. Sample the topic zy,,, from Disc(6,,).

ii. Sample the word y;,, , from Disc(¢;,, ,,)-

Some assumptions of the model are not directly obvious from the specification: The per-
word variables are grouped by document, but are exchangeable within the document, so
changing the word order does not affect the likelihood. This corresponds to the bag-of-words
assumption of vector space models. In section 2.2.3, we show that, under certain conditions,
LDA can be interpreted as an approximative factorization of the matrix of per-document
word counts. It follows that topics reflect the co-occurrence of words in documents, with
two words being more likely to be assigned to the same topic if they frequently co-occur.
Finally, the hyper-parameters « and f allow us to incorporate prior knowledge about the
sparsity of the document-topic and topic-word distributions. Positive values less than one
make the model favor sparse distributions, which are easier to interpret as distinct concepts.
Sparsity also reduces the computational complexity of parameter estimation.

Before moving on to the details of parameter estimation and comparative evaluation, we
note that none of the methods discussed in this section are specific to LDA. We present
them in the context of LDA, so that a concrete operationalization can be provided, but each
method can be applied to a broad class of LDA-like probabilistic topic models, requiring no
more than minor adjustments.

4.1.1 Parameter Estimation

Given a collection of documents, we are interested in estimating the document-topic prob-
abilities 6 and the topic-word probabilities ¢. The Bayesian approach is to obtain these
estimates using the posterior distribution (equation 4.2), which defines the probability of the
latent variables and parameters 6, ¢, z given the observations y, and can be derived from
the likelihood of the observations by application of Bayes’ rule. The numerator of equa-
tion 4.2 is equivalent to the joint probability (equation 4.1), and the denominator can be
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obtained by marginalizing the joint probability over the unobserved variables 0, ¢, z. This
probability p(y|a, B), defined in equation 4.3, can be understood as the probability of corpus
y being generated by all possible instantiations of the LDA model with arbitrary parame-
ters 6 and ¢. In section 4.1.2, “Estimating the Likelihood”, we give a closed-form solution of
the integral in equation 4.3, which contains a sum over all K™* possible values of z, where
N. = 3M_ N, is the overall number of words in the corpus. Its analytical evaluation is
therefore computationally intractable (Griffiths and Steyvers, 2004; Blei, 2012).

P(yw’ ¢, 2, &, ﬁ) P(e, (P’Z|Of, ﬂ)

p(0, ¢,zly, a, ) = e f) (4.2)
M K
sl p) = [[ []p6nla- ] [torlpy
= = (4.3)

M Ny,

l_[ l—[ Z (p(zm,nlem) 'p(ym,nl(l’zm’n)) dgd(p

m=1n=1zZmn

Although the exact estimation of the model parameters via the posterior is intractable, a
number of approximative methods exist. Asuncion et al. (2009) compare the two most popu-
lar methods, Gibbs sampling and variational inference, and find no substantial difference in
the predictive performance of the fitted models. We therefore approximate the posterior via
Gibbs sampling, a Markov chain Monte Carlo (MCMC) method. Since we aim to implement
and compare different LDA-like models, an important advantage of Gibbs sampling is that
a sampling procedure for the posterior of most directed graphical models can be derived in
an almost mechanical way (Buntine, 1994).

Approximation of the Posterior via Gibbs Sampling

Given a vector of model parameters ® and observations O, Gibbs sampling works by con-
structing an ergodic Markov chain with a stationary distribution 7(®) that matches the
posterior p(©]0). Starting from a random initialization ©®) of the parameter vector, a ran-
dom walk on this Markov chain will, after a certain number of steps, reach a convergent
state, in which ©® can be interpreted as samples from a distribution that approximates
the posterior (Liu, 2001, ch. 6). The transition matrix of the Markov chain is not defined
explicitly. Instead, for each of the n components of ©, the univariate full conditional distri-
bution p(©;]0y, . ..,0;_1,0;11,...,0,) of that component ©; given all other components'
©_; is derived from the multivariate joint distribution p(©;, ..., ®,). Informally speaking,
Gibbs sampling is applicable whenever these univariate distributions are easy to sample
from. One iteration of Gibbs sampling performs one step of the random walk as follows:
given the previous sample ©~Y, each component @Y) of the new sample is drawn from its

full conditional distribution, conditioned on the current value of all components @;’Zi that
have already been determined, and the previous iteration’s value of the remaining compo-

(t-1)
nents ®j>i .

! From here on, we use x_; as a shorthand for all variables from a sequence x, excluding x;.
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When applying Gibbs sampling to LDA, instead of sampling the space spanned by all un-
observed variables, it is common to “collapse” the joint distribution by marginalizing over
0 and ¢, and only sample the latent variable z. This strategy is known as collapsed Gibbs
sampling (CGS). Collapsing the joint distribution is counter-intuitive, considering that es-
timating 6 and ¢ is what motivates our application of Gibbs sampling in the first place.
However, estimates of 6 and ¢ can be easily recovered from samples of z, and CGS has sev-
eral desirable properties, compared to regular Gibbs sampling. A direct effect of collapsing is
that fewer variables have to be sampled per iteration, and these variables follow a categorical
distribution, which is less computationally expensive to sample than the Dirichlet distribu-
tion. From a theoretical point of view, collapsing accelerates convergence of the sampler
(Liu, 2001, ch. 6.7). There are few systematic studies on the practical utility of collapsing
in the context of LDA parameter estimation. Newman et al. (2009a, ch. 2.1) briefly examine
the effect of collapsing on the likelihood of held-out data, and confirm that a model that
was fit using a collapsed Gibbs sampler attains a higher likelihood after fewer iterations of
sampling.

The full conditional distribution of z,, , in a collapsed Gibbs sampler, first published by
Griffiths and Steyvers (2004), is given in equation 4.4. A more detailed derivation is pro-
vided by Carpenter (2010). The probabilities only have to be known up to proportionality,
as a normalization factor can be trivially computed by summing the probabilities of all K
topics. Expressions of the form ¢ . ,, are functions of y and z: they represent the number
of words that are assigned to topic k, contained in document m, and have index w in the
vocabulary, with the asterisk acting as a wildcard (i.e., a summation over all possible values
of the corresponding variable). The superscript ¢™" indicates that the word at position
(m, n) is excluded from the count. Computing the word counts for each evaluation of the
probability mass function can be avoided by maintaining a M X K matrix of document-topic
counts, a K X W matrix of topic-word counts, and a K-dimensional vector that counts the
overall number of assignments to each topic, and updating them whenever a new topic as-
signment is sampled. Due to the exchangeability of words within documents, these data
structures contain sufficient information for parameter estimation, and there is no need to
explicitly store the individual topic assignments z,, , (Griffiths and Steyvers, 2004).

—(m,n)

- CZ N kY R + ﬁy ,
Pzm.nlz—(m.n), y» @, f) o< (Cz;n;,nrzl* +az,,)" —annn) - w =
CZm,n,*,* + Zw:l ﬁw

When starting the Gibbs sampling procedure from a uniformly random initialization of
topic assignments z, the first ¢ samples are unlikely to be a good approximation of random
samples from the posterior, as the Gibbs sampler has not reached a convergent state yet. An
important question, therefore, is how to determine the number of initial “burn-in” iterations,
after which the samples are usable. Gibbs sampling is Markovian in that the probability of
drawing a particular sample at iteration t only depends on the sample drawn at t — 1. If it
is possible to initialize the sampler to an arbitrary point in a high-probability region of the
posterior, there is no need for burn-in. However, the LDA posterior is what Geyer (2009)
calls a “black box” distribution: we only know its unnormalized probability density, which
is insufficient for identifying a suitable starting point for Gibbs sampling, and therefore also

(4.4)
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insufficient for testing for convergence.

Distribution-independent convergence diagnostics exist, but cannot detect convergence
in general, only certain manifestations of its absence (Cowles and Carlin, 1996). Further-
more, these diagnostics usually require additional computational effort, e.g., for running
multiple instances of Gibbs sampling in parallel. Heinrich (2009, pp. 29) proposes the more
pragmatical approach of testing for “convergence of some measure of model quality”, in
particular the likelihood of held-out data, as a proxy for convergence of the sampler. How-
ever, estimating this predictive likelihood requires non-negligible computational effort (see
section 4.1.2, “Estimating the Likelihood”) and estimates are noisy. In preliminary experi-
ments, we found it difficult to determine if the “elbow point”, after which the increase in
test-set likelihood slows down, had been reached. Geyer (2009) concludes: “In the black
box situation, the best diagnostic is to run the chain for a very long time [...]” In line with
this recommendation, we perform 2 000 iterations as a compromise between computational
effort and likelihood of reaching convergence.

Estimating the Parameters of the Document-Topic and Topic-Word Distributions

Given a sequence of samples from the posterior distribution of z, how do we obtain estimates
of the parameters of interest? Griffiths and Steyvers (2004) express ¢ and 6 as the posterior
predictive probabilities associated with a hypothetical, still unobserved word y,, + and its
topic assignment z,, 4 at position (m, Ny, + 1) in the corpus. The probability of observing
a particular topic assignment z,, . is an estimate of 6,,, and the probability of observing
word y,, + assigned to topic k is an estimate of ¢x. The posterior predictive density of y, +
(equation 4.5) includes the (collapsed) posterior probability as a factor, so, like the posterior
itself, it is not analytically tractable. However, since it can be expressed as the expected
value of a function of z, it can be approximated from a sequence z(*) of Gibbs samples from
the posterior using the standard Monte Carlo sampler (Papanikolaou et al., 2017). The right-
hand side of equation 4.5 is the expectation of P(z) := p(ym,+|2z. y, a, f) with respect to the
posterior. It follows from the Ergodic Theorem for Markov chains that the arithmetic mean
é >5_, P(z)) will converge to that expectation as S — co. The predictive distribution of
Zm,+ can be approximated in the same way.

P 190, B) = D P41z y @, B) - pzly, @, B) (45)

Griffiths and Steyvers (2004) provide closed-form estimators P(z) for 6 and ¢ from a single
Gibbs sample z (equations 4.6 and 4.7). The count ¢, . is simply Np,, the number of words
in document m, so these estimates can be computed directly from the count matrices of the
Gibbs sampler.

A Ck,m,« T Ok
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From these equations, it becomes apparent in what way LDA is similar to the methods for
latent semantic analysis discussed in section 2.2.3: Sampling the topic assignments z from
the posterior is an implicit factorization of the document-term co-occurrence matrix into
matrices of document-topic and topic-word counts. The probabilities 8 and ¢ are derived
from these matrices by normalization after smoothing, the strength of which is specified by
the parameters « and f§ of the Dirichlet priors.

While 6 and ¢ can be estimated from a single Gibbs sample, this practice does not properly
account for the variability of the posterior. Nguyen et al. (2014) and Papanikolaou et al.
(2017) independently provide empirical evidence for the benefit of averaging estimates from
multiple samples. Another problem with estimation from a single sample stems from the
fact that we are trying to estimate continuous quantities 6 and ¢ from discrete variables
Y, z. In an estimate 0,, according to equation 4.6, each component can only take on one
of & N possible values. In consequence, the granularity or resolution of 0 is limited by the
length of documents in the corpus, and social media text in particular tends to be short (see
section 4.2.1). In an actual implementation, the resolution may be even lower, as not all
possible values necessarily have a unique floating point representation. Estimates of ¢ are
affected to a lesser degree, because in equation 4.7 the variable part of the denominator is the
number of words assigned to a particular topic, which is bounded above by the size of the
corpus. Some practical consequences of the limited resolution are discussed in section 6.2.2,
“Robustness to Violation of Modeling Assumptions”. Increasing the number of samples will
increase the resolution proportionally.

In general, a Monte Carlo estimate should be formed from as many samples as compu-
tationally feasible. However, LDA suffers from the label switching problem, rooted in the
non-identifiability of the topics ¢: In a model with symmetric Dirichlet priors «,  (see 4.1.1,
“Choice of Hyper-Parameters”), the posterior density has as many modes as there are per-
mutations of topics (Dietz, 2011, ch. 2.4.4). In other words, all permutations of the topic
indices (e.g., swapping ¢; and ¢;, then swapping 0,, ; and 0,, ; for all documents m) lead to
models of equal likelihood. If at least one prior is asymmetric, this is only true for the limit
of the likelihood as the size of the corpus approaches infinity and the evidence overrules the
prior (Omar, 2016, ch. 5.3.1).

Even after convergence, the Gibbs sampler is not guaranteed to stay in the vicinity of one
particular mode, but may freely move between them. In that case, averaging over samples
from two or more modes severely reduces the interpretability of the resulting topic-word dis-
tributions. Their parameters ¢ effectively turn into linear combinations of multiple, likely
unrelated topics. As a compromise, we estimate ¢ from a single sample, directly after burn-
in. Then, Gibbs sampling continues with ¢ held fixed at its estimated value. The correspond-
ing full conditional distribution of z,, , is given in equation 4.8. If the topics ¢ are constant,
label switching cannot occur, and it is safe to estimate 6 from an arbitrarily high number of
samples (Papanikolaou et al., 2017).

(C (m,n)

P(zm,nlz—(m,n% Y, 0, a, .B) A Csppom,x T Oz, n) “PzmonYmon (4.8)

The samples z*) produced by the Gibbs sampler are not independent, which directly fol-
lows from the Markov-dependency of subsequent samples. This dependency results in au-
tocorrelation of the sequence z(*). Independent samples could be obtained by starting a new
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run of Gibbs sampling for each sample, but in the case of LDA this is prohibitively expensive
due to the required burn-in. In the topic modeling literature (Griffiths and Steyvers, 2004;
Heinrich, 2009), thinning is routinely recommended as a method of producing approximately
independent samples. The correlation of two samples quickly drops off with increasing dis-
tance in the sequence, so only every n-th sample is used for parameter estimation, and the
intermediate samples are discarded. It is unclear why this procedure is necessary: MacEach-
ern and Berliner (1994) show that the variance of a Monte Carlo estimate from Gibbs samples
is always lowest when using all samples. A discussion of the effects of autocorrelation on the
quality of topic models, either grounded in theory or empirical results, is notably missing
from the literature. Since conducting our own investigation would be outside of the scope
of this thesis, we do perform thinning, if only to comply with the best practices of the field.

For the estimation of 8 and ¢, we use 20 samples with a thinning interval of 5. Similar to
the number of burn-in iterations, these values are not the result of theoretical considerations
or an attempt to push the observed variability or autocorrelation below a predefined thresh-
old, but merely driven by the desire to maximize the accuracy of estimation while staying
within a given computational budget.

Estimating Topic Distributions of Unseen Documents

After a topic model has been fit to a collection of documents, and the topics ¢ have been
determined, a common task is to estimate the topic distributions 6 of new, previously unseen
documents. It is assumed that the new documents and the collection used for fitting the topic
model come from the same population, so that both have the same topics ¢. Heinrich (2009)
refers to this process as querying the topic model.

Querying means estimating the parameters 6 of the topic distributions of one or more
previously unseen documents, given the model parameters ¢ and hyper-parameters @ and
B. Gibbs sampling is performed exclusively on the new documents. Since ¢ is known and
fixed, the simplified form of the full conditional distribution given in equation 4.8 can be
used. Because of the meaningful initialization of topics, and the reduced number of param-
eters to be fit, one can reasonably expect the sampler to take fewer iterations to converge.
We perform 200 iterations for each query, one tenth of the number of iterations for the ini-
tial parameter fitting. After sampling, estimates of 6 specific to the new documents can be
obtained via the estimation procedure for the multinomial parameters.

Choice of Hyper-Parameters

The hyper-parameters « and f, as well as the number of topics K, which can be seen as an
implicit hyper-parameter, are not estimated by the Gibbs sampling procedure, and have to be
specified beforehand. Finding the optimal value of K is particularly difficult, because there
are two conflicting notions of optimality: Increasing the number of topics also increases
the overall number of model parameters, which improves the model’s ability to fit to the
data. Until the point of overfitting is reached, increasing K will improve the predictive per-
formance of the model. However, the interpretability of the model parameters rests on the
correspondence between topics as probability distributions over words and topics as mean-
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ingful clusters of semantically related words. Steyvers and Griffiths (2007) observe that “[a]
solution with too few topics will generally result in very broad topics whereas a solution
with too many topics will result in uninterpretable topics that pick out idiosyncratic word
combinations.”

Choosing a value of K according to some notion of topic quality or interpretability usu-
ally involves manual inspection of the topic-word distributions. A common quantitative
approach is to perform cross-validation on a small development set and choose the value of
K that maximizes some measure of model quality (see section 4.1.2). A principled method of
finding an optimal K for a given dataset with respect to likelihood can be found in the Hi-
erarchical Dirichlet Process (HDP), a non-parametric extension of LDA that is able to infer
the number of topics from the data (Teh et al., 2006). This ability comes at the cost of higher
model complexity and computational effort compared to LDA.

The hyper-parameters « and f are the parameter vectors of the Dirichlet prior of the
document-topic distributions and the topic-word distributions, respectively. A K-dimen-
sional Dirichlet distribution has the (K — 1)-dimensional unit simplex AX~! as its support, so
it can be interpreted as a distribution over the space of parameter vectors of K-dimensional
categorical distributions. A Dirichlet distribution with a parameter vector « is called sym-
metric if all components «; have the same value. If 0 < ; < 1, a symmetric distribution is
sparse, that is, it assigns higher probability to a vector if most of its components are zero.
The parameter vector of an asymmetric Dirichlet distribution can be expressed as a = - m,
which is the product of a scalar concentration parameter ay and a vectorial base measure
m € AK=1. The base measure m can be understood as a preference towards particular com-
ponents over others, which, in the context of LDA, translates to higher prior probability of
observing certain topics in a document or words in a topic. If « is large, samples from the
distribution are likely to be close to m (Minka, 2012).

Steyvers and Griffiths (2007) suggest using symmetric priors with o; = % and f; = 0.01.
A fully Bayesian approach would be to integrate out the hyper-parameter, but Wallach et al.
(2009a) show that similar results can be achieved at a lower computational cost with an
empirical Bayes strategy. Applying the Expectation Maximization algorithm, one alter-
nates between estimating the hyper-parameter given the data and current model param-
eters, and performing one or more iterations of Gibbs sampling with a fixed value of the
hyper-parameter. An efficient algorithm for obtaining a maximum-likelihood estimate of
the Dirichlet hyper-parameter via fixed-point iteration is due to Wallach (2008, algorithm
2.2).

Wallach et al. (2009a) test the utility of applying this optimization strategy to the two
Dirichlet priors. They find that a data-driven choice of f offers no benefit over a fixed, sym-
metric value. However, a data-driven, asymmetric « substantially improves performance,
which reflects the intuitive notion that some topics are more general, and therefore more
likely to appear in a document than more specialized topics. They further observe that op-
timizing « makes LDA more robust to specifying a number of topics K that is higher than
the (unknown) true number of topics. Excess topics receive a small prior probability and
end up being rarely used, which mitigates the negative effect of a misspecification of K on
the likelihood of the model as well as on the interpretability of the topics. We rely on the
beneficial effect of a data-driven « instead of attempting to find a number of topics that is
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optimal in some sense.

We briefly investigate the relationship between the value of @ and the interpretability of
a topic. To that end, we manually annotate the 150 topics of a topic model fit to the 30 000
user Twitter dataset described in section 3.1. A topic is characterized by the set of words it
assigns high probability to. An attempt is made to label each topic by summarizing these
words with a single word or short phrase. Looking at the results of this labeling, one can
broadly distinguish three classes of topics: In 64% of topics, the high probability words are
clearly associated with one concept, or a small number of concepts (class 1). 16% of topics
cannot be easily associated with a concept, because they assign high probability to common
words with a very broad or general meaning, or words from a non-English language (class
2). The remaining 20% cannot be labeled, because they assign high probability to words that
have a specific meaning, but are associated with many different concepts (class 3).

Hyper-parameter a was optimized, and the values of its components are in the interval
[1.47 x 107, 2.15 X 10~!] with a mean of 7.75 x 1072, The classification of a topic i is visibly
correlated with the value of a;. Among the 15 topics with highest «; (mean y = 5.20 X 107%),
ten belong to class 2, the others to class 1. Among the 15 topics with lowest a; (1 = 4.56 X
10™%), nine belong to class 3, the others to class 1. In other words, a high «; indicates overly
broad or general topics, while a low «; indicates a mixture of different concepts. Despite
this association, «; alone is not sufficient to reliably distinguish overly general topics from
topics that occur frequently in the corpus, or to distinguish rare topics from topics that mix
different concepts.

Updating the Model

In a setting where data arrives as a continuous stream, the process of updating a model and
its parameter estimates with each incoming unit of data is called online learning. If contin-
uous updates are too expensive, or finely spaced parameter estimates are not required, the
model can be updated in larger increments. Here, we are mainly interested in the retrospec-
tive application of incremental updating: All data points are available, and each point bears
a time-stamp. The time line is subdivided into a sequence t of arbitrary intervals, and we
wish to fit a model to the data in each interval t;, so that the model only contains information
from intervals ¢; where j < i.

An efficient procedure for incrementally updating a topic model must meet a number of
requirements:

1. The computational effort and memory that is required for performing an update must
not grow with the number of previous updates. This implies that the procedure cannot

revisit data from earlier increments, which would have to be kept in memory.

2. It must be able to fully use the information provided by the data in the current and all
previous increments.

3. In addition to assigning topic distributions to all new documents, the procedure must
be able to update the topics themselves.
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4. The procedure must either preserve the topic indices (¢! must be more similar to ¢!**
than to any (p}” with i # j), or provide explicit information about their mapping. This

is to ensure that the document-topic distributions 8 are comparable across time.

These requirements rule out various naive approaches. If the amount of data in each in-
crement is sufficiently large, one can fit a separate topic model to each, but this approach
completely ignores information from earlier increments and does not guarantee any kind
of consistency between the topics of two successive models. Alternatively, one could fit
a model to the first increment, and assign topic distributions to documents in subsequent
increments by querying. This approach ensures that document-topic distributions are com-
parable across all increments, but the topics remain fixed after the initial fitting, so the data
of the first increment has to be sufficiently representative for all future increments (Canini
et al., 2009). The resulting model only contains information from the first and the current
increment. Finally, one could fit a model to the union of the current and all earlier incre-
ments (Yao et al., 2009, algorithm “Gibbs1”). Consistency of topics can be achieved by using
the sampling state of the previous model as a starting point. This procedure satisfies all re-
quirements except computational and memory efficiency. All increments have to be kept in
memory indefinitely, and each update has to iterate over all previous data.

According to the principle of Bayesian updating, an existing model can be updated to in-
corporate new evidence by using the posterior of the existing model as the prior of a model
that is fit to the new data. Once again, the intractability of the LDA posterior makes it im-
possible to derive an exact procedure, but various approximations have been proposed. We
only consider those that are based on Gibbs sampling. One can distinguish two classes of
algorithms: those that implicitly incorporate prior knowledge by reusing the sampling state
of an earlier model, and those that explicitly update the parameters of the prior distribu-
tions. Yao et al. (2009, algorithm “Gibbs2”) keep the topic assignments z of old documents
fixed, and only perform sampling for the new documents. Unlike querying, the topics ¢
are not held fixed, and an updated estimate can be obtained after sampling via equation 4.7.
This procedure is memory-efficient, since only a part of the previous sampling state, the
matrix of topic-word counts, has to be saved in preparation for the next update. Starting
from meaningful topics and not resampling old documents makes label switching unlikely
to occur.

Canini et al. (2009) extend this procedure as follows: after sampling a topic assignment
for a word from a new document, the topic assignments for a subset of earlier words, which
may include words from previous increments, are re-sampled as well. Speed of convergence
can be improved by the adoption of a Sequential Monte Carlo (SMC) sampling strategy
(see the work of Scott and Baldridge, 2013 for details on the application of SMC to LDA
parameter estimation), but the re-sampling of old topic assignments requires data from all
earlier increments to be kept in memory. The algorithm is still notable, because unlike all
other algorithms discussed here, it is able to revise old topic assignments in the light of new
data, and thus correctly approximates the posterior of the entire dataset at the time of the
update.

AlSumait et al. (2008) fit a separate model to each increment, but use the matrix of topic-
word counts of the previous model as a parameter for the prior distribution of the topic-word
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distributions ¢ of the current model. When fitting a model to data from the first increment,
B can have an arbitrary value. In all following models, instead of a single parameter vector
for all ¢y, there is one vector f. for each gy (f € RK*W), where By ; is the number of times
word i was assigned to topic k by the previous model. Each component of the parameter
vector of a Dirichlet distribution must be strictly positive, so we deviate from the algorithm
of AlSumait et al. by adding a small value (0.01) to each word count to deal with words that
do not occur in the current increment. Label switching is unlikely due to the strength of the
prior. Since the algorithm of AlSumait et al. is efficient and easy to implement, we use it for
certain experiments in chapter 7 that require incremental updating.

All of the above algorithms assume that the size W of the vocabulary is known in advance,
which only is the case when working retrospectively. A solution for the true online setting
is provided by Zhai and Boyd-Graber (2013), who, however, operate in a framework of vari-
ational inference instead of Gibbs sampling. Much like the HDP turns the fixed number of
topics K into a parameter that is estimated from the data, their non-parametric model treats
the vocabulary size W as a parameter. This comes at the cost of higher model complexity
and computational complexity.

Optimizing Runtime and Memory Usage

The size of a corpus that can be processed within a reasonable time frame is bounded by the
available computational resources. Even though the asymptotic complexity of LDA param-
eter estimation via Gibbs sampling is linear in the size of the corpus N, (if the number of
iterations and the number of topics K are fixed), performing Gibbs sampling on a large cor-
pus can be highly time consuming in practice (Newman et al., 2009a; Smola and Narayana-
murthy, 2010). Corpus size is also limited by the available memory: The amount of memory
required for parameter estimation depends on the overall number of words (N,), and the
size of the matrices of document-topic counts (M X K) and topic-word counts (K x W). All
computations described in this work were carried out on a 6-core multiprocessor worksta-
tion with 64 GB of RAM, so we limit our discussion to optimizations that are viable for this
class of machine.

Via the Dirichlet priors placed on the document-topic distributions and the topic-word
distributions, it is possible to induce sparsity, which manifests as a high amount of zero
entries in the corresponding count matrices. This can be exploited by storing only the non-
zero elements of these matrices in an associative array (usually implemented as a hash ta-
ble), using a key that encodes the row and column index (Griffiths and Steyvers, 2004; Lu
et al., 2013). The vector of word frequencies in a document is naturally sparse. Due to the
bag-of-words assumption of LDA, a document is fully characterized by its non-zero word
frequencies, which can also be stored in an associative array, using the word’s index in the
vocabulary as the key. If the corpus is still too big to fit into memory as a whole, documents
can be stored in a circular buffer of bounded size that is replenished with data read from
persistent storage by a worker thread.

The Gibbs sampling procedure offers many opportunities for speed optimization. We start
with specific improvements to the inner loop of the algorithm, which, in the case of LDA,
repeatedly takes samples from a categorical distribution. Given a pseudo-random number
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generator (PRNG) for floating-point numbers that are uniformly distributed over the inter-
val [0, 1), samples from arbitrary distributions can be obtained by inversion of their cumu-
lative density function (CDF; Devroye, 1986, ch. 11.2.1). Therefore, the performance of the
Gibbs sampler directly benefits from a fast uniform PRNG. The xorshift family of gen-
erators is known to be fast and suitable for simulation purposes, but its generators do not
pass BigCrush, the largest and most stringent set of tests offered by the TestU01 PRNG test
suite, without systematic failures (Vigna, 2016). To address this issue, Vigna proposes an
improvement of the method, called xorshift*, and claims that the xorshift1024% vari-
ant in particular passes BigCrush. We decided to adopt this variant as the PRNG for our
implementation of the Gibbs sampling procedure based on the strength of this claim and the
substantial speed improvement over comparable generators like the Mersenne Twister (The
Apache Software Foundation, 2019, ch. 4.1).

However, subsequently to the conclusion of our topic modeling experiments, Lemire and
O’Neill (2019) reported that xorshift1024* systematically fails some of the BigCrush tests
if its output is transformed in a specific way. Each invocation of the generator yields a
random 64-bit integer, while the test suite expects 32-bit values. Test failures appear if,
instead of successively feeding the upper and lower 32 bits to the test suite as separate values,
the 64-bit output is reduced to 32 bits by discarding the most significant bits, followed by
a reversal of the bit order. This indicates weaker randomness of the least significant bits.
While Lemire and O’Neill are correct in noting that their test results point towards a flaw in
the design of the PRNG, we do not expect this to be a problem in our use case: Our chosen
implementation, which is part of the Apache Commons RNG library, version 1.0, follows
the reference implementation of Vigna in constructing IEEE 754 double precision floating-
point numbers from the upper 52 bits of the 64-bit output of the PRNG. Since we exclusively
generate floating-point numbers, we never end up using the least significant 32 bits on their
own, and the most unreliable bits are always discarded. Still, judging from the results of
tests conducted by the Commons RNG authors (The Apache Software Foundation, 2019, ch.
4-5), the SpitMix64 generator (Steele Jr. et al., 2014), among others, appears to be a more
suitable choice for future experiments.

Sampling from an arbitrary discrete distribution p(x) by inversion of its CDF F(x) means
generating a uniform random value u € [0, 1) and finding the smallest x for which u < F(x).
In the case of Gibbs sampling, p(x) is usually only known up to proportionality, so the sum
of g(x) o« p(x) over all possible values of x needs to be computed first, in order to obtain
the normalization constant. At that point, the x for a given u can be efficiently found using
binary search (Devroye, 1986, ch. 1I.2.3). When sampling a topic assignment z within an
LDA model, further optimization is possible. The FastLDA algorithm (Porteous et al., 2008)
operates under the assumption that, when sampling the topic assignment of a word, the
probability mass is mostly concentrated on a small subset of topics due to sparsity. Before
sampling the topic assignments of a particular document, the topics are heuristically sorted,
so that the topic probabilities that are likely to be highest in that document are computed
first. Along with the unnormalized conditional probability of the k-th topic q(k) o p(zm.n =
k| z_(m,n), y, @, B), an upper bound Z; on the true normalization constant Z is computed,
so that Zy1 < Zi and, ultimately, Zx = Z. If u < ZLk Di<i<k 9(i), it is possible to select one
of the topics i < k without having to compute g(i) for the remaining topics i > k. In the
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course of our experimental work, verifying that Zx = Z after computing ¢(K) turned out to
be a valuable diagnostic for an inconsistent sampling state caused by implementation errors
elsewhere in the parameter estimation process. SparseLDA (Yao et al., 2009) improves upon
FastLDA by providing an efficient way of computing the normalization constant Z directly.
Yao et al. claim that SparseLDA is approximately twice as fast as FastLDA, but we do not
follow up on this claim.

The Approximate Distributed LDA (AD-LDA) algorithm (Newman et al., 2009a) is a dis-
tributed variant of the LDA parameter estimation procedure that is suitable for use on a
shared-memory multiprocessor system. The M documents of the corpus are distributed ap-
proximately uniformly across P threads of execution. Each thread only keeps track of its
own document-topic counts, but keeps a local copy of the entire topic-word count matrix.
Using only its own count matrices, each thread performs one iteration of Gibbs sampling on
its assigned documents. The threads wait for each other to finish, and then one designated
thread merges the P local topic-word matrices into a single matrix that is again distributed
to all other threads. This process is repeated until the requested number of Gibbs iterations
have been performed. Considering that each thread is only aware of its own updates to the
topic-word counts until the global synchronization happens, this can only be an approxi-
mation of the original Gibbs sampling process, where an update to the topic-word counts
has an immediate effect on the probability of all following topic assignments. Newman et al.
provide no formal convergence guarantees, but demonstrate on different corpora that there
is no substantial difference in predictive performance between models produced by AD-LDA
parameter estimation and the original, non-distributed procedure.

Since the matrix of topic-word counts is the largest part of the Gibbs sampling state, the
need to keep P copies of this matrix implies a substantially increased memory consumption.
This is particularly important during the initial iterations of Gibbs sampling, when the sam-
pler has not yet fully converged to the posterior distribution. The multinomial parameters,
and therefore also the associated count matrices, have not yet reached their final degree of
sparsity, and their effective size is proportionally larger. If the available memory is not suf-
ficient for the worst case of P fully dense topic-word matrices, we recommend to start with
a single thread, monitor the density of the matrices, and successively redistribute work to
additional threads as the density decreases. This is particularly effective if each thread does
not receive a full copy of the topic-word matrix, but a reference to a read-only version that
is shared among all threads, and updates to that matrix are performed in a copy-on-write
manner.

AD-LDA is easy to implement, but its approximative nature, the need for synchronization
after each iteration, and its high memory requirements present potential for improvement.
Smola and Narayanamurthy (2010) introduce a more sophisticated alternative that addresses
most of these weaknesses and scales to compute clusters where memory is no longer shared
by all processors.

Our optimization efforts can be summarized as follows: To reduce the memory footprint of
parameter estimation, the sparsity of the count matrices is exploited by using a data structure
that does not explicitly store zero elements, and corpus data is loaded into a circular buffer
of fixed size on demand. Runtime is improved by using the FastLDA algorithm to sample
the topic assignments, CDF inversion by binary search for sampling from all other discrete
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distributions, and the xorshift1024* PRNG for generating uniform random values in all
sampling tasks. The resulting algorithm is distributed across multiple processors using a
parallelization scheme based on AD-LDA.

4.1.2 Evaluation

When applying topic models to the analysis of text documents, we are faced with a number
of tasks that involve assessing the quality of the model: Before any data analysis can take
place, the parameter estimation process and its implementation have to be tested for internal
consistency, that is, the ability to recover the true parameters from data. After fitting a topic
model to a corpus of documents, one is usually interested in evaluating the quality of the
topics, or comparing two or more distinct models.

Topic models are generative in nature, so testing an implementation for internal consis-
tency is conceptually simple. Parameter estimation can be viewed as reversing the model’s
data-generating process to obtain parameters from observational data. Conversely, one can
follow the generative process to obtain synthetic data from a model with known parameters:
start from a set of reasonable hyper-parameters «, 5, generate parameters 6, ¢ by random
sampling from their prior distributions, and then randomly generate topic assignments z
and finally observations y. Fitting a model to that synthetic dataset should yield parameter
estimates that are close to the known, true parameters. In practice, choosing an appropri-
ate threshold for the estimation error is not always trivial, particularly if the computational
budget for the test is low, so that the amount of synthetic data and the number of Gibbs
sampling iterations are limited. Due to label switching, the indices of the estimated topics
are highly likely to be a permutation of the reference topic indices, so it is necessary to use a
similarity measure that is invariant to permutation or otherwise mitigate the effect of label
switching, e.g., by greedy matching of topics.

LDA can be understood as an implicit factorization of the document-word co-occurrence
matrix (Steyvers and Griffiths, 2007), and a factorization with a lower reconstruction error
manifests as a model with higher likelihood. The ratio of two likelihoods tells us about
goodness-of-fit, that is, which one of two models is more likely to have generated a particular
corpus. Topics are meaningful to the human analyst, because they uncover latent semantic
information that is present in the co-occurrence statistics. One would expect that a better
fit to the data implies more interpretable topics, but testing this hypothesis requires a way
to measure interpretability.

Human evaluation of topic quality can be done ad hoc by inspecting the top-n most prob-
able words, but this is time consuming and entirely based on subjective judgement. Chang
et al. (2009b) propose the word intrusion test, which is designed to formalize this process
and reduce the effect of individual bias. A human judge is presented with a fixed number
of highly likely words from a particular topic, and a single highly unlikely word (the “in-
truder”), in random order. The task is to identify the intruder, which is easy if the topic
exhibits a high degree of semantic coherence. Chang et al. compare models with different
numbers of topics, fit to the same data, and find that with an increasing number of topics,
“models are often trading improved likelihood for lower interpretability” The non-linear
nature of the relationship between model likelihood and topic interpretability suggests that
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there are two independent aspects of topic model quality: The model’s fit and generaliza-
tion ability are represented by the likelihood of training data and held-out test data, respec-
tively. The interpretability of a topic can be assessed manually or by means of metrics that
have been shown to be good proxies for the human assessment. For example, the point-
wise mutual information (PMI) score (Newman et al., 2009b) can be viewed as an attempt to
eliminate human judgement from the word intrusion test by drawing upon co-occurrence
statistics from a large external corpus like Wikipedia. For each possible word pair, the prob-
ability of the two words being generated independently by the topic under consideration
(i-e., the product of the topic-word probabilities) is compared to the relative frequency of
co-occurrence in the reference corpus.

Goodness-of-fit, generalization, and topic interpretability are intrinsic qualities of a topic
model. One could also carry out an extrinsic evaluation, which means testing the utility of
the model as a part of a larger system that is designed to perform a particular task.

All implementations of topic models that are used in experiments in this work are tested
for internal consistency as described earlier. Model comparisons are based on the likelihood
of held-out data. From chapter 5 onwards, topic models are employed as a central component
of two larger systems aimed at the detection of social influence in online communication.
The experiments conducted in these chapters extrinsically confirm the utility of topic mod-
eling, but cannot be counted as a true extrinsic evaluation, since there is no comparison to
a system that performs the same task without making use of topic models.

Estimating the Likelihood

The likelihood function of the LDA model is given in equation 4.9 (Heinrich, 2009). However,
one is usually not interested in the likelihood of a model as an absolute value, but wants to
compare two or more models that differ in some aspects. For example, one may want to
compare the likelihood of the model, given the training data, before and after I iterations
of Gibbs sampling. Although Gibbs sampling does not explicitly maximize the likelihood,
one would expect the likelihood to increase as the sampler moves from a random initial as-
signment to a high-probability region of the parameter space, so comparing the likelihood at
different iterations of sampling can serve as a diagnostic. To make a comparison meaningful,
it may be necessary to compare marginal likelihoods: If the effect of a variable on the like-
lihood is considered irrelevant to the comparison, it is marginalized out. In the case of the
training set likelihood of LDA, the vector of latent topic assignments z is commonly thought
of as a nuisance parameter and marginalized out, as in equation 4.10 (Heinrich, 2009).
Evaluating the model’s ability to generalize involves the computation of its likelihood
given unseen test data, which is usually a held-out portion of the training data. Given a
topic model, represented by its parameters ¢ learned from a training corpus y’, and its fixed
hyper-parameters a, f§, one wants to determine the likelihood of a test corpus y being gener-
ated by that model. This requires marginalizing out z and the document-topic distributions
0, as in equation 4.11 (adapted from Wallach et al., 2009b; Griffiths and Steyvers, 2004). Fi-
nally, marginalizing out all variables (equation 4.12; Griffiths and Steyvers, 2004) yields an
expression that is equivalent to the denominator of the posterior (compare equations 4.2 and
4.3). This “fully marginalized” likelihood can be used for model selection, i.e., the compari-
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son of models with different hyper-parameters and structure, such as different values of K
(Griffiths and Steyvers, 2004).
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All of these marginal likelihoods have a closed-form expression, but with each variable
that is marginalized out, fewer conditional independence assumptions (see figure 4.1) ap-
ply, and the computational complexity of its evaluation increases. Recall that N, is the
number of words in the m-th document, and N, = ¥™_ N, the overall number of words
in the corpus. The non-marginal likelihood (equation 4.9) can be computed in O(N,) time.
Marginalizing out the latent topic assignments z (equation 4.10) increases the complexity
to O(N.K). If the document-topic distributions 6 are marginalized out as well, computa-
tion of the marginal likelihood (equation 4.11) requires iterating over all possible combina-
tions of topic assignments for each document, separately, which has exponential complexity
O(Km‘”‘]\rrle Nm)._ If all variables are marginalized out (equation 4.12), it is necessary to iter-
ate over all combinations of topic assignments for the entire corpus, with a complexity of
O(KN-).

Given these marginal likelihood functions, there are two possible approaches to model
comparison: Comparing the full marginal likelihood (equation 4.12) of two models is what
Nicenboim et al. (2021) call the prior predictive perspective on model comparison. The full
marginal likelihood represents the “support that the data give to the model”, and particularly
the assumptions that are encoded into the prior distributions (Nicenboim et al., 2021). Con-
versely, the posterior predictive perspective is comparing the held-out likelihood, a measure
of generalization. Since we are more interested in selecting the model with the best predic-
tive performance than in validating our choice of priors, we choose the posterior predictive
approach. The remainder of this section is concerned with the efficient computation of the
held-out likelihood.

Since the evaluation of equation 4.11 is intractable, a suitable approximation needs to be
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4 Probabilistic Topic Models for Online Communication

found. Due to the mutual conditional independence of the topic assignments z,, of doc-
uments m € {1...M} given the topics ¢, the likelihood can be factorized: p(y|p, o, f) =
Y, p(Yml@, @). A number of methods for estimating this per-document held-out likeli-
hood can be found in Wallach et al.’s comprehensive review (2009b). The most basic method
is due to Newton and Raftery (1994, sect. 7): After expressing the marginal likelihood as an
expectation (equation 4.13), an MC estimate (equation 4.14) can be obtained by sampling
0 from its prior. Since sampling from a Dirichlet distribution is computationally expensive,
this method is too slow for practical use. By application of Importance Sampling (IS), one can
use samples from the (collapsed) posterior instead, which can be more cheaply obtained via
Gibbs sampling. Using the posterior as the proposal distribution in an importance sampling
scheme yields equation 4.15 (Newton and Raftery, 1994), where HM refers to the harmonic
mean. Consequently, this way of estimating the held-out likelihood is known as the har-
monic mean method. While its individual iterations are fast, it has been found to require an
impracticably high overall number of iterations for convergence (Wallach et al., 2009b).

Pl ) = [ plOnla) - Y planlzn 0 plenl6) d6 @13)
1 S 1 S Nmn K

=5 2 Pwnlo o) =5 2 | | 200k #rmn (4.14)
s=1 s=1 n=1 k=1

with 6% ~ Dir(a)

or

N S
({p(ymlz(s) qo)};) = HM {1_[ (Pzg;{n,ym,n} (4.15)
s=1

with 28 ~ p(zly, @, @, B)

Since these two naive methods are not usable in practice, Wallach et al. (2009b) propose the
“left-to-right” (LR) algorithm, which is situated in the framework of Sequential Monte Carlo
(SMC). Its mathematical properties are discussed in-depth by Scott and Baldridge (2013).
Here, we only address certain technical details that pertain to its efficient implementation.
The basic principle of operation is that the per-document marginal likelihood is further fac-
torized into the conditional probabilities of individual words y,, , given all previous words
Ym.<n (equation 4.16). This is equivalent to an online learning setting where the document
arrives one word at a time. Evaluating this probability involves a sum over all topic assign-
ments z,, <, (equation 4.17), which is approximated using a Monte Carlo algorithm (Wallach
et al., 2009b).

Nm

PYmlo, a) = l_[ PYm,nlYm,<n, ¢, @) (4.16)
n=1
Nm
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n=12zm<n
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The process of approximation is similar to Gibbs sampling, but instead of iterating over
the document multiple times, only a single pass is performed. For each word index n, a topic
assignment z,, , is sampled from p(zp,. n|2m.<ns Ym.n> @, @). This is equivalent to sampling
from the full conditional with fixed ¢ (equation 4.8), if the sampling state (i.e., the count
matrices derived from the topic assignments) is constructed so that it only covers the words
n’ < n that have already been assigned a topic. Before updating the sampling state with
the new topic assignment, 0,, is estimated from the current state, and the likelihood with
respect to the n-th word (innermost sum of equation 4.18) is computed as Zlk(:l Om.k * Pk, ym
To account for the variability of the posterior, this sampling process is performed R times in
parallel, with each sampler (“particle”) operating on its own set of topic assignments z\"). The
final likelihood estimate is the product of the arithmetic means of the per-word likelihood
estimates of the particles (equation 4.18).

As it stands, this process does not produce an accurate approximation of the likelihood.
The topic assignments are drawn from a distribution that differs from the posterior, so the
estimate of 6,, is biased. If, however, before sampling the topic assignment of the n-th word,
all previous assignments are resampled using the current sampling state, the distribution of
topic assignments converges to the posterior (Wallach et al., 2009b; Canini et al., 2009). Due
to resampling, the overall number of samples that have to be drawn is quadratic in the length
of the document. Scott and Baldridge (2013) caution against simply omitting the resampling,
pointing out that doing so will seriously impair the accuracy of estimation. The error that is
introduced by skipping the resampling step is proportional to the document length, which is
a particular problem for our experiment that tests the effect of document length on held-out
likelihood (section 4.2.2).

Depending on the application, resampling may be unacceptably expensive. Canini et al.
(2009) apply SMC techniques to the online training of LDA in a way that is conceptually
similar to the LR algorithm. They reduce the complexity of the resampling step by limiting
the resampling to a random subset of words. If the size of this subset is proportional to
the logarithm of the document length, the runtime is log-linear instead of quadratic, and the
correlation between error and document length is reduced. We therefore adopt the following
strategy: Before sampling the topic assignment of the n-th word, g~ - In(Ny,) earlier words
(at least one) are resampled. These words are chosen by sampling from the set of word
indices uniformly and with replacement. Sampling without replacement would ensure that
no word is unnecessarily resampled more than once, but is more computationally expensive
than sampling with replacement, and was therefore found to reduce overall efficiency.

The perplexity of the model, defined as 2~ ™ loga(0)

spect to the corpus size in words N. This is useful for comparing the likelihood of a model
with respect to corpora of different sizes, or simply as a convention to indicate that the size
of the corpus is irrelevant.

, normalizes the likelihood ¢ with re-
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Comparing Topic Distributions

Any application of topic modeling is likely to involve, at some point, the comparison of
topic distributions. Viewing a topic distribution (either document-topic or topic-word) as
the parameter vector of a categorical distribution, a number of similarity measures apply:
In the context of vector space models of text, the similarity of two vectors is commonly
expressed in terms of their cosine similarity (equation 4.19). However, since cosine similarity
is based on the concept of Euclidean distance, it is not appropriate for vectors on the unit
simplex (Manning and Schiitze, 1999, pp. 303). Note that this is a property of probabilistic
topic models, not topic models in general, which stems from the modeling decision to express
documents and topics as categorical distributions. LSI, and also certain Bayesian models like
the spherical topic model (Reisinger et al., 2010), embed documents and topics in a vector
space where the cosine distance is applicable.

In information theory, the Kullback-Leibler divergence (KL, equation 4.21) is the canon-
ical measure of dissimilarity of probability distributions. The divergence KL(p || g) can be
interpreted as the amount of information that is lost when using q to approximate the “true”
distribution p. It has two properties that render it unsuitable for some use cases: First, it
takes on values in the range [0, o), with KL(p || p) = 0. Since it is not bounded above,
it cannot be easily transformed into a measure of similarity. Second, it is asymmetric, i.e.,
there are p, q for which KL(p || q) # KL(q || p). This makes the KL divergence hard to
interpret in cases where one is not comparing a prediction or other kind of approximation
to a known-good reference.

Therefore, in the context of topic modeling, symmetrized variants of the KL divergence are
preferred (Steyvers and Griffiths, 2007). The Jensen-Shannon divergence (JSD, equation 4.20)
has a convenient range of [0, 1] when using the base 2 logarithm. The divergence JSD(p || q)
has an interpretation in terms of mutual information, i.e., the information gained about one
variable by observing the other. If m is interpreted as a mixture of p and q with equal weight
given to each component, then JSD(p || ¢) is equivalent to the mutual information of a
random variable distributed according to m and the binary indicator variable that selects
the mixture component. Informally speaking, if p = ¢, random draws from m contain no
information about which component was chosen, while in the case of dissimilar p and ¢, each
draw is highly informative. It should be noted that, according to equation 4.21, KL(p || ¢) is
only defined if all components of p, g are non-zero. Pairs p, g, where ¢; =0 = p; = 0 for
all i, are by convention handled by summing only over components i for which p; # 0. With
this extension to the definition of KL(p || ¢), JSD(p || q) is defined for arbitrary non-negative
vectors on the unit simplex.

; 2iPigi
SiMeos(p, q) = ————— (4.19)
\/Zip?\/Zi CI?
JSD( 1| @) = 5 KLp || m) + S KL || m) withm = 2 (p+) (4.20
KLip [l q) = - Zpi log (%) (4.21)
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BC(pq) = ), VPidi (4.22)
i

The Bhattacharyya coefficient BC(p, g), given in equation 4.22, provides an alternative
representation of the similarity of two probability distributions. Neither the JSD nor the
Bhattacharyya coeflicient is a metric, as both violate the triangle inequality, but a metric
can be derived from either by taking the square root: /1 — BC(p, q) is equivalent to the
Hellinger distance, while 4/JSD(p || g) is known as the Jensen-Shannon distance or metric
(Endres and Schindelin, 2003). The Hellinger distance has a geometric interpretation as the
Euclidean distance of two points after projection from the unit simplex A" onto the sur-
face of an n-sphere. Nielsen et al. (2010) identify a relationship between the Bhattacharyya
distance — In(BC(p, q)) and the JSD when comparing distributions that belong to the same
exponential family. Own preliminary experiments, as well as experiments in the literature
(Cha, 2007), show a strong (but not perfect) linear correlation between the two similarity
measures, which makes us assume that the choice of measure is unlikely to have a notice-
able impact on experimental results. For use in the following experiments we prefer the JSD,
because of its prevalence in the literature on topic modeling and topical social influence, see
for example TwitterRank (Weng et al., 2010). Since we do not require a true metric, we use
its regular, non-metric form.

4.2 Application to Online Communication Data

The distinct nature of online communication, compared to traditional modes of written com-
munication, presents several challenges to the application of topic modeling. We focus on
what we consider to be the two main issues: First, online communication is characterized
by use of informal language, slang, spelling errors, language mixing and code switching,
and medium-specific social conventions (see, e.g., section 3.1.2). The resulting increase in
the number and variety of words that are associated with a particular concept reduces the
data efficiency of topic modeling, which can be counteracted by preprocessing steps that
filter out irrelevant words or normalize spelling variants. Second, online communication
typically takes the shape of short fragments of text, which are often close to meaningless
on their own, and have to be understood in the context of an ongoing conversation. As a
general rule, the shorter the average document, the lower the amount of co-occurrence in-
formation that can be obtained from the corpus. We investigate how this problem can be
addressed by aggregation of messages into larger units.

4.2.1 Linguistic Preprocessing

A series of surface-level linguistic preprocessing steps is performed with the goal of making
the textual content of the collected social media messages more amenable to topic modeling.
Denny and Spirling (2017) point out that the choice of preprocessing steps can have a strong
effect on the parameters of the topic model, so care must be taken that the preprocessing
strategy is aligned with the goals of the subsequent analysis.
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The first step is detecting which language is being used. This happens at the time of
crawling or data cleaning, depending on the source of the data. Language detection is a pre-
requisite for all following processing steps, which are either language-specific or operate
under the assumption that all input text is written in a single language. Topic modeling is
not language-aware, but a typical multi-lingual corpus is unlikely to contain sufficient in-
formation to enable the model to gather semantically related terms from different languages
in one topic: Usually, each document is written in a single language, so that co-occurrence
of words from different languages is limited to rare exceptions like loan words and direct
quotations. In consequence, topics will be separated by language, even if they are highly
similar semantically. This makes it difficult to choose a suitable overall number of topics in
advance. In social media text, language mixing is more common, but still unlikely to produce
truly multi-lingual topics.

Crawling can be effectively limited to English-speaking users of a platform, while the e-
mail datasets are known to contain mainly English language messages (Enron) or a mixture
of English and Italian (HackingTeam). Therefore, we provide the necessary linguistic re-
sources for processing text in these two languages, and attempt to filter out text written in
any other language. Language detection is performed using the Java library language-de-
tection (Nakatani, 2010b), which is built around a Naive Bayes classifier trained on charac-
ter n-grams. Nakatani (2010a) evaluates the classifier on two separate corpora of Wikipedia
pages and news articles and reports an average classification accuracy of 99.9%. Since the
classification is based on character frequency statistics, it is reasonable to assume that a
certain minimum amount of text is required to attain the reported accuracy.

Blodgett et al. (2017) evaluate langid.py, which, like language-detection, uses a
Naive Bayes n-gram classifier internally. They apply the classifier to tweets of varying length
and find that accuracy is positively correlated with tweet length, but even the best-case ac-
curacy remains below the figures reported by Nakatani. Individual messages on social plat-
forms generally tend to be short, so in order to increase classification accuracy, we aggregate
messages by author. In consequence, it is no longer possible to detect people who use dif-
ferent languages to address different audiences, or even use multiple languages in a single
sentence (“code-switching”) (Blodgett et al., 2017). The most likely failure mode is that the
aggregated messages of people who use a non-English language, but do so rarely, will be
detected as English, and traces of other languages will remain in the filtered dataset. In con-
sequence, subsequent processing needs to be robust towards the presence of small amounts
of non-English language text. The remaining foreign language words mostly co-occur with
each other and are therefore likely to end up in a common topic.

Further linguistic analysis requires dividing the textual content of a message into a se-
quence of words and word-like entities, a process known as tokenization. This process
transforms a sequence of characters into a sequence of tokens, which are members of a fi-
nite vocabulary. Tokenization is easy for languages where word boundaries are indicated by
whitespace and punctuation, and therefore tokenization can be performed by linearly scan-
ning the text. For example, according to the Penn Treebank tokenization rules for English
(The Penn Treebank Project, 1999), words are delimited by whitespace and each punctuation
character is a separate token. These rules were originally formulated for the processing of
error-free standard English text, an assumption that is frequently violated on social plat-
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forms, where the conventions of language use are much closer to those of spoken language
than to those of more traditional forms of writing, such as newspaper articles or personal
letters. The register of a typical social media post is informal, spelling and grammar errors
are tolerated, and some aspects of non-verbal communication are recreated by textual means
(Gimpel et al., 2011; Thelwall, 2009).

To handle the non-standard style of writing and punctuation found in social media text,
we use a modified version of the TweetMotif tokenizer (O’Connor et al., 2010). The tok-
enizer assumes that a word is delimited by at least one whitespace or punctuation character
on both sides. First, the tokenizer identifies all substrings that should be treated as a sin-
gle token despite violating this assumption: numeric and time values (may contain decimal
points, thousands separators and colons), URLs, abbreviations, emoticons, emoji, and words
that contain apostrophes or dashes. The remaining text is split into tokens at the boundaries
indicated by whitespace and punctuation, including symbol characters used for decorative
purposes. The boundary characters are swallowed, i.e., they are neither part of the word
token, nor do they appear as a separate token. Numbers (but not time or date values) and
single-character tokens are removed. Finally, all non-URL tokens are normalized by trans-
formation to lower case.

Textual messages on the Internet have long contained pictorial expressions of emotion,
which can be understood as a side-channel, embedded into the text, that enables a limited
form of non-verbal communication. An emoticon is a sequence of letters, numbers, and/or
punctuation characters that looks like a facial expression. For example, the emoticon :)
resembles a sideways smiling face and is commonly used as a marker for statements with
humorous intent, which should not be taken at face value. The most frequently used types of
emoticon are recognized by the tokenizer and output as a single token. Emoji, a set of small
pictographs that includes expressions of emotion, became part of the Unicode standard in
2009 (Davis and Edberg, 2019), and quickly became popular among users of instant messen-
ger applications and social media. Since its introduction, the set of emoji has been extended
several times. The HackingTeam and Facebook datasets are sufficiently recent to contain
emoji, but only the latter is expected to contain a substantial amount. The Twitter crawler
does not support the complete range of Unicode characters, and therefore does not preserve
any emoji that may have originally been present in the collected tweets. Facebook supports
emoji, but also has a separate, proprietary system for graphical expressions of emotion that
predates the standardization of emoji. For most of these pictographs, an equivalent emoji
exists (Péper, 2017). We represent the remaining ones by unique textual tokens.

Proper tokenization of emoji is difficult. The goal is to treat emoji like emoticons, and
output each pictograph as a separate token. The core of the Unicode standard is a list of
characters, each of which is assigned a unique numeric identifier, the code point. Usually,
one code point corresponds to one visible character. For certain typographic elements, such
as diacritics, which can be combined with many different characters, this approach would
lead to a combinatorial explosion of the number of required code points. For that reason,
most typographical elements that can be said to augment or modify the appearance of other
characters receive their own code points. A sequence of code points that consists of one
base character and one or more modifiers is displayed as a single visible character. This
principle has been applied extensively in the mapping of emoji to code points. For example,
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emoji that depict human beings can have modifiers that specify gender or skin tone. Each
sequence of code points that results in a single visible emoji should be a single token.

UTS #51, an extension to the Unicode standard, provides a list of recommended code
point sequences to produce each emoji (Davis and Edberg, 2019). To avoid having to re-
produce the complex state machine that is necessary to recognize any valid code point se-
quence that encodes a given emoji, we only accept the recommended sequences. These
sequences are loaded from two files that are distributed as supplementary material to UTS
#51, emoji-sequences. txt and emoji-zwj-sequences. txt, and stored in a prefix trie.
The input text is scanned for continuous sequences of maximal size that match complete
trie entries, which are then output as tokens.

Words with a predominantly grammatical role, for example, the determiners “the” and “a”,
are known as stop words or function words in an NLP context (Manning and Schiitze, 1999,
pp- 20). While the presence or absence of a function word in a particular place can have a
strong effect on the semantics of a sentence as a whole (negators like “not” being the most
obvious example), taken individually and out of context, a function word carries little to
no semantic information. Topic models operate under the “bag-of-words” assumption: the
meaning of a unit of text (e.g., a document or sentence) is composed of the meaning of its
constituent words, and the order of words within that unit is irrelevant and can be ignored.
Under this assumption, function words lose their semantic value, so removing them from the
text reduces the memory and computational requirements of topic modeling and is expected
to improve the interpretability of topics. Due to its high frequency, a function word is likely
to occur in almost every document, and therefore co-occurs with almost every word, but
its most frequent co-occurrences will be with other high-frequency words. Therefore, all
function words tend to be concentrated in a small number of topics, and removing such
words will reduce the amount of non-interpretable topics.

We use the stop word list distributed with the KEA system (Jones and Paynter, 2001) for
English language text, and a list from the NLTK Stopword Corpus (NLTK, 2019) for Italian.
For each dataset, an additional list of domain-specific stop words is manually created as fol-
lows: The words that occur in the corpus are enumerated in order of decreasing frequency.
A human annotator reviews each word, starting from the most frequent, until a word is
encountered that evokes a specific conversational context in which it is likely to be used.
All more frequent words are treated as stop words. Table 4.1 shows the number of manu-
ally identified stop words for each dataset. We hypothesize that it reflects the diversity of
language use and subject matter.

Finally, a set of preprocessing steps addresses peculiarities of the different online social
platforms. The use of URL shortening services is popular on social media, particularly on
Twitter, where the number of characters per message is limited. Since 2010, Twitter auto-
matically shortens URLSs using its own service t . co (@SG, 2010). If the same URL is tweeted
multiple times, a unique short URL is generated for each instance, so the shortened URLs
contribute little information to a topic model. Therefore, all URLs are removed from tweets
after tokenization, but are preserved in the other datasets. User names that are mentioned
in a message only have indirect semantic value as references to the characteristics and be-
havior of these users, and are opaque to the human analyst. From the Twitter dataset, all
@-mentions are removed, as well as the retweet indicators “RT” and “via”, if they occur be-
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Table 4.1: Number of manually identified stop words

Twitter 39
Twitter + websites 37
Facebook 100
Enron 10
HT-en 7
HT-it 7

fore an @-mention. Similarly, if users are mentioned in a Facebook post, their names are
removed from the text. Hashtags are duplicated to give them extra weight in later process-
ing steps, in lieu of a more principled term weighting scheme (Wilson and Chew, 2010). The
leading ‘#’ sign is removed.

In summary, we filter out non-English (or Italian, depending on the dataset) messages,
perform tokenization, remove punctuation and numbers, convert all text to lower case, and
remove function words. Emoticons and emoji are normalized, and some platform-specific
processing is done. We deliberately skip some common preprocessing steps (cf. Denny and
Spirling, 2017). Notably, we do not perform stemming and do not remove infrequent words.
We consider stemming to be an overly aggressive normalization for our use case, since
reducing a word to its stem obscures the semantic differences between different forms of
a word, and common stemming algorithms would require adaptation to social media lan-
guage use. Defining an appropriate threshold for the removal of rare words is hard, because
unique spelling errors and variants cannot be easily distinguished from relevant, but rare
vocabulary. Furthermore, we do not aggregate n-grams or specific classes of multi-word
expressions into tokens, because we have no reason to believe that our datasets contain a
substantial amount of specialized vocabulary that would benefit from such treatment.

The distribution of message length in the various datasets is summarized in table 4.2. De-
spite being subject to a much less restrictive size limit, the average Facebook post is shorter
than the average tweet, and even the longest post stays well below the size limit imposed
by the platform. The average e-mail is longer than the average social media post by a fac-
tor of 2.5 to 12, and e-mail is highly variable in the number of tokens per message. While
social media posts are generally short, the e-mail datasets contain a mixture of short-form
and longer communication. Message length appears to be a point of concern, but primarily
when working with social media data.

4.2.2 Data Aggregation and Augmentation

It is generally accepted that the low word count of a typical social media post is detrimental
to the quality of the topics produced by LDA. An intuitive explanation is that in short docu-
ments, each word only co-occurs with a few others. Therefore, the co-occurrence statistics
do not contain enough information about the “fat tail” of rare, but semantically rich words,
predicted by Zipf’s law, which prevents them from being assigned to appropriate topics.
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Table 4.2: Distribution of message length

messages tokens tokens per message
median mean std.dev.  max.

Twitter 17332536 125465639 7.0 7.2 3.8 62
Facebook 1962836 8044 232 2.0 4.1 6.4 511
Enron 37398 661132 8.0 17.7 483 3233
HT-en 72785 3646 300 17.0 50.1 1353 5931
HT-it 124017 2941 347 17.0 23.7 40.2 10151

Tang et al. (2014) provide a theoretical justification for this notion by expressing the statisti-
cal efficiency of the topic model, i.e., its ability to identify the true topics (under the assump-
tion that the data was generated according to the LDA “generative story”), as a function of
the volume of input data. They show that the statistical efficiency only benefits from addi-
tional documents if the average document length increases as well. One way of increasing
the document length without drawing on external data sources is to aggregate the observed
documents into larger virtual documents. Mehrotra et al. (2013) empirically demonstrate that
systematic aggregation of tweets provides an advantage over treating each tweet as a single
document. Aggregation by author is shown to outperform non-aggregated topic modeling
in terms of cluster purity, while aggregation by hashtag also performs better according to
information theoretic measures (PMI).

We define a virtual document as the concatenation of the content of its constituent doc-
uments, and call an aggregation strategy any surjective mapping of observed documents to
virtual documents. The absence of aggregation corresponds to a bijective mapping. We hy-
pothesize that not all effects of aggregation are beneficial: On one hand, aggregation creates
longer documents that provide more co-occurrence information, which potentially enables
amore accurate estimation of the topic-word distributions. On the other hand, merging top-
ically unrelated documents introduces bias. To test the effect of aggregation on the quality
of topics extracted from a corpus with a low average per-document word count, we conduct
an experiment on the 30 000 user Twitter dataset.

To narrow down the search space of aggregation strategies, two assumptions are made
about the nature of the data. Each tweet is associated with a sender-recipient pair (for mod-
eling convenience, the sender of a non-addressive tweet acts as the recipient). First, we
assume that two tweets are more likely to have a similar topic distribution if they are asso-
ciated with the same sender-recipient pair. Second, we assume that temporally close tweets
of a sender-recipient pair are likely to be part of a burst of activity, e.g., a conversation,
and are therefore likely to have similar topics. Three families of aggregation strategies are
derived from these assumptions. As a general rule, the set of tweets is first partitioned by
sender-recipient pair, and then virtual documents are formed by applying the strategy to
each subset, so that each virtual document only contains tweets of one user pair.

Fixed size (n) Each virtual document is made up from n temporally consecutive tweets,

148



4.2 Application to Online Communication Data

with n € {2,5,10}. An additional virtual document aggregates the remaining tweets,
if any. Setting n = 1 is equivalent to no aggregation.

Fixed duration (I) The time line is partitioned into intervals of fixed length [ € { 5m,
15m, 30m, 1h, 3h, 6h, 12h, 24h }. If an interval contains at least one tweet, its tweets
are aggregated in a virtual document. A very short [ is effectively equivalent to no
aggregation.

DBSCAN (MinPts, f) DBSCAN is an algorithm for non-parametric, density-based clus-
tering of data points in an arbitrary metric space (Ester et al., 1996). A data point
is classified as a core point of a cluster if there are at least MinPts — 1 other points
within a distance of Eps, as a boundary point if it is within distance Eps of at least
one core point, and as an outlier, otherwise. A cluster is defined as the union of its
core and boundary points. Each cluster contains at least MinPts points. We apply
DBSCAN to the timestamps of the tweets, using the {;-distance as the metric, and
setting Eps = f - d, where d is the average temporal distance between two successive
tweets. The points of each cluster are aggregated in a virtual document, and each
outlier forms a separate virtual document. To explore the parameter space, we test all
combinations of MinPts € {1,2,5} and f € {0.25,0.5,0.75, 1.5}.

Our evaluation of these aggregation strategies complements the similarly motivated study
of Mehrotra et al. (2013), who find a positive effect of aggregation on various measures of
topic quality that are related to human interpretability. We side-step the question of how
to measure topic quality, and instead ask whether or not the statistical efficiency of the
topic model, i.e., its ability to recover the topics from the data (Tang et al., 2014), benefits
from aggregation. If aggregation leads to a more accurate estimate (% of the topic-word
probabilities ¢, compared to the estimate ¢ from the same corpus without aggregation, then a
model with topics ¢?88 should also have a higher predictive likelihood (and lower perplexity)
with respect to a corpus of non-aggregated, held-out data. Analogous to the theoretical
analysis of Tang et al. (2014), the underlying assumption is that a true ¢ exists, because
the held-out data was generated according to the generative process of LDA, which is a
bold assumption for real-world observational data. In effect, the validity of the results is
contingent on how well an LDA topic model fits the data.

The tweets of a randomly selected 10% of users are set aside as test data. The hyper-
parameters of LDA are chosen to match, as close as possible, the hyper-parameters used
in later applications of topic modeling in this thesis (chapter 5 onwards): K = 150,a =
%, B = 0.01. However, only 200 iterations of Gibbs sampling are performed for the initial
parameter fitting, to keep the overall computational effort manageable. The held-out likeli-
hood is computed using the LR algorithm with 100 particles and the logarithmic resampling
strategy. For each aggregation strategy, the process of parameter fitting and computation of
the held-out likelihood is repeated five times, and the mean and standard deviation of the
resulting perplexities are reported.

The results of this experiment are shown in figure 4.2. The variability of the perplexity
estimates can be mainly attributed to the low number of Gibbs sampling iterations. Still, it is
possible to establish an approximate ranking of the different strategies and their parameters.
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aggregation strategy perplexity (SD) documents  tokens per document
median mean std.dev. max.
fixed duration (24h) 102554 (14.7) 96 223 15 354 59.1 1408
fixed size (10) 10200.6 (33.1) 57141 68 59.6 36.7 216
DBSCAN (2, 1.5) 10 189.5 (35.0) 94501 18  36.1 549 2193
DBSCAN (1, 1.5) —_ 10180.9 (39.9) 98554 16 346 542 2193
DBSCAN (5, 1.5) — 10170.5 (24.8) 157 215 9 217 43.0 1525
no aggregation [N — 10169.0 (39.3) 430478 8 79 34 37
fixed duration (12h) — 10 159.7 (26.0) 127 539 13 26.7 411 1159
fixed duration (5m) = 10112.1 (12.8) 379969 8 90 53 295
fixed duration (6h) | 10 105.5 (25.6) 159618 12 214 30.2 1078
DBSCAN (5, 0.75) — 10102.9 (16.7) 237879 8 143 285 1525
DBSCAN (2, 0.75) A 10102.4 (45.4) 141242 13 2441 37.0 1525
DBSCAN (5, 0.5) — 10 097.9 (24.9) 276 201 8 123 235 1411
DBSCAN (1, 0.75) = 10095.8 (12.7) 145642 12 234 36.7 1525
DBSCAN (2, 0.5) = 10092.6 (16.8) 172484 1 1938 302 141
fixed size (5) — 10 089.2 (32.0) 97 843 37 3438 16.0 114
fixed duration (15m) s | 10078.0 (29.7) 337048 9 101 8.0 420
fixed size (2) —_ 10075.0 (37.1) 221751 15 154 6.0 54
DBSCAN (1, 0.25) — 10074.2 (20.4) 229277 10 149 221 1196
DBSCAN (5, 0.25) = 10066.4 (12.7) 322812 8 106 17.8 1170
fixed duration (30m) [F——— 10 064.0 (54.8) 302930 9 M3 104 427
DBSCAN (1, 0.5) — 10062.7 (19.6) 177013 1 193 300 141
fixed duration (1h) = F——— 10 058.8 (31.7) 263119 10 13.0 14.0 602
DBSCAN (2, 0.25)  F—— 10053.0 (35.8) 224635 10 15.2 222 1196
fixed duration (3h) F——— 10 033.8 (29.3) 196 085 11 174 222 895
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Figure 4.2: Comparison of aggregation strategies in terms of held-out perplexity and their effect on
document length
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Figure 4.3: Ablation study, comparing the effects of the two components of an aggregation strategy
in isolation
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With the right choice of parameters, all three families of strategies lead to topics that explain
the held-out data better than those generated by LDA without any aggregation. The “fixed
size” strategy works best if a low number of tweets (2-5) is aggregated in a virtual docu-
ment. Quantization into intervals of fixed duration performs best with intervals between
15 minutes and 3 hours, and distinctly worse with shorter (5 minutes) or longer (6 hours
and above) intervals. The performance of clustering with DBSCAN appears to be largely
insensitive to the choice of MinPts, but improves as f gets closer to zero.

Strong aggregation is characterized by a high number of virtual documents and a low
number of tokens per document. Comparing the strength of aggregation to the improve-
ment in perplexity, we find the results to be consistent with our initial hypothesis. The
combinations of strategy and parameter values that produce the strongest aggregation also
perform the worst. A possible explanation is that Twitter users communicate in short bursts,
as shown in section 3.5.2, and these bursts are characterized by high topically consistency.
To exploit this consistency, an aggregation strategy would need to create many small virtual
documents. Fixed-size aggregation of five tweets per document is a notable outlier, perform-
ing well, despite being a simple strategy that aggregates strongly. This may be a hint at the
existence of other sources of topical consistency that could be exploited to greater effect by
a more sophisticated strategy.

The aggregation strategies that were tested in this experiment consist of two parts: first,
the tweets are partitioned according to their sender-recipient pair, then a specific strategy
is applied to the tweets of each pair. To better understand the contribution of each part
to the improvement in perplexity, we perform an ablation study, where we test each part
in isolation. Five partial aggregation strategies are compared. The strategy “one document
per sender-recipient pair” aggregates the tweets of each sender-recipient pair into a single
virtual document. The strategy “one document per sender” goes one step further and aggre-
gates all tweets of a particular sender into one virtual document. By comparing these two
strategies, we can test the assumption that the topics are negotiated between sender and re-
cipient, rather than being mostly determined by the sender. These two partial strategies iso-
late the effect of partitioning, i.e., keeping the tweets of different senders or sender-recipient
pairs separate. Conversely, one can isolate the effect of a specific aggregation strategy by
skipping the partitioning and applying the strategy to the temporal sequence of tweets of
all users. For each of the thee families of strategies defined earlier, we use the parameter
values that performed best in the previous experiment.

The results of the ablation study are shown in figure 4.3. In isolation, neither of the two
parts is able to outperform topic modeling without aggregation, which is strong evidence for
a joint effect. There is a visible benefit of partitioning by sender-recipient pair rather than by
sender alone, but we suspect that this effect is obscured to some extent by the high volume
of non-addressive communication in the Twitter dataset. The disparity between addressive
and non-addressive communication is reflected by the document length statistics of the “one
document per sender-recipient pair” strategy: the low median indicates that a high number
of sender-recipient pairs contributes little to the overall volume of communication, while the
much higher mean points towards a small group of highly active non-addressive tweeters.
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Augmentation with External Data

If the goal is to improve the quality of topics, an alternative to aggregation is the augmenta-
tion of individual messages with information from an external source. Across all the social
platforms examined in chapter 3, it is common for messages to contain references to ex-
ternal information: e-mails may have attachments, while Tweets and Facebook posts often
contain URLs. Hashtags implicitly link topically related messages. In the absence of refer-
ences to directly related content, it is possible to retrieve text that is similar to the message
content from an external corpus, e.g., by extracting keywords and feeding them to a web
search engine. Here, we discuss two augmentation strategies that make use of URLs and the
referenced web content. They are subjected to a brief extrinsic evaluation on the Twitter
dataset in section 7.4.1, as part of a study on meso-level social influence.

We assume that, in a previous processing step, all URLs that occur in the dataset have
been resolved to their final location, which is the case when a HTTP GET request for that
URL vyields either the desired content or an error, but not a redirection to a different URL.
URLSs that could not be resolved are removed from the source document. We further assume
that the text body of the website has been extracted, i.e., navigational elements and other
non-content have been discarded. This process is described in detail in section 3.1.1.

The purpose of a URL is to uniquely identify a resource and a location from which it can
be retrieved, e.g., an HTML document on a web server. The general syntax of an absolute
URL, as specified by RFC 3986 (Internet Engineering Task Force, 2005), can be expressed in
extended Backus-Naur form as follows:

URL = scheme "://" authority path ["?" query] ["#" fragment]

The scheme specifies the method of access and determines the format of the other compo-
nents. Here, we are only interested in URLs of websites, which use a scheme of “http” or
“https”. In that case, the authority is the name or address of the server that hosts the site.
Path and query are (mostly) free-form strings that are interpreted by the server, and jointly
identify the desired HTML document (“web page”). By convention, the path contains hier-
archical data, and is structured like a UNIX path name: a sequence of components separated
by the °/’ character, with earlier components corresponding to higher levels of the hierarchy.
The query contains non-hierarchical data, usually in the form of key-value pairs. The frag-
ment identifies a logical subdivision of the resource, e.g., a particular paragraph of text in a
document. In contrast to path and query, the fragment identifier is not sent to the server,
but interpreted entirely by the client. Non-ASCII characters and characters with a special
function are escaped (“percent-encoding”).

The scheme and the following separator characters are frequently omitted if it is suffi-
ciently clear from the remaining parts or the context that the URL refers to a website. RFC
3986 calls this practice “suffix reference” and notes that such deliberately incomplete URLs
cannot be reliably distinguished from non-URLs, so they are “primarily intended for human
interpretation” (Internet Engineering Task Force, 2005, section 4.5). If an authority is spec-
ified, which is mandatory for absolute HTTP(S) URLs, the path may be empty. Query and
fragment are generally optional. It follows that the minimum amount of information one can
obtain from an URL is the identity of the server, but the amount of information in a typical
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URL is higher. We distinguish three archetypes: In URLs of the first type, the path reflects
the hierarchical organization of data on the server. Sometimes, information about the target
document is deliberately encoded into the path for the benefit of the visitor or to make it eas-
ier for web search-engines to discover the document (“search engine optimization”). URLs
of the second type resemble a remote procedure call (RPC): the path identifies the procedure
and the query contains the parameters. The third type of URL is mostly opaque. Examples
for each type are given below:

https://www.nytimes.com/2021/12/15/world/asia/china-russia-summit-xi-putin.html
https://www.urbandictionary.com/define.php?term=Thoughts’20and’20prayers&page=2
https://lore.kernel.org/lkml/a19f492d-6027-3e9b-9816-63b2f24c759a0oracle. com/T/#t

As one can see, the URL itself may already provide a useful summary of the target doc-
ument. The URL-based augmentation strategy is to tokenize a URL and append the tokens
to the source document instead of eliminating the URL from the source document entirely.
Splitting URLs into meaningful tokens requires a domain-specific process. To detect both
full URLs and suffix references, we use a regular expression that matches the scheme iden-
tifiers of the HTTP(S) protocol, but also any string that looks like a proper host name. Any
found URL is split into its components. Host name and query are treated as individual to-
kens, while the fragment is ignored. Any percent-encoding in the path is reversed. The
path is then split into tokens, with any character that is neither letter nor digit acting as a
token boundary. Words in “CamelCase” are split further, then all characters are transformed
to lower case. Tokens that consist entirely of digits are discarded. Finally, stop words are
filtered out according to an URL-specific list. Like the medium-specific stop word lists, it is
manually curated by inspecting the list of unique tokens in order of decreasing frequency
and stopping at the first meaningful token.

Under the assumption that a tweet references a website in order to disseminate or engage
in discussion with its content, it makes sense to consider the content of the website to be part
of the message the tweet intends to convey. The content of the referenced website provides
necessary context for understanding the tweet. This motivates the content-based augmen-
tation strategy: the URL is removed from the source document, then the textual content is
extracted from the referenced website and appended to the document. Both strategies, URL-
based and content-based, simply append text from external sources to the original tweet,
thus giving equal weight to internal and external information.

Post-Hoc Aggregation

Up to this point, we have looked at aggregation as a means of improving the quality of topics.
Another use case for aggregation is to obtain topic distributions € for units of analysis that
are larger than single documents, e.g., the topic distribution of all documents written by one
author, or published within a specific time period. The most simple way to achieve this is to
aggregate the observed documents into virtual documents of the desired granularity, and fit
a new topic model to the aggregated corpus. This approach has several drawbacks: fitting a
topic model from scratch is computationally expensive, large units of analysis imply strong
aggregation, which may impair the quality of topics, and document-topic distributions of
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different granularity are not comparable, since each model has its own topics ¢. A better
option is to fit a topic model to the non-aggregated corpus, and query that model with the
aggregated corpus (or corpora). Querying a common base model requires fewer iterations
of Gibbs sampling, and yields document-topic distributions that are comparable across all
levels of granularity. We refer to this procedure as post-hoc aggregation.

If post-hoc aggregation by querying is too expensive for a particular application, a fast
approximation is possible. As before, a base model is fit to the non-aggregated corpus. The
Gibbs sampler’s state is then reused for approximating the aggregated distributions. Since
aggregation changes the grouping of words into documents, but does not affect the words
themselves, the formula for estimation of 8 (equation 4.6) can be adapted to use the sum
of word counts over a set of documents D C {1...M}. This yields equation 4.23, an ap-
proximation of the document-topic distribution 8p of virtual document D. If |[D| = 1, this is
equivalent to the original estimator of 0 for a single document. An application of approxi-
mate post-hoc aggregation to the analysis of e-mail is described by Geng et al. (2008).

(ZmED ck,m,*) + ag

(Zmep Com.s) + ZII<<':1 Ay

0p € RX with 0p ;. ~ (4.23)

4.2.3 The Author-Recipient-Topic Model

Instead of using a general-purpose topic model like LDA and addressing the issues that arise
from the distinct nature of online communication data by means of heuristic-driven pre- and
post-processing, one may ask how the model can be adapted to accommodate the charac-
teristics of the data. The Author-Recipient-Topic model (ART; McCallum et al.,, 2007) is a
variant of LDA that was originally designed for e-mail messages, but can be applied to any
kind of addressive, textual communication. It extends LDA by introducing two observed
variables, a for the sender of a message and r for the set of its recipients, and yields a distri-
bution over topics for each sender-recipient pair, the relationship-topic distribution. In other
words, ART assigns topic distributions to the edges of the implicit social network graph in-
duced by communication. The graphical model of ART is shown in figure 4.4. Each person
that appears in the corpus as a sender a,, or recipient r € r,, of a message m is identified
by a unique index 1 < i < A. Let Unif refer to the probability mass function of the discrete
uniform distribution. The generative process of ART can then be stated as follows:

1. For each topicindex 1 < k < K:
a) Sample the parameters ¢y of the topic-word distribution from Dir(p).

2. For each sender-recipient pair (i, j) with 1 < i,j < A:

a) Sample the parameters 6; ;) of the relationship-topic distribution from Dir(«).

3. For each message index 1 < m < M:
a) For each word index 1 < n < N,;:

i. Sample a recipient x,, , from Unif(1, |ry,|).
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Figure 4.4: Graphical structure of the Author-Recipient-Topic model (adapted from McCallum et al.,
2007)

M

ii. Sample the topic zy,,, from Disc(6(a,,, x, .))-

iii. Sample the word y;, , from Disc(¢.,, ,)-

The equivalent joint probability is given in equation 4.24 (McCallum et al., 2007).

p(0, 0, x,z,yla, r, @, B) = p(0]a) - p(e|p) - p(x|r) - p(20, a, x) - p(yle, z)
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The relationship-topic distribution of a sender-recipient pair (i, j) is informed by all mes-
sages from i to j. If every message has exactly one recipient, ART is equivalent to LDA in
conjunction with aggregation of messages by their sender-recipient pair. ART deals with
multiple recipients by assuming that the sender has written each word of the message with
one particular recipient in mind, and equal parts of the message are addressed to each re-
cipient. This modeling assumption is consistent with the concept of addressivity, which
requires the sender to be individually aware of each recipient, and appropriate for messages
long enough to plausibly be associated with multiple topics. For short messages this as-
sumption is counter-intuitive; one would rather associate the message as a whole with a
particular recipient. However, as long as a sufficient amount of messages of a particular
sender-recipient pair is provided, the implicit aggregation of messages by sender-recipient
pair ensures that a meaningful relationship-topic distribution can be obtained, even when
the individual messages are short.
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Compared to LDA, ART vyields topic distributions of suitable granularity for social net-
work analysis without the need for post-hoc aggregation, mitigates the effect of low average
message length to some extent, and handles messages with more than one recipient in a prin-
cipled way. In a setting where a message can be associated with multiple sender-recipient
pairs, plain LDA is particularly difficult to apply: a message with multiple recipients would
have to be processed once for each sender-recipient pair, which introduces bias towards the
content of messages with many recipients. One disadvantage of ART is that it is specifically
designed for addressive communication and requires each message to have a sender and a
recipient, while many online social platforms support both addressive and non-addressive
modes of communication. To obtain representations for a mixture of addressive and non-
addressive messages from an ART model, we introduce the convention of assigning any
non-addressive message to a loop edge of its sender, i.e., treating the sender of the message
as its recipient for modeling purposes.

McCallum et al. (2007) derive a collapsed Gibbs sampler for ART. The full conditional
(equation 4.25) is a joint distribution over x,, , and z,, ,. One can either sample from this
joint distribution directly (blocked Gibbs sampling), or split it into separate full conditionals
for x and z. The associated estimators for € and ¢ are given in equations 4.26 and 4.27, and
the marginal likelihood, with the latent variables x and z marginalized out, in equation 4.28.
The word counts c are defined as for LDA, but a sender-recipient pair (i, j) takes the place
of the document index.

p(xm,na Zm,n |x—(m,n)’ Z_(m,n)»Y a1, Qa, ﬂ)
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The techniques for hyper-parameter optimization, querying and updating the model, ac-
celerated Gibbs sampling (FastLDA, AD-LDA), and estimation of the likelihood, as discussed
previously, can all be applied to ART, mostly without modifications. One caveat is that for
LDA, the units of sampling (words, grouped into documents) match the conditional inde-
pendence assumptions of the model: documents are independent given the topic-word dis-
tributions ¢. This is not the case for ART, where two messages may not be conditionally
independent if they have the same sender and at least one common recipient. The corpus
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can be partitioned into conditionally independent subsets P; ... P, accordingly. When dis-
tributing the processing of messages across multiple threads of execution via AD-LDA, two
messages may only be processed by separate threads if they are known to be conditionally
independent, so all messages of a subset P; have to be processed by the same thread. Simi-
larly, when computing the predictive likelihood of ART by marginalizing out 6, the resulting
term is not factorized by document, as in equation 4.11, but by subset P;. This needs to be
taken into account in the implementation of the LR algorithm.

Post-hoc aggregation over a set of senders and a set of recipients S,R C {1...A} works
analogously to the aggregation over documents in the case of LDA. Given a corpus of mes-
sages, an aggregated relationship-topic distribution 6s g can be computed by replacing all
senders i € S with a virtual sender i’, all recipients j € R with a virtual recipient j’, and
querying an existing model with a corpus that consists of all messages that have i’ as a
sender and j” as one of the recipients. This aggregation can also be approximated via equa-
tion 4.29. Setting S = {i} and R = {j} yields the original estimator for the relationship-topic
distribution of a single sender-recipient pair (i, j).

(Xies 2jer Ch,(ij)x) + Ak

K
(Zies 2jeR Ca(if)x) + Doy Ak

Os.Rk = (4.29)

We conclude that ART addresses, at least to some extent, the problems with online com-
munication data that were discussed earlier in this section, and therefore elect to use it in
the following case study and the experiments of chapter 5 and onwards.

4.3 Case Study: Finding Sequential Patterns in Dyadic
Communication

In section 2.2.3, we compare different methodological frameworks for the content-based
characterization of social relationships, and come to the conclusion that probabilistic topic
modeling is the most promising approach, because the resulting representations are inter-
pretable by humans, but also amenable to further computational analysis. An important
point in favor of topic modeling is that topic models can jointly draw information from
unstructured text and additional observations. This quality is exemplified by ART, which
integrates the concept of messages with an observable sender and recipients into the topic
modeling process. In this case study, we aim to demonstrate how a bespoke topic model that
takes additional facets of online communication data into account can lead to new insights
about social behavior.

To that end, we develop a topic model that, when applied to a corpus of dyadic commu-
nication data, is able to detect changes in the topic use of a sender-recipient pair over time,
and can identify regularities or patterns. In other words, the model provides answers to the
following questions:

1. What are the topics that govern the conversation for a particular interval of time?
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2. Does the conversation move linearly from one configuration of topics to another, or
are certain configurations revisited with some regularity?

The structure of our proposed model builds upon the Hidden Markov Model (HMM; Ra-
biner, 1989). Our model combines a single-recipient variant of ART with a Bayesian Hidden
Markov Model (BHMM; Goldwater and Griffiths, 2007; Johnson, 2007). Each message has
a latent state variable, and each sender-recipient pair has one relationship-topic distribu-
tion per state and a matrix of state transition probabilities, so that the temporally ordered
sequence of messages of a sender-recipient pair forms a Markov chain. The state of a mes-
sage selects the relationship-topic distribution to be used. This mechanism promotes the
assignment of topically similar messages to the same state.

There are two use cases for such a model. The first one is motivated by technical con-
siderations: When working with a corpus of short documents, aggregation can improve the
quality of topics. In an experiment on document aggregation (section 4.2.2), we compare
several strategies, and find that the best general approach is to separate the messages by
sender-recipient pair, and then heuristically aggregate short sequences of messages that are
likely to exhibit high topical coherence. What if the topic model could automatically iden-
tify periods of high topical coherence, and in that way find an aggregation strategy that is
directly supported by the data?

The second use case is motivated by social theory, and requires further elaboration. In the
social sciences, there is a general consensus that a relationship is a process that follows a life
cycle of initiation, maintenance, and deterioration (cf. Parks, 1997). Parks (1997) identifies
six dimensions “along which interaction changes as relationships develop and deteriorate”:
interdependence in the sense of Kelley (see the introduction to chapter 2 for a definition),
breadth or variety of interaction, depth or intimacy of interaction, commitment (“the expec-
tation that a relationship will continue into the future”; Parks, 1997), predictability (due to
formation of norms), and coordination of communication (e.g., specialization of language,
shift to non-verbal communication). With respect to these dimensions, Parks asserts that
“change is rarely smooth or linear”, but rather characterized by “considerable, perhaps con-
stant, fluctuation” and “sharp breaks in which major changes in several dimensions occur at
the same time”, and concludes that “[p]eople may experience these abrupt shifts as ‘turning
points’ and scholars may use them to mark the boundaries of different relational stages.”

Parks’ analysis suggests that the long-term temporal development of a relationship can be
captured by a change point model that divides the observed lifetime of the relationship into
discrete “relational stages”. In the “stages and levels” model, the characteristics of a rela-
tionship at a particular stage are summarized by an aggregate score on an ordinal scale, the
level (McCall, 1988). The assumption is that a relationship undergoes long-term processes
of growth, stagnation, or deterioration, but its defining characteristics remain constant over
time. McCall (1988) rejects the notion of relationship development as a one-dimensional
process. Like Parks, McCall views a relationship as a sequence of time periods with stable
interaction behavior. However, in McCall’s model of relationship development, these phases
of stability follow each other without a predetermined direction or goal. The development of
a relationship is understood as an “ongoing self-transformation” (McCall, 1988), and a phase
transition may involve arbitrary changes in its characteristics. A transition from one phase
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to another can be triggered by external events (shifts in the social environment), or happens
for internal reasons, e.g., changing expectations of the participants towards the relationship
(Asendorpf and Banse, 2000).

Under the assumption that the various factors that make up social interaction can some-
how be measured at arbitrary points in time and meaningfully compared, a phase of a rela-
tionship can be defined as a period of time in which the difference between any two measure-
ments does not exceed a specific threshold. It follows that these phases can be recursively
subdivided by successively lowering the threshold. In practice, this process is limited by
the temporal resolution of the observations: ultimately, one arrives at the level of individual
actions. Conversely, it should be possible to start from individual observations, and recover
higher-level phases. Marsden (1990) remarks: “To write of social structure as ‘a persisting
order or pattern of relationships among some units of sociological analysis’ presumes some
means of abstracting from these empirical acts to relationships or ties” However, not all
relevant aspects of a relationship are equally observable or accessible to the analyst. For
example, among the six factors named by Parks, determining the intimacy of a relationship
from observed communication is a largely unsolved problem, while assessing the breadth of
interaction is less complex: Parks (1997) states that breadth may be “conceptualized in terms
of the variety of conversational topics” and “[t]he way relational partners introduce, develop
and retire topics”. After fitting an ART model to the observed communication, breadth is
directly reflected by the entropy of the relationship-topic distribution.

Within the scope of this work, the only observable type of interaction is the exchange
of electronic messages. Topic models can, by construction, only discover coarse semantic
grouping. This limits us to a purely content-based analysis of social relationships, as dis-
cussed in section 2.2. While we cannot claim that the intervals detected by our topic model
correspond to stages or phases of the relationship lifecycle as defined by McCall and Parks,
it stands to reason that their analysis reveals something about the nature of the relation-
ship. Even without drawing an explicit connection to social psychology, one can see that
the output of the proposed topic model provides value to the analyst: It allows to distinguish
between topics that describe the current conversation, topics that are no longer current, and
topics that have a periodic pattern of occurrence.

4.3.1 Related Work

A central element of our proposed model is the integration of an HMM into the topic mod-
eling process, which introduces a Markovian dependency between successive messages of
a sender-recipient pair. This draws upon earlier work by Griffiths et al. (2005), whose “com-
posite model” (sometimes called LDA(-)HMM or HMM(-)LDA in the literature) combines
LDA with an HMM to introduce a dependency between successive words in a document,
thus weakening the bag-of-words assumption. In addition to the topic assignment, each
word has an associated latent Markov state s € S. In one particular state, the current word
is generated by the topic-word distribution of the assigned topic, in all other states it is gen-
erated by the corresponding (discrete) output distribution of the HMM. In other words, the
topic model acts as the output distribution of a specific HMM state. The authors show that
this model is able to separate sequences of text with a primarily syntactic function, which
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are captured by the HMM, from words with high semantic content, which are assigned to
topics.

Several authors modify the composite model to distinguish multiple classes of meaning-
carrying words. A typical use case for such models is unsupervised part-of-speech tagging.
Jiang (2009) and Darling et al. (2012) independently propose a variant where all states s €
Ssem C© S have LDA-like output, each with separate topic-word distributions ¢;. Semantic
coherency between topics of different states is promoted by use of the same document-topic
distribution 6 in each state. Jiang also explores a variant where not only the emissions of the
LDA-like states, but also the state transitions, depend on the current topic. The CDHMM
(Moon et al., 2010) distinguishes “functional states” with HMM-like output from “content
states” that double as topic assignments. The probability of transition from state s to a
content state t € Sgep is proportional to the product of a global transition probability 7 ;
and the document-topic probability 6,.

All of the above models apply the HMM at the word level, using it to model the sequen-
tial dependencies between words in a document. A number of domain-specific topic models
introduce Markovian dependencies between higher-level units of organization: The model
of Du et al. (2012) specifically targets longer texts that can be subdivided into a sequence of
structural elements like chapters or paragraphs, making the assumption that each element is
related, content-wise, to its predecessor. For each document m, an initial topic distribution
Om.0 is drawn from a Dirichlet distribution. For the i-th structural element, a topic distri-
bution 8, ; is drawn from a Pitman-Yor process, using 8, ;—; as the base distribution, thus
forming a Markov chain. Apart from that, the generative process is identical to LDA.

Wei et al. (2007) demonstrate that the same principle can be applied to modeling the tem-
poral development of topic use in a sequence of interrelated documents. If the time line
can be discretized, for example, by obtaining documents at equidistant observation points
in time or by aggregating observations from successive intervals of equal length into doc-
uments, the evolution of the document-topic distributions can be modeled with an HMM.
However, due to the limited Markov horizon, this approach is highly sensitive to missing
data and data that is insufficient in volume for a robust estimation of the document-topic
distribution. Kleinberg (2002) shows that sequences of human interactions are particularly
prone to missing data after temporal quantization due to their inherently bursty nature (see
also section 3.5.2). If the temporal order of interactions is more important than their ex-
act spacing, a pragmatic solution is to fit an HMM to the sequence of interactions, ignoring
their temporal distance. Ritter et al. (2010) apply this technique to the classification of tweets
by dialog act, i.e., their functional role in a conversation. Their model distinguishes global
and state-specific topics. Each HMM state corresponds to a dialog act, and contributes its
state-specific topic-word distribution to the topic model that generates the tweet. This dis-
tribution is expected to capture words that are associated with the dialog act. Compared to
the models discussed here, our proposed topic model is most similar to that of Ritter et al.,
the main differences being that the HMM state selects a sequence-specific document-topic
distribution, and all states use the same topics.

One of the use cases of our proposed model is the explorative analysis of online communi-
cation datasets, with a particular focus on learning about social interactions. In the literature,
one can find several examples for task-specific topic models that specifically target the anal-
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ysis of social behavior. Chang et al. (2009a) present a topic model that extracts information
about the relationships between named entities from unstructured text, and therefore can,
for example, generate an annotated social network of the characters that appear in a book, or
enrich an existing social network with information from an external document. A common
application of topic modeling is to identify topical communities, that is, groups of actors that
are densely connected in the network graph and are associated (e.g., as senders or recipients
of a message) with documents that are similar in terms of topic use (Wang et al., 2005; Zhou
et al., 2006). The Community-ART model (Pathak et al., 2008) particularly stands out, being
a natural extension of ART. The Probabilistic Social Annotation model (Kashoob et al., 2009)
identifies topical communities in a social tagging setting (see section 2.1.3), where resources
are annotated with tags by different users.

4.3.2 The Message Sequence Topic Model

We propose a novel topic model that operates on message sequences, the Message Sequence
Topic Model (MSTM). A sequence is defined as an ordered set of messages of a single sender-
recipient pair. We assume that a message only has one recipient, but later discuss how
the model could be adapted to handle multiple recipients. The main conceptual difference
between ART and MSTM is that the former considers all messages with the same sender and
recipients to be exchangeable, while the latter introduces a Markov dependency between
successive messages. To do this, the model has to impose an order on the messages of a
sequence, but does not prescribe a particular ordering relation. Considering that the goal of
this case study is learning about the temporal development of relationships, chronological
order is a natural choice.

The graphical model is shown in figure 4.5. Note that the loop edge of variable s is a non-
standard extension to plate notation, which we introduce to keep the graph comparable to
those of LDA (figure 4.1) and ART (figure 4.4). Assume that each of the M instantiations of
the “message plate” is identified by an index 1 < m < M that matches the position of the
message in the sequence, and let s,, denote variable s of the m-th instance. The loop edge
then corresponds to an edge from sy, to s,,—1 for each m > 1. Figure 4.6 explicitly shows the
relationships between the per-document variables.

A separate matrix 7 € RS of state transition probabilities is maintained for each se-
quence. The matrix 7 can be decomposed into row vectors 7] of probabilities for transitions
from source state u, each with a Dirichlet prior distribution: 7, ~ Dir(y,) with y € RS*S
While it would be possible to use a scalar parameter y that just controls the overall sparsity
of 7, having a separate parameter vector for the prior of each , allows us to specify our
prior knowledge about the structure of r, e.g., to either promote or penalize self-transitions.
Each state u has an associated relationship-topic distribution 8, ~ Dir(«), and each message
in a sequence has a latent state assignment s, which selects the relationship-topic distribu-
tion. In any situation that would require a reference to the state of a message before the first
or after the last, we assume that this state is 1. In consequence, the transition probabilities
from state 1 also act as the initial state probabilities of the sequence.

The remaining parts of the model are highly similar to LDA: a latent topic assignment z
for each observed word y, and a global set of topics ¢. The overall structure of the model
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Figure 4.5: Graphical structure of the Message Sequence Topic Model. The loop edge indicates a
dependency on the corresponding variable of the previous message.

Figure 4.6: Detail view of the “sequence plate” of the Message Sequence Topic Model. The per-
document variables are explicitly instantiated, so that the relationships between the doc-
ument state variables s can be shown.
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is less complex than ART, because each message can only have a single recipient and all
messages in a sequence belong to the same sender-recipient pair. Since the identity of a
sequence is equivalent to the identity of a sender-recipient pair, the messages of a sequence
can be directly associated with their state transition probabilities 7 and relationship-topic
distributions 0.

For the sake of notational brevity, we introduce g as a shorthand for the sender-recipient
pair (i, j) of a message. The generative process of the MSTM can then be described as follows:

1. For each topicindex 1 < k < K:

a) Sample the parameters ¢y of the topic-word distribution from Dir(f).

2. For each sequence, identified by its sender-recipient pair g := (i, j) with 1 < i,j < A:
a) For eachstate 1 <u < S:

i. Sample the parameters 6, , of the relationship-topic distribution
from Dir(«).

ii. Sample the transition probabilities 74, from Dir(y,).
b) For each message index 1 < m < My:

i. Sample the message state sq m from Disc(ry s, ,, ;) if m > 1,
from Disc(rg,1) otherwise.

ii. For each word index 1 < n < Ny 1t
A. Sample the topic zg,m,» from Disc(6g,s, ,,)-

B. Sample the word yg, m,» from Disc(¢;, ,, ,)-
The equivalent joint probability is given in equation 4.30.

(0, 0, 7,5,2,yla, B,y)
=p0la) - p(elp) - p(xly) - p(slr) - p(216,s) - p(ylo, z)

K A A S
= | |pireel®)- | [] ]
k=1

(Dir(0g,ula) - Dir(7q,ulyw)) - (4.30)
= i=1 j=1 [ u=1
i
m=1

The MSTM can be thought of as fitting a separate HMM to each sequence. The “out-
put distributions” of these HMMs are topic models that generate entire documents. Each
topic model has its own document-topic distribution 6, which it uses for all the documents
it generates, while the topics ¢ are shared by all models and across all sequences. This con-
struction promotes the assignment of topically similar messages to the same state. The state
of a message depends on the state of the previous message in the sequence via the transi-
tion probability 7, so one can use the prior distribution of 7 to influence the sequence of
state assignments. For example, by choosing a prior that favors self-transitions, one can

Ng.m
Disc(sq,mlﬂq,sq,m_l) ' l_[ (Disc(zq,m,n|eq,sq,m) : Disc(yq,m,nlfpzq,m,n)) )

n=1
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obtain longer runs of successive messages that are assigned to the same state, in exchange
for more overlap between the topic distributions 8, of the different states. Conversely, one
can estimate 7 (via its posterior predictive distribution) from the state assignments of a mes-
sage sequence to learn about its temporal development. Note that the MSTM has a limited
concept of time: Since the time stamp of a message only enters the model indirectly via
the order of messages in a sequence, the model is insensitive to the temporal distance of
messages. Two successive messages always have the same effect on the estimated model
parameters, regardless of whether they were sent two minutes or two days apart.

The full conditional distribution of a Gibbs sampler that collapses out 6, ¢, 7 is defined
in equation 4.31 (see appendix A for the derivation). The word count cx 4,4, is defined as
the number of times word w is assigned to topic k in a message in state u that belongs to
sequence g. The superscript ¢~(@™™ indicates that the word at position m, n in sequence q is
excluded from the count. The transition count g4 4, . is defined as the number of messages
of sequence g in state v with the state of the previous message being u. The superscript
g~@™ indicates that document m of sequence g is excluded, and therefore the transition
from document m — 1 to document m and from document m to document m + 1 is not
counted. The full conditional as defined in equation 4.31 is a joint distribution of s and z,
which can be used to implement a blocked Gibbs sampling scheme. Note that each time sy,
is resampled from the full conditional, the matrix of state-topic counts has to be updated to
reflect that all words in message m are now assigned to a different state.

p(sq,m, Zq,m,n |5—(q,m)’ Z—(q,m,n)> Y, &, ﬁs )’)

—(q,m,n) -(q,m,n)
Zq,m,n>q>Sq,m>* + azq,m,n ch,m,n,*,*’yq,m,n + lByq.m,n
—(q,m,n) K —(q,m,n) w
C*sq,sq,m,* + Zk:l ak czq,m,ns*,*,* + ZW=1 ﬁw (4'31)
~(q.m) -(q,m) _ _
(gquq,m—lvsq,m + ysq,m) ' (gquq,mvsq,m+1 + I(sq,m_l - sq,m - sq,m+1) + qu,m+1)

_( ’m> S
gq,gq,m,* + I(sq,m—l = sq,m) + Zu:l Yu

Finally, one can derive estimators for the parameters of the multinomial distributions
(equation 4.32), ¢ (equation 4.33), and 7 (equation 4.34). The marginal likelihood with latent
variables s, z marginalized out (equation 4.35) involves a sum over all possible state assign-
ments s; of a sequence g, which can be efficiently computed using the forward algorithm
(Rabiner, 1989). The likelihood of unseen data can be computed using the LR algorithm.

é Ck,q,s,+ T Ok ( )
q,u.k = K 4.32
C*’q,s’* + Zklzl ak/
o Che,(#,%,%),w T ﬁw
P = — (4.33)
Ck’(*s*s*)s* + ZW’II ﬁw/

9q,u,0o T Yo

S
9gux + L= Yor

Rquw = (4.34)
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Like in the case of ART, the FastLDA algorithm for accelerated sampling can be applied di-
rectly, but implementations of AD-LDA and the LR algorithm need to take into account that
the smallest units of conditional independence, given the topics ¢, are individual sequences.

Model Variants

As it is currently implemented, the MSTM takes a one-sided view on relationships, but one
could just as easily treat sender and recipient as an unordered pair, so that messages in
both directions contribute to the characterization of the relationship. The model is also
trivially adapted to be more LDA-like and process sequences of regular documents instead
of messages.

Extending the MSTM to support messages with multiple recipients is more difficult. Each
author-recipient pair identifies a temporally ordered sequence of messages, so, for a given
message m, the identity of its predecessor m — 1 and successor m + 1 is a function of its
author and recipient. Handling multiple recipients like ART, by sampling a recipient for each
word, makes it impossible to define such a function. One potential solution is to sample one
recipient per message, but, under the modeling assumptions of ART, this makes inefficient
use of large messages with many recipients (cf. the discussion in section 4.2.3). A more
general solution could be to have one state assignment per message and recipient, thus
allowing a message to be part of multiple sequences simultaneously.

Instead of learning about the temporal development of individual relationships, one might
ask if it is possible to identify general patterns of interaction in a corpus of message se-
quences. The MSTM can be modified to use a single transition matrix sz for all sequences,
while keeping the per-state relationship-topic distributions 8 local to each sequence. The
joint distribution of an MSTM with such a global transition matrix is given in equation 4.36.

(0, ¢, 1,5,2,yla, B,y)

K s A AT S
= [ [ pirtolp) - | [ Pistraly) - [ ][ ]| ] | Dir(Oq.ule)
k=1 u=1 i=1 j=1 [ u=1 (4.36)
Mq Nq,m
1_[ Disc(sq,m| .59 m-1) * (Disc(zq,m,n|6’q,sq,m) . Disc(yq,m,nlfpzq,m,n)) H
m=1 n=1

A major flaw of this model is the non-identifiability of the global transition matrix s.
Intuitively speaking, in a model with a local transition matrix, the meaning of each state u is
defined by the associated relationship-topic distribution 6,,. With a global transition matrix,
there is no structural element that promotes topical consistency of states across different
sequences, so there may be many arbitrary combinations of global 7 and local  that explain
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Table 4.3: Perplexity of ART and MSTM on held-out data

model perplexity

all sequences length > 1
ART 9087.3 9070.0
MSTM 3923.7 39174
MSTM (shuffled) 3887.1 3 880.5

the data equally well. There is no reason to believe, a priori, that one combination is a “more
natural” explanation of the data than the others, so a global transition matrix, as defined
here, is not interpretable.

4.3.3 Evaluation

The MSTM is evaluated on the Twitter dataset, specifically, on the messages sent by the
30000 user subset within the two-month observation period. The evaluation is carried out
in two parts: First, we compare the held-out likelihood of the MSTM to that of ART, in order
to assess how well the model structure is suited to online communication data. The second
part is an explorative study of the Twitter dataset with the aid of the MSTM. The goal is to
identify basic patterns of dyadic interaction on Twitter, and at the same time, to demonstrate
that the learned model parameters are amenable to human interpretation.

For the first part of the evaluation, the Twitter data is randomly split into a training and a
test set. 80% of the data is used for parameter estimation, the remaining 20% is held out for
estimation of the predictive likelihood. Non-addressive communication is represented by
treating the sender of a non-addressive message as its recipient, so that all non-addressive
messages of a particular sender form a sequence. ART and MSTM are fit to the training
set. The MSTM has five states and a uniform transition prior y = 1.0. Common hyper-
parameters of the two models and other experimental variables are chosen to be as similar
as possible: In both cases, K = 150, @ = %, B = 0.01. Parameter estimation is performed via
2000 iterations of Gibbs sampling, and the likelihood is computed using the LR algorithm
with 100 particles and the logarithmic resampling strategy. Subsequently, training and test
set are shuffled: in each message sequence, the order of messages is randomized. A second
instance of the MSTM is fit, and its predictive likelihood is estimated, using the randomized
training and test set. We compare MSTM and ART to find out if the ability to make use
of information about message order improves model fit, and therefore potentially improves
topic quality. We compare the fit of the MSTM to the original and shuffled data to test if
the improvement, if any, can be attributed to information that is encoded into the order
of messages, or is simply caused by the higher representational capability of the larger (in
terms of parameter count) model.

Table 4.3 compares the perplexity of ART and MSTM given the test data. The MSTM
generally outperforms ART, and when excluding sequences of length one from the test set
(but not from the training data), the perplexity of ART rises slightly, while the perplexity
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Figure 4.7: Distribution of the length of message sequences (addressive communication) in the Twit-
ter dataset

of the MSTM decreases. However, the performance of the MSTM is not negatively affected
by shuffling the sequences; perturbing the chronological order of messages even has a pos-
itive effect on perplexity. We therefore cannot attribute the improvement in performance
relative to ART to specific temporal characteristics of online communication, e.g., topical
consistency over longer spans of time, that the MSTM would be able to exploit. Rather, we
have to attribute it mainly to the model’s capability of grouping similar messages together,
regardless of their temporal order, and assigning individual topic distributions 65 to each
group.

For the second part of the evaluation, we fit another instance of the MSTM to the Twitter
data, but focus on interpretation of the model parameters. Of particular relevance are the
HMM-like transition probabilities 7z, which reflect the temporal development of topic use.
Since we are mainly interested in dyadic relationships and the associated communication
behavior, we explicitly exclude non-addressive communication from this analysis. However,
to make the best possible use of the data and to obtain high-quality topics, the model is still fit
to the entire dataset. While the overall size of the corpus affects the topic quality, we expect
the accuracy of estimation of the transition probabilities to depend on the sequence length.
Below a certain threshold, there is not enough data to identify even substantial changes in
behavior. The distribution of sequence length in the dataset is plotted in figure 4.7. While
longer sequences exist, the majority of sequences is very short, consisting of ten messages or
fewer (note the logarithmic scale of the y axis). The Twitter dataset is not an optimal choice
for this study: a more suitable dataset would contain a higher proportion of long sequences,
and a lower amount of non-addressive messages.

Hyper-parameters are chosen with interpretability in mind. Due to the low average se-
quence length, we choose an MSTM with three states and thus limit the analysis to coarse
patterns of behavior. An asymmetric prior y on the transition probabilities (y; j = 1if i = j,
0.5 otherwise) encourages self-transitions. This choice of prior reflects our belief, consistent
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with the theories of Parks and McCall, that social interaction is characterized by periods
of stability, during which the behavior of the actors does not change substantially. Addi-
tionally, encouraging self-transitions mitigates, to some extent, the effect of specifying an
overly high number of states: all states beyond the first will remain unused unless the prior
is overruled by a sufficient amount of evidence. Beyond that, we have no prior belief about
the temporal development of social interaction, and therefore no reason to prefer linear de-
velopment over recurrence, i.e., the repeated adoption of the same behavior patterns. The
remaining hyper-parameters have the same values as before, and the same split into train-
ing and test set is used. The fitted model exhibits a perplexity of 5961.9 on the test set,
which is consistent with the results from the previous part, if one considers the reduced
representational capability due to the lower number of states.

Visually exploring the space of transition matrices requires reducing their dimension-
ality. Here, we use “classical” multi-dimensional scaling (MDS; Mead, 1992), which em-
beds high-dimensional data in a lower-dimensional Euclidean space under preservation of
the metric distances between the data points. A suitable distance function for transition
matrices can be constructed by taking the average Jensen-Shannon distance (square root
of the JSD, which satisfies the metric axioms; Endres and Schindelin, 2003) of their rows:
d(A,B) = % Zle VJSD(A; || Bs) However, this metric is not invariant to permutation of the
states. In an MSTM, the “meaning” of a state s, i.e., its effect on the output when viewing
the model from a generative point of view, is defined by its associated topic distribution ;.
Although these distributions are determined by the data, the order of their assignment to
the states is arbitrary, i.e., neither constrained by the model nor by the data. After fitting an
MSTM to a corpus of message sequences, two sequences that are highly similar content-wise
may receive transition matrices that are highly dissimilar in terms of JSD, only because the
association between topic distributions and states is permuted.

In the present setting, there is little potential for permutation, because of the low number
of states and the fixed initial state. Therefore, we only briefly discuss the suitability of the
divergence rate of Yang et al. (2020) as an alternative to the JSD-based distance metric. The
divergence rate represents the dissimilarity of the output of two HMMs, and is invariant
to permutation of states by design, since the output is jointly determined by the transition
and output probabilities. However, the application of the divergence rate in this setting
poses two problems: First, it violates the triangle inequality, so it is not appropriate for use
with classical MDS. There are variants of MDS that do not require a metric distance. A more
important problem is that the divergence rate, when applied to the per-sequence parameters
of an MSTM, is dominated by differences in the topic distributions 6. After clustering the
sequences in embedding space, the most central points of each cluster tend to have transition
matrices that assign a self-transition probability close to one to the initial state. In effect, the
clusters represent differences in overall topic use rather than different temporal patterns.

Dimensionality reduction of the MSTM transition matrices is performed according to the
following procedure: Duplicate transition matrices are eliminated. The remaining matrices
are embedded into a two-dimensional space using classical MDS with the JSD-based distance
metric. Figure 4.8 shows the result of this process as a scatter plot (68 780 points before, 1481
after deduplication). Each point corresponds to the embedding of one sequence, and is col-
ored with an intensity proportional to the sequence length. One can see several trajectories
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Figure 4.8: Two-dimensional embedding of MSTM transition matrices of sequences from the Twitter
dataset; color intensity proportional to sequence length

of sequences with highly similar temporal development in the rectangular area between
(—0.1,0.2) and (0.3, 0.0). Their transition matrices are moving away from the prior as more
and more evidence becomes available. Generally, transition matrices that differ from the
expected value of the prior appear to be located farther away from the origin.

In order to take inventory of the different patterns of temporal development that are iden-
tified by the MSTM, we perform the embedding procedure a second time, but exclude all
sequences that contain fewer messages than the MSTM has states. This restricts our analy-
sis to the subset of sequences that are able to visit each state at least once. Clustering with
the k-means++ algorithm (Arthur and Vassilvitskii, 2007) is performed on the points in the
embedding space. The number of clusters is fixed to an arbitrary, low value (six). For each
cluster, the data point closest to the centroid is chosen as an exemplar that represents the
cluster. Note that the k-medoids algorithm (Kaufman and Rousseeuw, 1990), which is able to
cluster the transition matrices directly, i.e., without prior embedding into a Euclidean space,
is a more principled alternative to this procedure, if one is not interested in joint clustering
and visualization of the matrices.

The result of the clustering is shown in figure 4.9 (13 708 points before, 1471 after dedupli-
cation). For each cluster, the transition matrix corresponding to its exemplar is visualized as
a graph (identified by letters A-F). An important property of the MSTM is that one can easily
check if a state is not used, i.e., never assigned to any message of a sequence, by inspection
of the latent state assignments. The transition probabilities 75 of an unused state, as well as
its topic distribution 6, are equal to the expected values of their respective priors. Unused
states are omitted from the visualization, and the probabilities of the remaining states are
re-normalized.
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Figure 4.9: Two-dimensional embedding of MSTM transition matrices of sequences from the Twitter
dataset; color indicates cluster assignment
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The most simple pattern is ‘C’: the model almost exclusively remains in the initial state,
so the sequence does not exhibit any substantial variation in topic use. If a transition to a
different state does happen, it returns to the initial state quickly. Pattern ‘F’ is similar, in that
it mostly remains in the initial state, but if it does transition to the other two states, it spends
more time there. The observed “trajectories”, groups of sequences that appear to converge to
a certain point in embedding space with increasing length, all belong to these two clusters.
This indicates that a large group of sequences is characterized by behavior that does not
change over time, and are therefore best described by a single topic distribution. Pattern ‘B’
also prefers to remain in the first state, and otherwise tends to traverse the second and third
state linearly before returning to the first.

Pattern ‘E’ corresponds to a sequence that switches between two topic distributions. The
second topic distribution tends to remain in use for longer periods of time than the first.
Pattern ‘A’ switches between the first and the third state, and occasionally visits the second.
Pattern ‘D’ tends to move linearly from the first to the second and third state, and spends
more time in the first state than in the other two.

Based on these observations, we can identify three main forms of topic use over time:
First, topic use remains mostly constant (‘C’, ‘F’, ‘B’). Second, topic use moves freely be-
tween two or three configurations (‘E’, ‘A’). Third, topic use tends to move linearly from
one configuration to the next (‘D’). Any deeper, socio-psychological interpretation of these
results must necessarily be very cautious, but the patterns found here bear a closer resem-
blance to McCall’s recurrent phases than to Parks’ linear stages of development.

In conclusion, the present case study demonstrates the utility of the MSTM for exploring
and learning about the temporal dynamics of topic use. Furthermore, there is evidence that
the MSTM is useful as an alternative to heuristic aggregation strategies when operating in
a setting where short documents are common.
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5 Influence in Online Social Networks

Verbatim and near verbatim quotations from prior publications (Hauffa et al., 2016, 2019) are
highlighted in gray.

Online social platforms enable a new kind of public discourse that crosses geographical
boundaries, but have lately become subject of critical investigation after the observation of
adverse effects on discussion culture, such as the creation of virtual “echo chambers” where
dissenting opinions are drowned out, the spread of misinformation, and even deliberate
manipulation of the public opinion. A pertinent example are the results of the 2016 US
presidential election, which are suspected to have been affected by automated social media
posts, steering the discourse (Bessi and Ferrara, 2016). Learning how people exert influence
on and receive influence from others via their online social networks is a necessary first step
towards understanding and counteracting the negative aspects of online discussion culture.

Interpersonal social influence or peer influence is a longstanding subject of research in the
social sciences. In an early work on this topic, Kelman (1958) defines influence as change
in a person’s “attitude and belief” that is “brought about by a particular communication or
type of communication” and identifies three kinds of “process[es] whereby the individual ac-
cepts influence”. While this definition of social influence continues to be generally accepted,
the nature of the influence process remains the subject of debate and active investigation
(Rashotte, 2007).

With the rise of online social network services, social interaction has become observable
outside of constrained experimental settings and accessible to large scale data mining. In
longitudinal interaction data, change in behavior can be directly identified, which enables
reasoning about the underlying changes in attitude and belief and the process that drives
these changes (Cosley et al., 2010). Online social networks have been shown to be similar to
networks based on real-world interaction in many respects (Wellman, 1997; Petroczi et al.,
2007). Of particular interest are Christakis and Fowler’s studies on social contagion (2013),
which demonstrate how social influence can induce changes in physical and emotional state
(obesity, happiness) as well as in behavior (cooperation). These results have been partially
replicated on online social networks (Coviello et al., 2014). The outcome of these studies
suggests the existence of a general social influence process, which is independent of the
medium and of the type of observable effect it produces. By analyzing online communication
data in large volume, focusing on interpersonal influence and the detection of its effects in
observed interactions, we attempt to identify fundamental characteristics of this process,
while treating the process itself as a black box.

In this and the following two chapters, we discuss two experiments that are explorative
in nature, in that they aim to provide insight into the social influence process by simultane-
ously testing a range of plausible hypotheses. Each experiment examines the social network
graph at a particular level of scale: In chapter 6, we attempt to recover a graph of dyadic
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Figure 5.1: A simple model of human cognition

influence relationships from observed communication, which places the experiment on the
micro level of analysis. In chapter 7, we ask to what extent people are influenced by their
social environment. The main goal of this experiment to identify local substructures of the
social network that contain information about the future behavior of an actor, so we locate
it on the meso level of analysis. Both experiments make use of a topical representation of
social relationships as argued for in chapters 2 and 4, and therefore serve as extrinsic vali-
dation for the hypotheses put forth in these chapters. The remainder of the current chapter
is devoted to building a common foundation for the two experiments. One part of that is
proposing a working definition of social influence and a basic model of the social influence
process. By having each experiment refine that common, basic model of the influence pro-
cess, we ensure that the results are comparable, at least on the conceptual level. The other
part is defining a concrete topical representation for the communication data obtained from
the various social media described in chapter 3.

5.1 A Basic Model of Social Influence

We begin by deriving an abstract model of social influence process from first principles. This
model should make no more a priori assumptions about the nature of social influence than
are necessary to ensure that, within the model, the analysis of influence is tractable. In the
following chapters we iteratively refine and concretize this model.

In a primitive model of human cognition, as shown in figure 5.1, the behavior of an in-
dividual is determined by its internal state, which is constantly updated by perception of
the environment. Change of behavior in reaction to events in the environment is the most
general form of influence. The internal state is not observable, but observing both the en-
vironment and the behavior of an individual enables inductive reasoning about their rela-
tionship, and by extension about the underlying cognitive process. These inferences can be
tested by using them to make predictions about future behavior. Social influence can then
be defined as the subset of updates to the internal state caused by interpersonal interaction,
particularly verbal and non-verbal communication, and their effects on future interactions.
Leenders (2002) cautions that the relationship between internal state and produced behav-
ior can be complex: “A change in some of the attitudes and beliefs does not automatically
lead to changes in behavior. [...] Moreover, actors with different beliefs might well behave
similarly”

This definition allows for different types of influence: By looking at the effect of observed
interaction on produced interaction, one can distinguish simple forms such as additive and
subtractive influence, where a person either adopts or drops a behavior pattern after observ-
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ing it, from arbitrary influence, where observed behavior induces change in multiple facets
of behavior, which may be unrelated to the observed behavior. Other characteristics of influ-
ence are the amount of exposure to observed behavior that is required to affect the internal
state, and the time it takes for a change in the internal state to manifest itself in produced
behavior. These two characteristics separate short-term from long-term influence. In this
thesis, we limit our analysis to additive short-term influence.

From an outside perspective it is not possible to distinguish the effects of social interaction
from the effects of general sensual perception on the observable behavior. If anything can be
a potential source of influence, the amount of data that can be gathered in a practical setting
will invariably be insufficient for reasoning. Data collection is usually limited to a subset
of social interactions on a particular social platform. To make inference tractable, we need
to make an additional assumption we call locality of influence': The strength of influence of
perceived behavior x on one’s own behavior y is proportional to the similarity of the social
context where x was observed and the context where y is produced. It follows that a local
source of influence may override even strong external influences, but the resulting change
in behavior may also be limited to a particular social context. The principle of locality can
be applied at different levels of abstraction. In general, social behavior is mainly influenced
by social interaction. Social groups are usually formed by individuals with similar interests
or a shared purpose, so the focused communication among the members exerts a stronger
influence on the behavior within the group than communication with outsiders. Under the
assumption of locality, meaningful conclusions about the influence process can be drawn
from a temporally and spatially limited set of observations of social interaction.

A direct consequence of the principle of locality is the importance of the social network
for learning about influence. According to our definition, being influenced by someone re-
quires exposure to and conscious perception of that person’s actions, a condition which we
summarily call awareness of that person. Leenders (2002) more generally states that “the
availability [...] of information about the attitudes or behavior of other[s]” is a “precondition
for social influence”. The existence of an explicit social tie as a potential channel of com-
munication is weak evidence for exposure, actually receiving a message and demonstrating
awareness by acknowledging the receipt successively strengthen the case. As discussed in
section 2.1.1, stronger evidence for awareness can be obtained from the frequency of inter-
action. To avoid having to choose an appropriate threshold for the number of interactions
(Tsur and Lazer, 2017), one can require mutual interaction, i.e., an edge is removed from the
interactive network graph if there is no edge in the opposite direction.

Influence can cause information or behavior patterns to diffuse through the network via
a mechanism we call indirect exposure: If person a interacts with b, the content of the in-
teraction may be (completely or partially) reflected in the future interactions of b with third
parties ¢ due to influence. Thus, even if there is no direct connection, ¢ may be indirectly
exposed to the behavior of a. In analogy to direct influence, indirect influence can be defined
as the effect of indirect exposure on the internal state, which becomes visible as correlated
behavioral changes in nodes that are not directly connected. Christakis and Fowler (2013)
observe indirect influence up to a path distance of three.

1 Not to be confused with social influence locality as defined by Zhang et al. (2015), which is not directly related.
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In most practical settings, not all nodes and edges of a social network graph are observable.
If there are strong influencers among the unobserved nodes, their confounding effect on
the observed network may appear as spurious direct or indirect influence: if unobserved
a influences b and ¢, and b and c are directly connected, their subsequent behavior may
be indistinguishable from the effect of influence of b on c or vice versa. In certain cases,
indirect exposure makes it possible to detect strong unobserved sources of influence that
act upon a particular node. Due to homophily, members of a densely connected group of
nodes in the network graph are likely to have similar sources of influence, observed and
unobserved. In accordance with the principle of locality, these influencers have a similar
effect on the behavior of each member, so aggregating the behavior of a group smoothes
over individual differences, but preserves information about strong, homogenous influence
effects. It follows that the aggregated behavior of people who are socially close to a node
¢ should be to some degree representative of the behavior ¢ is exposed to. More generally,
indirect exposure imbues our model with some robustness to unobserved (or principally
unobservable) strong influencers.

Concepts related to locality can be found in the literature: From a sociological point of
view, locality of influence subsumes a number of phenomena, including, but not limited to
the conformity to norms of behavior in a social group, familiarity, which is the preference
of interaction with group members over outsiders, and homophily, the preferred association
with individuals perceived as similar to oneself. Latané’s dynamic theory of social impact
(1996) contains the principle of “immediacy”, which is conceptually similar to locality: “[...]
if other factors are held constant, influence is directly proportional to the immediacy of the
source of influence” Latané defines immediacy as a combination of variables, including “the
clarity or richness of the communication channels” and geospatial distance. Empirical sup-
port for locality of influence can be found in the work of Myers et al. (2012), who attribute
only 29% of information in a complete record of Twitter activity over one month to “external
events and factors outside the network” The role of local graph structure for information
diffusion in social networks is attested by several studies (Weng et al., 2013; Zhang et al,,
2015, 2017). Finally, Lerman et al. (2011) point out a relationship between the similarity of
the behavior of two Twitter users and their proximity in the follower graph, thus empiri-
cally linking social phenomena like homophily and influence to locality in terms of social
network graph structure. However, if one considers influence to be the amalgamation of
various cognitive processes, not all of them will exhibit the same degree of locality: By defi-
nition, imitation (Dijksterhuis and Bargh, 2001, section V) is highly local, while the process
of mind-set formation, where successful behavior patterns are repeated in different situa-
tions, is highly non-local (Wyer Jr and Xu, 2010). It follows that building a model upon the
assumption of locality may restrict the variety of manifestations of influence that can be
represented by that model.

5.2 Topical Representation of Social Behavior

Both of our experiments involve predicting the content of future social interactions using a
model of social influence trained on past observations. On all social platforms investigated
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in chapter 3, unstructured text is a major, if not the main type of content. For that reason, a
suitable numeric representation of unstructured text is required. In section 2.2, we present
arguments for the use of topic models to build content-based intermediate representations of
social behavior that are suitable for further computational analysis. Additional arguments in
favor of topic modeling can be derived from the nature of the prediction problem: Consider
a range of representations of rising dimensionality, starting from a binary representation
(“does / does not contain a specific piece of information”) analogous to information diffu-
sion models (Kempe et al., 2003), and ending with a vector space model with one component
per unique word. One can see that the dimensionality of the representation is directly re-
lated to the complexity of the prediction problem. Given a sufficiently high-dimensional
representation, predicting future behavior is equivalent to predicting the exact wording of
future messages, which is clearly infeasible. Conversely, a too low-dimensional represen-
tation is not sufficiently expressive for the manifestations of influence we are interested in
(Brahim et al.,, 2013). Given evidence that a person’s potential to exert influence depends
on the topic of conversation (Barbieri et al., 2012), reasoning about the content of commu-
nication in terms of such topics is desirable. Related work indicates that a representation
obtained from a probabilistic topic model is appropriate for observing the effects of social
influence (Barbieri et al., 2012; Liu et al., 2010).

Characterizing the social influence process requires a corpus of observed social interac-
tion that is large in volume and not restricted to a particular social group or subject matter.
In chapter 3, we discuss how to obtain such datasets from three different social platforms:
Twitter, Facebook, and e-mail. Our analysis of this data starts from the raw textual commu-
nication among users (“messages”), and only considers the set of core users (as defined in
section 3.4) and their interactions. Given a set of K conversation topics, either chosen manu-
ally or automatically extracted from the data using probabilistic topic modeling (Blei, 2012),
a message can be viewed as a mixture of these topics and represented by a K-dimensional
real vector on the unit simplex AK~!. We refer to that vector as the topic distribution of
the message. By extension, a temporally ordered sequence of messages can be represented
as a multivariate time series. Depending on the experiment, a sequence either contains all
messages sent by one user, or the messages sent by one user to one particular recipient. To
ensure the comparability of different time series, we partition the observation period into N
intervals of equal length. For each interval and sequence, aggregate topic distributions are
computed from all messages sent within that interval. The result is a longitudinal dataset
consisting of one time series of length N per sequence.

A canonical observation period of 56 days (approximately two months) is defined for each
dataset in section 3.5.3. Choosing the length of the intervals into which the observation
period is subdivided is necessarily a compromise: Any kind of quantization constitutes loss
of information, as Cosley et al. (2010) empirically confirm in the context of information
diffusion models, so an argument can be made for choosing the shortest possible interval
length. However, robust identification of the topic distributions requires a minimum amount
of messages within each interval, considering that individual social media posts tend to
be brief. Depending on the choice of interval length, phenomena on different time scales
become visible or invisible. For example, long intervals will obscure short-term changes in
behavior. The concrete choice of interval length depends on the nature of the experiment
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and is discussed alongside the experimental setup in the following chapters.

After discarding all interactions outside of the chosen observation period, a substantial
number of users will be inactive, i.e., no longer have any observed interactions with others.
Furthermore, the bursty temporal distribution of messages (see section 3.5.3) implies that the
shorter the quantization intervals, the higher the proportion of users that do not send any
messages within an interval, which manifests as missing data in the time series. It follows
that any approach to the detection and analysis of social influence in this setting has to be
robust towards missing data, both in the form of inactive nodes and edges and in the form of
unsystematically missing values in the time series of topic distributions. Before processing
can continue, missing data must be addressed, which typically involves imputation and the
exclusion of series with a high rate of missing data. Imputation directly imparts bias on the
data, the exclusion of users (or user pairs) does so indirectly: In addition to the potential
confounding effects of unobserved users, the removal of mostly inactive users might cause
the characteristics of highly active users to be overrepresented in the data. For example,
active users are more frequently exposed to other users’ actions, and therefore might be
generally more susceptible to influence. Since the actual quantity of missing values in the
time series, their effect on the experiments, and possible strategies for their mitigation all
strongly depend on the experimental setup, further discussion of these points is left to the
following chapters.

Information sharing behavior, e.g., retweeting, is indicative of information flow, but dif-
ficult to fit into a model of social influence. Without knowing the sentiment of the sharer
towards the original message, be it acceptance, rejection, or simply an objective and factual
interest, one cannot infer the effect of the message on the sharer’s state of mind. Aiming to
achieve a clear separation between interpersonal influence and information diffusion, and
considering that retweeting and similar information sharing behavior has already been thor-
oughly studied within the information diffusion framework (e.g., by Galuba et al., 2010), we
remove all shared messages from the datasets before fitting the topic models. However, the
classification of a message as “shared information” relies on meta-data that may not be per-
fectly accurate. For example, in the case of Twitter, “modified retweets” cannot be reliably
distinguished from regular tweets.

Transforming the collected messages into time series of topic distributions is a two-step
process. First, we fit an ART topic model (see section 4.2.3) to the data to identify K top-
ics that best describe the data over the whole observation period. We choose ART over
the MSTM (section 4.3), because the latter cannot handle messages with multiple recipients
and introduces a new hyper-parameter (the number of states S), which would have to be
tuned. To obtain the actual topic distributions for a given interval of time, the previously
fit topic model is queried by repeating the parameter estimation process exclusively for the
messages within that interval while keeping the topics fixed. If the interval does not contain
any messages for a particular user (or pair of users), the resulting topic distribution will not
be informative, so the absence of data is recorded in the time series. The resulting topic dis-
tributions are comparable across intervals and series, because they are mixture distributions
that have a common set of topics as their support.

Querying an ART model takes a set of messages as input, each with a single sender and
one or more recipients from an overall set of actors, and assigns a topic distribution to each
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pair of actors. As discussed in section 4.2.3, the level of aggregation of the resulting topic
distributions can be controlled via the mapping of observed senders and recipients (as de-
fined in section 3.4) to values of the corresponding variables of the topic model. For the
micro-level experiments, we use the observed sender of a message both as its sender and
its sole recipient within the model, in order to obtain actor-topic distributions that represent
the aggregate behavior of each observed actor. For the meso-level experiments, we distin-
guish between addressive and non-addressive messages. Addressive messages have one or
multiple recipients. We use the actual sender and recipients of these messages to obtain a
relationship-topic distribution for each pair of actors from the content of their interactions.
Non-addressive messages do not have a well-defined recipient, so we fall back to the conven-
tion of treating the observed sender of a non-addressive message as its recipient, to obtain
actor-topic distributions that specifically represent the content of non-addressive commu-
nication. From a social network point of view, these actor-topic distributions, either derived
from the non-addressive communication or the aggregate behavior of individual actors, are
associated with the nodes of the communication network graph, while addressive communi-
cation and relationship-topic distributions are associated with its edges. While this approach
is directly motivated by our earlier attempts to characterize relationships by the content of
the associated communication (see section 2.2.3), it is also, in some sense a departure: We
do not analyze the bidirectional communication between two people as a whole, but look at
the behavior of each individual, i.e., the contribution of that individual to the relationship,
separately.

Values of the hyper-parameters of the topic model are chosen in accordance with rec-
ommendations from the literature: The number of topics K is fixed at 150. « and f are
the parameter vectors of the Dirichlet prior on the topic distributions € and the topic-word
distributions ¢, respectively, and control their sparsity. All components of § are set to 0.01
(Steyvers and Griffiths, 2007) to obtain a symmetric Dirichlet prior for ¢, while o is de-
termined in a data-driven way, allowing the prior of 8 to be asymmetric. Parameters are
estimated via Gibbs sampling after 2 000 iterations of burn-in. The document-topic distribu-
tions are computed by averaging over 20 samples with a lag of 5. Since we do not directly
analyze the resulting model parameters, but use the topic distributions as an intermediate
representation of the input data, we are to a certain degree insensitive to the choice of hyper-
parameters. We only assume that the model is sufficiently expressive to preserve, at least in
part, the influence effects that are present in the data.

One particular issue with this approach deserves elaboration: Since the quality of the
estimated topics directly depends on the size of the dataset (Tang et al., 2014), we want to use
data from the whole observation period for the initial parameter estimation. In consequence,
topics are generated from data associated with a long time frame. From the perspective of
a particular interval, this includes past data that may no longer be relevant due to its age,
and future data that is only available in a retrospective experimental setting. In a setting
where past and future observations are available, the topics of a model fit to the whole
dataset potentially leak future information (Kaufman et al,, 2011). A principled solution
to this problem would involve either incrementally updating a topic model as described in
section 4.1.1, “Updating the Model”, or using a topic model that tracks the evolution of topics
over time. We hypothesize that the overall effect of data leakage through topics is negligible,
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and therefore do not specifically address the issue in the micro-level experiment. In the
meso-level experiments, we determine the effect of data leakage on prediction accuracy by
performing the experiments with a regular ART model and repeating the experiments under
the same conditions, but using an incrementally updated topic model.

Other potential sources of information leakage are the social network graphs. In the case
of explicitly declared social relations, the date of establishment of a relational tie is un-
known, so we only know that an edge existed at the time of data acquisition (crawling). The
implicit communication network is derived from communication within the observation pe-
riod. While it is possible to compute the subgraphs associated with particular intervals, for
the sake of simplicity and comparability with the explicit network we treat the graph as
fixed over the entire observation period. As before, we assume that the effect of leakage is

negligible.

5.3 Related Work

Existing approaches the analysis of social influence can be broadly divided into two cate-
gories, models of information diffusion and more general influence models. The study of
information diffusion is concerned with one or more discrete and immutable units of in-
formation, which are transmitted from person to person. If there are multiple units, the
diffusion of one unit is usually assumed to be independent of all others. Information enters
the social network, and the nodes of the network graph are exposed to it by means of social
interaction over a sequence of discrete time steps. Upon exposure to a unit of information, a
node decides according to a probabilistic process whether to adopt or reject it. This decision
process can be interpreted as a model of influence. The most basic diffusion models employ
an analogy from epidemiology. In the SIR model, a node is in one of three states: suscepti-
ble, infective (has adopted the information), or recovered. At each time step, a proportion
of infective nodes comes in contact with randomly chosen nodes anywhere in the network
graph, infecting any susceptible node. Another subset of infective nodes recovers and thus
acquires immunity (Newman, 2002b). Variants with different states and transition schemes
exist. Since these models completely ignore the structure of the network graph, they can
only be applied to the study of population-wide effects.

Kempe et al. (2003) discuss information cascade models, built on the assumption that in-
formation is propagated along the edges of the social network graph. Real-valued weights
that represent the strength of influence are assigned to the edges. In the Independent Cas-
cade model, an infected node gets one chance to infect each neighbor with a probability equal
to the edge weight. In the Linear Threshold model, each node has an activity threshold. A
node becomes infected once the weight sum of edges to already infected neighbors exceeds
that threshold. The two models exemplify the difference between simple and complex con-
tagion: In the complex case, the probability of an exposure to cause an infection depends on
prior exposure, while in the simple case the probabilities are independent. The weights or
transmission probabilities are usually assumed to be uniform (Bonchi, 2011, section III), but
can be learnt from data (Saito et al., 2008; Goyal et al., 2010). Cascade models can be applied
to data without a known social network graph, inferring the edges along which information
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is transmitted from the temporal order of observed adoptions (Myers and Leskovec, 2010;
Gomez-Rodriguez et al., 2012). The canonical use case for cascade models is influence max-
imization, which is the identification of a set of seed nodes that, when initially exposed to
information, will maximize the number of infected nodes.

Online social platforms commonly provide mechanisms for information dissemination
(e.g., forwarding, retweeting), so observational data of exposure to and sharing of infor-
mation is readily available and has been studied under the assumption of an association
between dissemination and influence. In some instances information sharing is treated as
evidence for influence (Leskovec et al., 2006; Bakshy et al., 2011), others treat sharing as
ground truth against which predictors of influence are evaluated (Kumar et al., 2016). Con-
troversially, Brahim et al. (2013) argue that the assumption of immutability of single units of
information renders diffusion models unable to express more complex influence phenomena
found in communication data. They apply a cascade model to blog posts connected by hy-
perlinks to recover the pathways of information diffusion and manually analyze the textual
content to quantify the amount of information transmitted from one post to another. They
find the posts of a cascade to be unexpectedly heterogeneous in content, which can be taken
as an argument for a process of partial contagion, where a node is permitted to modify the
received information to a certain degree before transmitting it to other nodes.

Different ways of adapting information diffusion models to topical representations of in-
teraction content have been proposed. Basic information diffusion models can be used with-
out modification by classifying multiple pieces of information by topic and studying the dif-
ferences in adoption on the topic level (Romero et al., 2011b). Barbieri et al. (2012) introduce
topic-aware generalizations of the cascade models of Kempe et al. (2003) to account for peo-
ple’s varying degree of interest in different topics. They represent each piece of information
by its topic distribution, and their model includes a latent variable for the topical influence
strength of each observed edge between two actors. Grabowicz et al. (2016) use topic model-
ing to determine the interests of users from the content of the messages they send. They find
that the probability of propagation of a message by a particular user is positively correlated
with the similarity between the user’s interests and the content of the message.

A variety of influence models exist outside of the information diffusion framework, and
are therefore not built around the transmission of discrete, observable, and immutable units
of information. One class of influence models is based on the “influentials” hypothesis from
communication theory, which states that some individuals, by virtue of their personality or
social role, exert a disproportionally large amount of influence over others (Bakshy et al,
2011). Attempts have been made to correlate the ability to exert influence with measurable
quantities, e.g., centrality in a social network graph (Kiss and Bichler, 2008). Just like in-
formation diffusion is usually focused on the adoption of discrete behaviors, influentials are
either assumed to exert influence of uniform strength, independent of the behavior that is
to be stimulated in their targets, or exhibit varying strength of influence with respect to a
discrete set of topics (Weng et al., 2010).

When dropping the assumption that the strength of influence is independent of the target
or the behavior that is to be stimulated, the problem becomes one of recovering the latent
influence graph from interaction data. The approaches of Tang et al. (2009) and Liu et al.
(2010) share some conceptual similarities: Both use graphical models to relate an observed

181



5 Influence in Online Social Networks

social network graph to a collection of documents, with each document being represented
as a probability distribution over discrete topics. The latent variables of either model induce
an influence graph, in which vector-valued edge weights represent the per-topic strength
of influence. The main difference is that the directed graphical model of Liu et al. is gener-
ative, that is, it defines an idealized procedure for generating documents in the presence of
social influence. According to their model, the presence of an influence relationship makes
the influencee more likely to copy content from the influencer, therefore influence mani-
fests as textual similarity between documents. The direction of influence can be inferred
from connections between the documents (e.g., conversation flow or academic citations).
The undirected graphical model of Tang et al. learns about influence form numeric features
like topical similarity of documents, interaction volume, and path distance of nodes in the
social network graph. Other approaches to graphical modeling of social influence include
the work of Bi et al. (2014), who try to identify topically coherent subgraphs of followers
on a Twitter-like social platform, and Guo et al.’s model of language use over time (2015),
which is founded on the assumption that in turn-based conversations, influence manifests
as short-term linguistic accommodation.

The autocorrelation model of Friedkin and Johnsen (1999) describes the convergence of
opinions within a small group of people, under the assumption that its members are not
exposed to any external influence for the time it takes to reach a state of equilibrium. In the
most simple setting, each person can freely interact with any other. Under these assump-
tions, the pairwise influence strength within the group can be expressed as a complete,
weighted graph.

The detection of influence relationships among actors in a social network can also be re-
garded as a causal inference problem. Liotsiou et al. (2016) propose a theoretical framework
based on graphical causal modeling. Within their framework, given data obtained from a
suitably designed experiment, social influence can be distinguished from confounding fac-
tors such as homophily and sources of influence external to the observed social network.
Practical applications of causal reasoning to the detection of social influence typically em-
ploy a more limited notion of causality. A number of works build upon Granger’s definition
of causality (GC; Granger, 1980) to reconstruct an influence graph from observed interac-
tions. While GC offers a useful framework for modeling causal relationships in time series
data, its implementations suffer from susceptibility to external confounding, the very prob-
lem causal reasoning sets out to solve (Maziarz, 2015). Chua et al. (2015) use a custom topic
model to track the temporal evolution of topics in the titles and abstracts of papers within
an academic citation network. They do not explicitly construct an influence network, but
apply GC to the time series of topic distributions to test several hypotheses about influence
flow, e.g., “first author influences second author”. Acknowledging the issue of unobserved
confounders, they do not claim to detect causal effects, but rather a superset of social phe-
nomena they call “social correlation”.

Transfer entropy (TE) is a measure of information transfer that can be understood as a
model-free generalization of GC (Barnett et al., 2009). The application of TE to multivariate,
topical representations of communication data is demonstrated by Ver Steeg and Galstyan
(2013). They construct an influence graph for a sample of Twitter users by computing the
topic distributions of their individual messages, computing the TE for all user pairs with
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sufficient data, and connecting each pair for which the TE is greater than zero. The in-
fluence graph is evaluated by comparing it to a graph of users who frequently @-mention
each other, which is interpreted as “a weak proxy for online influence” (Ver Steeg and Gal-
styan, 2013). To reduce the computational complexity of TE estimation, observations can
be transformed into a time-quantized, binary representation, where each value indicates
the presence or absence of a particular piece of information within an interval of time (Ver
Steeg and Galstyan, 2012; Bauer et al., 2012; He et al.,, 2013). McKenney and White (2017)
note that a non-zero TE does not necessarily correspond to a meaningful influence relation-
ship. They propose a scheme for deriving a threshold from limited information about the
true, unobserved influence graph, and evaluate it on various synthetic networks.

The main difference between our work and other studies of social influence is our inten-
tion of learning about the influence process. While epidemic models can be used to char-
acterize the influence process at the macro level, no explanative model of influence exists
on the level of local structures or individual nodes. Like other multi-faceted models of in-
fluence, we represent observed social interactions as probability distributions over topics,
and define a transmission process that allows information to be modified in the process of
transmission. While not all of the models mentioned above fully specify how observed in-
teractions shape future interactions, those that do appear to be consistent with the abstract
model given in section 5.1. Furthermore, the studies cited in this section implicitly assume
that observed interactions among a closed group of people are sufficient to learn about influ-
ence with reasonable accuracy, prefer exposure by direct interaction, and nodes of low path
distance over distant nodes, which is consistent with the principle of locality of influence.
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6 Social Influence at the Micro Level

This chapter expands upon the results of the bachelor’s theses of Wolfgang Brdu (2015) and Lisa
Lorinci (2016), which were jointly supervised by Jan Hauffa and Georg Groh. The experimental
results have been in part previously published at the 2019 Workshop on Social Influence, held
in conjunction with the 2019 IEEE/ACM International Conference on Advances in Social Net-
works Analysis and Mining (ASONAM 2019; Hauffa et al., 2019). Verbatim and near verbatim
quotations from prior publications (Hauffa et al., 2019) are highlighted in gray.

Social influence is often studied through the lens of information diffusion (Kempe et al.,
2003): An actor in a social network is exposed to a discrete, immutable piece of information
and may, under certain conditions, decide to adopt it and share it with others. This ultimately
results in a cascade of adoptions that represents the diffusion through the social network.
If both the act of receiving and the subsequent sharing of a particular piece of information
can be observed unambiguously, these observations are evidence for a causal relationship
in which one person exhibits a change in behavior in response to interaction with another.
This agrees with a broad definition of social influence as “change in an individual’s thoughts,
feelings, attitudes, or behaviors that results from interaction with another individual or a
group.” (Rashotte, 2007)

The equation of information diffusion and influence can be challenged on two counts.
First, restricting the scope of analysis to immutable pieces of information severely limits the
range of influence phenomena that can be detected, yet the assumption of immutability is
necessary for reliable attribution of a particular change in behavior to the prior action of
another person. Second, the act of sharing a piece of information constitutes a change in
behavior, but not necessarily in attitude. Among the conceivable motives for sharing infor-
mation (Tufekci, 2014) there is wholehearted agreement and the resulting desire to share, but
the decision might also be independent from any personal interest in the information and
driven purely by social obligations. If an interaction only results in mechanical forwarding
of the received information, the sender cannot be said to hold more than shallow influence
over the recipient.

The empirical results of Brahim et al. (2013) support this point of view: After identifying
cascades of blog posts connected by hyperlinks and annotating them according to their topic,
they find that blog posts do not consistently adopt the topic of their parent in the cascade,
particularly when the cascade is more linear than star-shaped. Petrovic et al. (2011, section
5.1) find that human annotators perform above chance in identifying tweets that are highly
likely to be retweeted, even when information about the social context of the tweet is with-
held. This points towards the existence of purely content-wise characteristics of a tweet that
strongly determine its “retweetability”, i.e., features that are likely to trigger a reaction in a
diverse range of people, independent of their social environment. Naveed et al. (2011) ex-
pand on this result by evaluating the utility of several content-based features in a machine
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learning system for retweet prediction. They report above-chance accuracy in predicting
whether a given tweet will be retweeted. The most predictive features match our intuition
about what makes a tweet retweetable: addressive tweets are less likely, tweets containing
URLs more likely to be retweeted. The content of a tweet also affects its retweetability, with
some topics being more predictive of future retweeting than others.

While the connection between social influence and the diffusion of discrete units of infor-
mation is tenuous, it can be argued that there is a much closer link between social influence
and topical information diffusion. If we define topical diffusion, in analogy to discrete infor-
mation diffusion, as the adoption of a topic after being exposed to it, the observable effect
of adoption can take different shapes. Assuming, without limiting generality, that the ex-
posure happens via a single, highly topical message, these include direct retransmission of
that message, sending an original message with high topical similarity, and incorporating
the topic into multiple forthcoming messages. The latter two cases indicate a stronger, and
longer-lasting effect of exposure on the exposed person’s attitude towards the topic.

In this chapter, we build upon these considerations, and propose a model of dyadic social
influence based on topical information diffusion. If the implicit social networks formed by
discrete information diffusion admit an interpretation as networks of influence (Gomez-
Rodriguez et al., 2012), it should be possible to make a much stronger case for the presence of
an influence relationship on the basis of observed topical diffusion. To test this hypothesis,
we construct a framework for the inference of social influence from topical information
diffusion and evaluate it on social media data obtained from Twitter (see section 3.1).

We specifically address two issues we believe have not been treated with sufficient depth
in related work. First, we argue that an intuitively appealing measure of time-lagged topical
similarity satisfies Granger’s definition of causality and is therefore subject to the same theo-
retical limitations and confounding effects. Second, while causal effects in general and social
influence effects in particular can be measured, it is not known to what extent these mea-
surements correlate with the presence of what an average human observer would perceive
as social influence. We discuss the difficulty of obtaining ground truth data for systematic
evaluation and propose heuristic tests that do not rely on human annotation.

6.1 Topical Social Influence

Assume that the individual behavior of actors in a social network can be represented as a
set of time series of K-dimensional topic distributions as described in section 5.2. Let the
behavior of actor b at time ¢ be denoted by 6%, Given two successive topic distributions
6>t 951+ from the time series of actor b, §%>**! can be trivially decomposed into additive
change, subtractive change and inertia, i.e., the tendency not to deviate from past topics:

ob-t+1 = gb-t L 5% — 57  with
87 = max {0,067 — 0>}

57 = —min {0,071 — 7"}
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By normalization, the additive change can be expressed as a topic distribution 07:

m= 6", = I67|l, since ° € AK™!
9b,t+1,+ — 15+

m

We measure the strength of additive influence I,_,;(t) of an actor a # b on b’s actions at
time ¢ + 1 by comparing the past topic distribution of a to the additive change of b:

Iop(1) = m - (1= JSD(%', 0%*17)) (6.1)

This reflects to what degree the change in topic use of b is determined by the past topic use of
a, i.e., the amount of topical diffusion from a to b. By multiplying with m we ensure that I,_,j
is proportional to the magnitude of change effected by a. If at least one of §%7, §2-#, §b-1+1 ig
unobserved, I,_,,(t) is defined to be zero.

The symmetry of the Jensen-Shannon divergence implies that I,_,;(¢) is maximal when
6% has no information not in §%-¢*1-* (behavior that was observed, but not adopted), and
6%-t*1* has no information not in §%* (adoptions that can not explained by observations). In
other words, I,_,; takes on a value of one if, given two topics i, j (i # j), a exclusively writes
about i and b exclusively about j, followed by b completely switching over to i. If instead
the behavior of b does not change or b switches to k (k # i), I, is zero. Conceptually, this
approach is a straightforward generalization of the information diffusion model, with the
JSD-based similarity of topic distributions replacing the direct tracking of discrete pieces of
information.

The above definition of I,_,; contains the assumption that the potential influencing effect
of a’s behavior is constant over time: As long as a talks about a particular topic, a exerts
influence with respect to that topic. An alternative hypothesis is that change in b’s behavior
is mainly triggered by exposure to change in a’s behavior. The strength of influence exerted
by a peaks when a starts talking about a new topic, and decays quickly afterwards. This can
be approximated by replacing 6% with %!*1:* in equation 6.1.

I, can be aggregated over multiple time intervals to identify temporally stable influence
relationships. In the following experiments we use the average strength of influence:

Z

-1
- 1
Iip = —— Ip(t 6.2
b= N1 2, b(1) (6.2)

More complex weighting schemes are possible. For example, a temporally decaying weight
wgy(t) with a parameter d € [0, o) that interpolates between uniform weight and placing all
weight on the most current observations can be realized with an exponential or power-law
distribution (Sekara et al., 2016, S3.1):

fal(N-1-1)
ac fa(u)

fa(t) = exp(—dt) or

fa@®)y=@+1)™

wy(t) = with (6.3)
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We apply this measure of influence strength to the problem of influence network recovery:
Given a social network represented by a graph (V, E) and the observed communication be-
havior of its actors within a predefined period of time, we want to construct the influence
network, a directed graph with vertices V and edges (a, b) induced by the relation “a exerts
influence on b”. We call a the influencer and b the influencee. A real-valued edge weight in
the interval (0, 1] represents the strength of influence. Maximal weight indicates that future
behavior of b is completely determined by past behavior of a.

6.1.1 Connection to Granger Causality

We define social influence as a causal relationship between influencer and influencee, so it
makes sense to compare it to other, more general mathematical definitions of causality. A
closely related definition of causality in time series, due to Granger (1980), rests on three
assumptions: The future cannot cause the past, causal relationships remain constant in di-
rection over time, and there exists a redundancy-free representation Q, of all knowledge up
to the current point in time t. As long as these assertions hold, Y can be said to cause X if it
contains unique information about the future of X, that is, P(X;4+1 | Q) # P(Xy41 | Q¢ \ Yy).
We refer to this definition as Granger’s principle of causality to distinguish it from its various
operationalizations that are known as Granger causality (GC).

Any operationalization needs to introduce additional limiting assumptions, particularly
with regards to the definition of Q. By replacing Q with the set {X, Y}, one can test for the
limited notion of prima facie causality that ignores potential confounding effects of other
variables. The hypothesis test involves fitting two linear vector autoregression (VAR) mod-
els, one to X and one to the column-wise concatenation of X and Y, and comparing the
variability of the residuals (Geweke, 1982). If the variability of the concatenated model is
significantly lower, the corresponding improvement in prediction can be attributed to Y,
and causality is established. This procedure is commonly referred to as testing for Granger
causality (GC), and is limited to detecting causal effects that manifest as lagged correlation
of time series. GC has a long history of being applied to the study of human social behavior.
For example, Kenny (1988) describes a test for GC in the special case of a dyadic relationship,
where each actor is represented by a time series of univariate observations.

Transfer entropy (TE) is a measure of directed information transport that implements
Granger’s principle of causality. It is model-free and therefore can be estimated without
making assumptions about the distribution of the observation data, particularly without
requiring the interaction effects to be linear, and does not require temporal quantization.
The higher expressivity comes at the cost of estimation procedures that are more complex,
both computationally and in terms of the required sample size (Gencaga et al., 2015). In the
specific case of Gaussian variables, TE and GC are equivalent (Barnett et al., 2009).

The strength of social influence I,_,; can also be interpreted as an implementation of
Granger’s principle of causality. By using the JSD to compare past behavior of a to the
additive change in behavior of b, we ask whether the past of a contains information about
the future of b that is not present in the past of b, which is equivalent to Granger’s notion
of prima facie causality. Alternatively, the detection of social influence from a to b can be
viewed as the constrained induction of a directed graphical model, as shown in figure 6.1,
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Figure 6.1: General structure of a graphical model representation of a’s influence on b

where dependencies between past behavior of a and present behavior of b (dashed edges) are
to be established (Lorinci, 2016). Our definition of social influence strength is conceptually
equivalent to operationalizations of Granger’s principle of causality that are similarly limited
to pairwise observations, so the well-understood limitations of Granger causality (Maziarz,
2015) apply equally to influence strength. We discuss the main issues in the sequel.

Granger’s second assumption requires social influence to remain constant in direction,
which is not necessarily true in social relationships, where, for example, the roles of “conver-
sation leader” and “follower” may switch over time. In such cases, unless the time frame of
analysis matches the temporal characteristics of that dynamic, the result of causality testing
is indeterminate. The detectability of causal effects also depends on the temporal quantiza-
tion. If it is too coarse, observations corresponding to cause and effect end up in the same
interval and become indistinguishable. However, when dealing with communication data
one cannot arbitrarily shorten the intervals, considering that a certain amount of messages
per interval is required for robust estimation of topic distributions. We therefore have to
treat the interval length as a model parameter and attempt to experimentally find suitable
values.

Granger’s third assumption stipulates that true causality can only be established if all
potential causes can be observed and entered into the model. If two variables X, Y have a
common cause Z, GC may detect spurious causality between X and Y unless the confounder
Z is controlled for. Conditional GC (Geweke, 1984) can test for causality with respect to an
arbitrary number of possible confounders, but computational and sample complexity in-
crease with the number of observed variables. Outside of experiments on synthetic data,
some variables will always be unobservable. In consequence, GC captures a weaker notion
of causality than, for example, a properly constructed graphical causal model (Liotsiou et al.,
2016). However, conditional GC has been successfully applied to the problem of discovering
connections between financial institutions (Basu et al., 2017), where a reasonably represen-
tative proportion of actors can be observed. Strong unobserved confounders that have the
same effect on all observed variables result in redundancy in the VAR representations of the
observations, comparable to our definition of indirect exposure in section 5.1. A method
called partial GC (Guo et al., 2008) can exploit this redundancy to eliminate the correlation
between the observed variables caused by the confounders.

We suspect that unobserved confounders are a major issue for the analysis of social influ-
ence, given that interpersonal communication is usually spread across many different chan-
nels of communication, and considering the existence of organizational influencers such as
mass media. Granger (1980) suggests approaching the issue with a Bayesian mindset: to
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first assess the prior probability of a causal relationship according to a domain-specific the-
ory, and then adjust this belief according to the results of causality testing. In addition to
spurious causality, the family-wise error associated with multiple hypothesis testing further
increases the false positive rate. While influence relationships may exist among all O(n?)
possible edges between the observed actors, it is therefore not reasonable to indiscrimi-
nately test all edges for influence. Due to the combined effects of spurious causality and
multiple hypothesis testing, it is difficulty to justify a claim of influence with observational
data alone. Within our model of social influence, being influenced requires exposure to the
behavior of another actor, so our strategy is to construct an initial influence network accord-
ing to evidence of exposure (“candidate network”) and then refine it by causality testing.

A related issue is distinguishing the effects of social influence and homophily. Shalizi
and Thomas (2011) show that when defining homophily as the statistical dependency of the
probability of presence of an edge on latent characteristics of the individuals it connects,
a broad class of probabilistic models is principally unable to make this distinction. GC be-
longs to the class of models that cannot distinguish influence from homophily, even in the
hypothetical case where all actors are observable and entered into the model. Constructing
a candidate influence network from a given social network, implicit or explicit, introduces
a sensitivity to the confounding effects of homophily.

The findings of Shalizi and Thomas remain relevant even if we were to abandon GC in
favor of a more principled framework for causal inference. Asking if a change in the behavior
of a is responsible for change in the behavior of b is fundamentally a question of causality.
A direct test for causality requires counterfactual evidence: how would b have behaved if
the behavior of a had not changed? Since this kind of information is rarely available, one
usually resorts to an experimental design that yields approximate counterfactual evidence.
For example, in a randomized controlled trial, a homogeneous group of participants is split
randomly into a test and a control group. Members of the test group are subjected to an
active intervention, while the control group provides the counterfactual information. Under
certain circumstances, causal inference is possible from observational data alone, without
requiring experimental intervention. However, Shalizi and Thomas show that as long as
the detection of social influence is cast as a problem of causal inference from observational
data, it will always suffer from the confounding effects of homophily. Their findings are
in accordance with the earlier verdict of Kenny (1988): “Causal priority issues, which are
difficult to resolve in other disciplines, are virtually insoluble in the study of two-person
relationships.”

6.1.2 Evaluation Strategy

Two arguments might lead us out of the dilemma posed by causal non-identifiability in the
influence network recovery setting: First, rather than as methods of causal identification, we
might understand Granger-causal approaches as tools for ruling out specific classes of non-
causality, and accept the resulting systematic error that goes beyond the statistical uncer-
tainty imposed by the limited sample size. Second, one might ask if true causal identification
is actually necessary for the task at hand. After observing a sufficiently large part of a social
network, constructing a set of plausible influence relationships, that appear causal to a hu-
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man judge, but have not been controlled for confounding, may be sufficient for identifying
relevant phenomena on a higher level, e.g., attempts to manipulate the public opinion.

Either way, since causal identification is principally unreliable in the influence network
recovery setting, it becomes necessary to assess the accuracy that can be obtained on actual
social media data. Influence network recovery can be viewed as an information retrieval
problem. From a large set of candidate edges, a comparatively small subset of influence re-
lationships is to be identified by a binary classifier. The performance of said classifier can
be fully characterized in terms of its positive predictive value (PPV) and true positive rate
(TPR), also known as precision and recall. Both are independent of the number of negative
examples, which represents the assumption that an arbitrary number of unobserved addi-
tional negative examples exist. Influence network recovery can also be compared to medical
screening, where a large at-risk group is tested for a particular disease. Screening procedures
are usually evaluated in controlled trials, a setting where the prevalence of positive exam-
ples is known in advance. In that case, a characterization in terms of TPR and true negative
rate (TNR), which are independent of the prevalence, is preferred. Both approaches require
an annotated reference dataset.

Among studies with a setting similar to influence network recovery, we note the lack of a
common evaluation methodology and in particular the absence of a standardized dataset for
evaluation. Obtaining ground truth via manual annotation is difficult: When presented with
two sequences of messages and no further information about the relationship of the authors,
an annotator can only assess the content-wise similarity of the messages over time, and is
thus subject to the same confounding effects as a GC test. Since short-term influence effects,
as analyzed in this study, may be at least in part caused by unconscious mental processes,
even interviewing the actors about the reasons for their behavior is not guaranteed to un-
cover the true causal relationships. However, background knowledge and awareness of the
social context enable a human observer to identify certain types of external confounders. An
annotator can also distinguish influence from unrelated short-term phenomena such as con-
versational back-and-forth, and is able to assess the topics of a conversation more accurately
than a statistical topic model.

Consider, for example, person a, who is interested in soccer and regularly tweets about
the matches of a particular club. On game day, a listens to a live radio broadcast at noon and
tweets a running commentary. Person b is not much of a fan, and has not tweeted about
soccer before, but hears about the game on the evening TV news and decides to comment.
From the perspective of GC, it looks as if a influenced b, while a human observer is likely to
identify the media coverage as a common confounder in the absence of information about
b’s way of exposure to the game. Further discussion on the effect of exposure to the same
information sources can be found in the study of Bakshy et al. (2012).

While we have reason to believe that human annotation produces meaningful reference
data, the cost of annotation is high. Reading and evaluating all tweets of a pair of users
(on average 150 tweets / month in our dataset) is time-consuming. The lack of objective,
dichotomous criteria for the presence of social influence makes us expect high uncertainty
in the decision process, which manifests as low inter-annotator agreement. Furthermore,
we expect social influence to be rare, even among the heuristically selected set of candidate
edges. When limiting the annotation to a sample of the whole dataset, it is likely that the
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sample size would have to be chosen unfeasibly high to obtain a sufficient amount of positive
examples.

In consequence we only perform minimal annotation. Given multiple sets of candidate
edges and multiple classifiers, the performance of each combination is to be evaluated. For
each candidate set, we annotate a random sample of size N~ under the expectation that
most or all annotations will be negative. These annotations let us estimate the TNR of each
classifier and provide us with a loose upper bound on prevalence. In the case of the Twitter
dataset, annotation of N~ = 50 edges for each network type yielded no positive examples,
which places an upper bound of 0.02 on the prevalence of influence edges. If a particular
classifier is found to perform well according to TNR, one can then annotate a sample of
edges classified as positive to estimate its PPV, and obtain a lower bound on TPR via Bayes’
theorem:

(1-TNR) - (N~ — 1) - PPV
1- PPV

This evaluation scheme is complemented by two heuristic tests, which do not require
annotated reference data. The first test can be viewed as an approximation of the PPV.
For a given classifier, one can compute the positive classification rate with respect to the
candidate set. The candidate set consists of edges with a high prior probability of influence,
so for purposes of comparison we construct an equally sized set of edges with low prior
probability. Since each candidate set is derived from a social network graph, a suitable set
can be constructed by random sampling without replacement from its complement graph. If
¢t and ¢ are the positive classification rate of the high and low probability set, respectively,
the ratio r = ¢*/(c* + ¢7) exceeds 0.5 if the classifier finds more influence edges within the
high probability set, as expected.

The second test makes use of the fact that all classifiers have the same underlying model
of social influence as a Granger-causal process, so the classification results should exhibit a
certain degree of consistency, which can be established by computing the pairwise similarity
of the sets of positively classified edges. One measure of similarity is the Jaccard index,
which for two sets A and B is defined as the ratio |[A N B|/(|A| + |B| — |A N B|). Since the
Jaccard index penalizes pairs of classifiers proportional to the difference in their positive
classification rates, it is most informative when comparing classifiers with similar rates.
Even if two classifiers have highly different rates of positive classification, they may still
exhibit consistency in terms of acting as successively narrower filters, i.e., the set of positive
edges of one classifier is a subset of the other’s. We therefore also compute the Szymkiewicz-
Simpson overlap coefficient, defined as |A N B|/min(|A|, |B|). An overlap of 1 indicates that
the smaller set is an exact subset of the larger.

<TPR<1

6.2 Implementation of Influence Network Recovery

As established earlier, influence network recovery requires a set of candidate edges with a
high a priori probability of social influence. In the following experiments, we compare the
suitability of mutual following and mutual interaction as criteria for candidate selection. For
the 30000 user subset considered in the following experiment, the mutual follower graph
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contains 1544 553 and the mutual reply graph 37 444 edges. If one considers influential in-
dividuals and, by extension, influence relationships to be rare, even mutual communication
is a rather optimistic prior.

Topic distributions that represent the behavior of a user in an interval of time are obtained
from a topic model as described in section 5.2. If a user has not authored any tweets within
an interval, the absence of data is recorded in the time series. For an interval length of 2
days we observe 53.8% of missing data per user on average (standard deviation o = 36.7%),
for an interval length of 7 days 37% of data is missing (¢ = 39.9%). The amount of missing
data, even for longer interval sizes, indicates that many users take longer breaks from social
media. When shortening the interval to less than two days we expect a higher rate of gaps
due to day / night rhythms.

Influence network recovery can be implemented in terms of the similarity-based measure
of influence strength I,_,; as well as by straightforward application of Granger causality.
Either approach has a number of implementation details that require further discussion.

6.2.1 Influence Measurement

Making a decision about the presence or absence of influence along a candidate edge (a, b)
according to the measured influence strength I, ,;, requires a frame of reference. In particu-
lar, we want to test whether a non-zero value actually corresponds to the presence of influ-
ence, or can be explained by alternative hypotheses such as random coincident changes in
behavior. The method of surrogate data (Schreiber and Schmitz, 2000) (also known as “ran-
domization testing”; La Fond and Neville, 2010) provides a Monte Carlo (MC) framework
for formulating and testing such hypotheses. From each observed time series, we derive N
synthetic series that are indistinguishable from the original except for the absence of the
quality of interest, in this case social influence. The process for generating synthetic data
is the MC equivalent to an analytic null hypothesis. If the influence strength of e synthetic
series exceeds the influence strength of the (single) real series under consideration, one can
estimate p = (e + 1)/(N + 1).

The attainable accuracy of estimation is limited by the available computational resources:
Individual iterations of the MC test may be expensive, and the number of iterations required
to reach the required numeric precision and confidence in the accuracy of estimation of p
increases super-linearly as « approaches zero. Gandy and Hahn (2014) describe a method for
stopping early, once there is sufficient confidence to not reject the null hypothesis. If a set of
hypotheses H is to be tested, subject to a fixed overall “iteration budget”, then early stopping
will allocate a larger part of that budget to the borderline-significant cases that benefit the
most from additional iterations. In the following experiments we choose N = 2000 and use
the early-stopping procedure with an overall budget of N - |H].

The topic drift null hypothesis states that the topic distributions of influencer and influ-
encee coincidentally changed in a way that resulted in a high observed influence strength.
Synthetic data is generated implicitly: For computation of I,_,(¢), %**! (if not missing) is
resampled from a Dirichlet distribution with the same concentration parameter o as used
by the topic model. It is reset to its original value for subsequent computation of I, (¢ + 1).
Figure 6.2 illustrates this process.

193



6 Social Influence at the Micro Level

- truel,
a — synthetic|,_,
b [¢]
o
[¢]
random ©
[¢]

Figure 6.2: Generation of synthetic data for the topic drift null hypothesis

Temporal permutation (Anagnostopoulos et al., 2008; Bossomaier et al., 2013) is a common
method for perturbation of data so that influence relationships are weakened, but other
characteristics are preserved. Temporal permutation of the influencer’s time series weakens
Granger-causal effects by changing the temporal order of cause and effect. During permu-
tation, missing data is kept in place. If due to missing data I,_,,(t) cannot be computed for
at least six time intervals, there are not enough possible permutations to sample from, and
we choose to fail to reject the null hypothesis.

Through the combination of topic drift test and temporal permutation test, we aim to fil-
ter out spurious influence effects of low magnitude. When testing this kind of composite
hypothesis, where non-rejection of a partial hypothesis does not reject the null hypothesis,
correction for multiple testing is not necessary. To address concerns about multiple testing
on the network level, we perform a node-wise correction of the significance level as sug-
gested by Bossomaier et al. (2013): Controlling the false positive rate for the entire social
network would require the adjustment of «, and consequently the increase in false nega-
tives, to be proportional to the number of candidate edges. To avoid this issue, we apply the
Benjamini-Hochberg procedure (Benjamini and Hochberg, 1995) to the set of hypothesis
tests for the incoming edges of each actor. The magnitude of correction is thus proportional
to the actor’s in-degree, which in real-world social networks is bounded above by the lim-
ited capacity of human actors to concurrently maintain social relationships (Goncalves et al.,
2011).

Conceptually, we treat the MC procedure as a decision mechanism with a result that is
to be evaluated against ground truth, rather than as an actual hypothesis test, where the
result would stand on its own. Adjusting @ moves the decision boundary, i.e., lower a will
increase precision at the expense of recall. To enable a comparative evaluation of all methods
of influence detection, we use a fixed a = 0.05 for the MC tests and the GC hypothesis tests
discussed in the following section.

In addition to the hypothesis test, we evaluate a less complex alternative procedure for
binarizing I, ;. As described in section 6.1.2, given a social network graph, one can con-
struct a set of random edges with low prior probability of influence. A fixed threshold
can be derived from the distribution of influence strength I,_,; of these edges. We choose
7 = mean + 3 - SD to account for the possible presence of a low amount of true influence
edges in the set. Separate random graphs are constructed for computation of the threshold
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and evaluation of the classifier.

6.2.2 Testing for Granger Causality

In analogy to influence measurement, we test for GC from 6¢ to 6%+, which involves fit-
ting a VAR model to the time series. The VAR model requires stationary data, so the topic
distributions should be time-invariant in the sense that they do not contain trends or sea-
sonal variation, or the model may detect spurious interactions among the variables (Seth,
2010). A subset of non-stationarity caused by the presence of unit roots can be eliminated
by transforming a time series X to a series X" of first differences, so that X; = X; —X;_;. The
extraction of additive change from a series of topic distributions can therefore be interpreted
as a means of improving stationarity.

Before GC can be computed, missing values have to be eliminated. From the paired time
series of influencer and influencee, we extract the longest sub-sequence in which neither
series is missing any values, with the exception of the last time step, for which the topic
distribution of the influencer is allowed to be missing. For an interval length of 2 days, the
average proportion of remaining observations per edge is 17.5% (standard deviation o =
23%). For an interval length of 7 days the average is 48.4% (0 = 40.3%). To be consistent
with the procedure for influence measurement, we exclude edges from the experiment if no
more than six consecutive paired observations are present.

GC is equivalent to its non-linear generalization TE for variables that follow a Gaussian
distribution (Barnett et al., 2009). The time series under investigation are made up from topic
distributions 6 that are Dirichlet-distributed per specification of the topic model. A Dirichlet
distribution can be approximated by a logit-normal distribution (Aitchison and Shen, 1980)?,
which is a transformation of the multivariate normal distribution onto the unit simplex, so a
Dirichlet distribution that is subjected to the inverse transformation is approximately normal
(Srivastava and Sutton, 2017, section 3.2). The inverse transformation RX — RK-! is the
additive log-ratio (ALR) transformation y; = log(x;/x4) withi € [1,K — 1],d = K. While the
transformation itself depends on the choice of d, Brunsdon and Smith (1998) show that the
parameters of a time series model fit to transformed data are invariant up to permutation.

Since the ALR transformation requires all values to be non-zero, we first remove all com-
ponents that are constant over time and therefore do not have any effect on the parameters
of the time series model. However, this case is rare, with only 0.26% of rows across all ex-
periments being time-constant. The remaining zeros are replaced with small positive values
according to the scheme of Martin-Fernandez et al. (2003). While the components of topic
distributions obtained from ART are never exactly zero due to the regularizing effect of the
prior, zeros can arise from the transformation of a time series. In the Twitter dataset, a se-
ries of additive change 0% contains 38% of zeros on average, indicating that the behavior of
users is often rather static over time. We subject all observations to the ALR transformation,
maximizing the effects visible to the linear VAR model, and therefore minimizing the gap
in expressivity between GC and the more computationally expensive TE. The gap could be

1 However, the authors do not provide empirical results for distributions with concentration parameter o < 1
that commonly arise in the context of topic modeling.
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6 Social Influence at the Micro Level

closed completely by using a topic model that generates logistic-normal topic distributions,
e.g., the Correlated Topic Model (Blei and Lafferty, 2006).

After these preprocessing steps, a VAR(1) model is fit to the time series data, matching
I,p’s implicit Markov horizon of one. Due to the high dimensionality of the topic distri-
butions, the number of parameters p exceeds the number of observations n, so parameter
estimation via ordinary least squares is not possible. However, the hyper-parameters of the
topic model have been chosen so that the topic distributions are sparse, and Ver Steeg and
Galstyan (2013) show that this sparsity can be exploited to facilitate the estimation of TE, so
we expect the same to be true for GC. The traditional GC hypothesis test involves fitting two
separate VAR models, one to the column-wise concatenation of the time series of influencer
and influencee (“full model”), the other to the time series of the influencee only (“restricted
model”), and comparing the residuals. £;-regularized least squares methods, such as LASSO,
can fit a VAR model to high-dimensional, sparse data. However, in that case the restricted
model is no longer guaranteed to be nested, that is, to be a sub-model of the full model,
which is a prerequisite of the traditional hypothesis test.

An alternative test for GC (Chaudhry et al., 2017; Basu et al,, 2017) uses the de-biased
LASSO of Javanmard and Montanari (2014) for fitting the full model. The set of coefficients
of this model can be partitioned according to the source and destination of the effect they
represent: from the past of the influencer or influencee on the future of the influencer or
influencee. Individual hypothesis tests are performed for the subset of coefficients that rep-
resent an effect from influencer to influencee. If at least one such coefficient significantly
differs from zero, a Granger-causal relationship is established. The fitting of a VAR model
can be decomposed into separate least squares estimation tasks for each component of the
response variable (Liitkepohl, 2005, p. 72), so the computational effort can be halved by
limiting the estimation to the components of the influencee.

Testing multiple related hypotheses necessitates control of the family-wise error rate
(FWER). Since we only distinguish between the non-rejection of all null hypotheses and
the rejection of at least one null hypothesis, the FWER is equivalent to the false discovery
rate (FDR). Chaudhry et al. (2017) note that the Benjamini-Hochberg procedure is not ap-
plicable in this setting and propose a custom FDR correction scheme?, which we use in the
following experiments.

Finally, we define a score for ranking edges by magnitude of influence. If ¢, is the sum of
absolute coefficients from influencer to influencee, and ¢; the sum of absolute coefficients
from influencee to influencee, then the score M,_,;, = c,/(cq + ¢p) or 0, if both ¢, and ¢,
are zero. Like I, ,p, the score can be interpreted as relative confidence within the set of
candidates, but not as a probability of accurate prediction.

Robustness to Violation of Modeling Assumptions

The procedure for detecting Granger causality in time series of topic distributions is com-
posed of a number of individual statistical methods. Each method makes assumptions about
the nature of the input data, and the assumptions that are likely to be violated by topical rep-
resentations of social media activity turn out to be closely related. Testing for GC involves

2 An equivalent scheme was independently developed by Javanmard and Javadi (2019).
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fitting a VAR model, which can be expressed as repeated linear regression. Regardless of
the dimensionality of the problem and the presence or absence of ¢; regularization, linear
regression is sensitive to strong correlation among the variables that make up the design
matrix X (Raninen and Ollila, 2017). In the context of our experiment, these variables are
the univariate time series that make up the vector time series.

In the low-dimensional case (p < n, usually p < n), solving the least squares parameter
fitting problem involves inverting X’ X, which is a Gramian matrix. If the variables in X are
mean-centered, the Gram matrix is approximately proportional to the covariance matrix. It
is positive definite if and only if the variables are linearly independent. In consequence, if X
contains strongly correlated variables, the parameter fitting problem is ill-conditioned, and if
some variables are collinear, it does not have a unique solution. In the high-dimensional case
(p > n), a similar result can be obtained for sparse design matrices in {;-regularized linear
regression via the restricted eigenvalue condition (Bickel et al., 2009). Here, collinearity is a
sufficient, but not necessary condition for the non-uniqueness of the solution.

The de-biasing procedure of Javanmard and Montanari operates under the assumption
that the restricted eigenvalue condition holds, and is therefore sensitive to strong correla-
tion. To obtain the initial, biased parameter estimates, the procedure uses the square-root
LASSO (Belloni et al., 2011), which can be implemented in a computationally efficient way
via proximal optimization. Since the optimization problem posed by the LASSO is neither
strongly convex nor smooth, Li et al. (2020) propose a path-wise optimization scheme to en-
sure that the parameters remain within a region of local strong convexity and smoothness
throughout the optimization process, given that the restricted eigenvalue condition holds.
This makes proximal first and second order methods applicable, with first order methods
being slower in convergence, but more robust to strongly correlated variables, which may
cause the Hessian of the optimization problem to not be positively definite. We therefore use
proximal gradient descent, which has a negligible error rate: The optimizer fails to converge
for 0.02% of GC tests across all experiments.

The propensity for linear dependency among the components of the time series of topic
distributions, sometimes taking the shape of constancy over time, can be in part attributed
to a particular property of LDA-style topic models. According to the generative model spec-
ification, topic distributions, or more precisely, the parameter vectors 6 of multinomial dis-
tributions, are drawn from a Dirichlet distribution, and therefore their components take on
continuous real values. When performing parameter estimation via collapsed Gibbs sam-
pling, 6 is estimated from the number of words that have been assigned to a particular topic.
It follows that 6 can only be treated as drawn from a continuous distribution in the asymp-
totic case of the overall number of words approaching infinity. In practice, the volume of
textual material may be low (user does not post often, size limitation of messages) or limited
by division of the observation period into short intervals. In these cases, 8 is practically dis-
crete, in the sense that each component can only take on a finite number of different values.
This directly increases the likelihood of linear dependence among components. A secondary
effect is that, even in the absence of collinearity, the solution of the LASSO estimator is no
longer unique with probability one if the variables are not continuous (Tibshirani, 2013).

If there are multiple solutions, we have to assume that the optimization will converge to
an arbitrary one. Yet, GC can only be said to be present if all solutions assign a non-zero
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coefficient to at least one component of the topic distribution of the influencer. If there is at
least one solution that does not involve the influencer, the behavior of the influencee can be
explained equally well (in terms of least-squares error) using only data from its own past,
so the influencer does not add any new information. Tibshirani (2013, section 4.2) describes
a computationally inexpensive algorithm that classifies a variable as indispensable, if it has
a non-zero coefficient in every solution, or dispensable otherwise. At least one variable
of the influencer being indispensable implies the presence of GC, but non-existence of an
indispensable influencer variable does not imply the absence of GC, as the set of solutions
could be partitioned so that each subset has a different active influencer variable. Conversely,
one cannot define absence of GC as dispensability of all influencer variables. A test for
GC that is robust to multiple solutions has to enumerate all solutions, which may not be
computationally tractable (cf. Tibshirani, 2013, appendix A.3).

In consequence, there are circumstances under which GC cannot be reliably tested for.
In the absence of theoretical or experimental results on the effect of strong correlation on
the de-biasing of the LASSO estimates, we cannot preclude that it may cause spurious clas-
sification of coefficients as significant, which may result in spurious detection of GC. The
existence of multiple LASSO solutions has a similar effect on the detection of GC: In the
absence of all other sources of error, if there are multiple solutions and GC is present, all
solutions consistently assign a non-zero coefficient to at least one variable of the influencer.
Therefore, the presence of multiple solutions may result in a false positive, but never a false
negative detection.

A principled solution to the problems of correlation and non-uniqueness can be found
in the sparse group LASSO (Simon et al., 2013), which prefers a solution where all weight
mass is concentrated in one group of coefficients. Groups can be defined arbitrarily; when
testing for Granger causality, variables of the influencer would be assigned to one group,
and variables of the influencee to another. Although grouping the coefficients does not
guarantee uniqueness of the solution (Roth and Fischer, 2008), Meinshausen (2015) shows
that testing a hypothesis over a group of variables requires weaker assumptions than testing
individual variables. Most notably, the contribution of a group of variables can be detected
even if the variables within the group are strongly correlated. However, there is no existing
framework for group hypothesis testing that can be directly applied to GC testing. The
proposed test of Meinshausen uses a data splitting strategy, which requires assumptions
about the distribution of the true coefficients that cannot be reasonably assumed to hold
in the GC case (Dezeure et al., 2015). Mitra and Zhang (2016) discuss de-biasing the group
square-root LASSO, but only its non-sparse variant, which does not allow for sparsity within
a group (compare Stucky and van de Geer, 2017, sections 4.2 and 4.4). Stucky and van de Geer
(2018) build a more general theoretical framework for de-biasing LASSO variants, including
the sparse group LASSO, but do not provide a generally usable implementation.

The complexity of building a robust test for Granger causality, which can be largely at-
tributed to the modeling assumptions that are required to make linear regression work in
the high-dimensional regime, is an argument in favor of the model-free transfer entropy.
While transfer entropy is equivalent to GC in the case of Gaussian variables, in the sense
that the TE of two variables is zero if and only if there is no Granger-causal relationship,
there is no known significance test for TE estimates (Barnett et al., 2009). McKenney and
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White (2017) apply TE to the problem of influence network recovery, but their approach for
deriving a suitable threshold requires information about the true influence network.

For the following experiments, we choose a more pragmatic approach, and address the
problem at the stage of fitting the topic model: When estimating a topic distribution from
n posterior samples, increasing n not only improves the accuracy of estimation, but also re-
duces the likelihood of collinearity by enlarging the range of possible values of each compo-
nent (see section 4.1.1, “Estimating the Parameters of the Document-Topic and Topic-Word
Distributions”). However, the computational cost of estimation grows linearly with n, and
correlation can only be reduced, not completely eliminated. A possible alternative might be
dequantization by adding noise, which is successfully applied in a different case of fitting a
continuous model to discrete data (Theis et al., 2016).

6.3 Experimental Evaluation

The methods of influence network recovery discussed in the previous section have been
subjected to preliminary tests on synthetic time series exhibiting either strong influence
(b’s actions are a lagged copy of a’s, i.e., the behavior of b is completely determined by a)
or no influence at all (b’s actions are independent of a). Each method is able to correctly
classify these synthetic examples.

To evaluate the performance on real data, we perform influence network recovery on the
30000 user subset of the Twitter dataset with varying experiment parameters and compare
the results. The parameters and their possible values are:

Method The two basic methods of influence network recovery, measurement of influence
and testing for Granger causality, can be subdivided into four variants: The influ-
ence strength I, ,; can either be tested for statistical significance (M+S) or subjected
to network-wide thresholding (M+T). To ensure comparability of influence measure-
ment and GC, we always use the average influence strength (equation 6.2) instead of
a weighting scheme that introduces temporal decay (equation 6.3).

All three variants, M+S, M+T, and GC, can be modified to use the additive change 6*
in place of the observed behavior 6 of the influencer (+§). As discussed in section 6.1,
this effectively replaces the model assumption that influence is constant over time
with the assumption that influence is strongest at the time of a change in behavior.
In analogy to biological neurons, we use the term spiking influence for this kind of
model. In total there are six variants.

Candidate network We compare two criteria for choosing candidate edges with high pri-
or probability of influence: mutual following (mF) and mutual replies (mR).

Time interval length For transformation into time-quantized series of topic distributions,

messages are aggregated over intervals of equal length. For this experiment we con-
sider intervals of 2 and 7 days.
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Table 6.1: Results of the influence network recovery experiments (constant influence; Hauffa et al.,

2019)
experiment
method net. int. rejected pos. class. ct c” r est. TNR
M+S mF 2 44.11% 37 <0.1% 0% 1 ~1
M+S mF 7 51.97% 10 <0.1% 0% 1 ~1
M+S mR 2 7.13% 61 0.2% <0.1% 0.924 ~1
M+S mR 7 18.91% 9 <01% <0.1% 0.900 ~1
M+T mF 2 24.71% 210710 13.6% 2.3% 0.856 0.820
M+T mF 7 21.91% 150326 9.7% 1.7% 0.851 0.899
M+T mR 2 0.67% 19284  51.5% 2.3% 0.957 0.755
M+T mR 7 0.47% 8869  23.7% 1.6% 0.936 0.906"
GC mF 2 64.94% 244 004 15.8% 7.5% 0.679 0.831
GC mF 7 55.05% 618604  40.1% 18.1% 0.689 0.674"
GC mR 2 25.26% 12243  32.7% 11.3% 0.743 0.792"
GC mR 7 21.92% 26 591 71.0% 19.0% 0.789 0.642"

Table 6.2: Results of the influence network recovery experiments (spiking influence)

experiment
method net. int. rejected pos. class. ct c” r est. TNR
M+S+6 mF 2 52.29% 35 <0.1% 0% 1 1
M+S+6 mF 7 58.81% 5 <0.1% 0% 1 1
M+S+6 mR 2 12.35% 61 0.2% <0.1% 0.884 1
M+S+6 mR 7 27.20% 3 0.1% <0.1% 0.750 1
M+T+6 mF 2 31.30% 212157 13.7% 2.6% 0.840 0.854
M+T+6 mF 7 27.02% 135456 8.8% 2.0% 0.810 0.899
M+T+6 mR 2 1.64% 17 671 47.2% 2.7% 0.946 0.792"
M+T+6 mR 7 1.23% 6897 18.4% 2.1% 0.898 0.906"
GC+6 mF 2 69.65% 280873 18.2% 7.9% 0.697 0.775
GC+6 mF 7 61.06% 600148 389%  16.8% 0.698 0.685
GC+6 mR 2 31.67% 15245 40.7% 10.2% 0.800 0.774
GC+6 mR 7 30.63% 25922 69.2%  16.5% 0.808 0.660"
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6.3.1 Results

The results of these experiments are collected in tables 6.1 (constant influence) and 6.2 (spik-
ing influence). The early rejection rate is the proportion of candidate edges that could not
be tested for influence because of missing data. It is noticeably higher for edges from the
mutual follower graph. This is particularly visible in the case of M+T, where an edge is
only rejected if the pair has no overlapping periods of activity at all. The follower network
appears to contain a substantial amount of relationships that are either characterized by pas-
sive consumption of content rather than active conversation, or by disjoint bursts of activity.
In the case of M+S, across all experiments, the rejection rate is higher for longer intervals.
This is because coarser quantization yields shorter sequences, while the required minimum
length stays the same. In addition to imposing a natural upper limit on the interval length,
this rejection strategy could result in bias against strong influencers who rarely interact with
others.

The positive classification rate on the candidate set, which contains edges that are be-
lieved to have a high prior probability of presence of influence, is denoted as c¢*, while ¢~
is the positive classification rate among edges with low prior probability. The generally
higher ¢* of experiments on the mutual reply network is consistent with the assumption
that interaction is a better indicator of influence than passive exposure. In the case of in-
fluence measurement, shorter intervals result in a higher positive classification rate, which
may point to short-term effects that are rendered invisible by aggregation over longer in-
tervals, but the opposite can be observed for GC. We suspect that GC testing is particularly
sensitive to sample size, and the low number of observations in the case of 7 day intervals
causes a higher rate of false positives, reflected by a higher ¢~. Non-stationarity of a time
series can also cause the erroneous detection of GC, but the variant GC+§, which is designed
to improve stationarity, does not exhibit a consistently lower ¢*. Similarly, the variant GC
is theoretically sensitive to a broader class of influence phenomena than GC+§, given that
the former operates on the original observations and the latter only on the additive change,
but this is not reflected by c¢*.

The consistently low ¢~ and high r of the M+T experiments shows that a threshold derived
from a randomly constructed set of likely to be non-influential edges generalizes, at least to
other sets of the same construction. However, both the absolute number of positive classifi-
cations and ¢* show that significance tests act as a much stronger filter than thresholding.
With the exception of one experiment, GC, M+T, and M+S are successively more selective.
The estimate of TNR shows that all three methods to some extent agree with the human an-
notator. However, TNR becomes less useful with lower rates of positive classification, given
that an optimal TNR can be trivially achieved by rejecting every edge. The expected TNR
when selecting ¢* - |E| edges randomly is 1 — ¢*, so TNR has no discriminative power for
M+S, where ¢* is consistently low. In tables 6.1 and 6.2, the estimated TNR is marked with
an asterisk if it outperforms the expected TNR of a random classifier by a margin greater
than the resolution of estimation (using 0.02 as a conservative estimate). Comparing the
constant and spiking influence settings, spiking GC performs slightly better in terms of ¢~
and TNR, but apart from that there are no discernible systematic differences.

Table 6.3 compares the positive classification rates ¢* and ¢~ of M+S to those of modified
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Table 6.3: Positive classification rate of M+S by choice of hypothesis

experiment both topic drift only permutation only

net. int.  abs. ct ¢ abs. ct ¢ abs. ct c”
mF 2 37 <0.1% 0% 135445 88% 1.1% 18113 1.2% 0.6%
mF 7 10 <0.1% 0% 57486 3.7% 0.5% 12759 0.8% 0.4%
mR 2 61 0.2% <0.1% 7570 20.2% 1.1% 639 1.7% 0.5%
mR 7 9 <01% <0.1% 1621 43% 0.5% 437 12% 0.4%
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Figure 6.3: Empirical distribution of I,_,, (Hauffa et al., 2019)

variants that only test one of the two original hypotheses. When applied individually, topic
drift and permutation tests have a much higher positive classification rate than combined,
which implies that the sets of edges classified as positive by each test have little overlap.
This confirms that the tests represent distinct null hypotheses. Since combining the tests
leads to a lower ¢~ each null hypothesis individually contributes to the characterization of
social influence.

The empirical distribution of I,_,j provides further insight into the properties of our defi-
nition of influence strength. Figure 6.3 compares the histograms of the distributions arising
from the four M+S experiments. The proportion of exact zeroes in the first bin is indicated by
use of a lighter shade. In each of the four cases, a goodness-of-fit test using the MC procedure
described by Clauset et al. (2009, section 4.1) shows that the data is appropriately described
by a unimodal Beta distribution (250 iterations, p < 0.01). There is no obvious clustering
into groups of edges exhibiting high and low magnitude of influence, which highlights the
need for a decision procedure that separates low-magnitude noise from potential influence
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Figure 6.4: Jaccard index and overlap coefficient of experiment pairs

on a per-edge basis.

Figure 6.4 consists of heat map visualizations of Jaccard index and overlap coefficient. Ex-
periments with different candidate networks are not directly comparable, so we provide a
separate chart for each network. There are no visible structural differences between the mu-
tual following and reply network. As expected, the Jaccard index largely reflects the relative
selectiveness of the classifiers, with GC and M+T as the least selective being somewhat sim-
ilar to each other. While M+T and GC exhibit consistency across different interval sizes, the
result sets of M+S are completely disjoint. Each of the three main methods M+S, M+T, and
GC exhibits some consistency with respect to transformation of the time series (constant
vs. spiking). Visualization of the overlap coefficient confirms the existence of a hierarchy
of successive refinement, but only within the individual interval sizes. There are two clus-
ters: M+S refines M+T with and without transformation and for each interval length, but
the results of M+S are completely disjoint across different interval lengths. M+T refines GC
across all experiment variants, but to a lesser degree.

In summary, all three methods of influence network recovery can detect influence effects
in completely synthetic data, but the high cost of manual annotation makes it difficult to
assess to what extent this capability generalizes to real data. Via estimation of TNR, we show,
as far as it can be supported by our limited resources, that GC and M+T are successively more
consistent with the human annotation. The estimation does not provide meaningful results
for methods with a low positive classification rate, most notably M+S. However, given M+S’s
high degree of overlap with the less selective M+T, its true TNR is unlikely to be lower.
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6.3.2 Follow-up Experiments

The inconclusive nature of the preceding experiments motivates some additional investiga-
tion. Considering the theoretical shortcomings of Granger-causal inference, particularly the
sensitivity to external confounders, the low positive classification rate of M+S is unexpected.
To learn about the factors that contribute to the classification decision, the topic drift test
can be divided into its components, which can then be analyzed separately. As described in
section 6.1, given topic distributions 6, 8’*! that represent behavior within successive in-
tervals of time, the additive change in behavior can be expressed as the product of direction
and (scalar) magnitude of change. The influence strength I, is defined as the product of
the influencee’s magnitude of change and the similarity of the influencer’s past behavior
and the direction of the influencee’s change. Change in behavior that is intrinsically moti-
vated, i.e., not effected by social influence, appears as random change to an observer. In the
MC test for topic drift, synthetic future topic distributions 6**! of the influencee are drawn
from an unconstrained Dirichlet distribution and may therefore vary arbitrarily in both di-
rection and magnitude of additive change. If the influence strength of the synthetic time
series exceeds the influence strength of the real data sufficiently often, we fail to reject the
null hypothesis that the measured influence is indistinguishable from the effects of random
variation in magnitude and direction.

More specific null hypotheses can be derived by placing constraints on the synthetic fu-
ture topic distribution of the influencee. To learn about the respective contributions of mag-
nitude and direction to the result of the hypothesis test, we fix the magnitude to a constant
value. The magnitude m and the topic distributions 6, 0'*! are related as follows:

m = ||(max {0, 0" - 0!}, ..., max {0, 9?1 -0k Dl

K
Z max {0, 0" — 6!}
i=1

K

K

1

3 Z 01— 6'|  (since Z 0, = 1)
i=1

i=1

e 2m= 0" - 0|,

When sampling from a distribution supported on the unit simplex, for any given 6/ € AK~!
and m with 0 < m < 1 —minK 6!, fixing m is equivalent to constraining the support to the
set of points at an ¢;-distance of 2m from 6’. A sample 0'*! from a Dirichlet distribution
subject to this constraint can be generated via Gibbs sampling. The derivation of the Gibbs
sampler is provided in appendix B. We investigate two strategies for choosing the value
of m in the generation of synthetic data for the hypothesis test: If m is chosen to match
the observed magnitude, only the direction is left open to random variation. The resulting
null hypothesis is that the measured influence is indistinguishable from random variation
in direction. Alternatively, one can fit a Beta distribution to the observed magnitudes and
draw m from that distribution, thus restricting the null hypothesis to random, but typical
variation in magnitude.

We repeat the set of M+S experiments for each of the three variants of the topic drift null
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Table 6.4: Positive classification rate of M+S for different variants of the topic drift test

experiment unconstrained typical magnitude fixed magnitude

net. int. ct c” ct c” ct c”
mF 2 9.2% 1.1% 54.8% 27.8% 56.4% 27.8%
mF 7 4.8% 0.6% 45.7% 20.5% 51.8% 23.1%
mR 2 23.7% 1.0% 95.8% 28.0% 96.1% 28.0%
mR 7 7.0% 0.6% 87.1% 205% 91.7% 22.9%

hypothesis. The permutation test is skipped, so that the results directly reflect the outcome
of the topic drift test. The results are given in table 6.4. Both of the more specific null hy-
potheses are much easier to reject. In other words, replacing the future topic distribution of
the influencee with a random sample with the same magnitude but different direction rarely
leads to a higher influence strength I,_,;. On one hand, this means that random change in
behavior (uncorrelated with the behavior of others, i.e., intrinsically motivated) is unlikely
to be detected as spurious influence. On the other hand, the time-lagged similarity of the
directions of change, on its own, is not sufficient for distinguishing influence from random
variation. The higher selectivity of the unconstrained topic drift test can be explained by its
ability to generate synthetic data with atypically high magnitudes of change, thus giving the
magnitude more weight in the decision. This suggests a direction for further research: For-
mulate a null hypothesis that fixes the direction but randomizes the magnitude, effectively
choosing an adaptive threshold that depends on the similarity of the behavior of influencer
and influencee.

Finally, to get a better idea of the correlation between the measurements of influence
strength and the human perception of social influence, a brief qualitative evaluation was
performed by manually reviewing the top two edges classified as positive in each of the
experiments listed in table 6.1. The edges are ranked by I,_,j, for M+S and M+T, and by M,_,;,
for GC. For only one of the 22 annotated edges, the associated message sequence exhibits
visible effects that are consistent with our definition of social influence. In other words,
there is a surprising lack of consistency between the influence edges identified with highest
confidence by the proposed methods of influence network recovery and human intuition of
how influence should manifest itself. This is consistent with the negative results of Huang
(2014) and Schneider (2014), who attempt to develop a graph visualization technique that
aids the user in discovering patterns of social influence, and conclude that the Twitter dataset
either does not exhibit the expected patterns, or the patterns cannot easily be visualized.

6.4 Discussion

Building upon a theoretical model of social influence, we propose three Granger-causal
methods for the detection of influence in social networks and evaluate them on a sample
of Twitter communication data. Our attempt at comparative experimental evaluation re-
veals major issues on three levels: On the conceptual level, our results raise doubts as to
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whether information diffusion and its generalization to a topical representation of behavior
is an appropriate model of the effects of social influence. On the implementation level, im-
plementation details and choice of hyper-parameters may have a strong restrictive effect on
the influence effects that are detectable. Finally, the evaluation of the proposed methods is
limited by the lack of standardized, annotated reference data.

Within our simple model of human cognition (see section 5.1), the detection of social influ-
ence is fundamentally a problem of causal inference: An individual produces (social) behav-
ior in response to the (social) environment, therefore establishing an influencer-influencee
relationship requires causal attribution of the influencee’s behavior to actions of the in-
fluencer. Influence network recovery can be seen as “screening” large social networks for
influence relationships; however, the kind of controlled experiment that would allow for
true causal identification (Liotsiou et al., 2016, section 6) is not possible at scale. We there-
fore have to settle for a weaker notion of social influence. Chua et al. (2015), who operate
in a similar setting of Granger-causal inference applied to topical representations of user
behavior, use the term social correlation. Barrett and Barnett (2013) advise to view estimates
of Granger causality as “magnitude[s] of causal effect” that do not contain any information
about the mechanism (here, for example, actual influence, homophily, or other confounding
factors) that produced the effect.

Acknowledging these theoretical limitations directly leads to one question: How useful
are our proposed methods of influence network recovery, e.g., for applications that do not
require causal identification, or as “pre-screening” in preparation for more expensive inter-
ventional studies that are capable of stronger causal identification? Surprisingly, a follow-up
experiment showed that even edges with a high predicted magnitude of influence rarely ex-
hibit any influence effects that are visible to a human annotator. A possible explanation is
model misspecification: Peer influence may be present in the Twitter data, but differ from
the type of influence described by our model in one or more aspects. For example, influence
might be the result of stimuli accumulated over a longer period of time, similar to the lin-
ear threshold model of Kempe et al. (2003). In a setting where a single influencer usually
does not generate sufficient stimuli to trigger a response, our monocausal model is clearly
inappropriate. In the context of information diffusion, non-monocausal models have been
discussed under the moniker of complex contagion. A body of empirical evidence for com-
plex contagion in social networks can be found in prior studies (Romero et al., 2011b; Hodas
and Lerman, 2015; Mgnsted et al., 2017). Since our model is based on the textual content of
messages, it fails when the main motivation for adopting behavior from others is social, i.e.,
the probability of adoption mainly depends on the person of the sender (Sousa et al., 2010).
Even if influence is content-driven, topic distributions may not be suitable as an intermediate
representation, as they only capture broad and highly prevalent topics, so influence-induced
change in behavior may not register as a change in topic. Finally, we have to consider that,
in the influence network recovery setting, a much stricter selection of the candidate set may
be necessary, so that the individual tests for Granger causality retain sufficient statistical
power after correction for multiple testing.

Observational data of user behavior in social network services is naturally sparse due
to bursty patterns of individual activity, and the choice of temporal quantization interval
further affects the sparsity of the resulting time series. Testing for Granger causality re-
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quires temporally overlapping activity of influencer and influencee, and quantization with
shorter intervals is more likely to produce unmatched observations which cannot be ex-
ploited. Identifying variable-length periods of activity by temporal clustering might yield
a more data-efficient representation of user behavior, but the resulting irregular time series
are no longer directly comparable and require alignment akin to dynamic time warping. The
gapped GC test of Bahadori and Liu (2012) can handle arbitrary irregular time series.

The cost of annotation severely limits the scope of evaluation against ground truth, thus
preventing us from fully characterizing the performance in terms of precision and recall,
and leaves a high amount of variability in the evaluation results. Evaluation against more
easily available data, such as the number of times a retweets b or adopts a hashtag earlier
used by b, would require demonstrating that this surrogate ground truth actually reflects
social influence, which again requires expensive manual annotation. A way of evaluation
not explored in this study is extrinsic evaluation, where the ability of a person to affect the
behavior of others is measured in a concrete, real-world use case, and the results are tested
for correlation with the strength of influence computed from social media data (Melville
et al., 2010). Extrinsic evaluation may discover influence phenomena that are too minute to
be noticed by a human observer, but still have a substantial aggregate effect on a derived
measure. The availability of a reference dataset or a standardized extrinsic evaluation task
would advance the field, first by codifying a common understanding of social influence and
its visible effects, and second by allowing researchers to compare their results to baselines
and the state-of-the-art.

We conclude that the detection of topical influence is a much harder problem than the
tracking of information diffusion, to the point that it cannot be satisfactorily solved by cur-
rent methods. Even if a user pair is known to be frequently involved in information diffusion,
the conclusive detection of topical influence from one user on the other remains difficult.
Information diffusion in the form of unmodified retransmission can be reliably detected, but
is only weakly linked to social influence. Topical diffusion directly implies some sort of in-
fluence, but is much harder to detect and separate from confounding effects. Taken at face
value, our experimental results cast doubt upon whether binary features such as retweeting
or adoption of hashtags and the diffusion cascades they produce are indicators of actual so-
cial influence. If social influence rarely has a directly observable effect, we have to look at
other social forces to explain the large cascades associated with “viral” diffusion.

Since the detection of social influence at the dyad level is fraught with theoretical limita-
tions and practical issues, the line of research presented in the following chapter focuses on
the aggregate influence an individual receives from the direct social environment.
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7 Social Influence at the Meso Level

The series of experiments described in this chapter was conducted in the context of the mas-
ter’s theses of Benjamin Koster (2013), Florian Hartl (2013), Valeria Kollhofer (2013), Julia
Straufs (2013), and Shruthi Padma (2014), as well as the bachelor’s theses of Gregor Semm-
ler (2013), Johannes Feil (2014), Monika Ullrich (2014), Matthias Wadlinger-Kéhler (2015), and
Felix Sonntag (2015), all of which were jointly supervised by Jan Hauffa and Georg Groh. The
experimental results have been, in part, previously published at the 2nd International Workshop
on Social Influence Analysis, co-located with the International Joint Conference on Artificial In-
telligence (IJCAI 2016; Hauffa et al., 2016). Verbatim and near verbatim quotations from prior
publications (Hauffa et al., 2016) are highlighted in gray.

In the previous chapter, we identify a number of barriers to the identification of influ-
ence relationships between individual users of online social networking platforms. Instead
of asking if an individual receives influence from another, we may ask more generally if
individuals are influenced by their social environment, and how exactly that environment
can be defined, thus moving on to the meso level of analysis.

We cast the detection of social influence as a problem of predicting the future behavior
of individuals, given their past behavior and the behavior of their respective environments.
As in the previous experiment, we analyze behavior in terms of topical representations of
communication. The main contribution of this chapter is a predictive model of influence
in social networks, which learns to attribute changes in the content of communication to
multiple factors: Inertia, a person’s tendency not to deviate from the current topics of con-
versation, effectively constitutes a resistance to influence. Direct exposure to other people’s
attitude or belief is a natural consequence of any form of social interaction. Our model also
includes the communication behavior within a person’s social environment, which plays a
double role: One one hand, it is a source of direct exposure. On the other hand, the collective
behavior of the environment is a proxy for unobserved behavior of people inside or outside
the observed network. This mechanism is known as indirect exposure. The model is eval-
uated on communication data from different social platforms, and the model’s predictive
accuracy is taken as evidence of its explanatory power. Although the model is predictive in
nature, we are more interested in learning about general characteristics of the social influ-
ence process than in optimizing the accuracy of predictions.

This experimental setup addresses multiple issues of the previous micro-level experi-
ments: For the purpose of evaluating the model’s predictive accuracy, the observations can
be arbitrarily divided into past and future, which eliminates the need for labelled reference
data. By defining influence as the result of all interactions within an individual’s social en-
vironment, aggregated over an interval of time, we eschew some of the problems associated
with causal inference. In particular, we do not assume that influence effects are monocausal,
i.e., explainable by a single causal link between an influencer and an influencee. Further-
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Figure 7.1: A social network as a hierarchy of social circles

more, the effects of unobserved strong influencers (external confounding) are explicitly con-
sidered in the model design.

7.1 The Social Content Influence Model

In the following, we develop a predictive model of social behavior. Since we operate on
topical representations of the content of social interaction via textual messages, and consider
social influence to be the principal force behind any change in behavior, we call this model
the Social Content Influence Model (SCIM). The model’s fundamental assumption is that
all behavior can be fully explained by the presence or absence of social influence, ignoring
the potential effects of any other internal cognitive or external social process. It follows
that a person’s future behavior can be expressed as a combination of inertia and exposure to
others’ behavior via participation in or conscious perception of social interaction. In a social
network graph induced by social interaction, all first-degree neighbors of a given node are
sources of exposure. If exposure is potential influence, inertia is the counterbalancing force
of individual resistance to influence. Inertia is defined as a person’s tendency not to deviate
from past behavior. Empirical evidence for the role of inertia in modeling social influence
in the context of information diffusion is presented by Romero et al. (2011a), who improve
the accuracy of retweet prediction by ranking users by their passivity, i.e., resistance to
influence, in addition to their potential for exerting influence on others.

Figure 7.1 shows an exemplary social network graph. From the perspective of an indi-
vidual node or node pair (ego and alter) connected by an edge, it appears as a hierarchy of
social circles of decreasing locality. While interactions outside of the studied social platform
are unobservable by definition, interactions on the platform typically cannot be completely
observed either. To account for randomly missing observations within the network and
principally unobservable external actors, we introduce the concept of a node’s social envi-
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ronment, a group of peers which may extend past the node’s direct neighbors in the graph.
This group is a source of direct exposure, but, as discussed in section 5.1, a source of indirect
exposure as well, given that the aggregate behavior of the group potentially reflects strong
unobserved influencers.

As a part of the model, we specify a network-wide rule or template for generating an indi-
vidual influence network for each user, which we refer to as the user’s social neighborhood.
Note the difference between the social environment and the social neighborhood: The envi-
ronment is a general term that encompasses an individual, any direct interaction partners,
and any kind of groups or communities he or she participates in. In the context of the exper-
iments performed in this chapter, the social neighborhood refers to a concrete specification
of that environment as a weighted subgraph of the social network graph that explicitly ex-
cludes the individual. A particular goal of this experiment is to find a rule for constructing
the social neighborhood that works equally well for all members of the social network. Ad-
ditionally, influence from outside the medium is approximated by the aggregate behavior
of the whole network, which is expected to capture strong trends that originate from other
media.

A conceptually similar attribution of influence to different parts of the social network in
order of decreasing locality can be found in the social recommender system of He and Chu
(2010), which recommends items according to user preference, the preferences of friends,
and information from mass media, and also in the topic model of Xu et al. (2012), which
attempts to explain user behavior on Twitter as being driven by a combination of personal
interests, the behavior of friends, and current events. This tripartite view of the egocentric
social network in turn corresponds to the distinction between interpersonal, peer, and media
influence in sociology (Walther et al., 2010).

The social neighborhood is comparable to the egocentric diffusion networks of Zhang
et al. (2015). When defining local network structure rather broadly as the structure of any
kind of subgraph of an egocentric network graph, usually characterized by a bounded short-
est path distance between alters and the ego, the connection between local structure and
social influence is well-established in the literature: In an information diffusion setting, the
presence of a social tie and its strength affect the probability of transmission (Bakshy et al.,
2012; Anagnostopoulos et al., 2008). Zhang et al. (2017) identify influence patterns, that is,
frequently occurring isomorphic subgraphs that are associated with a high probability of in-
formation transmission. In the context of social contagion, Ugander et al. (2012) show that
the probability of contagion is positively associated with the number of connected com-
ponents in the subgraph induced by infected direct neighbors. Finally, Gulati and Eirinaki
(2019) provide an extrinsic evaluation of the utility of local structure by identifying influ-
entials and their targets via a diffusion model, and incorporating these local subgraphs as
features in a recommender system.
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7.1.1 Topical Representation of the Social Environment

For obtaining topical representations of users and their respective social environments, we
follow the scheme presented in section 5.2. Given a set of messages sent on a particular so-
cial platform during the observation period, and an ART model with K topics fit to that data,
we subdivide the observation period into intervals of equal length, and pick two successive
intervals as the interaction period and evaluation period. We obtain separate topic distribu-
tions for the two periods by querying the model with the respective subsets of messages,
use the topic distributions from the interaction period to make predictions about the fu-
ture behavior of users, and compare the predictions to the actual behavior in the evaluation
period.

Considering the substantial conceptual differences between addressive and non-addres-
sive communication, it stands to reason that they also have different roles in the social influ-
ence process, so we analyze the two kinds of communication separately. Separate topic dis-
tributions are estimated for addressive and non-addressive communication: the relationship-
topic distributions 6; represent addressive messages from user i to j, the actor-topic dis-
tributions 6;"° represent non-addressive messages sent by user i. From these two classes
of topic distributions, other distributions can be derived by post-hoc aggregation (see sec-
tion 4.2.3). Table 7.1 lists all topic distributions that are estimated from the messages of one
time period, describes the subset of messages they are computed from, and gives the sets of
senders S and recipients R they are aggregated over.

The type of aggregation that is performed in order to obtain 6;"", the topic distribution of
non-addressive messages received by i, depends on the social platform. Some platforms, like
Twitter and Facebook, let users explicitly declare their social relationships. On Twitter, non-
addressive messages authored by i are mainly visible to i’s followers, i.e., direct neighbors
in the explicit social graph Geyp = (V, Eexp), so we choose S = N;, R=V with N; = {x € V' :
(i, x) € Eexp}. When working with data from platforms that lack an explicit social network,
we treat messages with a high number of recipients as non-addressive. Any user j that has
sent at least one such message to i within the current time period is included in the set of
exposers P;. We choose S = P; and R = V. Facebook is a special case: While there is an
explicit network, and non-addressive messages are exclusively shown to direct neighbors in
the network graph, the exact dissemination process is unknown. Facebook uses a black-box
algorithm to decide which activities are shown to friends. We therefore adopt a mixture of
the two aggregation strategies presented earlier. If P; # @, then S = P;, otherwise S = N;.
In either case, R=V.

Due to the Bayesian nature of probabilistic topic models, the estimate of a topic distribu-
tion 0 is dominated by the prior distribution, unless there is a sufficient amount of evidence
against it. We define 07 as the topic distribution in the complete absence of data, which is the
mean of a Dirichlet distribution with parameter @, obtained by normalizing « to unit length:
07 = a/YX | ;. If the prior is a symmetric Dirichlet distribution, 67 is equivalent to the
uniform distribution. After optimizing an asymmetric prior  as part of the model fitting,
07 reflects the common characteristics of all topic distributions in the dataset. We use 67
as a representation of missing data. For the purpose of predicting human behavior, falling
back to the conceptual equivalent of the population average appears to be more appropriate
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Table 7.1: Topic distributions estimated from online communication data for use in the SCIM

definition S R
0"° non-addressive messages sent by i {iy v
6"" non-addressive messages received by i * *
Qlffj addressive messages from i to j {i} {j}
07>°  addressive messages sent by i {i} Vv
6" addressive messages received by i v {i}
0z  all non-addressive messages Vv Vv
0%  all addressive messages Vv Vv

than simply expressing the lack of knowledge by a uniform distribution.

7.1.2 The Predictive Model

The topic distributions of addressive and non-addressive communication are predicted sep-
arately. The act of prediction can be formulated as computing éf]ja for each edge from i to j
or HAIU "% for each node i, so that the Jensen-Shannon divergence (JSD) of the predictions and
the actual distributions 6}’ ;or 6."* in the evaluation time period is minimal. We define the
prediction 6 for an individual edge or node as a finite mixture of topic distributions 6% from
the interaction period with 1 < k < C (equation 7.1). For a given set S of edges (i, j) or nodes
(represented as pairs (i, i), the estimation of the coefficients ¢ that minimize the JSD can be
expressed as a convex optimization problem over [0, 1]°*K (equation 7.2). The convexity of
the function to be minimized follows directly from the convexity of the JSD (Burbea and
Rao, 1982), convexity of the ¢; and £, norm, and the composition rules for convex functions.

Cc-1
6= (ch ek) +cq 0% (7.1)
k=1
argmin > JSD(0: j, 01, 7) + A0 111 + 2216z (7.2)
.07 (ij)es
subjectto 0 < ¢x < 1forall1 <k <C,
0<69<1foralll<t<K,
C K

chZI,ZQtd:l

k=1 =1

The same model structure, as specified by equations 7.1, 7.2, is used for the prediction
of addressive and non-addressive communication, but the number of mixture components
% differs. Table 7.2 lists and defines a total of 15 components and names the subset of
messages they are computed from. Each component represents either inertia, indirect, or
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direct exposure, and is associated with a level of locality relative to the subject of prediction
(scope), as shown in figure 7.1. The four components at relationship scope are only used for
the prediction of addressive communication, the remaining 10 are present in both models.

Table 7.2: Mixture components of the SCIM (Hauffa et al., 2016)

definition role scope

6"°  non-addr. messages sent by i inertia personal
67>°  addr. messages sent by i inertia personal

07,  addr. messages from i to j inertia relationship
HK;(SI.) addr. messages from i to neighbors inertia environment
6>"  non-addr. messages received by i direct exposure personal
67>"  addr. messages received by i direct exposure personal

07,  addr. messages from j to i direct exposure relationship
GJ‘Z]’(Z.) addr. messages from neighbors to i direct exposure environment
0}’ **  non-addr. messages sent by j indirect exposure relationship
0}‘.1’3 addr. messages sent by j indirect exposure relationship
91’1](1.) non-addr. messages sent by neighbors indirect exposure environment
01‘:](1,) addr. messages sent by neighbors indirect exposure environment
0% all non-addr. messages indirect exposure medium

0¢ all addr. messages indirect exposure medium

64 estimated from data indirect exposure medium

Unlike the other components, 8% is not a per-node or per-edge constant, but a parame-
ter vector that is estimated from the data as part of the optimization process. It captures
all global effects of influence that are either not explicitly represented in the SCIM or not
directly observable, and as such complements 6. and 6¢, which represent the aggregated
observable behavior of the entire medium. The theoretical justification for a data-driven
mixture component is that it allows the model to attain a training error of zero if the in-
fluence process does not have any individual characteristics, i.e., affects the behavior of all
actors in the exact same way.

Similar to elastic net regularization for linear regression (Zou and Hastie, 2005), the ad-
ditive penalty term combines ¢; and ¢, regularization. A major difference to regularization
methods for linear regression is that the penalty is a function of the prediction 0 rather than
a function of the model parameters. The ¢; term penalizes non-sparse predictions 0 and thus
indirectly also promotes the sparsity of parameter vector #¢. It represents our knowledge
about the sparsity of the topic distributions generated by the ART. The ¢, term penalizes
predictions with large individual components and therefore makes the model prefer conser-
vative predictions that are closer to the uniform distribution. The regularization weights are
fixed at a value of A; = A; = 0.0001, which implies that the two terms contribute equally to
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the result.

The shorter the interaction period, the more likely it is not to contain any observed in-
teractions initiated by a particular person. In this case, the topic distributions of that person
are equal to 07, and do not contribute any information to the model. Ideally, the length of
the interaction period should match the speed of conversation flow within the medium. If a
medium is characterized by rapidly changing topics, we want to keep the interaction period
short. To compensate for the lower volume of observation data, we introduce a fallback
mechanism. In addition to the original interaction and evaluation periods of length n, topic
distributions are also computed for extended periods of length m > n. If a topic distribution
equals 67, it is substituted with the corresponding distribution from the extended period.
Instead of making the conservative assumption that a lack of observed interaction implies
a lack of knowledge about a person’s attitude, we assume that the attitude has not changed
since the last observation.

By defining the prediction as a mixture of topic distributions, we implicitly make assump-
tions about the nature of the influence process: Computing a single set of scalar coefficients
that globally minimizes the JSD for all nodes or edges corresponds to the hypothesis that all
nodes react in the same way to exposure from different parts of the social network, inde-
pendent of the topic or their individual social context. In other words, we assume that the
influence process is dominated by global, instead of individual or topical, characteristics.
While this model can only detect global effects of influence, i.e., effects that can be observed
to the same degree across the whole network, it is not limited to additive influence. Arbi-
trary dependencies between observed and future behavior can be learned, as long as they
can be expressed as linear combinations of the mixture components. Focusing on global
characteristics is expected to be detrimental to prediction accuracy, but is consistent with
our goal of learning about the social influence process at the network level.

7.1.3 Construction of the Social Neighborhood

The social neighborhood N(i) = (V;, E;, W;) of a node i is a node-weighted subgraph of the
social network graph (V, E). It is induced by an indicator function I; : V. — {0,1} and a
weight function W; : V.— R*, sothat V; = {v € V : [;(v) = 1} and E; = {(a,b) € E :
a € Vi Ab € V;}. Given normalized weights W/ (v) = W;(v)/ 2, ey, Wi(w), the neighborhood
mixture components 0y;) are computed according to equation 7.3. The temporal fallback
mechanism is applied in the following way: If a topic distribution involving a node v € V;
equals 07, it is replaced by the corresponding distribution from the extended interaction
period. If that distribution contains no information either, W;(v) is set to 0 and W, is updated
accordingly.

05 = Y W@ 07, 0% = > W) 02,
(7.3)

v (%
Vi Vi

ONG) = Z W/ (v) - 05° ONG) = Z W/ (v) - 65°
% v

Within the SCIM, the social neighborhood has a dual role as a source of direct and indirect
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exposure. By comparing the prediction accuracy of models with different I; and W;, we
aim to identify the neighborhood definition that, for any given node, produces a subgraph
that fulfills both roles best. As a source of direct exposure and influence on an actor, this
subgraph should closely match the group of people who are involved in that actor’s process
of opinion formation, similar to the concept of a peer group in sociology. The node weight
indicates how strongly a node is associated with that group, and how much it consequently
contributes to the collective attitude of its members. As a source of indirect exposure, the
neighborhood should be exposed to similar external and unobserved sources of influence as
the actor at its center. Homophily is one mechanism that links short path distance in the
social network graph and similarity of interests and preferences.

Before we can propose a set of candidate indicator and weight functions, we must ask
whether the social neighborhood should be derived from the explicit or the implicit social
network graph. Even though the explicit social network is a source of first-hand information
about a user’s social relationships, there are some downsides to using the explicit network
as the only source of information: Obviously, not all social platforms provide an explicit
network. Among the platforms that do provide explicit social edges, the user-visible effect
of establishing an edge varies substantially, and therefore the implied meaning of the pres-
ence or absence of an edge is different as well. The high temporal sparsity implies that the
presence of an explicit edge not as indicative of actual interaction as one would like. Just as
predicted by social network theory (see section 2.1.1), explicit and implicit network coexist,
and neither can be said to be the more faithful or “canonical” source of relationship infor-
mation. The proposed indicator and weight functions therefore make use of either source
of information, where available.

We implement and compare seven indicator functions and 29 weight functions, listed in
tables 7.3 and 7.4. One family of indicators is based on shortest path distance in the social
network graph. This is generally motivated by the principle of locality, and more specif-
ically by the results of Adamic and Adar (2003), who find that the path distance between
two nodes in a social network graph is inverse proportional to the similarity of their so-
cial contexts, which drops sharply and remains constantly low at a path distance of three
or above. Determining whether a relationship exists between two users of an online social
platform is not trivial: An explicitly declared relationship usually implies exposure to an-
other person’s non-addressive messages, but not necessarily mutual awareness, which is a
prerequisite for a social relationship. Addressive communication is a stronger indicator of
a social relationship, but a true social relationship might not be necessary for one person
to influence another. We therefore propose four separate indicator functions, which define
the neighborhood of i as the set of all nodes within a maximum distance of either one or
two from i, either in the explicit network graph or the implicit network graph induced by
addressive communication. The implicit network is treated as an undirected graph for the
computation of the path distance. In the analysis of social platforms that do not have an
explicit network, the corresponding indicator functions are omitted.

A second family of indicator functions attempts to identify cohesive social groups. As
social cohesion is expected to correspond to local density in the social network graph (New-
man and Girvan, 2004), an obvious candidate are cliques, i.e., fully connected subgraphs. A
simple indicator function picks the largest maximal clique (fully connected subgraph) con-
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Table 7.3: Neighborhood indicator functions of the SCIM

definition

network

nodes of distance 1 in explicit network
nodes of distance < 2 in explicit network

nodes of distance 1 in communication network
nodes of distance < 2 in communication network

communities

largest maximal clique

union of communities found by clique percolation
union of communities found by edge clustering

Table 7.4: Neighborhood weight functions of the SCIM

definition transformation
(optional)
constant -
network in-degree log(1 + x)
out-degree log(1 + x)
ratio of in- and out-degree (after log-tf.) -
number of neighbors shared with i -
PageRank -
betweenness centrality -
reciprocity score -
communities number of maximal cliques log(1 + x)
number of clique-based communities 1/(1 +x)
number of edge-based communities 1/(1+x)
number of clique-based communities shared with i -
number of edge-based communities shared withi -
communication number of addr. messages sent 1/(1+x)
number of non-addr. messages sent 1/(1 +x)
number of messages shared by others -
ratio of msg. being shared and non-addr. msg. sent -
content similarity of addr. messages to i -
similarity of non-addr. messages to i -
similarity of non-addr. messages to medium avg. 1-x

focus level
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taining i as its neighborhood. If there is more than one largest clique, an arbitrary choice
is made. A more principled approach is offered by the community detection algorithms de-
scribed in section 3.6.2. Communities may overlap, which matches the observation that a
person is usually member of many different social groups (Ahn et al., 2010). The indicator
functions for clique- and edge-based communities define the neighborhood of node i as the
union of the communities i is a member of. Here, and for all weight functions based on
clique and community membership, we use the implicit network graph, transformed to an
undirected graph after removing all unidirectional edges. The reasoning behind this choice
is that this graph is available for all social platforms, and is small enough so that all maximal
cliques and communities can be found in a reasonable time frame.

A weight function assigns a positive real value to any node j in the neighborhood of i. The
most simple weight function assigns uniform weight to all nodes, thus setting a baseline for
more complex functions. The other weight functions can be divided into three categories:
Functions of the first category derive the weight from structural properties of the social net-
work graph. Both the out- and the in-degree of j in the network graph represent j’s connect-
edness. Node degrees in the network graphs of online social platforms commonly follow a
power-law distribution. For example, this is known to be true for the Twitter follower graph
(Java et al., 2007). If highly connected nodes are selected by the indicator function, their
normalized weight will dominate the neighborhood. To investigate whether a more bal-
anced weight distribution yields a better neighborhood, the set of weight functions includes
both the actual degree d and its value after a transformation log(1 + d), which dampens the
weight of high degree nodes, as separate functions. The ratio of in- and out-degree (both
log-transformed, i.e., log(1 + di,)/log(1 + max{1, dyyt })) is also included as a commonly used
proxy measure of influence (Anger and Kittl, 2011).

Additional weights in this category are the number of common friends of i and j, the
PageRank and betweenness centrality of j, and the reciprocity score of i and j. The latter
takes on different values depending on how well the two nodes are connected in the ex-
plicit and implicit network graphs: 4 in case of a mutual explicit relationship and reciprocal
communication, 2 if there is reciprocal communication or a mutual relationship and unidi-
rectional communication, 1 in case of mutual relationship, and 0.5 otherwise. In the analysis
of social platforms that do not have an explicit network, the structural properties of the im-
plicit network graph are used instead, and the reciprocity score is omitted, as it depends on
the properties of both kinds of network. For social platforms with undirected explicit rela-
tionships (e.g., “friendship” on Facebook), the weights derived from out-degree and degree
ratio are redundant and are omitted as well.

The weights in the second category make use of community structure, in particular the
number of cliques, clique-based communities, and edge-based communities j is a member of.
The clique membership count is bounded above by the number of cliques in a graph, which in
turn has an upper bound that is exponential in the number of nodes. Analogous to the degree
weights discussed previously, we therefore include the log-transformed value as a separate
weight. Simultaneous membership in many communities may indicate a well-connected and
thus highly influential person, but the behavior of a person bridging many communities is
unlikely to be representative for any particular community. To account for both possibilities,
we provide separate weight functions for the actual number of communities n and its inverse
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1/(1 + n). Another weight in this category is the number of shared communities of i and j.

The third category contains weights that represent the communication behavior of j.
Some weights are based on communication statistics, such as how often the messages of
j are shared by others within the interaction period, the overall communication volume as
represented by the number of non-addressive messages sent by j, the number of addressive
messages exchanged between i and j, and the ratio of messages shared by others to non-
addressive messages sent. Since a high communication volume might be due to automated,
repetitive, or otherwise irrelevant messages, we also include weight functions based on the
inverse message volume.

The remaining weights are derived from the content of communication, as represented
by the topic distributions of i and j: Similarity of non-addressive communication of i and j
(defined as 1 — JSD(6;"*, 0;"3)), similarity of addressive communication (comparing 6% of
i and j), as well as similarity and distance of non-addressive communication of j and the
aggregate topic distribution of the medium (comparing 6™* and ;). The topical similarity
and distance weight functions always take on a value of zero if one of the involved users
is inactive. The final weight function is the focus level, which is defined as the sum of all
components of 0}1’5 at the 90th percentile or above, scaled to the interval [0, 1]. This can be
interpreted as a measure of the sparsity of the topic distribution.

7.1.4 Theoretical Properties

Feil (2014) proposes a model of topical information diffusion and analyzes its theoretical
properties. This diffusion model complements the SCIM in the sense that it provides a con-
trolled environment that operates exactly according to the assumptions of the SCIM. Study-
ing this environment allows us to draw conclusions about the properties of the SCIM under
ideal conditions. The model describes the flow of non-addressive communication within a
directed social network graph G = (V,E) and its effect on the internal state of the actors.
Like in the Twitter follower graph, an edge towards an actor represents a “subscription” to
the messages written by that actor, i.e., information flows in the opposite direction of the
edges.

For each actor i € V, let §;(0) € RK denote the initial topic distribution, w; € R} an
arbitrary, positive weight that represents the strength of the influence i exerts on others,
and N;" and N; the set of neighbors along outgoing and incoming edges, respectively. A
global parameter a € (0, 1) specifies the receptiveness of the actors to influence. At time
t > 0, each actor i transmits messages with a topic distribution 0;(¢) to N; . The actors’ topic
distributions are updated accordingly:

0t +1)=(1-a)-0,(t)+a- 2; S w0

JjEN] Vi JEN/

We assume that V;cy : [N;f| > 0, so that the value of the update equation is never undefined.
This equation defines future behavior as a mixture of inertia and direct influence, without
any effects of external influence. An equivalent update rule for the entire graph can be
defined as follows: Let ©(¢) be a |V| x K matrix, where the i-th row is given by 6;(t). Let A
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—ZkeN; o if (i, j) € E, 0 otherwise, i.e., the adjacency matrix

of G weighted by w; after row-wise normalization. The update rule is given by:

be a |V| x |V| matrix with A; ; =

O(t+1)=P-0(t) with
P=(1-a)-I+a-A

The matrix P is stochastic, since it is a convex combination of two stochastic matrices.
Consider the homogeneous Markov chain M with state space V and transition matrix P. P
can be interpreted as the adjacency matrix of a weighted graph Tp, the transition graph of
M. An unweighted graph with the same adjacency can be obtained by adding a loop edge to
every node in G. Therefore, if G is strongly connected, so is Tp. Since the transition graph
is strongly connected, and each node has a loop edge with strictly positive weight, M is
irreducible and aperiodic. It follows that M has a unique stationary distribution 7, given
by the rows of lim;_,. P’. © has the closed form representation ©(t) = P! - ©(0). Since P’
converges, so does O(1):

e = lim O(t) = lim (P 6(0)) = (lim P'}-€0) = [z" ... T]"-0(0)

The topic distributions of all actors converge to the same limit 0* = ;. 7;0;(0), a convex
combination of the initial topic distributions. One can show by simple algebraic manipula-
tion that 77 - P = 27 & z7 - A = 77, so 6* does not depend on «, and is only determined
by the initial topic distributions, the structure of the graph, and its edge weights. However,
«a affects the rate of convergence. By comparing the eigenvalues of A and P, we can bound
the second largest eigenvalue of P: ;| < 1 — a - (1 — |A3]), where y, and A, are the second
largest eigenvalues of P and A, respectively. Convergence is faster for higher values of «
and lower |A,].

The convergence of all actors’ behavior to the same point in the chosen representation
space occurs analogously in the autocorrelation model of Friedkin and Johnsen (1999), which
aims to describe the process of opinion formation within isolated groups. Since we do not
observe this kind of global convergence in the collected social media data, we have to assume
that the process that would otherwise lead to convergence is continuously perturbed by
external influence. The diffusion model can be extended accordingly. We introduce a global
parameter f € (0, 1) that specifies the ratio of internal to external influence. The new update
rule for the entire graph is:

O(t+1)=0Q-0(t)+=Z(t) with
O=010-a)-I+af-A
E(t) = a(1 - B) - (1)

©°*!(t) represents the external influences that affect each actor at time ¢t. If § < 1, Q is
sub-stochastic (row sum less than 1), so lim;_,o, Qf = 0. The closed form of the update rule
is:

t—1
o(t)=Q"-0(0) + Y 0" -E(t - i)
i=0
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With these modifications, ©(t) does no longer converge, and the impact of the initial topic
distribution, as well as the effect of external influence at a particular point in time, vanishes
over time due to the convergence of Q! to zero. The weighted adjacency matrix A has a
constant effect on the process of information dissemination.

The topical model of information diffusion defined here incorporates the effects of inertia
and direct influence. Its parameters are per-edge influence probabilities and two mixture
coefficients that globally control the balance of inertia, internal influence, and external in-
fluence. The model can be used to generate longitudinal sequences of observations with
known asymptotic properties. The SCIM performs the opposite task: given longitudinal ob-
servations, we aim to recover parameters of the underlying influence process. The effect of
social network structure and individual influence strength on the diffusion process further
motivates our search for salient neighborhood definitions. Due to its fixed window size, the
SCIM is unable to learn about the ratio of internal to external influence, which only manifests
in the amount of time for which information is preserved. Given that continued external in-
fluence is required to keep the model from converging, the effect of external influence may
be stronger than predicted by the hypothesis of locality.

7.2 Experiment Design

A basic prediction experiment for the evaluation of the SCIM on actual social media data can
be defined as follows: Since predictions for addressive and non-addressive communication
are made by different variants of the SCIM, the first step is to construct separate candidate
sets of edges and nodes. An edge (i, j) or a node i of the implicit social network graph is
eligible if there are observed interactions in both the interaction and the evaluation period,
that is, if 0! or 6" differ from 67 in both periods, after applying the fallback mechanism
if necessary. The candidate sets are then randomly split into training and test sets of equal
size.! After parameter estimation on the training set, each model is evaluated on the test
set by comparing the prediction to the actual interactions in the evaluation period. This
basic experiment, visualized in figure 7.2, is performed repeatedly to exhaustively test all
combinations of the following five experiment parameters:

Dataset We analyze data from the three online social platforms presented in chapter 3:
Twitter, Facebook, and e-mail, represented by the Enron and HackingTeam collec-
tions. The HackingTeam collection contains e-mails in English and Italian language.
Since topic models cannot directly handle multilingual text corpora, we separate the
messages by language and analyze the two subsets separately. Due to limited com-
putational resources, the analysis of Twitter data is restricted to a 30 000 user subset,
further excluding another 3 000 users, whose data served as a development set for
hyper-parameter tuning. The other datasets are analyzed in full.

1 Obviously, this strategy is only applicable to the analysis of historical data. In a true prediction setting, where
data from the interaction and evaluation period is used for parameter estimation, and the resulting model is
applied to the prediction of events in a third, yet unseen period, we expect a higher generalization error.
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parameter
fitting
training set EEEm— model
active . .
edges / nodes wp‘llt *
test set prediction

compare

Figure 7.2: Basic SCIM prediction experiment

Time period length The SCIM learns to express future behavior as a mixture of past ob-

servations, so the length of the interaction and evaluation period should match the
speed of conversation flow. If the interaction period is too long, the observed inter-
actions will include outdated information that is no longer useful for explaining the
behavior in the evaluation period. If the interaction period is too short, the number of
observed interactions will be too low for the robust estimation of topic distributions.
Using shorter periods may also introduce bias towards the characteristics of users who
frequently send messages. For instance, active users are also more frequently exposed
to other users’ actions, and thus might be generally more susceptible to influence.

Interaction and evaluation period always have the same length. Appropriate values
can be derived from the temporal analysis of the social media datasets in section 3.5.2:
Period lengths of 14 and 2 days match the experimentally determined typical time
scales of interaction, while a length of 5 days is included as an intermediate value. One
could make a case that the temporal dynamics of social media require periods even
shorter than 2 days, but a lower bound is imposed by the sparsity of activity within the
network. When discretizing time into intervals of equal length, not all nodes and edges
will have at least one associated message in each interval. A node or edge is eligible
for a prediction experiment if there is activity in the interaction and evaluation period.
Table 7.5 shows the ratio of eligible nodes and edges in each dataset, averaged over the
different observation dates (defined below). A more fine-grained analysis may require
adaptation of the SCIM to a different temporal discretization scheme. The length of
the extended time period of the fallback mechanism is always 14 days, so fallback is
effectively disabled for experiments with 14 day interaction and evaluation periods.

Observation date This refers to the point in time that marks the end of the interaction pe-
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riod and the beginning of the evaluation period. The motivation behind varying the
observation date is testing the stability of the model over time. Although there may
be circumstances which make future behavior easier to predict, e.g., an the upcom-
ing release of a big-budget movie, which is likely to generate social media buzz with
clearly recognizable influence patterns, in general one would expect the prediction
accuracy not to depend on the observation date. Similarly, the mixture coefficients
should exhibit low variability across the different observation dates. Three equidis-
tant dates within a time frame of eight weeks (see section 3.5.3) were chosen so that
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Table 7.5: User activity on different social platforms after temporal quantization

nodes activity edges activity
2 days 14 days 2 days 14 days
Twitter 30000 38.5% 63.1% 3877963 0.02% 0.16%
Facebook 16 834 1.9% 8.2% 1221273 >0.01% 0.02%
e-mail (HT-en) 60 5.0% 20.6% 770 3.12%  32.90%
e-mail (HT-it) 60 2.8% 31.1% 950 1.61%  35.93%
e-mail (Enron) 158 1.5% 21.3% 483 0.14% 13.73%
14 14 14 14
5 5 5 5

-
v

b

14 14

Figure 7.3: Interaction periods (solid) and evaluation periods (dashed) of the SCIM experiments
(adapted from Koster, 2013)

there is no overlap: The end of each of the longest evaluation periods coincides with
the beginning of the subsequent interaction period. Figure 7.3 illustrates the possible
combinations of observation date and time period length. Note that even though we
analyze each pair of interaction and evaluation period independently, the observa-
tional data as a whole can be viewed as time series of topic distributions, comparable
to those used in the micro-level experiments.

Relationship type This parameter is only used in prediction experiments involving ad-
dressive communication on a social platform with explicit relationships. When se-
lecting edges for training and evaluation, the parameter controls whether any edge of
the implicit social network graph is eligible, as long as there are observed interactions
along the edge within both time periods, or if a corresponding edge in the explicit
social network graph is required as well. The presence or absence of an explicit rela-
tionship affects the visibility of messages in a platform-specific way. Furthermore, a
relationship that has been explicitly declared may exhibit different patterns of social
influence than an implicit relationship formed by interaction.

Neighborhood The social neighborhood is defined by the combination of an indicator and
a weight function, as discussed in section 7.1.3.
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When designing the SCIM, one goal was to minimize the number of assumptions about
the nature of the influence process that are explicitly built into the model. In consequence,
we expect the model to be highly expressive, in the sense that the model parameters and
experiment parameters span a large space of hypotheses about the inner workings of social
influence. After providing evidence that the SCIM actually learns about the influence pro-
cess, we perform explorative statistical analysis to narrow down this hypothesis space by
identifying the subset of parameters that consistently affect the prediction accuracy. Specif-
ically, we pose the following questions to the experimental results:

1. Baseline predictors provide the necessary context for the interpretation of the predic-
tive performance of the SCIM. Can the SCIM outperform trivial baseline models, thus
demonstrating its capability to learn about the influence process?

2. To what degree does the SCIM’s performance depend on a single experiment param-
eter or combinations of multiple parameters? In particular, what is the effect of the
neighborhood definition, and is there a set of neighborhoods that consistently outper-
forms all others?

3. Each prediction experiment yields a set of SCIM mixture coefficients, which can be
interpreted as an explanation of the influence process that fits the observed data. How
stable are these characteristics across the experiments, i.e., is there a single explanation
that generally works well?

We compare the SCIM to three baseline predictors to verify that its parameters actually
represent non-trivial information about the influence process. The first baseline method
makes a prediction by random draw from a Dirichlet distribution with the same parameter
vector a as the Dirichlet prior of the document-topic distributions in the ART model. Per-
forming worse than random chance would constitute a lack of evidence for the fundamental
model assumption that future behavior can be explained by a combination of inertia and
exposure to the behavior of others. The second baseline method always outputs 67, i.e., the
topic distribution fully determined by the prior distribution, as the prediction. Not outper-
forming this baseline would indicate insufficient data: Observed interactions are infrequent
or contain too little information, so the resulting topic distributions are too close to 67, and
the generalization error of the SCIM exceeds the bias of a model that always predicts 67.
The third baseline method outputs the topic distribution corresponding to observed current
behavior, i.e., 91." >S in case of non-addressive and Hlff . in case of addressive communication, as
a prediction of future behavior. This can be seen as a model of social influence fully driven
by inertia. Failing to outperform this baseline would be evidence against exposure as the
mechanism by which influence is received, but also against the assumption of locality: If
influence is mainly exerted by actors outside of the observed medium, the local exposure
captured by the SCIM has little explanatory value.

Given these baseline predictors, the first two questions can be addressed by statistical eval-
uation of the experimental results using ANOVA (Doncaster and Davey, 2007) in conjunction
with a post-hoc test. Given a set of entities (sampling units) with associated measurements,
ANOVA (“analysis of variance”) is a statistical method for attributing the variation of these
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measurements to discrete properties of the entities (factors). Between-subjects factors are
properties that differ from sampling unit to sampling unit, while a within-subjects factor cor-
responds to taking multiple measurements of the same unit under different circumstances.
To determine the effect of the experiment parameters on prediction accuracy, we propose
an ANOVA design where selected parameters are treated as between-subjects and within-
subjects factors, individual nodes or edges are the sampling units, and the prediction error
is the response variable. The experiment parameters chosen as between-subject factors are
time period length, observation date, and relationship type, while the neighborhood defini-
tion is the single within-subjects factor. We use a factorial ANOVA design that can detect
the effects of individual factors (main effects) as well as joint effects of multiple factors (in-
teractions).

In the context of ANVOA, a sample (or group) is a set of sampling units that are homo-
geneous with respect to the between-subject factors. ANOVA requires one sample for each
combination of factor levels (the possible values of a factor), and its statistical power bene-
fits from equally sized samples. Furthermore, the samples have to be mutually disjoint. The
candidate sets of the basic prediction experiments are constructed accordingly: If a node
or an edge is eligible for membership in the candidate set of multiple experiments, its is
randomly assigned to a particular one, effectively partitioning the dataset. Afterwards, all
candidate sets are shrunk to the size of the smallest set by randomly discarding members in
order to obtain a balanced design that is more robust to violations of the model assumptions
(Doncaster and Davey, 2007, pp. 237). Due to the partitioning, this procedure requires a
large overall sample size in order to retain a sufficient sample size for each combination of
factor values. Therefore, we perform the full ANOVA procedure for the Twitter dataset only.
For the smaller datasets, we simplify the ANOVA design by dropping all between-subjects
factors, and only testing the effect of the neighborhood definition for a single, manually
chosen combination of the other parameters. Specifically, we only analyze the results of
experiments using data from the most recent observation date, a period length of 14 days,
and the most inclusive relationship type, if applicable.

The full ANOVA procedure is performed twice: Initially, we include the results of the
baseline predictors by treating the baselines as additional levels of the neighborhood defini-
tion factor, in order to be able to test individual neighborhoods for a significant improvement
over the baselines. Then the procedure is repeated without the baseline results to investigate
the effect of the experiment parameters on prediction accuracy. The simplified procedure
always includes the baseline results.

To improve interpretability, the experiment results are filtered before performing ANOVA.
We only keep the results of an experiment when there is evidence that the SCIM has success-
fully learned about the influence process. In addition to the three baseline predictors dis-
cussed previously, we introduce two new baseline models, restricted variants of the SCIM,
which are only used for filtering the experiment results, specifically, to assess the explana-
tory value of the fitted coefficients and the neighborhood definitions. In the first variant,
the coeflicients are fixed to assign uniform weight to all components except 64: c1.(c-1) =
1/(C = 1),¢q = 0. In the second variant, the coefficients are determined as usual, but the
neighborhood is always empty. If a neighborhood definition does not consistently outper-
form these SCIM variants and the three baseline predictors across all combinations of ex-
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periment parameters, the results of all experiments using this neighborhood are discarded.

Due to the high number of combinations of indicator and weight function that make up the
set of possible neighborhood definitions, treating the choice of neighborhood as a between-
subjects factor, and partitioning the dataset accordingly, would require an infeasibly large
amount of data. Therefore, we perform experiments with different neighborhood defini-
tions, but otherwise identical experiment parameters on the same sample, which can be
viewed as taking repeated measurements of each sampling unit. Regular ANOVA with re-
peated measurements (rmANOVA) requires sphericity, i.e., the homogeneity of variances of
the pairwise differences between repeated measurements (Doncaster and Davey, 2007, pp.
183). The more repeated measurements are taken, the more likely is a violation of spheric-
ity. This potential problem can be avoided by formulating the experiment as a MANOVA
design, which, in contrast to ANOVA, admits multiple response variables. Each repeated
measurement is treated as an additional response variable (O’Brien and Kister Kaiser, 1985).
By providing equally sized samples with a sample size that exceeds the number of repeated
measurements, we expect the design to be robust to potential violations of the model as-
sumptions, including multivariate normality (O’Brien and Kister Kaiser, 1985).

MANOVA is negatively affected by multicollinearity of the response variables (Grice and
Iwasaki, 2007). In the context of the SCIM experiments, the most likely sources of mul-
ticollinearity are neighborhood definitions that produce highly similar neighborhoods for
many nodes, particularly definitions that often produce empty neighborhoods. Since the
neighborhood is the only point of distinction between two experiments with the same data
and experiment parameters, the prediction results will be highly correlated, and MANOVA
may fail to detect effects involving the within-subjects factor. We attempt to avoid this issue
by designing the indicator and weight functions so that they produce a non-empty neigh-
borhood for the majority of candidate nodes and edges.

The repeated measurements design suffers from two general limitations: First, one cannot
test for interaction of individual sampling units with the within-subject factor (Doncaster
and Davey, 2007, p. 29), which mirrors the implicit assumption of the SCIM that each neigh-
borhood definition works equally well for all members of the social network. If the effect of
the choice of neighborhood varies from person to person, it may be erroneously reported as
not significant. Second, we test whether the choice of neighborhood has a significant effect
on the prediction accuracy, but the test cannot directly identify individual neighborhood def-
initions that perform significantly better than others. We address this second issue by means
of post-hoc testing. We first perform Tukey’s HSD test to find all pairs of neighborhood def-
initions with significantly different mean prediction error. Then we construct homogeneous
subsets, i.e., sets of neighborhood definitions in which no member differs significantly from
any other. The construction is equivalent to finding the cliques in an undirected graph, if
the nodes correspond to neighborhood definitions, and the presence of an edge indicates
absence of a significant difference. In addition, by computing the weakly connected compo-
nents of that graph, it is possible to test for the existence of non-overlapping subsets, which
are significantly distinct from each other. Ranking the subsets by mean accuracy identifies
the subset of neighborhoods that generally perform best across all combinations of the other
parameters. By including the results of the three baselines in the post-hoc test, we can test
for a significant performance improvement over the trivial predictors.
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In the ANOVA design described here, all between-subject factors are fixed effect factors.
The observation date would usually be modeled as a repeated measurement or a random
effect factor, as the chosen levels are representative for a large range of possible dates, and
any significant effect would be expected to be replicable for a different choice of dates. How-
ever, to avoid the difficulties in modeling and interpretation that are associated with multiple
within-subject factors, we treat it as a between-subject fixed factor. This reduces the gener-
ality of the ANOVA results to a certain extent (Doncaster and Davey, 2007, pp. 16): Instead
of testing for the presence of an effect that is consistent over all possible factor levels, only
those levels that are explicitly entered into the model are tested. Since we are repeating the
experiment at different observation dates with the specific goal of assessing the stability of
prediction accuracy over time, this is an acceptable trade-off. Any significant effect has to
be treated as evidence for a time-dependency that requires further investigation.

Guided by the results of ANOVA, we then attempt to answer the third question via purely
descriptive statistics. The post-hoc test yields the set of best-performing neighborhood def-
initions. For each coefficient of the SCIM, we compute mean and standard deviation over
all experiments that use one of the neighborhood definitions in that set. We also compute
these descriptive statistics for groups of coefficients corresponding to the roles and scopes
defined in table 7.2. The coefficient mean can be interpreted as the explanatory value of the
mixture component, while the standard deviation indicates how consistently the component
contributes information to the model across the different experiments.

7.3 Results

We repeatedly perform the basic prediction experiment for all combinations of experiment
parameters. The experimental results are evaluated with one of the two proposed statistical
procedures, depending on the size of the dataset: The Twitter dataset and its variants are
sufficiently large, so that the effects of all experiment parameters on the results can be de-
termined using the full ANOVA procedure. The other, smaller datasets require a simplified
ANOVA design that is limited to analyzing the effect of the choice of social neighborhood.
Since the results of the different ANOVA procedures are not directly comparable, we start
with an in-depth analysis of the Twitter dataset, and then conduct a more shallow, compar-
ative analysis of all datasets that aims to identify common characteristics of influence across
different social platforms.

7.3.1 Twitter

Given the experimental results, the first step of the analysis is to eliminate neighborhood
definitions that do not consistently outperform the baselines. ANOVA is performed on the
results of the remaining experiments. In the analysis of non-addressive communication,
81.3% of neighborhood definitions are filtered out. In preparation for ANOVA, the set of
sampling units is partitioned into 9 samples of size 261. Table 7.6 summarizes the between-
and within-subject effects. In the analysis of addressive communication, 82.3% of neigh-
borhood definitions are filtered out. The sampling units are partitioned into 18 samples
of size 261, and the between- and within-subject effects are summarized in table 7.7. The
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level of significance is indicated by one or more asterisks, where one asterisk corresponds to
p < 0.05,two top < 0.01 and three to p < 0.001. The reported significances are according to
Pillai’s trace, which is considered to be a robust test statistic even in designs with low sam-
ple size. We note that here and in the following applications of ANOVA, two other common
test statistics, Wilk’s lambda and the Hotelling-Lawley trace, consistently yield the same
significance level. A fourth statistic, Roy’s largest eigenvalue, tends to favor higher-order
interactions. Following the advice of Carey (1998), we choose to disregard effects that are
only significant according to Roy’s statistic.

The presence of higher-order interactions makes lower-order interactions and main ef-
fects harder to interpret: ANOVA does not admit any conclusion as to whether a significant
lower-order effect is meaningful on its own or is already adequately explained by a higher-
order interaction. Conversely, interactions may also cause meaningful lower-order effects
to appear as not significant.

For both types of communication, there is a significant three-way interaction involving
the within-subject factor neighborhood definition and the between-subject factors observa-
tion date and time period length, and also a significant two-way interaction of neighborhood
and time period length. This indicates that the utility of some or all of the neighborhood
definitions varies over time and is also dependent on the length of the interaction period.
The interaction of neighborhood and time period length is particularly interesting, as it sug-
gests that influence processes at different time scales involve different substructures of the
network graph. In the case of addressive communication, the two-way interaction of neigh-
borhood and observation date is significant as well. This interaction is harder to interpret: It
implies that the utility of a neighborhood definition for the prediction of addressive com-
munication is not constant over time. We suspect that this is related to the fact that, as
established in section 3.5.2, people rarely communicate via a constant stream of messages,
but rather in bursts of activity between longer periods of silence. The utility of a neigh-
borhood may therefore depend to a certain degree on the temporal activity patterns of its
members. For both types of communication, the choice of neighborhood has a significant
effect on its own, which is analyzed further via a post-hoc test.

We also test if the presence or absence of an explicit edge between two users (i.e., the
relationship type) has an effect on the predictability of their addressive communication be-
havior. There are two weakly significant interactions (p < 0.05) that involve the relationship
type, a three-way interaction with observation date and time period length, and a two-way
interaction with time period length, but there is no significant main effect. The relationship
type is a mensurative factor, in that it is predetermined by the data, and user pairs cannot
be randomly assigned to a specific factor level. For that reason, the significance test for this
factor is subject to confounding by unobserved covariates (Doncaster and Davey, 2007, p.
18). Considering the weak significance of the interactions, the absence of a significant main
effect, and the potential for confounding, we do not feel justified in drawing any conclusions
about the role of the relationship type from these results.

Figure 7.4 plots the effect of time period length on prediction error for non-addressive and
addressive communication. In the case of non-addressive communication, one can observe
a clear trend towards lower error with longer time periods. No such trend is visible for
addressive communication. As becomes apparent in the following analyses, non-addressive
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Table 7.6: Between- and within-subject effects for non-addressive communication (Twitter)

factors df.  stat. F df.1/2 p
intercept 1 0841 12332.37 1/2340 < 0.001**
observation date 2 0.001 1.66 2/2340 0.190
period length 2 0.042 50.72 2/2340 < 0.001 ***
observation date X 4 0.004 2.31 4/2340 0.055
period length
neighborhood 1 0.086 5.86 37/2304 <0.001***
neighborhood x 2 0.037 1.19  74/4610 0.131
observation date
neighborhood x 2 0.041 130  74/4610 0.046 *
period length
neighborhood x 4 0.080 1.28 148 /9228 0.013*
observation date X
period length

communication is driven by inertia to a large extent, so communication patterns are likely
to be stable over longer periods of time. This concludes the interpretation of the ANOVA
results.

The choice of neighborhood has a significant effect on the prediction accuracy. This effect
can be characterized in greater detail by performing a post-hoc test. Tukey’s HSD test iden-
tifies significant pairwise differences among the marginal prediction errors associated with
the neighborhood definitions. Considering the presence of significant interactions between
neighborhood and other factors, one has to consider that the test is insensitive to neighbor-
hood definitions that perform above average on specific combinations of between-subject
factor levels, and below average on others. We choose to ignore this issue and, in analogy
to the initial filtering of the experiment results, focus on identifying neighborhood defini-
tions that generally perform well across different combinations of experiment parameters.
For both types of communication, the test yields a high number of homogeneous subsets at
significance level @ = 0.01. All neighborhood definitions that pass the initial filtering also
significantly outperform the baseline methods. Apart from the baselines, which reside in
individual subsets of cardinality one, all subsets overlap. In other words, there is no single
neighborhood or group of neighborhoods that significantly outperforms all others, but a
gradual decline in performance from the best to the worst neighborhood definition. While
the test allows us to identify a best subset, we cannot eliminate the remaining subsets as
strictly inferior.

Table 7.8 lists the neighborhood definitions in the best-performing homogeneous subset
for non-addressive and addressive communication. Membership in the best subset is evi-
dence for a neighborhood’s utility in the prediction of future communication behavior. At
this point we cannot determine whether the utility of a particular neighborhood is due to its
ability to identify sources of direct, indirect, or both kinds of exposure. However, the indi-
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Table 7.7: Between- and within-subject effects for addressive communication (Twitter)

factors d.f. stat. F df.1/2 p

intercept 1 0.89539 40059.47 1/4680 <0.001**

observation date 2 0.00070 1.63 2/4680 0.196

period length 2 0.00150 3.53 2/4680 0.030 *

relationship type 1 0.00002 0.12 1/4680 0.734

observation date X 4 0.00021 0.24 4/4680 0.914
period length

observation date X 2 0.00088 2.06 2/4680 0.127
relationship type

period length x 2 0.00172 4.02 2/4680 0.018 *
relationship type

observation date X 4 0.00211 2.47 4/4680 0.042 *
period length x
relationship type

neighborhood 1 0.03437 4.72 35/4646 < 0.001***

neighborhood x 2 0.02606 1.75 70/9294 < 0.001
observation date

neighborhood X 2 0.02162 1.45 70 /9294 0.008 **
period length

neighborhood X 1 0.00683 0.91 35/ 4646 0.616
relationship type

neighborhood X 4 0.04745 1.59 140/18596 < 0.001 ***
observation date X
period length

neighborhood X 2 0.01496 1.00 70 /9294 0.476
observation date X
relationship type

neighborhood % 2 0.01732 1.16 70 /9294 0.171
period length x
relationship type

neighborhood X 4 0.03158 1.06 140/ 18596 0.306

observation date X
period length x
relationship type
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Table 7.8: Best homogeneous subsets of neighborhood definitions (Twitter)

indicator weight non-addr. addr.

explicit network, constant v v
distance 1 out-degree (tf.) v

number of shared neighbors v
reciprocity score
number of clique-based communities (inv.)
number of shared edge-based communities
number of addr. messages (inv.)
similarity of non-addr. messages
similarity to medium avg.
focus level

SN NN NN

explicit network, constant v
distance 2 number of shared neighbors

reciprocity score
number of clique-based communities
number of shared edge-based communities v
similarity of addr. messages
similarity of non-addr. messages
similarity to medium avg.
focus level

&
NN

SNIENENENEN

communities, number of shared neighbors
clique-based

communities, constant
edge-based out-degree (tf.)

ratio of in- and out-degree
number of shared neighbors
reciprocity score
number of maximal cliques
number of shared edge-based communities
similarity of non-addr. messages
similarity to medium avg.
similarity to medium avg. (inv.)
focus level

NN N N N N NENENEN
<
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Figure 7.4: Effect of experiment parameter time period length on prediction error (Twitter)

vidual contributions of indicator and weight function to the overall utility of a neighborhood
can be identified to some extent: If a particular indicator function appears in the best sub-
set in conjunction with the constant weight function, this constitutes a lack of evidence for
the benefit of the other, more sophisticated weighting schemes. Most of the utility of the
neighborhood definition must then be attributed to the selection of nodes by the indicator
function.

For both types of communication, the explicit network provides more information to the
predictor than the implicit communication network, and edge-based communities are more
informative than cliques and clique-based communities. The best subset for non-addressive
communication contains the indicator functions “distance one in the explicit network” and
“edge-based communities” in combination with the constant weight function. The predictor
can also make use of the larger set of nodes of distance two in the explicit network graph
when paired with weighting by the number of shared neighbors or communities, which
hints at the importance of socially cohesive local subgraphs. The prediction of addressive
communication also benefits from selecting a larger set of nodes from the explicit graph, but
there is no evidence for a beneficial effect of weighting. Edge-based communities do benefit
from weighting by number of shared neighbors and communities. Weights that appear to
be generally useful are the number of shared neighbors, the reciprocity score, the number
of shared edge-based communities, content-wise similarity, and the focus level. A possible
explanation is that locally dense, topically homogeneous neighborhoods are indicative of
homophilous attachment, and derive their predictive value mainly from being sources of
indirect exposure.

Conversely, one can look at the indicator and weight functions that do not pass the ini-
tial filtering step for most or all combinations of experiment parameters, and are therefore
unlikely to build a neighborhood that is useful to the predictor. Complementary to the com-
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Figure 7.5: Mean prediction error of the SCIM compared to the baseline predictors (Twitter)

position of the best subset, indicator functions based on the communication graph do not
perform well. This includes the indicator functions “largest maximal clique” and “clique-
based communities”, which use cliques of the communication graph. Given that on Twitter,
by design, non-addressive surpasses addressive communication in volume, the correspond-
ing neighborhoods may be too small and too sparsely connected to be useful. This would
imply that communities either rarely manifest as fully connected subgraphs in the com-
munication graph, or require a longer interaction period to be visible as such. Looking at
weight functions that are frequently eliminated, independent of the type of communication,
we find that message volume statistics, such as the number of sent messages or the number
of times a message is shared by others, have low utility for the prediction task. The untrans-
formed number of followers or friends is eliminated much more often than the logarithm
of the counts, which supports our intuition that a high number of friends does not linearly
translate to a high degree of influence.

Figure 7.5 compares the mean prediction error of the best homogeneous subset to the
three baseline predictors. The SCIM outperforms all three baselines, with a 10% improve-
ment over the best performing baseline in the case of non-addressive communication, and
a 15% improvement for addressive communication. The constant baseline predictor per-
forms much better for addressive than for non-addressive communication, which indicates
a generally higher entropy of the topic distributions, likely related to the temporal sparsity
problem discussed in section 3.5.3. The SCIM is consistently able to learn about the influence
process under varying experimental conditions and make predictions with above-baseline
accuracy. We interpret the improvement in prediction accuracy of the SCIM over a baseline
model as its gain in explanatory capability.

The remaining error can be partitioned in terms of the bias-variance decomposition: Bias
refers to error caused by the inability of an overly simple model to fit to the data. Con-
versely, variance refers to overfitting, i.e., the inability to generalize due training on data
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Figure 7.6: Mixture coefficients of the SCIM experiments in the best subset S (Twitter)

that is insufficient in volume or quality. Outside of synthetic problems, a certain amount of
irreducible error exists independently of the complexity of the model and the quality and
amount of training data. Because of its low parameter count and linear nature, the SCIM is a
high-bias, low-variance model. Compared to the error caused by insufficient observational
data, we expect that a much larger part of the error can be attributed to properties of the
influence process that the SCIM, by design, cannot represent, such as individual differences
in the reaction to the different types of exposure. Furthermore, the SCIM does not account
for the effects of other cognitive processes besides social influence. However, there is evi-
dence for the existence of general, learnable characteristics of the influence process, which
validates the modeling assumptions of the SCIM and motivates the following analysis of the
mixture coefficients.

Figure 7.6 visualizes the mixture coefficients as a tree, where each leaf corresponds to a
coefficient, and the parent nodes represent either role or scope as listed in table 7.2. The
line width is proportional to the mean value of the coefficient across all experiments in the
best subset, while the lightness of the color is proportional to the ratio of mean and standard
deviation: Minimum lightness corresponds to a standard deviation of zero, and maximum
lightness to a ratio of one or above. The darker the color, the less affected is the coefficient
by variation of the experiment parameters.

The basic mechanism of influence, as learned by the SCIM, is the same for addressive and
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non-addressive communication. Both are clearly driven by inertia to a large degree, and
exhibit a surprisingly small effect of direct exposure. According to the principle of locality it
should be a strong source of influence, yet the corresponding coeflicients are close to zero.
The effect of indirect exposure from the neighborhood is in proportion with our expecta-
tions. It follows that the social neighborhood derives its predictive utility almost exclusively
from its ability to capture the effects of strong unobserved influencers. Most of the remaining
weight is assigned to the data-driven component ¢, hinting at the presence of strong influ-
encers that uniformly act upon the whole network, but are either not directly observable or
not covered by any of the proposed neighborhood definitions. Non-addressive communica-
tion is mainly influenced by other non-addressive communication, and the same pattern is
visible in slightly weaker form for addressive communication. Non-addressive communica-
tion is mainly driven by inertia, with the content of past non-addressive messages carrying
more predictive value than any other component, while in the case of addressive commu-
nication, indirect exposure has a higher predictive value. A notable general effect is that
components that aggregate the relationship-topic distributions of a large number of users
have little predictive value, independent of the type of communication. This is the case for
the topic distribution of non-addressive messages received by the ego, as well as the aggre-
gated distributions of all communication within the medium.

The experimental results support some of the fundamental assumptions of the SCIM, in-
cluding the decomposability of influence into the effects of inertia and exposure, but do not
fully agree with the hypothesis of locality. The strong effect of inertia and the weaker, but
substantial contribution of the social neighborhood via indirect exposure are consistent with
the hypothesis, but we also observe strong effects that likely originate from external influ-
encers, and almost no traces of direct exposure. We conclude that these two deviations from
the predicted outcome deserve further attention: First, strong external influencers, possibly
celebrities and news media, appear to play a bigger role in the influence process than ex-
pected. Second, the lack of observable, direct influence is consistent with the results of the
experiments on micro-level social influence in chapter 6. If locality is not the main factor
that determines the strength of the influence of an individual on another, we need to revisit
the conclusions of the micro-level experiments and investigate alternative hypotheses, in-
cluding complex contagion. Still, the SCIM is able to successfully predict future behavior
while relying mainly on local information, so locality is the element that makes the detec-
tion of social influence tractable. Considering the low average completeness of nodes in the
crawled subgraph of the follower graph (see section 3.6.1) and the strong role of indirect
exposure in the SCIM, indirect exposure appears to be a promising mechanism for coping
with the limited observability of online interactions.

7.3.2 Comparative Analysis of Social Platforms

Are these findings specific to Twitter, or do they generalize to other online social platforms?
To answer this question, we perform the basic prediction experiment on data obtained from a
wide range of online services. Since these datasets are smaller than the Twitter dataset used
in the previous round of experiments, we analyze the results using a simplified ANOVA
procedure with fixed experiment parameters observation date (most recent), period length
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Table 7.9: Sample sizes of the SCIM experiments on different datasets

dataset nodes (non-addr.) edges (addr.)
Twitter 8910 3412
Facebook 659 120
e-mail (HT-en) 8 145
e-mail (HT-it) 10 184
e-mail (Enron) 10 41

(14 days), and relationship type (all edges). The only variable is the choice of neighborhood,
which is a within-subjects factor, so no partitioning of the sampling units is required. Com-
pared to the full ANOVA procedure, we lose the ability to evaluate the stability of the model
over time and the effect of the interval length on the influence process. The sample size of
each dataset, i.e., the size of the test set of the associated experiments, is given in table 7.9.
Clearly, partitioning the smaller datasets is not feasible. The rules for classifying a message
as addressive or non-addressive depend on the platform and are necessarily subjective to
some extent. Still, the large difference in sample size for the two forms of communication
is consistent with our observation that each platform has a dominant mode of communica-
tion. The modern social network services encourage non-addressive communication, while
e-mail is addressive by default.

The indicator and weight functions are designed to be applicable to a broad range of online
social platforms, with the exception of certain indicator and weight functions that depend
on the presence of an explicit social network, or require the edges of the network graph
to be directed. The communication graph is a directed graph by definition, but we observe
that in the graphs of all three e-mail datasets, each edge has a counterpart in the opposite
direction. Presumably, one-sided messaging is rare in a workplace communication setting.
Since the direction of edges in the e-mail communication graphs provides no information,
we treat these graphs as undirected for the purpose of the experiments.

Prior to the experiments, it is important to confirm that the neighborhood definitions pro-
duced by the indicator and weight functions are meaningful in the context of each dataset.
A heuristic to gauge the utility of a neighborhood definition is to check if it produces non-
empty neighborhoods for the majority of users. The indicator and weight functions appear
to be well applicable to the HackingTeam e-mail data. In the associated experiments, the
ratio of empty neighborhoods consistently remains below the threshold of 0.5. When ap-
plied to the other datasets, a number of functions frequently produce empty neighborhoods:
Indicator “clique-based communities” and weight “number of shared clique-based commu-
nities” probably suffer from the sparseness of the observable communication network. The
weight functions related to sharing behavior are frequently non-useful, because observable
sharing is rare outside of Twitter.

ANOVA reveals that the effect of neighborhood choice is generally significant with p <
0.001 for all datasets except HT-en, where p < 0.01. The lower the sample size, the harder
it is for the post-hoc test to identify small, clearly delineated homogeneous subsets. This is
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particularly noticeable with the e-mail datasets: Although the SCIM outperforms the base-
line predictors on all datasets, regardless of the chosen neighborhood definition, we cannot
establish the statistical significance of that improvement in the non-addressive case. For
the Enron dataset, even in the addressive case there is not enough statistical power to es-
tablish the significance of the improvement over the “previous behavior” baseline. It does
significantly outperform the other two baselines.

The statistical evaluation of the Twitter experiments benefits from the higher sample size
compared to the previous experiments. The higher sample size yields a better characteriza-
tion of the relative utility of the different neighborhood definitions. In the non-addressive
case, we are able to identify a single neighborhood that significantly outperforms all oth-
ers, “nodes of distance one in the explicit network, weighted by similarity of non-addressive
messages”. In the case of addressive communication, we cannot strongly separate the best
subset from the others, but the subset is very small, consisting of the two neighborhoods
“nodes of distance two in the explicit network, weighted by similarity of addressive mes-
sages” and “nodes of distance two in the communication network, weighted by similarity of
addressive messages”.

The experiments on the non-Twitter datasets identify best subsets that are almost mutu-
ally disjoint, with only one neighborhood definition appearing in more than two subsets. In
the best subset associated with non-addressive communication on Facebook, most neighbor-
hoods are built using “nodes of distance two in the explicit network” or “nodes of distance
one/two in the communication network” as the indicator function. The latter two appear in
combination with the constant weight function. The best subset for addressive communica-
tion invokes the indicator functions “nodes of distance one in the explicit network”, “largest
maximal clique”, and “clique-based communities”. Both the explicit and the implicit social
graph appear to be useful for the identification of social neighborhoods.

The best subsets associated with the e-mail datasets HT-en and HT-it are unexpectedly
different: In the best subset of HT-en, most neighborhoods are built using the indicator
functions “largest maximal clique” and “clique-based communities”, while the best subset
of HT-it only contains the two neighborhoods “nodes of distance one in the communica-
tion network, weighted by number of addressive messages sent” and “edge-based commu-
nities, weighted by number of non-addressive messages sent”. The best subset associated
with the Enron dataset is similar to that of HT-en, mostly consisting of neighborhoods that
use “largest maximal clique” as the indicator function. For the comparatively small e-mail
datasets, which are also rather homogeneous in terms of social context, locally dense sub-
graphs appear to be more informative than the plain communication graph.

We compare the predictive accuracy of the SCIM on the different datasets. Since the per-
formance of the SCIM as well as the performance of the baselines depend on the dataset, the
results can only be meaningfully compared in terms of improvement over the strongest base-
line, as shown in figure 7.7. Compared to the previous experiments on Twitter data, the SCIM
performs below average for the chosen parameters in the prediction of non-addressive com-
munication. With the exception of non-addressive communication on Twitter, the strongest
baseline in all sets of experiments is previous behavior. This implies that the bottleneck in
prediction is not insufficient information, which would manifest in topic distributions that
are dominated by the prior distribution, and result in a strong “constant” baseline.
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Figure 7.10: Mixture coefficients of the SCIM experiments in the best subset S (HT-en, |S| = 10)
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Comparing the mixture coefficients of the SCIM fit to the different datasets, as shown
in figures 7.8, 7.9, 7.10, 7.11, and 7.12, we find major systematic differences in the coeffi-
cients. As in the previous section, we interpret the magnitude of a coefficient as the utility
of the corresponding component for the prediction task. The coefficients of the SCIM fit
to Twitter data are highly similar to those obtained in the previous round of experiments.
The prediction of non-addressive communication is primarily informed by inertia, and to a
lesser degree by indirect exposure. In the prediction of addressive communication, inertia
and indirect exposure carry similar weight.

The SCIM coefficients fit to Facebook data assign almost all weight to two components:
the data-driven component and, depending on the type of communication that is to be pre-
dicted, either the non-addressive or the addressive messages sent by the user under consider-
ation. The prediction is almost exclusively driven by inertia and strong, consistent external
influencers, but in contrast to the other datasets, we fail to learn about these external influ-
encers via indirect exposure. The HackingTeam e-mail datasets are the only case where we
find a small, but noticeable effect of direct exposure. In the cases of all e-mail datasets, the
SCIM draws comparatively little information from the neighborhood and the data-driven
component. Small, socially cohesive teams may be more conductive to local influence and,
accordingly, less affected by external influencers. That notwithstanding, the unexpectedly
small effect of direct exposure appears to be a general pattern across all datasets.

7.4 Follow-up Experiments

The SCIM experiments, while comprehensive, leave some open questions. For one, how
do changes to the underlying topic model affect the performance of the SCIM? Another
question is how the predictive accuracy of the SCIM can be improved without sacrificing
its interpretability. The prediction error of the SCIM can, to a large part, be attributed to
systematic error due to overly restrictive model assumptions. By testing several hypothe-
ses, we attempt to determine which assumptions most limit the model’s ability to fit to the
observation data. Finally, we examine the effect of the observation date on the prediction
accuracy.

7.4.1 Topic Modeling Variants

As discussed in section 5.2, when fitting a single topic model to data from the whole ob-
servation period and obtaining topic distributions for shorter intervals of time by querying,
the topics will “leak” information about the future into the prediction experiments, which
potentially inflates the accuracy. Since most of our conclusions from the preceding exper-
iments rest on the assumption that the SCIM learns about the influence process from past
observations, it is important to rule out that the SCIM is able to obtain additional informa-
tion through a side channel. Conversely, temporal sparsity (see section 3.5.3) in conjunction
with the typical brevity of individual messages and social media posts (see section 4.2.1) may
impair the quality of the topics and lower the information content of the topic distributions,
with a potential negative effect on prediction accuracy.
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Figure 7.13: Comparison of SCIM performance (% improvement over strongest baseline) for different
topical representations of the Twitter dataset

In order to determine the magnitude of these effects and evaluate strategies for their mit-
igation, we repeat the experiments on the Twitter dataset, but make changes to the way
the topic distributions are computed. To test for an effect of information leakage, instead of
obtaining topic distributions for the interaction and evaluation periods by querying a single
overall ART model, we query a topic model that is incrementally updated with data from
each time period, as described in section 4.1.1. If information leakage is the main factor
that allows the SCIM to outperform the baselines, we expect to see a noticeable reduction
in accuracy when querying the incremental topic model. Furthermore, we test whether the
two data augmentation schemes described in section 4.2.2 are able to mitigate the negative
effects of a low average message size. Both augmentation strategies involve the analysis of
tweeted URLs, which would otherwise be discarded in the preprocessing phase. One strat-
egy is to resolve and tokenize these URLs, the other is to extract the textual content of the
referenced websites.

Since a change to the data representation may affect the performance of both the SCIM
and the baselines to varying degrees, we measure the effect of these topic model variants on
the performance of the SCIM in terms of the improvement of prediction accuracy over the
strongest baseline. Figure 7.13 compares the incremental topic model (OART) and the two
data augmentation schemes (URL, web) to the unmodified topic model. For non-addressive
communication, the strongest baseline is always past behavior, while for addressive com-
munication the constant predictor is always the strongest.

The incremental topic model consistently outperforms the regular topic model, despite
only using observations from the current and past interaction periods for parameter fitting.
While we cannot rule out that information leakage in the regular topic model positively
affects the predictive accuracy of the SCIM, the same accuracy can be attained and even
exceeded without using information from future observations.
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The mixture coefficients of the SCIM assign less weight to inertia and more weight to
sources of indirect exposure, which points towards a higher information content of the social
neighborhood. The results of ANOVA are largely consistent with the regular topic model.
A notable exception is that, in the case of non-addressive communication, the incremental
topic model gains a significant main effect of the observation date (p < 0.01) and significant
interactions with time period length (p < 0.05) and neighborhood (p < 0.001). The main
effect does not take the shape of monotonous growth or decline of prediction error. In the
case of addressive communication, neither observation date itself nor its interaction with
the neighborhood is significant. A possible explanation for these results, which appear rather
disparate at first glance, is as follows: Incremental topic modeling emphasizes the differences
between intervals of time instead of smoothing over them. Consider the topic distribution
in the absence of data 67 (as defined in section 7.1.1), which, due to optimization of the
prior parameter @, can be understood as the “average” or “typical” topic distribution for
a given dataset. When querying a single topic model, 67 is constant over time by design,
while incremental parameter fitting yields a new 6” for each interval. Since a predictor
that always outputs 67 is a strong baseline, the JSD of 67 of two successive intervals is an
indicator of predictability. When using incremental topic modeling, some intervals are more
predictable than others, which explains the significant main effect of observation date. Since
incremental topic modeling exacerbates the effects of temporal sparsity, this effect is less
pronounced when analyzing addressive communication.

Both data augmentation schemes slightly raise the sample size from 261 to 267 units per
sample. This is due to tweets that only contain a URL and would otherwise be discarded.
Augmentation fails to improve the accuracy of prediction of non-addressive communication,
but has a beneficial effect on the prediction of addressive communication. In the latter case,
the volume of available data is lower. It stands to reason that, for a given set of tweets, the
information obtained from the content of referenced websites or their URLs is either too
noisy or insufficiently connected with the communicative intent of the tweets, so that it is
only useful to the SCIM if the tweets themselves provide very little information. Using the
content of linked resources for data augmentation could potentially mitigate the problems
associated with topic modeling of very short documents, but more investigation into its
failure modes is required before this technique is generally applicable.

7.4.2 Error Analysis

When comparing the SCIM to the abstract cognitive model of influence presented in section
5.1, it is evident that a number of simplifying assumptions have been introduced, which,
while being backed by previous research and serving to make the model tractable, clearly
restrict its expressiveness, and thus its predictive accuracy. Since the results presented in the
previous section show potential for improvement, we attempt to identify the limiting factors
with the strongest negative impact on prediction accuracy. The assumption of locality of
influence is tested in the course of the regular experimental evaluation of the SCIM, which
leaves two potentially major sources of error to be examined here.

According to the theoretical model of influence that motivates the SCIM, social influence
results from exposure to the behavior of others, so not being able to observe all sources of
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exposure is an obvious source of error. In an SNS like Twitter or Facebook, a user’s direct
neighborhood in the explicit social network graph determines what information that user is
exposed to. The SCIM operates under the assumption that the social environment of each
node has been completely observed. However, when acquiring data from a social network
service, subsampling is usually unavoidable, either due to the high volume of available data
or restrictions imposed by the service provider. In the cases of Twitter and Facebook, from
which we acquired data by crawling, we did not have any prior knowledge about the net-
work structure and were limited in the number of user profiles we could access. To evaluate
the effect of missing nodes on the prediction accuracy, we revisit the notion of a node’s local
completeness, which is defined in section 3.6.1 as the ratio of neighbors in the sample graph
to the number of neighbors in the original, full network graph.

The presence of a negative correlation between local completeness and prediction error
would be evidence for a detrimental effect of missing observations. We compute the linear
correlation between the local completeness of a node and the associated non-addressive
prediction error, as well as the linear correlation between the local completeness of the two
endpoints of an edge and the addressive prediction error associated with that edge. For both
the Twitter and the Facebook dataset, all correlation coefficients are very close to zero and
vary in direction (—0.03 < r < 0.06). The weak correlation is consistent with the negligible
role of direct exposure observed in the main experiments, and supports our hypothesis that
inference about indirect exposure via the aggregated behavior of the social environment
makes the SCIM more robust towards missing observations.

E-mail differs from SNS in that there is no explicit social network, and any user may re-
ceive messages from — and thus be directly exposed to the behavior of — any other user. Each
of the two e-mail datasets contains the complete mailbox contents of members of a single
social group (the employees of a company). Under the assumption that messages are never
deleted, a user’s mailbox contains all information that user has ever been exposed to, and
therefore all communication among the group members can be completely recovered from
the mailbox data. A mailbox also contains any messages that a group member has received
from outsiders. These possibly make up a large proportion of that member’s exposure, and
therefore may have a proportionally strong effect on his or her future behavior. However,
the SCIM, in its current shape, cannot make use of these messages. Being concerned with
the effect of exposure on communicative output, it can only be applied to users for whom
both is sufficiently observable, which excludes outsiders. In consequence, we restrict our
analysis to group members and ignore the individual effects of outsiders on group members.
The effect of this decision cannot be easily measured.

Another modeling assumption of the SCIM is motivated by the decision to limit the anal-
ysis to general, network-wide characteristics of the influence process: the assertion that a
single set of mixture coefficients is sufficient to describe the influence process for all users.
Looking at the Twitter experiments, the average training set error of the SCIM for the best
subset of neighborhoods is 0.435 for non-addressive, and 0.387 for addressive communica-
tion. On the test set, the error increases by 1% (to 0.441) for non-addressive, and by 2%
(to 0.393) for addressive communication. The small gap between training and test set error
suggests the existence of sources of variance that are not taken into account by the model.
To gauge whether the assumption of the influence process being homogeneous across all
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users is responsible for the lack of fit, we look at the average training error of the SCIM
fitted to individual users. This can be interpreted as a lower bound on the prediction error
that could be achieved by an ideal model that takes individual differences into account in an
optimal way. The data driven component 8¢ is removed from the model, because otherwise
a training error of zero could be trivially achieved for a single user.

On the Twitter dataset, the resulting average per-user training error is noticeably lower,
0.346 (standard deviation ¢ = 0.004) for non-addressive, and 0.251 (¢ = 0.002) for addressive
communication. The other datasets show the same trend: The per-user training error is
always substantially lower than the error of the SCIM (between 16% and 39%), but never
zero. The test set error is always within a few percent of the training set error. One one hand,
this shows that the optimal mixture coefficients vary among users, and the SCIM could be
improved accordingly, e.g., by classifying each user according to his or her communication
behavior and learning a separate set of coefficients for each class. On the other hand, the
magnitude of the remaining error indicates that individual differences are not the only source
of error that an improved model of social influence would need to take into account.

7.4.3 Change of Prediction Accuracy Over Time

Since the goal of the SCIM experiments is to identify general characteristics of the influ-
ence process, it is important to understand how and why its predictive performance varies
over time. By evaluating the results of experiments on the Twitter dataset via the ANOVA
procedure, we find that the effect of the choice of observation date on prediction accuracy,
as shown in figure 7.14, is not statistically significant. However, in the case of addressive
communication, there is a strongly significant two-way interaction with the neighborhood
definition and a three-way interaction with neighborhood definition and period length. In
other words, there is no indication that some intervals are generally harder for the SCIM to
predict, but there is an effect of time on the utility of specific neighborhood definitions. Con-
cluding our evaluation of the SCIM, we perform an explorative, qualitative-leaning analysis
to investigate the origins of this effect.

Our hypothesis is that real-world events have an effect on the predictability of future be-
havior from current observations, and therefore on the accuracy of the SCIM. An event can
be anything that happens within a specific, previously announced time frame and receives
social media attention, e.g., a conference, a holiday, or a large-scale sports event. The re-
ception and discussion of events on social media can be broadly divided into three phases:
Before the event, invitations are sent, advertisements are published, and excitement builds
up. During the event, participants and outsiders discuss the current proceedings. After the
event, people tend to reflect on their experience and provide feedback. People exhibit dis-
tinctly different behavior in each of the three phases, so a phase transition marks a change
in the behavior of a potentially large group of people. We hypothesize that the more phase
transitions occur within an interval of time, the harder it is to predict the behavior of people
within that interval.

To build a list of events that are discussed in the 56-day subset of the data we are using
for the SCIM experiments (covering May and most of April 2012), we fit an ART model to
the data and manually review the top-50 most probable words for each of the 150 topics.
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We identify 69 events, most of which are strongly associated with a particular topic. For
example, one topic assigns high probability to words related to criminal trials, including
“prosecutor”, “trial”, and “court”, and makes reference to three events: the trials of Anders
Breivik, Charles Taylor, and Ratko Mladi¢. Each of these events is only referenced from
this one topic. Eight events are referenced by more than one topic. The most-referenced
event is the final match of the annual UK football competition “FA Cup”, which in 2012 was
contested between the football clubs (“FC”) of Chelsea and Liverpool. The event is referenced
by four topics: one topic assigns high ranks to the names of UK football clubs and words
that are generally related to football, two topics are related to Liverpool FC, and one is
related to Chelsea FC. The assignment of a start and end date to an event can be somewhat
subjective, especially if the event formally spans a long time period, but has phases of rising
and waning public attention. Three events do not have a clearly defined start or end, so we
arbitrarily choose a plausible date: the investigation into the death of Gareth Williams, the
Irish referendum on the European Fiscal Compact, and investigations associated with the
News International phone hacking scandal.

Figure 7.15a shows the temporal distribution of events that were mentioned in tweets
from the two-month observation period. As expected, the event density is highest within
the observation period. While there is long-term anticipation of upcoming events several
months away, retrospection is limited to the past two weeks. Figure 7.15b shows the number
of transitions, i.e., the number of events that start or end on a particular day. Counting the
transitions in the 14-day intervals that correspond to the interaction and prediction periods
of the SCIM experiments, there are eight transitions in the first interval, 47 in the second,
37 in the third, and 30 in the fourth. If we take the number of transitions as an indicator of
(non-)predictability, the rise in predictability from the second to the fourth interval matches
the declining error of the corresponding experiments shown in figure 7.14b. These findings
are purely exploratory, and should not be taken as solid evidence. Yet, they suggest that the
connection between event density and predictability deserves further attention.

7.5 Discussion

Two main conclusions can be drawn from the results of the meso-level social influence ex-
periments: First, the results of our study offer a novel point of view on the relationship of
addressive and non-addressive online communication. A major difference between Twitter
and other social media is the high volume of unambiguously non-addressive communica-
tion. Although this can be mainly attributed to the design of Twitter, which makes public
messaging the default, the messaging behavior of individual users exhibits high variability,
with the per-user proportion of addressive communication having a one-SD range of 12%
to 60%. Our experiments show that the difference between the two modes of communica-
tion is not merely a matter of personal preference, but also manifests itself in the effect of
received messages on future behavior. Notably, non-addressive communication on Twitter
is generally more resistant to influence than addressive communication. Across all exam-
ined social platforms, non-addressive communication receives stronger influence from other
non-addressive communication, and addressive communication from other addressive com-
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munication.

The question of whether Twitter is a social networking service or merely a platform for
information dissemination has been previously discussed from multiple perspectives (Hu-
berman et al., 2009; Kwak et al., 2010; Wu et al.,, 2011; Myers et al.,, 2014). We contend that
the Twitter social network is more naturally described as the result of superimposing the
networks formed by different types of communication: the follower network, which governs
the flow of non-addressive communication, and the implicit network formed by addressive
communication. This duality may also explain why community finding algorithms that are
reported to work well on social network datasets (Palla et al., 2005; Ahn et al., 2010) fail to
identify meaningful communities in the Twitter follower graph. On the other social plat-
forms, addressive and non-addressive communication are not as clearly separable as they
are on Twitter, so it is harder to draw definite conclusions.

Second, seeing that the SCIM is consistently able to outperform the baseline predictors
across datasets obtained from different platforms, we are able to conclude that the local con-
text or social environment of a node contains sufficient information to predict future behav-
ior to a certain extent, and the model actually learns to exploit these sources of information.
A fundamental mechanism of the SCIM is the decomposition of social influence into inertia
and exposure, which is further subdivided into direct and indirect exposure. According to
the principle of locality, the strength of influence decreases with increasing difference of the
social contexts of influencer and influencee. We would therefore expect that inertia, being
an internal process of the influencee, contributes the most information to the prediction,
followed by direct exposure to the behavior of neighbors in the social network graph, and
finally, indirect exposure to arbitrary other sources of influence, whose social contexts may
bear little resemblance to that of the influencee. However, the predictive value of the mixture
components of the SCIM, as observed in the experiments, does not fully agree with these
expectations. The model draws a lot of information from indirect exposure, and surprisingly
little from direct exposure.

The unexpectedly low value of direct exposure implies that locality on its own is not suf-
ficient to explain why the SCIM is able to outperform the baselines. If the assumption of
locality of influence does not hold, sources of influences within and outside of a medium
are comparable in strength, and unobserved strong influencers at distant parts of the social
network may exert as much influence as direct neighbors, and a large part of an actor’s
overall exposure is not practically observable. Indirect exposure preserves the behavior of
strong, unobserved influencers and even allows information to cross medium boundaries.
We find that the social neighborhood of a node is much more useful in its role as a source
of indirect, rather than direct, exposure. In the case of Twitter, the best-performing neigh-
borhood definitions favor nodes that are structurally or content-wise similar to the ego;
a homophily-based strategy of constructing a neighborhood of users who are likely to be
exposed to similar external influences. The high explanatory value of the data-driven com-
ponent across all datasets is indicative of medium-wide indirect influence effects that are
not captured by the SCIM. These experimental results suggest that a clear distinction has
to be made between a node’s direct neighborhood in the communication graph, which is
the temporally stable group of peers that a person regularly interacts with, and the node’s
“influence neighborhood”, which is the set of neighbors whose aggregated behavior best
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reflects observable and unobservable influencers that act on the node.

By formulating the detection and analysis of influence at the meso level as a prediction
problem, we are able to avoid the question of causality in the experiment design and evalua-
tion of the results. Our partial success in predicting future behavior from direct and indirect
exposure is due to temporal correlation between the prediction target and the social envi-
ronment, but we cannot tell if, and to what extent, any causal effects are involved. Social
influence is fundamentally a causal phenomenon, so without specifically testing for causal-
ity, we cannot rule out alternative hypotheses that would explain the temporal correlation,
such as homophily (Anagnostopoulos et al., 2008; Aral et al., 2009; La Fond and Neville, 2010):
two people are more likely to form a social relationship if they or their social context are sim-
ilar in some respect, and these similarities lead to correlations in behavior. In chapter 6 we
identify a number of fundamental problems that prevent testing for the causal effects of so-
cial influence at the level of individual relationships, even in the restricted sense of Granger
causality. We expect that the problem of distinguishing influence from homophily at the
meso level suffers from the same problems, see for example Shalizi and Thomas’ criticism
(2011) of the homophily test of Anagnostopoulos et al. (2008). A more principled approach
to causality testing is demonstrated by Zhang et al. (2015), who construct a control group to
approximate counterfactual reasoning.

Our experiments provide evidence for the presence of strong external influencers. Having
investigated the nature of social influence on increasingly higher levels of aggregation, we
wonder if social influence might be even better understood as a macro-level phenomenon
that mainly involves the feedback between entities of high visibility and communicative
reach, such as celebrities or media outlets, and their audience. We leave this question to
future work.
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8 Conclusion

Conceptually, this thesis is divided into two main parts, which address the problem of learn-
ing about social relationships from observed individual behavior on online social platforms
in different ways. The first part deals with the characterization of social relationships, the
second with the detection of social influence. We discuss the main results of each part in
turn, and place them in a common context.

Characterization of Social Relationships

Any attempt at reasoning about the nature of social relationships must be grounded in the-
oretical work from the fields of sociology and social psychology, which are principally con-
cerned with human social behavior as an object of study. However, after reviewing a body
of work from these fields, we find a conceptual gap, i.e, a disconnect between the level of
abstraction at which theories from the social sciences operate, and at which observations
of social behavior can be made in an online environment. To some extent this is a prob-
lem caused by technological progress and easier access to observational data in large vol-
ume (“big data”), which promises new kinds of insight, but renders analytical methods that
rely on manual processing and interpretation impracticable. Collins’ approach of analyz-
ing social interactions at the level of individual utterances has been referred to as “radical
microsociology” (Marsden, 1990), yet on Twitter, it is common for a popular hashtag to re-
ceive thousands of tweets per minute (Bruns and Stieglitz, 2013). The result is that studies
which apply methods of computer science to the analysis of social phenomena are often
insufficiently motivated by extant theories.

A social relationship between two individuals becomes manifest and observable when
they interact. On most online social platforms, the dominant form of interaction is textual
communication. We therefore argue that representing relationships by the content of the
associated communication is useful for exploratory data analysis as well as an intermediate
representation, on which more targeted statistical models can operate. This claim is sup-
ported by the results of a user study (section 2.2.2), where even simple keyword extraction
is judged by human annotators to produce a meaningful visual representation of their rela-
tionships. From a methodological point of view, we make the case that probabilistic topic
models are a suitable framework for generating content-based representations of social re-
lationships, because they are machine-interpretable and offer a path for principled domain
adaptation. The former property is demonstrated by the successful use of topic models for
building an intermediate representation of online communication data in two experiments
on social influence (chapter 5 and following), the latter is demonstrated in a case study (sec-
tion 4.3), where a topic model is adapted to the task of finding temporal patterns in online
communication.
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Given this body of evidence, we feel confident in concluding that the content-based char-
acterization of social relationships via probabilisitic topic models is a viable step towards
closing the gap between theory and practice in social computing. Once a reliable character-
ization of social relationships is possible, it will be necessary to determine the expectations
regarding privacy users have towards a software system that views social relationships from
a perspective that differs from their own. The kind of insight provided by such a system
might not always be welcome.

Datasets

The two parts of this thesis are linked by the need for a corpus of observations of online
social interactions, on which experiments can be carried out. Ideally, this data should come
from diverse sources, that is, from multiple social platforms that differ in target demograph-
ics, offered mechanisms of communication and information dissemination, user interface,
etc., so that peculiarities of a single platform can be ruled out as a confounding factor. We
apply the term “social platforms” to a subset of systems for computer-mediated commu-
nication, which provide a common core of functionality: communication among members
along the edges of an explicit or implicit social graph, addressive and non-addressive modes
of communication, and a mechanism for information sharing, i.e., the unmodified retrans-
mission of received pieces of information. Based on these common features, data obtained
from different systems can be meaningfully compared. Our definition of a social platform is
deliberately broad, and is satisfied by a number of online systems, ranging from traditional
(e-mail) to modern (social networking systems like Facebook or Twitter).

Our explorative comparison of four datasets in chapter 3 (two corporate e-mail datasets
plus data acquired from Twitter and Facebook) paints a picture of similarities and differences.
As expected, there are strong cross-platform differences in some aspects of the data, which
can be traced back to how these platforms have been conceptualized and are perceived by
their users. Each platform has its own social conventions. Some are imposed by the platform
operators (e.g., Twitter encourages the use of pseudonyms, while Facebook strictly enforces
the use of ones legal name), others emerge from the user base and are reflected by peo-
ple’s usage patterns. The explicit social network graphs of Twitter and Facebook differ in
assortativity: popular Facebook users tend to be friends with other popular users, while on
Twitter, content consumers of low connectivity follow highly-connected content producers.
In the implicit network graphs, there are pronounced differences in density and normalized
degree variance, ranging from Facebook (lowest density and variance) to e-mail (highest).
Posts on SNS like Facebook and Twitter tend to draw on a larger vocabulary, while e-mail
messages are longer. Clearly, each platform fills a different niche by addressing different
communicative needs.

Similarities between the datasets also exist, some of them in unexpected places. Ignor-
ing time-zone differences, the message volume in all datasets exhibits similar diurnal and
weekly rhythms. At the level of conversational behavior (replying to and sharing of mes-
sages), we also find temporal rhythms that are consistent across all platforms: depending on
how active a conversation currently is, typical distances between subsequent reactions are
5-15 minutes, one hour, and 1-3 days. The implicit network graphs, formed by communi-
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cation, are highly connected. In all but one case (Facebook), the largest weakly connected
component of these graphs contains more than 97% of nodes. A common property of all
network graphs, explicit and implicit, is that their structure alone is not sufficient for find-
ing meaningful communities. Finally, an ethical issue is common to all of these datasets:
Does the public accessibility of the data imply that its use for research is acceptable without
individual informed consent? In the context of this thesis, we can answer in the affirmative,
but in the general case, no clear-cut answers are possible (compare section 3.7 and Salganik,
2017).

Ideally, the explorative analysis of the four datasets should foster a thorough understand-
ing of the collected data, identify unwanted artifacts of the data acquisition process as well
as other sources of bias, and ultimately lead to concrete, operational strategies for the miti-
gation of bias. In many cases, however, a full, quantitative analysis of a potential source of
bias is a research project of its own, e.g., the detection of spam and other kinds of automated
messages, so that time and resource constraints limit us to a basic, mostly descriptive anal-
ysis. With respect to Ruths and Pfeffer (2014), who call for researchers to acknowledge and
correct for biases of the population of the examined social platform, we must contend that
systematically quantifying and accounting for all possible sources of bias is out of reach of
the individual researcher and even a small team, and must rather be understood as a field-
wide collaborative effort.

Social Influence

As evidenced by several survey papers (Sun and Tang, 2011; Li et al., 2015), as well as our
own review of relevant literature (section 5.3), the study of online social influence is a highly
fragmented field, to the point that it is difficult to even establish a taxonomy of the concep-
tually and methodologically diverse approaches. Finding common ground for a meaningful
comparison is only possible by restricting the scope to a specific setting, such as the identi-
fication of influential users of Twitter (Riquelme and Gonzalez-Cantergiani, 2016). The field
does not only lack standard datasets on the basis of which new methods could be evalu-
ated and compared, what is missing is a common understanding of even more basic issues:
a shared definition of social influence and an inventory of tasks (e.g., recovery of a latent
influence network, detection of influential users, etc.). Studies are frequently limited to a
specific kind of social influence that becomes observable through information retransmis-
sion, or rely on proxy measures to identify users with a high potential for exerting influence.
We reject both approaches as insufficient, and instead propose an approach that is motivated
by a simple cognitive feedback loop and uses topic modeling for the representation of ob-
servation data.

If social influence is defined as the relationship between exposure to the behavior of oth-
ers, internal cognitive processes, and one’s own behavior, it can take almost arbitrary shape.
Furthermore, many potential sources of influence are principally unobservable. How is it
possible to learn anything about social influence in this setting? We start from the assump-
tion that the strength of influence depends on the similarity of the social contexts of in-
fluencer and influencee. This relationship, which we call locality of influence, makes the
detection of influence tractable. In the course of our experiments, we encounter multiple
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8 Conclusion

cases in which the assumption of locality does not hold. A second important mechanism for
learning about social influence appears to be indirect exposure: under certain conditions, the
behavior of strong, unobserved sources of influence is reflected by the aggregate behavior
of a social group.

Our first attempt at detecting social influence in online communication data is situated
at the micro level of analysis. We start from a simple and intuitively appealing idea: af-
ter quantization of the time line into equally sized intervals, the behavior of each actor in
during an interval can be expressed as a topic distribution. If the change in behavior of an
actor a is similar to the past behavior of actor b, then b is a possible source of influence
on a. However, we argue that this method of quantifying social influence is an instance of
Granger-causal reasoning, and is therefore subject to all limitations that are associated with
Granger’s notion of causality, including, most importantly, its sensitivity to external con-
founders. A more immediate, practical problem is posed by the lack of annotated reference
data, which makes an objective evaluation extremely difficult. Heuristic measures of the
overall quality of the detected influence networks that do not require manual annotation
turn out to have little discriminatory power. Manual annotation requires inspection of all
messages of the potential influencer and influencee, which is highly time-consuming. Since
it is impossible to objectively and exhaustively specify how the influence of one series of
messages may manifest itself in another sequence, the annotation process is largely guided
by the subjective impression of the annotator. Even worse, social influence effects of a mag-
nitude that is sufficiently high to be visible to a human observer appear to be extremely
rare, even among relationships that are ranked highly by the different algorithms. Although
Granger-causal reasoning can be interpreted as a principally unreliable way of identifying
causal relationships or as a diagnostic to rule out a specific type of non-causality, in our
experimental setting we are unable to conclusively demonstrate its practical utility.

Instead of placing emphasis on discovering strictly causal relationships, one may ask how
useful different parts of the social network are for predicting the future behavior of an actor.
It is expected that the behavior of an actor’s social environment reflects stronger sources of
influence, including those that are external to the observed part of the network. The pro-
posed model (“SCIM”) expresses a prediction about future behavior of an actor as a linear
combination of the past behavior of the actor and his or her social environment. For all
actors in a given dataset, it learns a single set of coefficients that minimizes the average JSD
between the predictions and the actual behavior. This model addresses the two main weak-
nesses of the previous approach: First, the use of historical data for parameter estimation
and evaluation eschews the need for manual annotation. Second, its meso-level approach of
going beyond dyadic relationships and exploiting information from a broader social envi-
ronment addresses the problem of external confounders by making their effects an explicit
part of the model. On all four datasets, the SCIM outperforms three baseline predictors,
which gives us confidence that the learned coefficients actually describe the process of so-
cial influence. Encouragingly, we observe the same basic patterns on all datasets: Actors
exhibit a strong tendency not to deviate from past behavior. When they do, their future
behavior is much more strongly associated with sources of influence that we can only in-
directly observe via the behavior of the social environment and the platform as a whole,
than with direct, observable exposure. This suggests the possibility of using the influence
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neighborhoods learned by a meso-level model such as the SCIM for eliminating potential
confounders in micro-level inference (Guo et al., 2008).

The error analysis of the SCIM clearly shows that the final outcome of a social media study
is affected by decisions at any earlier stage, including the underlying theoretical model of the
phenomenon under investigation and the design and implementation of the data processing
pipeline. A flaw in early experiment planning with a particularly strong effect is that the
SNS, Twitter and Facebook, were crawled along the edges of the explicit relationship graph.
This is the cause of the temporal sparsity issues observed in the evaluation of the SCIM and
at other points in this thesis: many pairs of explicitly connected users do not interact within
the chosen observation period. Data could have been obtained more efficiently by crawling
the network of observed interactions within a specific time frame instead of crawling the
explicit social network. More generally, the crawling process should be considered as a
part of the experiment design and should be aligned with the requirements and goals of the
experiment.

Future Work

Each of the two main parts of this thesis leaves some open questions for future research.
In the first part, we propose a purely content-based characterization of relationships. What
would a characterization at a higher level of abstraction look like? There is potential for a
richer understanding of social relationships at the intersection of affiliation networks, Mika’s
tri-partite tagging networks (Mika, 2005), and the social object theory of Knorr Cetina (1997).
Shared social objects describe a relationship at a level of abstraction that is situated above
purely content-based features like keywords or topics, and below theoretically motivated
classes of relationships. Research on human affiliation networks has produced a number of
salient candidates for social objects, and social tagging could be the basis of a process of
negotiating a common language to describe these objects.

The study of social influence at the micro level is fraught with problems, but moving the
analysis to the meso level turns out to be a viable approach, so influence at the macro level
is not considered in this work at all. In the process of public opinion formation, the role
of entities with a large audience, the often-mentioned celebrities and news media, deserves
particular attention. The SCIM experiments identify some patterns resembling the two-step
flow paradigm as interpreted by Watts and Dodds (2007), which posits the need for “inter-
mediaries between the mass media and the majority of society”. A combination of strong
external and indirect sources of influence hints at the importance of intermediaries, who
enable strong global influencers to exert their influence locally. Other macro-level hypothe-
ses also warrant attention. Tufekci (2014) attributes influence mainly to “events that affect
a society or a group in a wholesale fashion either through shared experience or through
broadcast media”. Under this hypothesis, a topically focused community will likewise “at-
tract” focused external influence. Further macro-level influence effects might be found by
looking for leader-follower relationships in the behavior of broad demographic groups iden-
tified by gender or age.

Neither our micro-level nor our meso-level study considers complex contagion phenom-
ena such as the effect of repeated exposure to a topic by a single actor, a coordinated group,

255



8 Conclusion

or multiple independent actors. While our own studies do not provide any direct evidence
for the role of complex contagion, the results of an interventional study in a controlled set-
ting by Pennycook et al. (2018) make complex contagion appear to be a viable hypothesis.
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A Derivation of a Gibbs sampler for the
Message Sequence Topic Model

The Message Sequence Topic Model (MSTM) is defined in section 4.3.2. Given the joint
probability distribution of the variables of the MSTM, shown in equation A.1, we wish to
derive the full conditional distribution of a Gibbs sampler that collapses out variables 6, ¢,
(equation A.2). Notation and proof structure follow the derivation of the LDA full conditional
by Carpenter (2010) as close as possible. The letter g is used as a shorthand for the sender-
recipient pair (i, j) that identifies a sequence.

Due to the independence assumptions of the model, the joint distribution can be expressed
as follows:
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For the purpose of Gibbs sampling, the probability density of the full conditional distribu-
tion only has to be known up to proportionality. The full conditional of the collapsed Gibbs
sampler at sampling position (g, m, n) is proportional to the joint distribution with 0, ¢, &
marginalized out:

P(Sq.m» Zq.m,n|S—(q,m)» Z—(q,m.n)» Y» & P> ¥) (A.2)
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Using the independence assumptions as in equation A.1 and the linearity of the integral,
one obtains:
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The three above terms (A.3, A.4, A.5) are evaluated separately, starting with the first (A.3).
Let ck,q,u,w be the number of times word w is assigned to topic k in a message in state u that
belongs to sequence g, and let an asterisk instead of any of the subscript indices denote a
summation over all possible values of that index. A superscript ¢ (9™ indicates that the
word at position (g, m, n) is not counted.
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All factors that do not involve the variables s and z at the current sampling position

(g, m, n) are successively dropped.
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The second term (A.4), a product of K integrals over ¢, appears in highly similar form in
the derivation of the full conditional of standard LDA. Proceeding in analogy to steps 19 to
31 of Carpenter’s derivation (2010), one obtains:
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The third term (A.5) appears in similar form in the derivation of the full conditional of the
LDA-HMM composite model (Griffiths et al., 2005) and the BHMM (Goldwater and Griffiths,
2007; Johnson, 2007). Assume that s4 o = Sq.Mg+1 = 1. Let g u0 be the number of transitions
from state u to state v in sequence ¢. A superscript g~(9™ indicates that the transition from
document m — 1 to document m and from document m to document m + 1 in sequence q is
not counted.
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The full conditional of the MSTM (equation 4.31 in section 4.3.2) is defined, up to propor-
tionality, by the product of the three terms A.6, A.7, and A.8.
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B Sampling a Dirichlet Distribution
Subject to an {; Equality Constraint

The d-dimensional Dirichlet distribution Dir(a), & € R?, is supported on the unit simplex
A1, For a given ¢ € A% (ie, \7"1.121 :¢; > 0and Zflzlci =1 andr € Rwith0 < r <
2-2- min;.i:1 ci, a sample x € R? is to be drawn from Dir(a), subject to the constraint
|[x = ¢|ly = r (or equivalently Z?:1|xi —¢j| = r). As illustrated in figure B.1, this can be
interpreted as constraining the support to the intersection of the simplex and the surface
of an ¢; (d — 1)-sphere of radius r, centered at c¢. The upper bound on r ensures that the
intersection is not empty.

Given that Y4 x;, =1 & x, = 1 - Y% x;forany 1 < n < d, one can reformulate
the original constraint as the disjunction of two constraints (equations B.1 and B.2) on the
subset of components {x;|1 <i <d Ai#n}:

d
Z|xi —cl=r
i=1

Xn = Cp :
d
=>xn:r—2|x,-—c,-|+cn
i#n
d d d
@1—in=r—2|xi—ci|+1—26i
i#tn i#n i#n

Figure B.1: Samples from a uniform Dirichlet distribution constrained to the intersection of the sur-
face of an ¢; sphere and the unit simplex in R3
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d
< Z(Ix,- —ci|l-(xi—c))=r

i#n
d r

= Zmax {0,¢; —x;} = 3 (B.1)
i#n

Xpn < Cp:

d
= Xy = —r+Z|x,~—ci|+cn
i#n

(in analogy to the previous case)

d
= Z max {0,x; — ¢;} = % (B.2)
i#n

The Gibbs sampling scheme of Ng et al. (2011), while designed for truncated Dirichlet
distributions, can be adapted to the more general constraint discussed here. Gibbs sampling
obtains samples from a probability distribution via a random walk on a Markov chain. Due
to its Markovian dependency on the previously sampled value, the Gibbs sampler requires
an initial value within the constraint region. An algorithm for constructing a suitable value
can be derived from either constraint B.1 or B.2; here we use B.1, from which we first derive
a lower bound on x; that only depends on x; with j < i:

d
r
max {0,¢; — x;} = i Z max {0, ¢; — xj}
JEINj#n
’ d
=x;=¢; — 5 + Z max {0, ¢; — x;} (B.3)

j#EINj#n

d
’
=X >2c— =+ Z max {0, ¢; — x;}
J<iNj#n

with 0 < x; < ¢; :

d
r
= x; > max {0, ci=3 + Z (cj — xj)} (B.4)

j<inj#n

An appropriate initial value x can then be constructed by sequentially setting the value
of each component x;, i # n to the lower bound defined by equation B.4, and finally set-
ting x, = 1 — Zl”-lin x;. This effectively assigns to x; the smallest possible value so that
2}15 injen Max {0, ¢; — x;} is maximal, but remains smaller than or equal to 5. Once 7 is
reached, subsequent x; are set to ¢; and no longer contribute to the sum. When choosing
n= argminf:1 Ci, Zi&n ci>1- minfl:1 ci, which is the maximum allowed value of 7 for the
given c, this will always produce a value that satisfies the constraint.

Due to the nature of the constraints, the usual approach of sampling each component from

its univariate full conditional distribution does not work: As indicated by equation B.3, each
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component x;, i # n can take on only two different values (one induced by constraint B.1,
the other by B.2) when conditioned on the remaining components, so the resulting sampler
would only be able to traverse a finite subset of the support. Instead, we sample from the
joint distribution of a pair of components x;, x;,, conditioned on all other components, which
constitutes a blocked Gibbs sampling scheme. This joint distribution can be decomposed into
two conditional distributions: p(x;, X |Xj=i,m,n) = P(Xi|Xj—i,m.n) - P(Xm|Xj-m,n), Where j — i
denotes the sequence of indices excluding i, so that x;_; := x1, -+, Xj_1, Xj31, -+ , Xq.

Starting from constraints B.1 and B.2, one can derive, for each pair of x; and x,,, new
constraints that do not depend on x;, x,,,, x,, and x,,, x,, respectively:

r
Z maX{O,xj—cj}<E AL

Jj—i,m,n
r
Z max {0,¢; — xj} = = :
Jj—i,m,n 2
r
= ¢ <x;<ci+-— Z max {0,x; —c;j} A (B.5)
2 j—i,m,n
r
Cm < Xm <Cm+—-— Z max {0, x; — ¢}
2 j—-m,n
r r
5~ Cn < Z max {0,¢; — x;} < rE
j—i,m,n
r
= ci<xl~<ci+§— Z max {0, x; — ¢j} A (B.6)
Jj—i,m,n
’
Xm =Cm + = — Z max {0, x; — ¢}
2 j—-m,n
r r
5 " Cm < Z max {0, ¢; — xj} < rh
Jj—i,m,n
r
= ¢ <x;<ci+—-— Z max {0, x; — ¢j} A (B.7)
2 Jj—i,m,n
’
Xm =Cm— = + Z max {0, ¢; — x;}
2 j—-m,n
r r
5~ Cm = Cn < Z max {0,¢; — x;} < 3"
Jj—i,m,n
r
= Xj=¢+ - — Z max {0, x; — ¢j} A (B.3)
2 j—i,m,n
r
Xm = max{O,cm -3 + Z max {0, ¢; —xj}} A
j-m,n
. r
Xm < min {cn +cpm— =+ Z max {0, ¢; —xj},cm}
2 j—m,n
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r r
——¢ < Z max {0,¢; — xj} < - :
2 Jj—i,m,n 2
r
= x;j=¢— -+ Z max {0,¢; — xj} A (B.9)
2 j—i,m,n
r
Cm < Xm < Cm + — — Z max {0, x; — ¢}
2 j—-m,n
r r
——ci—cp < Z max {0,¢; — xj} < - :
2 j—i,m,n 2
r
= x; > max {0, ci——+ Z max {0, ¢; —xj}} A (B.10)
2 j—i,m,n
r
x; < min {cn +c——+ Z max {0, ¢; —xj},ci} A
2 j=i,m,n
r
Xm = Cm + i Z max {0, x; — ¢}
j—-m,n
r r
——ci—cCcpm < Z max {0,¢; — xj} < - :
2 j—i,m,n 2
r
= x; > max {0, iy + Z max {0, ¢; —xj}} A (B.11)
Jj—i,m,n

. r
x; < min {cm +c; — 2 + Z max {0, ¢; —xj},ci} A

j—i,m,n

r
Xm =Cm—§+ Z max {0, ¢; — xj}

j—-m,n
’
Z max {0, x; — ¢j} = 2 AL
j—i,m,n
r r
E—Ci—cm—cns max{O,cj—xj}SE:
j—i,m,n
r
= x; > max30,c; — 2 + Z max {0,¢; — xj} ¢ A (B.12)
j—i,m,n
i r
x; <minic, + ¢y + ¢ — 2 + Z max {0,¢; — xj},cip A
Jj—i,m,n
,
Xm = max {0, ¢y, — 3 + Z max {0,¢; — xj}t A
j—-m,n
. r
Xm <minic, +cm — 2 + Z max {0, ¢j — xj}, cm

j-m,n

Of the eight cases (B.5 to B.12), the first seven are not mutually exclusive. Via the condi-
tions on ;_; , , max {0,x; —¢;} and };_; ,, , max {0, ¢; — x;} one can decide which cases
are applicable for the current value of x. With the exception of B.5 and B.12, each case con-
strains one variable to a single value and places upper and lower bounds on the other. The
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remaining two cases specify upper and lower bounds for both variables. Within a Gibbs
sampler, these two cases can be handled analogously to the first group by keeping the cur-
rent value of one variable constant and only sampling the other. Thus, the active constraints
can be interpreted as a set A of line segments A; C R?, which are known to be mutually
disjoint.

Given an indicator function I;ca, (x) for each segment A; € A, the joint distribution
P(xi, Xm|Xj—i,m,n) can be expressed as a mixture distribution over the set of segments via
its unconstrained equivalent q(x;, Xy |Xj—i,m,n):

|A]
P(xia xm|xj—i,m,n) = Zp(slxj—i,m,n) 'P(Xi, xmlxj—i,m,n, S) with
s=1

p(s|xj—i,m,n)“'// q(xi,xmlxj—i,m,n)dxidxm and
Xi,Xm€EAs

P(xi,xm|xj—i,m,n, $) o q(xiaxm|xj—i,m,n) “Iea,(x)

The easiest way of sampling from this mixture is by first sampling the segment s from its
categorical distribution. Then, the original Dirichlet distribution is sampled from, subject
only to the single constraint represented by the chosen segment (Devroye, 1986, ch. 11.4.3).

For sampling x; and x,, from p(x;, Xm|Xj—i m,n, ), that is, from a Dirichlet distribution
constrained to segment s, we have to distinguish three cases: First, x; is constrained to an
interval I(s) < x; < u(s) and the constraints on x,,, do not depend on x; (cases B.5, B.7, B.10,
and B.12), so that with x,, = C:

—1 _ _
p(xi|xj—i,m,n, S) & x?l : xror(lm L. len . Il(s)<x<u(s)(xi)

anp—1
= x?’_l .C%m~L, (1 - C—x;— Z xj) : Il(s)<x<u(s)(xi)

j—i,m,n

anp—1
oc xlf’“_l . (1 - C—-x;— Z xj) i(sy<x<u(s)(Xi)

j—i,m,n
X ai—1 X an—1
i i
1- 1 u(s)(xi
oc (1 — Zj—i,m,nxj) ( TG — xj) I(s)<x<u(s)(Xi)
I(s) u(s)
1_C_Zj_i’m,nx]"1_C_Zj_i’m’nx]‘

= p(x”xj—i,m,m s) ~ TBeta (aia Xn;

. (B.13)

1-C- Zj—i,m,n Xj

with x] =

In the above, TBeta(a, ; [, u) refers to the truncated Beta distribution, i.e., Beta(a, f) trun-
cated to the interval [/, u].

Second, x; is constrained to an interval and the constraints on x,, do depend on x; (cases
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B.6 and B.11), so that with x,,, = C — x;:

an—1
p(xilxj—i,m,na S) & xia,—l : (C - xi)o{m_1 ' (1 -C- Z xj) : Il(s)<x<u(s)(xi)

j—i,m,n

oc xlfxi_l -(C - xi)“'"_l : Il(s)<x<u(s)(xi)

Xi a;i—1 Xi am—1
“(_) '(1‘_) “is)<x<u(s) (i)

C C
I(s) u(s) . X;
= p(x]|xj=i,m,n.s) ~ TBeta ((x,-, O < ' with x| = El (B.14)
Third, x; is constrained to a single value (cases B.8 and B.9). In theses two cases, x,, needs
to be sampled, but its constraints do not depend on x;. Sampling is performed analogously

to equation B.13, but with x; = C:

I(s) u(s)
1-C- Zj—i,m,n xj, 1-C- Zj—i,m,nxj

p(x,,n|xj—i,m,m S) ~ TBeta (Ofm, 24788 (B.15)

Xm
1-C- Zj—i,m,n Xj

with x;, =
The probabilities p(s|x;_; m,») can be derived in analogy to equations B.13, B.14, and B.15:

._1 _ _
P($|xj—i,m,n)0<// x;x’ X 1-xf{" Vdx; dxp,
Xi,XmEAs

Xm =C:

u(s) . a;i—1 . an—1
p<s|x,-_,-,m,n>occ°""_l‘/ ( S ) (1 3 ) .

1(s) 1-C- Zj—i,m,n Xj 1 _C_Zj—i,m,nxj

= comt. (1—C— > xj)-

j—i,m,n

et o) -® e o)

Xm = C- Xi :
an=1 u(s I(s
s (1-C= 3 o (b (i) - (L)
j—i,m,n
Xj = C:
pobima) €7 (1-C= 3 )
Jj—i,m,n

o () B (e

The incomplete Beta function B(x; a, b) does not have a closed form representation, but can
be numerically approximated, e.g., by evaluation of continued fractions.
In summary, the procedure for sampling from the constrained distribution is as follows:
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1. Initialize x to an arbitrary value that satisfies the constraint.

2. For each iteration of Gibbs sampling:
a) For each component x; with i ¢ {m, n} (m, n chosen arbitrarily):

i. For each of the eight partial constraints B.5 to B.12: Determine the applica-
bility of the constraint. If applicable, compute the probability p(s|xj—i m,n)
of the associated segment, otherwise set the probability to zero.

ii. Sample s from the resulting categorical distribution over segments.

iii. Sample x; and x,,, from the chosen segment s with probability
P(xi’ Xm |xj—i,m,n’ 3),
which can be formulated as sampling one of the variables from a truncated
Beta distribution.

b) Setx, =1- Zlf;n Xi.

The constraints discussed in this chapter arise from the context of topic modeling, where
Dirichlet distributions are typically sparse (¢; < 1). In consequence, the parameters «, § of
the truncated Beta distributions to be sampled from are also close to zero. In this setting,
numerical stability can be improved by applying the additive log-ratio transformation as
described in section 6.2.2. For the experiments described in chapter 6, which involve the
generation of samples in large volume, we chose to perform Gibbs sampling with an initial
burn-in period of 30 samples and a lag of 2, i.e., discarding every other sample. Truncated
Beta distributions are sampled from via 24 iterations of Damien and Walker’s algorithm
(2001).
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