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l’Allemagne et la langue de Goethe. Je remercie également Mme Lépori et
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gie du groupe orthogonal au manifeste pour l’UMP, des théorèmes les plus
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remarquable. Et Jasmine, pour être une marraine en or depuis mon entrée
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J’espère être un frère à peu près à la hauteur, en tout cas je n’aurais pu
souhaiter meilleure soeur. Merci pour tout ce que tu m’as apporté !
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Abstract

Many countries around the world are currently facing the extension of the
interim dry storage of spent nuclear fuel. The proper assessment of the
cladding integrity over periods up to 100 years is a challenging but neces-
sary task, including the determination of reliable and detailed temperature
distributions and the prediction of the evolution of the cladding materials,
in particular with regard to the mechanical properties.

The first objective of this thesis, treated in Chapter 2, was to provide realis-
tic, time-dependent and detailed temperature distributions in storage casks.
This was achieved by the development of three cask models: the first one was
built using Python and based on the German CASTOR® V/19, while the
other models were built using the thermal-hydraulic code COBRA-SFS and
represented the CASTOR® V/19 and a TN-32B. We performed sensitivity
analyses on all models, which highlighted the influence of particular param-
eters on the temperature distributions: the ambient temperature, the fuel
assembly decay heats and the gaps between the different structure elements
of the cask. We simulated various scenarios, including steady-state calcula-
tions (temperature distributions for different loading schemes and boundary
conditions) and transients (accidental scenarios, drying process, daily vari-
ations of the ambient temperature).

The second objective of the thesis, treated in Chapter 3, consisted in the
analysis of the hydrogen and hydride behaviour in the cladding under dry
storage conditions. We analysed a database on the Terminal Solid Solubility
(TSSP/TSSD) of hydrogen in zirconium alloys and derived correlations for
the solubility limits depending on the different cladding materials and mea-
surement methods. We observed that the distinction between TSSP and
TSSD seems to be related to high cooling rates in experiments, which sup-
port recent new interpretations of the TSSP limit.
Furthermore, we implemented in Python a model for precipitation and dis-
solution of hydrides (HNGD model), compared simulation results with the
original description of the model, and discussed the discrepancies.
Finally, using temperature results from Chapter 2, we developed a model us-
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Abstract

ing Python to simulate the hydrogen diffusion and the hydride precipitation
at the scale of a full rod, depending on temperature and time. We observed
that the axial temperature profiles of the fuel rod is likely to lead to the
diffusion of hydrogen toward both ends of the cladding and therefore to the
accumulation of hydrides in these regions. The lack of experimental data on
diffusion at these scales (time and space) does not enable any model vali-
dation at this point. However, the results achieved with the current model
suggest that an increased risk of embrittlement should be considered for the
upper and lower end of the fuel rods, especially for fuel assemblies present-
ing a high decay heat at the beginning of the storage and a low radioactive
decay (e.g. high burnup MOX).

Zusammenfassung

Viele Nationen sehen sich vor der Herausforderung, die trockene Zwischen-
lagerung bestrahlter Brennelemente über ursprünglich geplante Zeiträume
hinaus durchführen zu müssen. Die sorgfältige Prüfung der Hüllrohrin-
tegrität über lange Zeiträume wie 100 Jahre ist eine anspruchsvolle, aber
notwendige Aufgabe, die die Bestimmung von zuverlässigen und detail-
lierten Temperaturfeldern, sowie die Vorhersage der Entwicklung der me-
chanischen Eigenschaften des Hüllrohrmaterials einschließt.

Das erste Ziel dieser Dissertation war, realistische, zeitabhängige und de-
taillierte Temperaturverteilungen in beladenen Behältern zu diskutieren.
Dies wird in Kapitel 2 anhand von 3 Behältermodellen diskutiert. Das erste
Rechenmodell wurde mit Python erstellt und basiert auf dem in Deutsch-
land verbreiteten CASTOR® V/19. Zwei weitere Modelle wurden für das
thermohydraulische Rechenprogramm COBRA-SFS erstellt. Dabei wurde
neben dem CASTOR® V/19 auch das Modell eines TN-32B diskutiert.
Zu allen Modellen wurden Sensitivitätsanalysen durchgeführt um den Ein-
fluss von bestimmten Eingangsparametern auf die Temperaturverteilungen
zu untersuchen. Die Parameter umfassten die Umgebungstemperatur,
Nachzerfallswärmeleistung und Abstände zwischen verschiedenen Struktur-
elementen des Behälters. Ebenfalls wurden verschiedene Szenarien simuliert,
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einschließlich steady-state Rechnungen (Temperaturverteilungen für unter-
schiedliche Beladungen und Randbedingungen) und Transienten (Unfall-
szenarios, Trocknungsprozess, tägliche Temperaturschwankungen).

Das zweite Ziel der Dissertation besteht aus der Analyse des Wasserstoff-
und Hydridverhaltens im Hüllrohr unter typischen Bedingungen der trocke-
nen Zwischenlagerung und wird im Kapitel 3 behandelt. Eine Datenbank
zur Wasserstofflöslichkeit (der sog. Terminal Solid Solubilities TSSP und
TSSD) in Zirkonium Legierungen wurde analysiert und Korrelationen für
die Löslichkeitsgrenzen in Abhängigkeit des Hüllrohrmaterials und Messver-
fahrens hergeleitet. Die Interpretation der Ergebnisse lässt den Schluss
zu, dass eine Unterscheidung zwischen TSSP und TSSD nur mit hohen
Abkühlraten erklärt werden kann. Dies unterstützt neue Interpretationen
der TSSP Grenze.
Zur genaueren Untersuchung haben wir mit Python ein Modell zur Aus-
scheidung und Auflösung von Hydriden (das sog. HNGD Modell) imple-
mentiert und erweitert. Die Simulationsergebnisse wurden mit der origi-
nalen Beschreibung des Modells verglichen und Abweichungen diskutiert.
Basierend auf den Temperaturfeldern aus Kapitel 2 wurde ein Modell ent-
wickelt um die Wasserstoffdiffusion und Hydridausscheidung eines ganzen
Brennstabs in Abhängigkeit von der Temperatur und Zeit zu simulieren.
Ein Ergebnis ist, dass das axiale Temperaturprofil des Brennstabs zur
Wasserstoffdiffusion zu den Hüllrohrenden führen kann. Dadurch kann eine
Anhäufung von Hydriden in diesen Regionen entstehen. Der Mangel an
experimentellen Daten zur Diffusion auf diesen Ebenen (Zeit und Raum)
ermöglicht momentan keine Modellvalidierung. Die mit dem aktuellen Mo-
dell erreichten Ergebnisse weisen jedoch darauf hin, dass in zukünftigen
Analysen die Brennstabenden näher betrachtet werden sollten.
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1 Introduction and motivation of this
thesis

1.1 Dry storage of spent nuclear fuel

Most nuclear reactors around the world are Light Water Reactors (LWR),
which mainly include two types of reactors: Pressurized Water Reactors
(PWR) and Boiling Water Reactors (BWR) [1]. Although important dif-
ferences of design exist between PWR and BWR (number of loops, steam
generators, temperature and pressure conditions), they also share some com-
mon characteristics:

� They are based on nuclear fission by thermal neutrons.

� Light water1 is used as neutron moderator.

� Light water is also used as coolant.

� Low-enriched (3% to 5%) uranium oxide or mixed oxide (MOX2, con-
sisting of uranium and plutonium) is used as nuclear fuel.

� Nuclear fuel consists in fuel assemblies, bundles of fuel rods containing
the fissile material.

LWR fuel assemblies are organized in square patterns, usually 10x10 rods
for BWR and 15x15 to 18x18 rods for PWR, and measure around 4 m in
height. Each fuel rod consists of a stack of oxide pellets (each measuring
around 1 cm in length and 1 cm in diameter) enclosed in a zirconium alloy

1We precise here light water to underline the difference between reactors using (normal) H2O water,
e.g. PWR and BWR reactors, and reactors using deuterium oxide D2O, or heavy water, e.g. the Canadian
CANDU reactors.

2Mixed oxide fuel: MOX fuel consists of plutonium oxide and uranium oxide.

1



Introduction and motivation of this thesis

tube, the cladding. The cladding has several functions to fulfil: constitute
the first safety barrier 3, enable the nuclear reaction (low neutron absorption
and constant geometry) and efficiently transfer the heat to the coolant. The
containment function of the cladding remains of highest importance after
reactor operation, when the fuel is being stored. [2]

After being unloaded from a reactor core, nuclear fuel assemblies are still
generating heat (decay heat). The decay power follows an exponential de-
crease and is particularly high during the first years of storage. As water
is very efficient for heat removal, spent fuel assemblies are first wet-stored
for a few years in cooling ponds. Afterwards, they can be either reprocessed
in dedicated facilities (in China, France, Japan, Russia and the UK for in-
stance) or further stored until transfer to a final repository (once-through
fuel cycle). [3]
If no reprocessing is foreseen, two main ways can be distinguished for the
interim storage: dry storage or wet storage. Both options offer advantages
and drawbacks, and the nuclear countries around the world chose one of
those options, or in some cases both. The characteristics of dry and wet
storage are listed and discussed in an IRSN report [3].

In the case of dry storage, fuel assemblies are loaded and dried in casks and
subsequently placed in storage facilities. Those facilities have time-limited
licenses (for instance 40 years in Germany4) and deep geological final repos-
itories were expected to become available on time for the transfer of the
spent fuel assemblies to their final destination. However, most countries en-
counter difficulties to define a location and a concept for the final repository.
This leads to the necessary extension of the interim storage and requires fur-
ther investigations to understand and describe the long-term behaviour and
degradation effects. [4]

Figure 1.1 gives an overview of the fuel life cycle depicting the above-
mentioned steps. An important feature with regard to the cladding degrada-

3Three barriers are usually identified which aim at ensuring the safe enclosure of radioactive material
in a power plant: the fuel cladding, the reactor vessel/first loop and the reactor building.

4The license duration starts with the emplacement of the first cask. The first German CASTOR® cask
has been emplaced in April 1995 at the interim storage facility of Gorleben. The license for this facility is
thus valid until 2034.
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1.1 Dry storage of spent nuclear fuel

Figure 1.1: Overview of the temperature range and time scales involved over the fuel
assembly life.

tion mechanisms are the various temperature and time scales appearing on
this diagram, involving different boundary conditions: wet vs. dry storage,
40 °C vs. 350 °C, pseudo steady-state for several years vs. transient over a
few hours. This is a major concern for the assessment of the fuel rod in-
tegrity as all major long-term material degradation effects are temperature
dependent. [5–7]

The ductile-to-brittle transition temperature (DBTT, see Figure 1.2) is one
of them. At low temperatures, the cladding follows a brittle behaviour which
means that it can easily break even at low impact energy, e.g. in case of
a mechanical shock. At higher temperatures, the cladding is more ductile
and can undergo deformations and thus absorb more energy prior to failure.
With the extension of the interim storage, lower cladding temperatures are
expected and therefore a higher susceptibility to embrittlement.

The hydride precipitation and reorientation is a further major issue for the
fuel rod integrity. During reactor operation, an oxide layer forms on the

3



Introduction and motivation of this thesis

Figure 1.2: Ductile-to-Brittle Transition Temperature (DBTT). The curve depicts the ab-
sorbable impact energy prior to failure with regard to the temperature. The
limit between the brittle domain (low temperature) and the ductile domain
(high temperature) is marked using a grey band, as it consists in a transition
involving a temperature range rather than in a clear limit at a specific tem-
perature.

outer surface of the cladding. The oxidation reaction generates hydrogen,
part of which is absorbed by the cladding. Thus, the hydrogen concentra-
tion in the zirconium alloy increases progressively and eventually leads to
the formation of brittle hydrides. Hydrogen solubility and hydride precipita-
tion strongly depend on absolute temperature values, as well as on heating
and cooling kinetics [8–10]. Different types of hydrides might form in the
cladding, depending on the thermal and mechanical history [11–14], which
can then threaten the cladding integrity because of crack propagation as-
sisted by hydrides. Thus, a detailed knowledge of the cladding temperature
is desirable throughout the entire storage period. Table 1.1 summarizes the
temperature and related phenomena expected at the different steps of the
fuel assembly life.

Predicting a reliable temperature field for a loaded cask is a challenging task,
as there are only few experimental data publicly available to validate the
calculation models. Some of the data relevant to model a cask is proprietary
and not easily accessible. Furthermore, the storage casks have shielding and
containment functions to fulfil primary protection goals. Thus, a potential
re-opening of a cask for experimental purposes is not straightforward. For all
these reasons, the model validation to predict temperature fields of loaded
casks remains challenging. [4]
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Table 1.1: Main temperature dependent phenomena affecting the cladding at the different
steps of the fuel assembly life.

1.2 Scope of the thesis

This thesis aims to provide detailed simulations of the thermal conditions
experienced by the spent fuel assemblies dry stored in casks and of the
impact on the hydrogen behaviour in the cladding. Furthermore, it gives an
insight into the related degradation mechanisms.

Chapter 2 describes the thermal modelling of spent fuel storage systems.
It includes an introduction presenting the main heat transfer mechanisms
involved, then it presents the different cask models that were developed
during the PhD work.
The first one is a semi-analytical model, based on classical physics equa-
tions and was built using the programming language Python. This model
is inspired by the German CASTOR® V/19, the most widely used cask
in Germany for the storage of PWR fuel assemblies, designed by GNS5. It
relies on a few number of homogenized regions only and considers simplified
heat transfer exchanges. However, it offers the advantages of being easily
adaptable, quick, transparent and able to provide good orders of magnitude
of the temperature in the cask.

5GNS Gesellschaft für Nuklear-Service mbH is a company owned by energy suppliers (PreussenElektra,
RWE, EnBW and Vattenfall) and providing services in the field of nuclear waste management. [15]
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To obtain more detailed results, two further models were built using the
thermal-hydraulic code COBRA-SFS [16–19]. One is a generic cask model,
also inspired by the CASTOR® V/19 but fulfilling higher requirements than
the semi-analytical model. The second COBRA-SFS model represents a TN-
32B cask, designed by Transnuclear Inc., and was developed in the frame-
work of a thermal-hydraulic benchmark organized by the Electric Power
Research Institute (EPRI) [20]. Both COBRA-SFS models are highly de-
tailed models, which enable to determine three-dimensional temperature
fields for a whole loaded cask.

Chapter 3 describes the hydrogen behaviour in the cladding, in particular
with regard to the time-dependent temperature profiles. First, we present
some theoretical considerations about hydrogen dissolution and diffusion,
and hydride precipitation. Then, a review of experimental work on the Ter-
minal Solid Solubility (TSS) of hydrogen in zirconium alloys is described,
including the correlations deduced from the data of the review. Afterwards,
a hydrogen/hydride behaviour model (HNGD model) developed recently by
a research group at the Pennsylvania State University [10, 21] is discussed
and reproduced using the programming language Python. Verification cases
are performed and the results are discussed.
Finally, temperature profiles derived in Chapter 2 are used as a basis for
predictions on hydrogen and hydride behaviour at the scale of full-length
rods. The diffusion equation is implemented together with the TSS equation
in a simple model to simulate the hydrogen behaviour in the cladding over
a long period of time (100 years of interim storage). The results should not
be considered quantitatively reliable as long as no experiments are available
on hydrogen diffusion at the scale of a full-length rod and over longer time
scales. However, the simulations performed give some insight into possible
evolutions of the hydrogen distribution in the cladding during the extended
dry storage.

Chapter 4 gives outlooks and discusses possible further works. In particular,
the mechanical consequences of the thermal history and the related cladding
hydridation are discussed.
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2 Temperature fields in storage casks

2.1 Introduction

2.1.1 Heat transfer mechanisms

Heat transfers between two systems can occur in three main types of
mechanisms: conduction, convection and radiative transfers. In a thermal-
hydraulics problem, these mechanisms might contribute to a greater or lesser
extend to the heat transfers, depending on the characteristics and bound-
ary conditions of the problem. In the following, these three mechanisms are
reviewed and their characteristics briefly presented.

2.1.1.1 Conduction

Conduction consists in a diffusion phenomenon: particles exchange part
of their kinetic energy, from neighbour to neighbour, from hotter regions
to colder regions (second law of thermodynamics). It necessarily needs a
medium (solid, liquid or gaseous) to occur, which constitutes a major dif-
ference with radiative transfers. Due to their diffusive nature, conduction
heat transfers require longer time in the case of long heat paths. Conduc-
tion heat flow in a medium is usually described by the phenomenological
Fourier’s law, which basically states that the local heat flux

#»
j cond is pro-

portional to the temperature gradient
#      »

grad T :

#»
j cond = −λ · #      »

grad T (2.1)

where λ is the thermal conductivity, in W m−1 K−1.

The higher the thermal conductivity is, the better the heat conduction is: a
given temperature difference between two points leads to a higher heat flux
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Temperature fields in storage casks

(better heat removal) if the medium has a high thermal conductivity. From
another point of view: for a given heat flux, a low thermal conductivity is
responsible for larger temperature gradients. For instance, the rather low
thermal conductivity of UO2 leads to an important temperature difference
between the fuel pellet centre and the pellet surface: for a linear power of
186 W cm−1 (normal reactor operation conditions), the temperature in the
pellet varies approximately from 510 °C (surface) to 920 °C (centre), which
means a temperature difference of more than 400 °C over about 4 mm. For a
linear power of 420 W cm−1, the pellet centre temperature rises to 1850 °C,
involving thermal gradients higher than 300 °C mm−1. [22]

The minus sign in Fourier’s law (Eq. 2.1) ensures that the heat flux is
directed from hot to cold regions. Table 2.1 gives some examples of thermal
conductivities, for different materials and at different temperatures. [23]

Table 2.1: Thermal conductivity λ [W m−1 K−1] of some materials at 20 °C and 1 bar [23].

Material λ Material λ Material λ
Aluminium 239 Mercury 8.80 Concrete 0.1 - 1.8

Copper 386 Water 0.58 Pyrex 1.30
Silver 419 Ether 0.14 Sand 0.06

Uranium 28 Helium 0.142 PVC 0.19
Inconel 15 Hydrogen 0.168 Polyethylene 0.33 - 0.50

Cast iron 55 Argon 0.016 Wood 0.13 - 0.17
Steel 50 Water vapour 0.016 Cotton wool 0.029

Stainless steel 25 Air 0.024 Glass wool quilt 0.040

Fig. 2.1 gives a simple example of a conduction problem. The system consists
of two cylinders: a small cylinder of radius R1, in which heat is produced
with a volumetric power density pvol, and a larger cylinder of radius R2. The
height h of the cylinders is arbitrarily defined, but this quantity will not play
an important role, as the problem is assumed two-dimensional. The medium
between the two cylinders is characterized by a thermal conductivity1 λ.

Due to the symmetry of the problem, both the temperature and the heat
1The thermal conductivity is here assumed to be independent of the temperature. Actually, the thermal

conductivity usually depends on temperature but this assumption is valid if the temperature range of
the problem remains small. Considering the temperature dependence of the thermal conductivity, the
differential equations to determine the temperature field in the system become much more complex.
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2.1 Introduction

Figure 2.1: Thermal conduction in cylindrical geometry with heat production inside the
inner cylinder.

flux are only depending on the radius r. The power P generated in the inner
cylinder is equal to:

P = π R2
1 h · pvol

If the system is at thermal equilibrium, the heat generated per unit of time,
P·dt, must be equal to the heat evacuated to the environment. Furthermore,
as no heat is produced between the two cylinders, the conductive heat flux
jcond(r) integrated on any cylinder of radius r, for R1 ≤ r ≤ R2, corresponds
to the heat generated P :

jcond(r) · 2π r h = π R2
1 h · pvol

⇔ jcond(r) =
R2

1

2r
· pvol (2.2)

Knowing the expression of jcond(r), we can integrate the Fourier’s law along
r between R1 and R2:
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∫ R2

R1

jcond(r)dr =

∫ R2

R1

−λdT
dr
dr

⇔ R2
1

2
· pvol · ln(R2/R1) = −λ [T2 − T1]

⇔ T1 − T2 =
R2

1

2λ
· pvol · ln(R2/R1)

⇔ T1 − T2 = Rth · P (2.3)

In equation 2.3 we introduced the thermal resistance Rth = ln(R2/R1)
2π h λ , which

depends on the geometry (radii and height of the cylinders) and material
property (thermal conductivity). The thermal resistance enables to relate
the temperature difference T1−T2 between the two cylinders with the ther-
mal flux (or power P) traversing them. A higher thermal resistance (for
instance due to a material with a lower thermal conductivity λ) would lead
to a higher temperature difference between the two cylinders.

Using equation 2.3, we can for instance estimate the temperature at the
inner side of a storage cask, assuming

� the cask surface temperature: Tsurf = 80 °C,

� the total power loaded in the cask: P = 39 kW,

� the thermal conductivity of the cask wall: λ = 30 W m−1 K−1 and

� its dimensions (see section 2.2.1): R1 = 0.75 m, R2 = 1.25 m, h = 5 m.

Tint = 80 +
ln(1.25/0.75)

2 · 3.14 · 5 · 30
· 39000 = 101 °C
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2.1 Introduction

Another important example of thermal resistances corresponds to the case of
thermal conduction through a longitudinal element of length L and section
S, as shown in Fig. 2.2. A similar reasoning leads to the expression of the
thermal resistance Rth:

Figure 2.2: Thermal conduction in a uniaxial configura-
tion.

Rth =
L
S · λ

(2.4)

This thermal resistance is simply proportional to the length of the heat path
L and inversely proportional to the section S and thermal conductivity λ.
All thermal resistances implemented in COBRA-SFS (see sections 2.3 and
2.4) are defined using this kind of expression.

Resistances in parallel or in series

In order to simplify a thermodynamics model, it can be interesting to per-
form some homogenization. This requires determining equivalent properties
for the homogenized materials, in particular an equivalent thermal conduc-
tivity λeq. This equivalent conductivity depends on the geometrical configu-
ration: if the materials are in parallel, the heat flux divides into two fluxes of
different intensities (higher in the material with the highest conductivity),
while for two materials in series, the heat flux path necessarily goes through
both materials. Fig. 2.3 represents both cases: (a) two materials in parallel,
(b) two materials in series.

The conditions on heat flux and temperature differences are:

� in parallel: Φ = Φ1 + Φ2 and ∆T1 = ∆T2 = ∆T and

� in series: ∆T = ∆T1 + ∆T2 and Φ1 = Φ2 = Φ,
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(a) Resistances R1 and R2 in parallel.

(b) Resistances R1 and R2 in series.

Figure 2.3: Equivalent thermal resistances Req and conductivities λeq for two materials
(a) in parallel or (b) in series. Li, Si, Φi and ∆Ti refer respectively to the
length of the heat path in material i, to the cross-sectional area of the heat
path in material i, to the heat flux through material i and to the temperature
difference resulting from the thermal resistance of material i.

where Φ1 (resp. Φ2) and ∆T1 (resp. ∆T2) are the heat flux and temperature
differences through material 1 (resp. material 2), and Φ and ∆T the heat flux
and temperature differences through the equivalent homogenized material.

These conditions enable to derive the equivalent thermal conductivities λeq
(or resistances Req) for both cases, which are given on the right hand side
of Fig. 2.3.

The difference between parallel and series plays an important role in the
case of two materials with very different conductivities. For instance, if
material 1 in Fig. 2.3 is an insulating material (λ1 → 0), then R1 →∞ and:

� in the case of parallel materials (a), the heat flux Φ can still go through
material 2 (Φ1 ≈ 0 and Φ2 ≈ Φ) and the resulting temperature differ-
ence between both sides of the material remains limited: ∆T ≈ R2 ·Φ,

� in the case of materials in series (b), the heat flux Φ has to go through

12
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both materials and the low conductivity of material 1 induces an
important temperature gradient along the heat path in material 1:
∆T = ∆T1 + ∆T2 = (R1 +R2) · Φ ≈ R2 · Φ→∞

Fig. 2.4 shows more details of the impact of the conductivity difference for
two materials in series or in parallel. The plot represents the equivalent
conductivity λeq in the case where λ1 is fixed and λ2 varies (on the x-axis)
from 0 (perfect insulation) to ∞ (perfect conduction).

In the case where the two materials are in parallel (green curve), the equiv-
alent conductivity starts at λeq = λ1/2 when λ2 = 0 (material 2 is perfectly
insulating, but heat can still be conducted by material 1) and increases
linearly with λ2.

In the case where the materials are in series, λ2 has a stronger impact on
the resulting λeq: if λ2 = 0, then no heat can pass material 2 and as a
matter of consequence λeq = 0 as well. If λ2 → ∞, then λeq → 2 · λ1:
material 2 becomes “invisible” for the heat flux but the thermal conductivity
of material 1 still limits the heat conduction and induces a temperature
difference independently of material 2.

Figure 2.4: Equivalent conductivity λeq for two materials (conductivities λ1 and λ2) in
parallel (green curve) or in series (blue curve). The plot corresponds to the
case where both materials represent the same volume. λ1 is fixed, the x-axis
corresponds to λ2 and the resulting equivalent conductivity λeq is on the y-
axis.
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2.1.1.2 Convection

Unlike conduction and radiative transfers, convection implies matter move-
ments: the heat transport occurs through the matter transport. Convection
thus only takes place in fluids (liquids or gases). One can distinguish natural
convection and forced convection, depending on whether the fluid movement
occurs only under the influence of body forces (gravity) or under the action
of an external force (e.g. a ventilation system). Heat transfers by convection
can apply for a system consisting solely of fluids. However, in many cases,
the heat transfer of interest occurs between the surface of a solid and a fluid.

Heat transfers by convection are in general more complicated to simulate
than thermal conduction or radiation, due to the matter motion involved:
a precise modelling of a system including convection heat transfers requires
fluid mechanics considerations. Indeed, the heat transfers by convection
are directly related to the characteristics of the fluid (laminar or turbulent
flow, speed of the flow). However, many correlations and formulas have
been established for classical configurations, which enable to determine heat
fluxes in a more simple way. In the case of a solid surface and a flow, the
heat transfer is usually expressed using the Newton’s law, which describes
the heat flux jconv as proportional to the temperature difference between
the surface of the solid and the fluid [24]:

jconv = h · (Tsurf − Tfluid) (2.5)

with Tsurf the surface temperature of the solid, Tfluid the temperature of
the fluid2, and h the “heat transfer coefficient” in W m−2 K−1. Table 2.2
gives some examples of correlations for heat transfer coefficients in air at
atmospheric pressure and for different geometries. To give an order of mag-
nitude: in the case of natural convection of air at atmospheric pressure, heat
transfer coefficients usually rank from 2.5 to 25 W m−2 K−1 [25].

In the case of spent nuclear fuel, convection plays an important role in
2The temperature considered here corresponds to the fluid temperature at a sufficient distance from

the solid surface. Indeed, in the immediate vicinity of the solid surface, the fluid flow is influenced (friction
forces) by this surface and builds a “boundary layer”, which is characterized by a reduced velocity and an
increased temperature. The precise modelling of the flow field falls within the scope of thermal-hydraulics
but the Newton’s law enables in a simpler way to indirectly take into account these effects.
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Table 2.2: Correlations for free convection from various surfaces to air at atmospheric
pressure [24].

Surface Laminar Turbulent

Vertical plane or cylinder h = 1.42
(

∆T
L

)1/4
h = 1.31 (∆T )1/3

Heated plate facing upward h = 1.32
(

∆T
L

)1/4
h = 1.52 (∆T )1/3

Heated plate facing downward h = 0.59
(

∆T
L

)1/4

h = heat transfer coefficient [W.m-2.K-1]

∆T = Tsurf − T∞ [K]

L = vertical or horizontal dimension [m]

cooling pond, where the convection of the water ensures an efficient heat re-
moval. Later on, during the dry storage in interim storage facilities, convec-
tion heat transfers take place both around the storage casks (heat removal
from the cask surface by the surrounding air) and within the casks (helium
circulation within and around the fuel assemblies).

2.1.1.3 Thermal radiation

While conduction and convection require a medium to carry the heat, ra-
diative transfer can occur through vacuum, as for instance the solar radia-
tion in interplanetary medium. Any opaque solid in a transparent medium
exchanges energy with its environment as the opaque surface emits and
receives (with or without reflection) electromagnetic waves. Here also, one
can define a radiative heat flux jrad, which actually corresponds to a sum
of radiative transfer over the whole range of the wave length λ of the elec-
tromagnetic radiations. In the case of a black body (body that absorbs all
incident radiation) at thermal equilibrium, this sum is given by the Stefan-
Boltzmann law and only depends on the surface temperature T :

jrad =

∫ ∞
0

djrad
dλ

dλ = σT 4
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where σ is the Stefan-Boltzmann constant: σ = 5, 67 · 10−8 W m−2 K−4.

As most solid bodies are not perfect absorbers, the Stefan-Boltzmann equa-
tion is usually applied with an emissivity coefficient 0 ≤ ε ≤ 1:

jrad = εσT 4

The Stefan-Boltzmann law shows that the radiative transfers are strongly
dependent on temperature and particularly important at high temperature
(proportional to the fourth power). In the case of a loaded spent fuel cask,
important radiative heat transfers occur between the fuel rod surfaces and
the cask internal structures. Especially in large cavities filled with helium,
heat transfers between surfaces standing apart from another can be very
efficient by radiation, while they are much lower by conduction or convec-
tion. To calculate the radiative heat transfer between two surfaces, it is
necessary to determine the heat fluxes emitted by those surfaces (Stefan-
Boltzmann law), but also the geometrical configuration has to be taken into
account: two surfaces will exchange more heat if they stand parallel to one
another than if they are orthogonal, and the heat transfer will be larger if
the distance between the two surfaces is shorter. This geometrical aspect is
described by the view factors Fij, which are discussed in section 2.1.2.

Non-blackbodies

As mentioned above, most solid bodies are not perfect absorbers. Non-
blackbodies involve more complex calculations as part of the incident radi-
ation is reflected. Indeed, when an incident radiation strikes a surface, part
of it is absorbed (the corresponding fraction is defined as the absorptiv-
ity α), another part is transmitted through the surface (transmissivity τ)
and the rest is reflected (reflectivity ρ). The energy conservation requires
α + τ + ρ = 1. In the following, we establish the equation describing the
radiative heat transfer between two non-blackbodies. This equation (2.8)
is used by the code COBRA-SFS when radiative heat transfers have to be
described. This section is adapted from [24] where more details on radiative
heat transfers can be found.
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To take into account the reflection and derive the corresponding equations,
we may first define two new terms:

� the irradiation G: the total radiation incident upon a surface per unit
time and per unit area, and

� the radiosity J : the total radiation that leaves a surface per unit time
and per unit area,

which are represented in Fig. 2.5.

Figure 2.5: Surface energy balance for an opaque (no transmission) material. Taken from
[24].

Assuming that the radiosity and irradiation are uniform over each surface,
we can write the radiosity J as the sum of the emissive power of the surface
(Stefan-Boltzmann law) and the reflected irradiation:

J = εEb + ρG

where ε is the emissivity, Eb is the blackbody emissive power and ρ the re-
flectivity. If we assume the transmissivity of the material to be zero (opaque
material), we have ρ = 1− α, with α the absorptivity. Furthermore, Kirch-
hoff’s identity states that the absorptivity is equal to the emissivity, ε = α,
such that:

J = εEb + (1− ε)G

Thus, the net energy leaving the surface can be written:

q

A
= J −G = J − J − εEb

1− ε
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or

q =
Eb − J

(1− ε)/εA
(2.6)

Equation 2.6 shows that if we consider the heat flux q as a current, the
difference between the blackbody emissive power Eb and the radiosity J as
a potential difference, and the denominator (1 − ε)/εA as a resistance, we
can draw a parallel with an electrical resistance through which a current
runs, leading to a potential difference. This corresponds to the first segment
of the diagram in Fig. 2.6.

Considering now two surfaces, A1 and A2, we can express the energy leaving
surface 1 and reaching surface 2 as the product of the radiosity of surface
1, the area of surface 1 and the view factor (see section 2.1.2) from surface
1 to surface 2: J1A1F12. Similarly, the energy leaving surface 2 and reaching
surface 1 is: J2A2F21. Using both expressions, we can calculate the net energy
exchange between the two surfaces:

q1−2 = J1A1F12 − J2A2F21

Due to the property of view factors stating that A1F12 = A2F21 (see sec-
tion 2.1.2), we can rewrite the energy exchange between the two surfaces
as:

q1−2 =
J1 − J2

1/A1F12
(2.7)

In the same way as for Equation 2.6, Equation 2.7 can be considered as
an electric current (the energy exchange q1−2) given by the quotient of a
potential difference (the potentials are the radiosities J1 and J2) and a
resistance (the term 1/A1F12). This analogy enables to construct networks,
in order to solve radiation heat transfer problems. In the case of a radiative
heat transfer between the surfaces A1 and A2, assuming that the surfaces
see each other and nothing else, the network will consist of three resistances
in series: a “surface-resistance” (1 − εi)/εiAi on each of the two surfaces
and a “space-resistance” 1/A1F12 between the radiosity potentials. This is
represented in Fig. 2.6.

The net heat transfer qnet corresponds then to the overall potential difference
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Figure 2.6: Radiation network for two surfaces that see each other and nothing else.
Taken from [24].

divided by the sum of the resistances:

qnet =
Eb1 − Eb2

1−ε1
ε1A1

+ 1
A1F12

+ 1−ε2
ε2A2

Thus, in terms of temperature, the radiative heat flux between two surfaces
is given by:

qnet =
σ(T 4

1 − T 4
2 )

1−ε1
ε1A1

+ 1
A1F12

+ 1−ε2
ε2A2

(2.8)

with A1 and A2 the area of the surfaces, ε1 and ε2 their emissivities and
F12 the view factor from surface 1 to surface 2 (see the following section).
Equation 2.8 is used in COBRA-SFS to describe the radiative heat transfers.

2.1.2 View factors and Hottel’s crossed strings method

As mentioned in the previous section, the geometrical configuration of the
surfaces involved in a heat transfer problem is important to determine the
effective heat transfers. Indeed, if the radiation from an isothermal surface
S1 can be assumed isotrope, the heat transfer from this surface to a second
surface S2 will depend on two main parameters:

� the radiosity of the surface S1, describing how much energy is diffused
by S1,

� the view factor F12 from S1 to S2, describing how well does S2 “see”
S1.
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Fig. 2.7 shows for instance two surfaces in two different configurations: in
(a), surface S2 sees well surface S1, which means that an important part
of the energy irradiated by surface S1 would be received by surface S2. In
configuration (b), even though both surfaces are closer from each other,
surface S2 does not see surface S1 as good as in the former case and thus
will not receive as much energy from surface S1. In particular, we can see
that the energy irradiated by the lower part of surface S1 cannot reach at
all surface S2.

(a) (b)

Figure 2.7: Radiative heat transfer between two surfaces in two different configurations.
The radiation from surface S1 that can reach surface S2 is represented in
yellow, the orange arrows draw the limits.

View factors (also referred to as “Radiation shape factors” [24]) can be
defined in a more quantitative way by a double integral on the two surfaces
S1 and S2 involved in the radiative heat transfer:

F12 =
1

S1

x

S1S2

cos(θ1) cos(θ2)

πr2
dS1 dS2 (2.9)

with θ1 (resp. θ2) the angle of a ray from surface S1 to surface S2 with the
normal of S1 (resp. S2) and r the length of this ray (details in Appendix 5.1
“View Factors”). In this equation, the cosine functions reflect the efficiency
of the orientation of each surface: if the surfaces are facing each other, the
cosines will be close to 1, while if one (or both) surface is not facing the
other, the corresponding cosine will take values close to 0. The denominator
coefficient πr2 reflects the attenuation of the isotropic radiation. Per defini-
tion, view factor values lay between 0 (no radiation from S1 can reach S2)
and 1 (all radiation from S1 reaches S2): 0 ≤ F12 ≤ 1.
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An important property is the reciprocity of the view factors:

S1 · F12 = S2 · F21 (2.10)

The demonstration of Equation 2.10 is evident using the view factor def-
inition of Equation 2.9. From a more physical point of view, this equality
indicates that if both surfaces present the same radiosity, then the energy
per unit time3 leaving S1 and received by S2 is equal to the energy per unit
time leaving S2 and received by S1 (any given line joining the two surfaces
can correspond to a ray traveling in either direction).

Another property of view factors is the summation: for an enclosure of N
surfaces Sj,

N∑
j=1

Fij = 1 ∀i ∈ [1;N ] (2.11)

This property simply means that all the radiation leaving a surface Si which
is part of an enclosure, will be received by a surface of this enclosure. Equa-
tion 2.11 is not valid anymore if the surfaces considered do not form a closed
enclosure, as part of the radiation emitted by Si could then exit the system.

Figure 2.8: Crossed and uncrossed strings between two surfaces exchanging radiative
heat. To determine the view factor from S1 to S2, the Hottel’s method can
be applied using the crossed strings (green dotted line) and the uncrossed
strings (green plain lines).

Equation 2.9 enables to determine view factors between surfaces. However,
the integrals may complicate the calculation in most situations. Therefore,
some other formulas might be very useful, as for instance the “Hottel’s

3The “energy per unit time” corresponds to the radiosity integrated over the emitting surface.
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formula”, or “Crossed strings method” [19, 26]. This formula applies only
for two-dimensional systems but provides then a very simple expression to
calculate view factors. Indeed, this expression only uses the lengths of the
crossed and uncrossed strings joining the ends of the surfaces concerned, as
well as the length L1 of the emitting surface4 (see Fig. 2.8):

F12 =
crossed strings− uncrossed strings

2 · L1
(2.12)

Finally, Fig. 2.9 gives an example of view factor calculation. The system
consists of two surfaces: a plate S1 of length L, which closes a half cylinder
S2. There are thus 4 view factors to determine: the self view factors F11 and
F22, and the reciprocal view factors F12 and F21. We can first note that as
S1 is a flat surface, F11 = 0. Furthermore, F11 + F12 = 1 (summation of the
view factors of surface S1), and thus F12 = 1.
On the contrary, S2 is concave, so that part of the radiation emitted by S2

is then received by itself, which means that F22 > 0. Knowing F12, we can
deduce F21 from the reciprocity property:

F21 =
L

πL/2
F12 =

2

π

The summation of the view factors of surface S2 yields then:

F22 = 1− 2

π

The application of the Hottel’s formula would also yield the same result: for
F12, the crossed strings between S1 and S2 would coincide with the segment
S1 and thus have a length L, while the uncrossed strings have a zero length.
The length of the emitting surface S2 is πL/2 and thus, according to the
Hottels formula:

F21 =
(L+ L)− (0 + 0)

2 · (πL/2)
=

2

π

These view factors could also have been calculated using the mathematical
definition given by Equation 2.9, but it would have been more complex and
time-consuming.

4It might seem misleading to speak here of the “length” of a “surface”, but one should keep in mind
that even though view factors apply per definition to surfaces, the Hottel’s correlation applies only to
two-dimensional problems and thus involves lengths which actually characterize surfaces.
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2.1 Introduction

Figure 2.9: Radiative heat transfer in a closed half cylinder of diameter L.

Further explanation on the mathematical definition of the view factor F12, as
well as some demonstrations concerning the Hottel’s crossed strings method
can be found in the appendixes 5.1 “View factors” and 5.2 “Hottel’s crossed
strings method”, or in [26] or [24] (“Radiation shape factors”).
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2.2 Semi-analytical cask model

The first cask model presented in this thesis is a semi-analytical model
inspired by the CASTOR® V/19, a transport and storage cask designed
by GNS. It uses fundamental equations, includes strong homogenization
assumptions and is implemented with the programming language Python.
It has been developed as a direct application of the heat transfer theory
presented in the previous section and provides temperatures in both steady-
state and transient cases.

In the following, we first present the CASTOR® V/19 cask. Then, we de-
scribe the semi-analytical model (referred to as Python model in the fol-
lowing) inspired by the CASTOR® V/19. Finally, we discuss some results
yielded by this model: a steady-state calculation (39 kW homogeneously
loaded, with a room temperature of 25°C), accidental scenarios correspond-
ing to fire conditions, and a sensitivity analysis of 10 parameters of the
model.

2.2.1 Cask design

The CASTOR® V/19 is a transport and storage cask designed by GNS.
It is the most common cask in Germany for the storage of PWR spent
fuel assemblies and can host up to 19 fuel assemblies. For Germany, it
is foreseen that the fuel assemblies can have a maximum average burnup
of 55 GWd/tHM and a power limit of 39 kW. The 19 fuel assemblies can
include up to four special assemblies placed in the inner cavity ring: MOX
assemblies with a maximum average burnup of 55 GWd/tHM or Uranium
assemblies with a maximum average burnup of 65 GWd/tHM [27]. In the
following, we will refer to fuel assemblies as FA, in particular when referring
to their identification: for instance, FA 10 for the central fuel assembly in
Fig. 2.18.

The CASTOR® V/19 is 5.94 m in height and has an external diameter
(including cooling fins) of 2.44 m. The cask body is made of cast iron, in
which polyethylene rods are inserted for neutron shielding. The inner cavity
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2.2 Semi-analytical cask model

Figure 2.10: CASTOR® V/19 cask from GNS. On the upper left picture, we can see the
configuration of the basket and 19 fuel assemblies in the cask cavity. On the
lower left picture, we can observe the closing system including a primary
lid and a secondary lid. A protection plate (blue painted) comes on top of
the double-lid system. The two rows of polyethylene moderator rods (white
rods and round spots in the cask body) can be seen on the vertical cask. On
the external surface of the cask, cooling fins are used to enhance the heat
removal. Taken from [28].
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is 5.03 m in height, 1.48 m in diameter and includes fuel compartments
made of aluminium and stainless steel, in which the fuel assemblies can be
inserted. This cavity is filled with helium, which is both an inert gas and
a good thermal conductor. The cask is closed using two bolted lids. The
geometry of the CASTOR® V/19 can be seen in Fig 2.10 [28].

2.2.2 Model description

The Python model was built in parallel to the development of the first
COBRA-SFS model (CASTOR model, presented in section 2.3). We mod-
elled the cask with 5 homogenized radial zones for the cask cavity filled
with internal structures and fuel assemblies, and one zone for the cask body
(see Fig. 2.11). The radii of the 5 zones were set in such a way that the 5
zones representing the cask interior have the same surface areas: R1 = Rint,
R2 =

√
4/5 Rint, R3 =

√
3/5 Rint, R4 =

√
2/5 Rint, and R5 =

√
1/5 Rint,

with Rint the radius of the cask cavity. The choice of this particular division
presents an advantage: we can see in Fig. 2.11 that

� the 12 external fuel assemblies are located in the zones 1, 2 and 3,

� the 6 intermediate fuel assemblies are approximately half in zone 4 and
half in zone 5, and

� the central fuel assembly is in zone 5.

Considering this spatial distribution of the fuel assemblies over the zones,
we attributed the following powers to the homogenized zones:

� for zone 1, 2 and 3: 12× 1
3 × Ptot/19 = 4/19Ptot

� for zone 4: 6× 1
2 × Ptot/19 = 3/19Ptot

� for zone 5:
(
6× 1

2 + 1
)
× Ptot/19 = 4/19Ptot

with Ptot the total power loaded in the cask.
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2.2 Semi-analytical cask model

Figure 2.11: Diagram of the semi-analytical cask model. The model consists of six ho-
mogenized zones: one for the cask body and five for the internal part of the
cask, including basket structures and fuel assemblies. Fuel assembly posi-
tions are indicated by the red squares on the diagram but the assemblies are
not considered in detail in the model, due to the homogenization assump-
tions.

The constant parameters used for the model are gathered in Table 2.3: cask
height H, inner and outer cask diameters Ri, characteristic dimensions of
the fuel rods (height h and radii ri), masses mi, total power Ptot, emissiv-
ities εi, densities ρi, Stefan-Boltzmann constant σ, heat capacities ci, cask
wall thermal resistance5 Rth

par, and conductivity of cast iron λGGG. Further
parameters were then defined as functions of the temperature: thermal con-
ductivity of the polyethylene (PE), of the homogenized cask body, of the
homogenized cask interior area, thermal resistances from one zone of the

5In the following, we will use the exponent “th” to refer to thermal resistances (Rth
par, Rth

i+1,i) and

distinguish them from radii (Ri). In Rth
par, the index “par” refers to parietal.
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model to the next one, and heat capacities.

Table 2.3: Parameters used in the Python semi-analytical model.

Parameter Value Unit
H 4.95 m
Rint 0.74 m
Rcask 1.15 m
hrod 400 cm
rfuel 0.403 cm
rclad,i 0.411 cm
rclad,o 0.475 cm
rGT,i 0.555 cm
rGT,o 0.616 cm
mGGG 85906 kg
mPE 2514 kg
εint 0.8 -
εcask,o 0.93 -
εcask,i 0.25 -
εroom 1 -

Parameter Value Unit
Ptot 39000 W
ρclad 6560 kg m−3

ρalum 2700 kg m−3

ρsteel 7800 kg m−3

ρfuel 13600 kg m−3

ρHe 0.166 kg m−3

σ 5.67× 10−8 W m−2 K−4

cPE 2150 J kg−1 K−1

cclad 330 J kg−1 K−1

calum 896 J kg−1 K−1

csteel 500 J kg−1 K−1

cfuel 303 J kg−1 K−1

cHe 3115 J kg−1 K−1

Rth
par 2.60× 10−3 K W−1

λGGG 36 W m−1 K−1

Heat exchanges between the zones consist of two contributions: conduction
and radiation. Convective heat transfers are not taken into account in this
model. They mainly impact the axial temperature profiles in the cask (the
helium convection in the cask tends to transfer heat from the lower part of
the fuel assemblies towards the upper part), but as the model at hand does
not consider the axial dimension of the cask, the modelling of convection
would have been probably ill-defined.
Conduction heat flux derives from the Fourier’s law (see section 2.1.1.1):

~jcond = −λ
−−→
grad T (2.13)

Radiative heat transfers are given by the Stefan-Boltzmann law (see sec-
tion 2.1.1.3):

j?rad = εσT 4 (2.14)

From the integration of equations 2.13 and 2.14, we derived the expression
for the heat flux Φi+1,i from zones i+ 1 to zone i:
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2.2 Semi-analytical cask model

Φi+1,i(t) =
Ti+1(t)− Ti(t)
Rth
i+1,i(T (t))

+ 2πRi+1 H σ(εi+1 T
4
i+1 − εi T 4

i ) (2.15)

where Rth
i+1,i is the thermal resistance between the zones i+1 and i (see

section 2.1.1.3, Equation 2.3), defined by:

Rth
i+1,i(T ) =

1

2πHλi+1(T )
× ln

(
Ri +Ri+1

Ri+1 +Ri+2

)
(2.16)

and T is the temperature considered for the thermal resistance, defined as
the mean value of the temperatures Ti+1 and Ti: T = Ti+1+Ti

2 .

Then, the energy balance for each zone i can be written time-step-wise
and leads to the temperature evolution, involving the heat fluxes Φi+1,i and
Φi,i−1, the thermal capacity Ci and the power generated by decay heat Pi:

Ti(t+ dt) = Ti(t) +
Pi + Φi+1,i − Φi,i−1

Ci
× dt (2.17)

Using Equations 2.17 and 2.15, we defined the following functions (the cor-
responding scripts can be found in Appendix 5.3):

� temp eq(T room, dt = 10, delta = 1e-6)

temp eq yields the equilibrium temperature values (in °C) for each
zone, according to the room temperature T room given in parameter.
The user can also define the time step dt (default is dt = 10 s) and the
convergence criterion (default is delta = 1e-6 K).

� temp(T init, T room list, t, dt, scale = “lin”)

temp plots the temperature (in °C) evolution for each zone, starting
from the initial condition T init (list of the initial temperatures for
each zone), according to room temperature conditions (list of tuples
(time, temperature) which enables boundary condition changes with
time), over a time duration t and with a time step dt. The time scale
can be linear (default) or logarithmic.

These functions have been used to calculate the temperature distributions
and evolutions in different conditions.
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2.2.3 Model results

Using the function temp eq, we first determined the equilibrium temper-
atures in the case of a total power of 39 kW and a room temperature of
25 °C. We obtained the following results:

� The zone modelling the cask body has a temperature of 79 °C

� Zone 1 has a temperature of 145 °C

� Zone 2 has a temperature of 215 °C

� Zone 3 has a temperature of 259 °C

� Zone 4 has a temperature of 289 °C

� Zone 5 has a temperature of 311 °C

With regard to the available literature [29–31], these temperature values
seem to provide good orders of magnitude for the cask body and for the
interior of the cask.

Then, using the function temp, we simulated the temperature evolutions
under different boundary conditions. Thus, Fig. 2.12 shows the temperature
evolution for the different zones of the model under accidental conditions,
where the cask would undergo a temperature of 600 °C for one hour. The
plot starts from the equilibrium state corresponding to a room temperature
of 25 °C, as determined above. Then, after 100 s, a room temperature of
600 °C is applied for one hour (blue dotted line in Fig. 2.12), before being
set back on 25 °C. During the temperature step, only the cask body is really
affected by the change of boundary conditions and presents an exponential
increase of temperature of approximately 100 °C: from 79 °C up to 180 °C.
Its temperature also immediately decreases when the room temperature
returns to normal. The temperatures of the internal zones of the model
present smaller and smoother variations. The maximum temperatures of
these zones are reached at different times:

� after 3.5 hours (from the start of the temperature step) for zone 1,
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2.2 Semi-analytical cask model

Figure 2.12: Temperature evolution with a step of 1 hour at 600 °C (logarithmic time
scale). The blue dotted line indicates the room temperature: from 25 °C
at the beginning of the simulation, it increases to 600 °C for 1 hour before
being set back on 25 °C. The six plain lines show the evolution of the dif-
ferent zone of the model. The cask body (brown line) immediately starts
to increase (resp. decrease) when the room temperature increases (resp.
decreases), while the five zones corresponding to the cask cavity and fuel
assemblies present some delay. For instance, the innermost zone reaches a
temperature maximum only 14.5 h after the room temperature increase.

� after 7 h for zone 2,

� after 10.5 h for zone 3,

� after 13 h for zone 4 and

� after 14.5 h for zone 5.

The temperature variation caused by the temperature step ranges from
12 °C for the most internal zone (T5 reaches a maximum temperature of
323 °C) up to 32 °C for the external zone (T1 reaches 177 °C). This indicates
that the nearer the fuel rods are from the cask centre, the more the effect of
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the temperature step will be delayed and reduced. Finally, the temperatures
in the cask are back to the initial equilibrium values after about 4 days.

Fig. 2.13 presents a similar scenario, but with a temperature step of 30
minutes at Troom = 800 °C. The temperature evolution is very similar to the
former case. This scenario corresponds to the accident conditions of trans-
port defined by the IAEA in its Safety Standards [32] and also considered
in the U.S. NRC Regulations as “hypothetical accident conditions” [33].

Figure 2.13: Temperature evolution with a step of 30 min at 800 °C (logarithmic time
scale).

Further scenarios can be simulated with this model, such as daily fluctu-
ations of the room temperature. For instance, Fig. 2.14a and Fig. 2.14b
show, respectively, the temperature evolutions of the cask body and of the
zone 1, in the case of a generic daily fluctuation of the room temperature.
The amplitude of this fluctuation was defined with Troom varying from 25 °C
to 35 °C over a day. We can see that the cask body temperature follows the
room temperature variations with a delay of about 5 hours, and with an
amplitude of around 1.8 °C. The temperature of zone 1 presents a similar
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evolution, but with a longer delay (about 6 hours) and a smaller amplitude
(less than 1 °C).

(a) Cask body temperature.

(b) Temperature of zone 1 (most external).

Figure 2.14: Evolution of the cask temperature under generic daily fluctuations of the
room temperature. The room temperature varies between 25 °C and 35 °C
with a period of 24 hours (2 days are simulated). The cask body temperature
(a) presents similar temperature variations but with an amplitude of 1.8 °C
and a delay of 5 hours. The amplitude of the temperature variations of
zone 1 is even lower (0.8 °C) but with a longer delay (6 hours).
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2.2.4 Sensitivity analysis

A major advantage of the Python model consists in the very short calcula-
tion time: equilibrium temperatures are yielded within a few seconds. This
enables to perform large numbers of simulations in a reasonable time and
without special computational capacities. Therefore, we conducted a sensi-
tivity analysis on 10 parameters and including 7000 simulations. The detail
of the distributions used for the parameter sampling is shown in Table 2.4.
The distributions for the emissivity coefficients were chosen as uniform, in
order to define fixed limits (in particular to ensure ε ≤ 1) and as we had no
further information on the distributions. For the other parameters, we chose
normal distributions, as the only information for each parameter consists in
its mean value and the fact that the parameter is more likely to present val-
ues near to this mean value. The conductivity for cast iron λGGG is defined
as an absolute value (36 W m−1 K−1) while the conductivities for polyethy-
lene, fuel assemblies and helium are given as normalized parameters. This
is due to the differences in definition in the Python model (constant value
for λGGG, correlations for the other conductivities).

Table 2.4: Parameters used in the sensitivity analysis of the Python model.

Parameter Distribution type Mean value Standard deviation
εint Uniform 0.8 0.75 ≤ εint ≤ 0.85
εcask,o Uniform 0.93 0.90 ≤ εcask,o ≤ 0.96
εcask,i Uniform 0.25 0.2 ≤ εcask,i ≤ 0.3
Ptot Gaussian 39000 1000
Troom Gaussian 25 5
λGGG Gaussian 36 3

FactorλPE Gaussian 1 0.05
FactorλFA Gaussian 1 0.05
FactorλHe Gaussian 1 0.05

Heat transfer coeff Gaussian 3.3 0.1

Using the results of the 7000 simulations, it is possible to determine which
of the parameters are correlated to the temperatures yielded by the model.
Two parameters are said correlated (resp. anticorrelated) if high values of
one parameter can be associated with high values (resp. low values) of the
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other parameter. This is important because if a parameter is strongly cor-
related to the temperature of the cask, then this means that large uncer-
tainties on this parameter can be expected to lead to large uncertainties in
the model output.
Fig. 2.15 and Fig. 2.16 are scatter plots depicting the temperatures yielded
by the model, with regard to the total power Ptot and to the room temper-
ature Troom. For both figures, three scatter plots are included: (a) with the
temperatures of all 6 zones of the Python model, (b) with the temperature
of zone 5 (most internal zone) and (c) with the temperature of the cask
body. Linear regression lines have been drawn on the scatter plots (b) and
(c).
In Fig. 2.15, we can observe that the temperature in the cask tends to in-
crease with Ptot. In particular, this correlation is stronger for the internal
zones of the cask than for the cask body: the temperature T5 of zone 5 in
Fig. 2.15b clearly tends to be higher for high values of Ptot. This is less
clear with the cask body temperatures Tcask in Fig. 2.15c. On the con-
trary, in Fig. 2.16 the room temperature appears better correlated with
Tcask (Fig. 2.16c) than with T5 (Fig. 2.16b).
The scatter plots of the 6 zones of the model for each of the 10 parame-
ters listed in Table 2.4 can be found in Appendix 5.4. Fig. 5.1 provides an
example of anticorrelation, as the temperatures inside the cask tend to be
lower for higher emissivity coefficients.
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(a) All 6 zones of the model.

(b) Zone 5 (most internal). (c) Cask body.

Figure 2.15: Scatterplot showing the temperatures of the 6 zones of the Python model
with regard to the total power.
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(a) All 6 zones of the model.

(b) Zone 5 (most internal). (c) Cask body

Figure 2.16: Scatterplot showing the temperatures of the 6 zones of the Python model
with regard to the room temperature.
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Pearson correlation coefficient, correlation matrix and linear regression

To assess in a more quantitative way the correlation level of the different
parameters, a correlation matrix was calculated using the function corrcoeff
from the Python library NumPy [34]. This correlation matrix is based on
Pearson correlation coefficients rx,y.

The Pearson correlation coefficients rx,y [35] are defined as the quotient of
the covariance cov(x, y) of two variables x and y, with the standard devia-
tions σ(x) and σ(y):

rx,y =
cov(x, y)

σ(x) · σ(y)
=

∑N
i=1 (xi − x̄)(yi − ȳ)√∑N

i=1 (xi − x̄)2

√∑N
i=1 (yi − ȳ)2

(2.18)

with x̄ and ȳ the mean values of x and y: x̄ = 1
n

∑n
i=1 xi and ȳ = 1

n

∑n
i=1 yi.

The Pearson correlation coefficient ranges from -1 to 1 and determines the
strength of the linear relationship between two variables [35]. The sign indi-
cates whether the two variables are correlated (rx,y > 0) or anti-correlated
(rx,y < 0). The absolute value measures the correlation level. A correlation
coefficient equal to 1 (resp. -1) indicates a perfect correlation (resp. anti-
correlation): all points (xi, yi) lie perfectly on a straight line with a positive
(resp. negative) slop. A correlation coefficient equal to 0 indicates that no
trend can be found: high values for xi can be associated neither with high
values nor with low values for yi.
In Fig. 2.15, we already observed that Ptot appears better correlated with T5

than with Tcask. This is confirmed by the correlation coefficients: r = 0.65
for the correlation between T5 and Ptot, and r = 0.27 for the correlation
between Tcask and Ptot. In Fig. 2.16, we can see that the correlation is even
stronger between Troom and Tcask: the data points appear well concentrated
around the regression line and the high correlation coefficient r = 0.93
confirms that Tcask and Troom are strongly correlated.

Using the function linregress from Python library SciPy (subpackage stats)
[36], we also plotted on the scatter plots the corresponding linear regressions.
The aim of a linear regression is to have a function which provides the best
prediction of y for a given x. If we call ŷ the estimated value of y for a
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given x using the regression function ŷ = ax + b, we can define for each
data point (xi, yi) the residual εi as: εi = yi − ŷi = yi − (a xi + b). The
residuals represent the errors between the real data yi and the estimation
ŷi. The linear regression should minimize these errors, therefore we can
determine the coefficients a and b by looking for the minimum of the function
F (a, b) =

∑n
i=1 [yi − (axi + b)]2, sum of the squared residuals on all data

points (xi, yi). This is achieved by solving the two equations ∂F
∂a = 0 and

∂F
∂b = 0.

∂F

∂b
= 0⇔

n∑
i=1

2(yi − axi − b) · (−1) = 0

⇔
n∑
i=1

yi − a
n∑
i=1

xi −
n∑
i=1

b = 0

⇔ ȳ = ax̄+ b

We can note that this first equation indicates that the barycentre of the
(xi,yi) data points is located on the regression line.

∂F

∂a
= 0⇔

n∑
i=1

2 [yi − axi − b] · (−xi) = 0

⇔
n∑
i=1

xi [yi − axi − (ȳ − ax̄)] = 0

⇔
n∑
i=1

xi [(yi − ȳ)− a(xi − x̄)] = 0

⇔ a =

∑n
i=1 xi(yi − ȳ)∑n
i=1 xi(xi − x̄)

⇔ a =

∑n
i=1(xi − x̄)(yi − ȳ)∑n

i=1(xi − x̄)2

⇔ a =
cov(x, y)

var(x)

with cov(x, y) = 1
n

∑n
i=1(xi − x̄)(yi − ȳ) and var(x) = 1

n

∑n
i=1(xi − x̄)2.

In order to make the covariance and variance appear, we introduced addi-
tional −x̄ terms in the second to last equivalence, at the numerator and
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denominator. They do not change the equation, as∑n
i=1−x̄(yi − ȳ) =

∑n
i=1−x̄yi +

∑n
i=1 x̄ȳ = −nx̄ȳ + nx̄ȳ = 0

Thus, the coefficients of the linear regression are given by:

{
a = cov(x,y)

var(x)

b = ȳ − ax̄
Fig. 2.17 shows the correlation matrix containing the Pearson coeffi-
cients ri,j obtained with the 7000 simulations. We can first note that this
matrix verifies usual properties of correlation matrices: it is symmetric
(cov(i, j) = cov(j, i) and therefore ri,j = rj,i) and its diagonal is filled with
1 (trivially, any variable is perfectly correlated with itself). The colorbar
enables to distinguish whether the parameters are correlated (red), anticor-
related (blue) or uncorrelated (white). The more intense the colour is, the
stronger the correlation (or anticorrelation) is.
We can observe that the upper left 6x6 elements of the matrix are strongly
correlated. This is not surprising as they correspond to the temperatures
yielded by the model. If a set of model parameters leads to a particularly
high (resp. low) temperature for one zone of the cask model, we might expect
that the whole cask will be particularly hot (resp. cold), i.e. that the other
zones will also present a rather high (resp. low) temperature. We might note
that the correlation is lower between Tcask and the temperatures of the other
zones, in particular with the most internal zones: while the correlation be-
tween Tcask and T1 (external zone) is 0.64, the correlation between Tcask and
T5 (internal zone) only reaches 0.32. This can be understood considering
that the description of the cask body includes mainly specific parameters
(conductivity, surface heat transfer, emissivity) which are distinct from the
parameters describing the zones modelling the cask cavity. Furthermore, the
spatial configuration of the model (cask body in contact with zone 1 but
separated from zone 5) can explain the stronger correlation between Tcask
and T1.
The lower right 10x10 coefficients are (except for the diagonal) all very close
to zero. This was expected as they correspond to the correlation coefficients
between the 10 parameters that are randomly generated for each simula-
tion. Therefore, they should be de facto independent and, as a consequence,
uncorrelated.
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The remaining coefficients describe the correlations between the parameters
of the Python model and the temperatures of the different zones. The cor-
relation matrix indicates that three parameters are significantly correlated
(or anticorrelated) with the temperatures:

� εint, the cladding emissivity.
εint is anticorrelated with the temperatures of the internal zones, in
particular with the most internal ones: the correlation coefficients range
from rεint,T1 = −0.54 to rεint,T5 = −0.73. On the contrary, εint is not at
all correlated with the cask body temperature Tcask (rεint,T5 = −0.02).

� Ptot, the total power loaded in the cask.
Ptot is well correlated with the internal zones, with correlation coeffi-
cients ranging from 0.6 (rPtot,T1) to 0.65 (rPtot,T5). On the contrary, the
correlation between Ptot and Tcask is rather weak (rPtot,Tcask = 0.27).

� Troom, the room temperature.
Troom is strongly correlated with the cask body temperature:
rTroom,Tcask = 0.93. However, it is less correlated with the internal zones:
rTroom,T1 = 0.48 indicates still a certain correlation, but already with
zone 2 the correlation coefficient drops: rTroom,T2 = 0.29. The correla-
tion with the most internal zone is weak: rTrom,T5 = 0.15.

The other parameters of the model present very low (< 0.26 in all cases and
< 0.1 in most cases) correlation coefficients with the temperatures.
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Figure 2.17: Correlation matrix consisting of the Pearson coefficients r for each couple of pa-
rameters and/or temperature results from the Python model. The temperatures
of the different zones of the model are strongly correlated (upper left red sub-
matrix), except for the cask body, which is less correlated to the more internal
zones. The parameters of the model are randomly generated for the simulations
and therefore independent. This can be seen with the near zero coefficients (white
cells) for the lower right part of the matrix. Concerning the correlations between
parameters and temperature results, three parameters appear particularly cor-
related. The cladding emissivity εint is anticorrelated (deep blue cells) with the
5 zones corresponding to the cask internal part (r ranges from -0.54 to -0.73)
but not with the cask body (r = −0.02). Ptot is correlated with the same zones
(r ranges from 0.6 to 0.65 for T1 to T5, but r = 0.27 with Tcask). And Troom is
correlated mainly with the cask body (r = 0.93) but less with the internal zones:
r = 0.48 with T1, but decreases to 0.29 with T2 and 0.15 with T5.
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2.2.5 Summary on the Python model

In this section, we presented a semi-analytical cask model (Python model)
inspired by the CASTOR® V/19 cask. This model is based on fundamen-
tal physics equations, includes strong homogenization assumptions and is
implemented with the programming language Python. The results provide
good orders of magnitude of the temperatures expected in a loaded cask.

The model can be easily adapted to both steady-state and transient cal-
culations, and for different boundary conditions. Thus, we first determined
the temperature distribution in the case of a cask loaded with 39 kW for
a room temperature of 25 °C. Then transient calculations corresponding
to accidental scenarios have been performed: starting from a room tem-
perature of 25 °C, this temperature has been increased to 600 °C (resp.
800 °C) for 1 hour (resp. 30 min), before returning to 25 °C (Fig. 2.12 and
Fig. 2.13). Finally, the effect of daily room temperature variations on the
cask temperature has been investigated with a further transient calculation
(Fig. 2.14).

The simplicity of the Python model offers further advantages. It would be
easy to couple this model to further models or codes, for instance fuel per-
formance codes, to analyse temperature-dependent mechanical properties
of fuel rods. Furthermore, due to the short computational time, a sensitiv-
ity analysis involving 7000 simulations has been performed to identify the
most relevant parameters. The resulting correlation matrix between 10 in-
put parameters and the temperatures has been determined and discussed
(Fig. 2.17). Room temperature, decay heat and cladding emissivity were
found to be the most relevant ones.
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2.3 COBRA-SFS CASTOR® V/19 model

In the previous section, we presented a semi-analytical model based on
fundamental physics equations and including strong homogenization as-
sumptions. Although this model offers many advantages, it is not sufficient
when detailed temperature distributions are required. The following section
presents a new model, also inspired by the CASTOR® V/19 cask from GNS,
but built with the thermal-hydraulic code COBRA-SFS [19]. The level of
details of this model is significantly higher than for the Python model and,
consequently, the results are much more detailed.
This section first includes a brief description of the thermal-hydraulic code
COBRA-SFS. Then, the cask model is described, as well as its validation
through the comparison with other codes. A sensitivity analysis is con-
ducted, focussing on the influence of the room temperature and the gaps
between adjacent solid structures. Finally, different application cases are
presented: a steady-state for a homogeneous load of 39 kW, a drying pro-
cess (transient, with a vacuum phase followed by a helium refill), 100 years of
storage (gradual decay heat decrease resulting in a temperature decrease),
and different inhomogeneous loading schemes (missing fuel assemblies or
special assemblies with increased decay heats).

2.3.1 Short description of the thermal-hydraulic code COBRA-SFS

COBRS-SFS is a thermal-hydraulic code derived from the COBRA code
family. It is developed and validated since 1986 at Pacific Northwest Na-
tional Laboratory (PNNL), Richland, USA. COBRA-SFS was specifically
developed to model spent fuel storage and transportation systems, in steady-
state as well as in transient conditions. It uses a finite-difference approach to
predict flow and temperature distributions in the spent fuel storage system
and the fuel assemblies. Heat exchanges include two-dimensional radiative
and three-dimensional conductive heat transfers, as well as natural or forced
convection [16–19].

COBRA-SFS does not provide any graphical user interface, neither for the
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Table 2.5: Summary of input groups for COBRA-SFS [19].

Group Description

PROP Specifies fluid and solid material properties.

CHAN Specifies flow field geometry.

VARY
Optional: specifies axial variation in channel flow area, and axial variation in
width of flow path for lateral flow.

RODS
Specifies fuel rod geometry and thermal connections between fluid channels
and rods.

SLAB
Specifies slab node geometry, defines slab thermal connection types, and in-
terconnecting “map” of solid conduction nodes.

RADG
Specifies input to define thermal radiation exchange factors for rod arrays
and slab nodes.

HEAT
Specifies input for Nusselt number correlations for the total system energy
solution (fluid, rods, and slabs).

DRAG
Specifies input for wall friction and form drag correlations for fluid energy
solution.

BDRY
Specifies thermal boundary conditions for the radial side(s) of the model,
and defines the geometry and boundary conditions for the optional upper
and lower plenum models.

OPER
Specifies overall flow or pressure drop axial boundary conditions, and heat
generation rate in fuel rods.

REST
Special addition to simplify the input of heat generation rates: for each as-
sembly, the heat generation rate is specified in Watts.

CALC
Specifies calculational parameters for numerical solution, including damping
options and convergence criteria; specifies time step size and overall duration
for (optional) transient calculations.

OUTP
Specifies user-defined parameters governing output options for channels, rod,
slab nodes, fluid flow gaps; specifies time interval(s) for standard output and
other special output options in transient calculations.

ENDD
Final group flag to terminate reading of COBRA-SFS input file and signals
the code to stop looking for additional input groups.

input nor for the output processing. The input is complex and rigorously
structured, with exacting format requirements. Input files are divided into
input groups, some are always required while other are optional, depend-
ing on the model and simulation conditions (transient or steady-state for
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instance). The input groups are listed and briefly described in Table 2.5.
A more detailed description of the main input groups is included in Ap-
pendix 5.6. Furthermore, a general overview of the different steps required
for the development of a new COBRA-SFS model is given in Appendix 5.5.

2.3.2 Model description

The COBRA-SFS generic cask model inspired by the CASTOR® V/19
(referred to as CASTOR model in the following) consists of 568 solid nodes,
shown in Fig. 2.18, and 36 axial layers. Each layer is 12.25 cm in height,
thus the 36 layers cover 441 cm, which corresponds to the height of the
fuel assemblies. The 568 solid nodes are distributed as follows: 196 nodes
for the 19 fuel assembly compartments made of steel (green numbering
in Fig. 2.18), 120 nodes for the aluminium structures (violet nodes and
numbering in Fig. 2.18) and 252 nodes for the cask body (blue numbering).
The 252 nodes of the cask body are divided into 7 rings of 36 nodes each,
corresponding successively to a pure cast iron region, a homogenized ring
including cast iron and a row of polyethylene rods, a second pure cast iron
ring, a second homogenized ring corresponding to cast iron and polyethylene
rods, a third pure cast iron ring, the cooling fins (also made of cast iron) and
the cask surface (zero thickness, but useful to define boundary conditions
on the cask surface and determine the surface temperature).

The model includes 18x18-24 PWR fuel assemblies, which are modelled pin
by pin. Thus, the model yields temperature values for each of the 18x18
rods from all 19 fuel assemblies and at each of the 36 axial layers. We
assumed a single cladding type, characterized by a thermal conductivity
λ = 17.3 W m−1 K−1 (10 Btu h−1 ft−1 °F−1). Cladding heat capacity and
density, as well as UO2 conductivity, thermal capacity and density are also
defined (input group RODS, subgroup RODS.4), but are only used for tran-
sient calculations. Indeed, in the case of steady-state calculations, the fuel
material is expected to have a limited influence on the temperature results
and the fuel rod power is applied at the inner surface of the cladding as a
boundary condition. Spacer grids are not directly modelled but loss coef-
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2.3 COBRA-SFS CASTOR® V/19 model

Figure 2.18: Diagram of the generic model. The red numbers identify the assemblies: first
the fuel assemblies (1 to 19), then the unrodded assemblies (20 to 47). The other
numbers identify solid nodes. The green numbering concerns steel structures (fuel
compartments), from node 1 to node 196. The purple numbering concerns alu-
minium structures (corresponding nodes have been coloured in purple to distin-
guish them from steel nodes, which are left blank), from node 197 to node 316.
Finally, the blue numbering corresponds to nodes representing the cask body. It
starts with node 317 and ends with node 568, building 7 rings corresponding to
the different layers (and materials) of the cask body. Note that the cask body is
not on scale.
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ficients for the helium flow are applied at the axial locations of the grids.
The cask is filled with helium at a pressure slightly below 1 bar. Within
each fuel assembly, 19x19 helium channels are modelled, 4 rods defining
the corners of one channel. Within the basket structures, 28 further he-
lium channels (much larger than the fuel assembly channels) are modelled.
Helium properties were taken from NIST database [37].

A few homogenization assumptions were taken concerning the cask body.
A homogenized medium is defined for the 2nd and 4th rings of nodes in
the cask body, to take into account the polyethylene rods included in the
cast iron. An equivalent thermal conductivity has been calculated assuming
polyethylene and cast iron to be in parallel (resp. in series) for thermal
connections along the radial and axial (resp. azimuthal) directions. The
theory of equivalent conductivities has been detailed in section 2.1.1.

In the final model, many geometrical gaps (imperfect connection between
two structural elements) have been taken into account. Those gaps are ex-
plicitly defined within the thermal resistances as additional terms given by
Rgap = W/(λ · S) (Equation 2.4 from section 2.1.1.1), with W the width
of the gap, λ the thermal conductivity (without temperature dependency)
of the gas filling the gap and S the surface of the nodes facing the gap.

Heat transfer mechanisms include conduction (with consideration of gaps),
convection and radiation. Conduction is calculated by COBRA-SFS both in
solids and gas (helium). Convection correlations are used for helium in the
cask and at the external cask surface for air. Radiative heat transfers are
calculated within the fuel assemblies (from rod to rod as well as between rods
and basket structures), within the basket structures and between the cask
external surface and the environment. View factors are defined to precisely
determine the radiative exchanges inside the cask.

Concerning the boundary conditions, at the top and bottom of the model,
COBRA-SFS provides options to model “plenum regions”. This consists
in defining a series of regions to connect the top (resp. bottom) of the
fuel assembly region to the environment, using thermal connections. In the
CASTOR model, we defined both upper and lower plenums.
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Different loading schemes have been simulated, as for instance a homoge-
neous loading of 39 kW (maximum power for this type of cask), correspond-
ing to 2052 W per fuel assembly. Concerning the decay heat profile, different
profiles have been tested including simple, flat profiles and more detailed
profiles, such as the one given in the GRS benchmark specification [38]
(decay heat calculation performed with the GRS code OREST [39]). Each
calculation, for a given loading scheme and a given decay heat axial profile,
corresponds to a specific COBRA-SFS input file.

The model provides, at each of the 36 axial layers, temperature results for
all 568 solid nodes, 18x18 fuel rods of the 19 fuel assemblies, 19x19 helium
channels of the 19 fuel assemblies, and 28 helium channels within the basket
structures. COBRA-SFS needs around 10 minutes to perform one steady-
state simulation with this model, using a single processor.

2.3.3 Model validation: code comparison

The model validation represents a major challenge in the case of the CAS-
TOR model. No measurements of temperatures inside a CASTOR® cask
loaded with spent fuel assemblies are publicly available. A difficulty in
recording these temperatures is due to the containment function of the cask,
which should not be reopen once it has been closed. Temperature measure-
ments for the cask surface are much more likely to have been performed,
yet such data would not be easy to access either.

As no comparison of our model with experimental data was possible, we
compared the results of the COBRA-SFS model with the results from two
other models [29], shown in Fig. 2.19 and Fig. 2.20. Those models are also
inspired by the CASTOR® V/19 cask and were built with COCOSYS [40]
and ANSYS CFX [41]. They are briefly presented in the following and the
temperature calculation results for the central fuel assembly are then dis-
cussed.
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COCOSYS model and results

COCOSYS (Containment Code System) [40] is a thermal-hydraulic pro-
gram developed at the German Gesellschaft für Anlagen- und Reaktorsicher-
heit (GRS) gGmbH. It has been mainly developed for the simulation of
severe accidents, in particular with regard to containment issues. Unlike
COBRA-SFS, it is not specifically dedicated to the modelling of storage
systems and therefore does not offer as many capabilities for this type of
simulation.
The cask model built with COCOSYS is two-dimensional and consists in
an axial section of a quarter of the cask, as shown in Fig. 2.19a. As a con-
sequence, only a quarter of the central fuel assembly (FA 10 in Fig. 2.18) is
modelled. For this central assembly, the model includes 9 different types of
fuel rods (B01 to B09 in Fig. 2.19b). For the other fuel assemblies, the model
considers only four heat slabs : S2A and S2I for the intermediate assemblies6

and S1A and S1I for the external assemblies (see Fig. 2.19a). Radiative heat
transfers between the fuel rods are modelled, as well as heat transfers to the
surrounding fuel basket structures. Convection of the helium gas within the
cask/assembly is neglected, which might have a significant impact on the
temperature: increase of the average temperature. To limit this effect, heat
conduction is modelled within the helium between the fuel rods and be-
tween the external rods and the surrounding fuel basket, in addition to the
heat conduction in the solid structures. Another important simplification
consists in the assumption that for the central assembly all rods in a row
are similar. This might also have a significant impact on the results. Indeed,
according to the COBRA-SFS and ANSYS CFX models, the temperature
difference between the rods on the outermost row (B09 in Fig. 2.19b) can
reach 20 °C. This effect is even stronger for the other fuel assemblies, as
each of them is modelled with only two different heat slabs.

6Three categories of fuel assemblies can be distinguished in the CASTOR® cask: FA 10 is the central
assembly, FA 6, 7, 9, 11, 13 and 14 are referred to as intermediate assemblies, and the other assemblies as
external assemblies. See Fig. 2.18.
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(a) Quarter of the cask. (b) Quarter of the central fuel assembly.

Figure 2.19: Generic cask model inspired by the CASTOR® V/19 and built using CO-
COSYS. This model considers a quarter of the cask. All assemblies but the
central one are modelled using two heat slabs per fuel assembly. The central
assembly is modelled using 9 types of rods (B01 to B09), one type per row
of rods. Taken from [29].

ANSYS CFX model and results

ANSYS CFX is a widely used computational fluid dynamics program [41].
It is not dedicated to the simulation of nuclear systems (especially not spent
fuel storage systems) but, as a typical CFD program, it enables a detailed
modelling (fine meshing) of systems including both fluids and solids. How-
ever, the computational costs are very high compared to COBRA-SFS and
the modelling of a complete cask, fully loaded with spent fuel assemblies,
would not be possible without drastically reducing the level of detail.
Therefore, a short (10 cm long) axial segment of a quarter of the central
fuel assembly was modelled using ANSYS CFX. This model only includes
a quarter of the central fuel assembly but with a high level of detail: each
fuel rod is modelled separately and nearly 1.5 million elements are used for
the meshing as shown in Fig. 2.20b. The model takes into account the heat
removal by helium as well as through radiative exchanges. A constant tem-
perature (233.6 °C) was taken from the COCOSYS simulation as boundary
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condition for the fuel assembly basket. The fuel assembly baskets and cask
body were modelled in another simulation with ANSYS CFX, excluding
the fuel assemblies (see Fig. 2.20a). It was found with this model of the fuel
assembly baskets that the temperature of the basket structure surround-
ing the central fuel assembly would be about 13 °C higher, compared to
COCOSYS results.

(a) ANSYS CFX model for the cask body and
basket structures.

(b) Visualization of the nodalization of a quarter of
the central fuel assembly with ANSYS CFX.

Figure 2.20: Modelling work inspired by the CASTOR® V/19 and performed using AN-
SYS CFX. It includes two models: one for the cask body and basket struc-
tures (a) and one for the central fuel assembly (b). For the central fuel
assembly, the model represents a 10 cm long axial segment of a quarter of
the assembly and uses nearly 1.5 million elements. Taken from [29].

Discussion of results

Results yielded by COCOSYS, ANSYS CFX, and COBRA-SFS models are
plotted in Fig. 2.21. They correspond to a cask loaded with 39 kW equally
distributed between the 19 fuel assemblies. The cladding temperature is
given for two different series of fuel rods, corresponding respectively to the
hottest (“upper” temperatures) and coldest (“lower” temperatures) rods of
each row (see diagram in the bottom left-hand corner of Fig. 2.21). Only one
curve corresponds to COCOSYS, as all rods of a row are assumed similar.
For the other two models, two curves are plotted.
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Figure 2.21: Comparison of the COBRA-SFS model with COCOSYS and CFX models.
The curves represent the temperature of rods from different rows of the
central fuel assembly. Row 1 corresponds to the central rods, while row 9
consists of the rods on the edge of the assembly. As all rods from a row
do not present the same temperature, two temperatures per row have been
plotted: the hottest (upper) and the coldest (lowest). The row numbering
and the position of the upper and lower rods is shown in the bottom left-
hand diagram. For COCOSYS, only one temperature per row appears as
the model assumes that the temperature is the same for all rods of a row.
Taken from [42].

The COCOSYS model was built using the most conservative assumptions
in the fuel assemblies: no helium convection, but heat conduction within the
helium, and radiative exchanges, but limited to neighbouring rods. The AN-
SYS CFX model also includes conservatism due to some homogenization, a
limited consideration of convection and a fixed temperature of the fuel as-
sembly basket based on COCOSYS results. The conservatism in COCOSYS
and ANSYS CFX models could explain the stronger temperature gradients
(especially by COCOSYS results, but also by ANSYS CFX) between the
inner and the outer rods. The temperature differences within the assembly
come to approximately 70 °C with COCOSYS, 65 °C with ANSYS CFX
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and 45 °C with COBRA-SFS. We can also observe with COBRA-SFS and
ANSYS CFX results that, for a given row of rods, ANSYS CFX yields the
largest temperature variations. This can also be explained by more conser-
vatism in the heat transfers.

Furthermore, as mentioned in the ANSYS CFX model description, the
second simulation (representing the cask body and the basket structures
without fuel assemblies) found that the temperature applied as boundary
condition was too cold: according to the second ANSYS CFX model, the
temperature of the basket structure enclosing the central assembly should
have been 13 °C hotter. Concerning the basket structure, the COBRA-SFS
model yields the highest temperature: approximately 270 °C at the hottest
axial zone. The COBRA-SFS model includes further thermal resistances to
take account of the imperfect connection between the basket structures and
the cask body (see Fig. 2.28 for more details on the influence of the gaps
on the temperature fields).

With regard to the uncertainties on the cask design and considering the
differences in the assumptions and modelling choices, the results provided
by the three models are still in good agreement. The comparison of the
three models is not an optimal means of validation of the COBRA-SFS
model, but given the lack of experimental data, this provides at least some
additional confidence in the model results.

2.3.4 Comparison of the COBRA-SFS and Python models

To gain further confidence in the COBRA-SFS CASTOR model, we com-
pared its results with the results from the Python model. In Fig. 2.22,
steady-state calculations corresponding to the cask homogeneously loaded
with 39 kW and by a room temperature of 25 °C are presented for both
models: COBRA-SFS with the blue line and Python with the red line. The
temperature profiles plotted correspond to the temperature along the cask
section marked with the green dashed line on the background. [4]

COBRA-SFS modelling enables to visualize detailed temperature profiles
within each of the five fuel assemblies crossed by the green line, as well
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Figure 2.22: Comparison of the temperature calculated with the Python model and with
COBRA-SFS for a homogeneous load of 39 kW and a room temperature
of 25 °C. The temperatures plotted correspond to the temperature along
the cask section marked with the green dashed line on the background.
COBRA-SFS provides detailed results (blue line): the five fuel assemblies
crossed by the green line can be well identified on the temperature profile and
the cask body presents six temperature values as it consists of six rings in
the COBRA-SFS model. The temperature profile calculated by the Python
model (red line) only presents six temperatures as the model consists of six
homogenized zones. Although the models have very different levels of detail,
both models are in good agreement and correspondences can be established
between the 6 zones of the Python model and the more detailed CASTOR
model. Taken from [4].

as the temperature in the cask body. Thus, the two external fuel assem-
blies exhibit a temperature ranging from 157 °C to 243 °C, the intermediate
assemblies ranging from 238 °C to 287 °C and the central assembly from
292 °C to 325 °C. Due to the modelling assumptions, the temperature in
the cask body follows a step function with 6 values, ranging from 80 °C to
113 °C, as the cask body consists of six layers in the COBRA-SFS model
(see Fig. 2.18 in section 2.3.2).
The temperature profile yielded by the Python model is simpler with in
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total only six values, corresponding to the six zones of the model. How-
ever, we can observe that the six values reflect well the global shape of the
temperature profile yielded by COBRA-SFS. It is thus possible to establish
some equivalences:

� The zone modelling the cask body has a temperature of 79 °C, which
corresponds to the temperature calculated by COBRA-SFS for the
external part of the cask body.

� Zone 1 presents a temperature of 145°C, which approximately corre-
sponds to the temperature of the coldest rods of the external fuel as-
semblies according to the COBRA-SFS model.

� Zone 2 presents a temperature of 215°C, which could correspond to an
average temperature for the external assemblies.

� Zone 3 presents a temperature of 259 °C, which can represent an upper
limit for the temperature of the external assemblies, or could corre-
spond to cold fuel rods from the intermediate assemblies.

� Zone 4 presents a temperature of 289 °C, which approximately corre-
sponds to the peak temperature in the intermediate fuel assemblies, or
to cold fuel rods from the central assembly.

� Zone 5 presents a temperature of 311 °C, which could correspond
to an average temperature for the central fuel assembly according to
COBRA-SFS results.

Fig. 2.23 shows another comparison of both models, in the case of a tran-
sient calculation. The simulation corresponds to the first part of a drying
process, when the loaded cask is taken out of the cooling pond, the water
pumped out and vacuum drawn in the cask to further remove water. The
cask is loaded with 39 kW and the simulation starts with a homogeneous
temperature of 40 °C, which is assumed to be the thermal equilibrium for
the cask in the cooling pond. At t = 0, we set vacuum conditions so that
the temperature starts to increase. 80 hours under vacuum conditions are
then simulated. This transient has been simulated with COBRA-SFS for
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a thermomechanical benchmark organized by GRS [38] and is presented in
more detail (including a further phase with helium refill) in section 2.3.6.2,
Fig. 2.31.

Figure 2.23: Comparison of COBRA-SFS and Python models on a transient calculation
simulating the vacuum step of the drying process. The simulation starts
with a homogeneous temperature of 40 °C corresponding to the cooling
pond conditions, then the temperature increases as vacuum conditions are
simulated. Plain line curves show the results of the Python model (6 zones),
while COBRA-SFS results are plotted with dotted lines. The COBRA-SFS
results are for the hottest (red curve) and coldest (blue curve) rods of the
central fuel assembly. The model comparison on steady-state calculations
indicated that zone 5 of the Python model could correspond to an average
temperature for the central assembly, while zone 4 approximately corre-
sponds to the cold fuel rods of the central assembly. These equivalences are
still valid for this transient.

In Fig. 2.23, the temperature evolutions of the 6 zones of the Python model
are plotted with the plain lines, while the two dotted curves represent
COBRA-SFS results for the hottest and for the coldest rods of the central
fuel assembly. The steady-state calculation presented in Fig. 2.22 suggested
some equivalences between the two models. This can be observed on this
transient too. In particular, we noted with the steady-state calculation that
zone 5 of the Python model could correspond to an average temperature of
the central fuel assembly. This remains valid on the transient calculation:
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the red plain line (temperature of zone 5 from the Python model) lies mainly
between the two dotted lines (hottest and coldest rods of the central fuel as-
sembly, according to COBRA-SFS). Similarly, we noted on the steady-state
calculation that zone 4 of the Python model corresponds approximately to
the coldest rods of the central fuel assembly. This can also be observed in
Fig. 2.22, as both blue lines present similar profiles.
We might note that the Python model predicts a slower temperature in-
crease of the temperature. This might be due to the strong homogenization
assumption. Indeed, during the transient, in a given zone the heat is homo-
geneously accumulated: the heat capacity of all materials included in this
zone is used for any temperature variation. In the case of the COBRA-SFS
model, the different elements of the model (fuel rods, helium, basket struc-
tures, cask body) are distinct and the heat generated by the fuel rods first
heat up the rods from where it originates.

Although both models predict slightly different temperature evolutions, this
transient further supports the validity of the CASTOR model, as well as
the idea that the simplified model can provide good orders of magnitude.
Furthermore, it is worth noting that the temperature distribution in a cask
under normal storage conditions is rather smooth, independently of the dif-
ferent media (fuel, cladding, helium, steel). At the scale of the fuel assem-
blies, the fuel rods do not show any significant influence on the temperature
distribution, as shown in Fig. 2.24. At the scale of the whole cask, the tem-
perature distribution is also rather smooth and the temperature gradient is
mainly radially oriented (see Fig. 2.25). This might be considered favourable
for a homogenized model involving radial zones.

2.3.5 Sensitivity analysis

We performed a sensitivity analysis of the COBRA-SFS CASTOR model,
focussing on the influence of the room temperature and of the gaps between
adjacent solid structures.

Fig. 2.26 shows the temperature profiles of the hottest rod of the cask
(centre of the central fuel assembly) in red, one of the coldest rods of the
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Figure 2.24: Temperature distribution in a
quarter of the central fuel assem-
bly, determined by the ANSYS
CFX model. Taken from [29].

Figure 2.25: Temperature map for a
quarter of the COBRA-
SFS CASTOR model.

cask (“external rod”, facing the cask body) in green and the cask body in
blue, for three different room temperatures: 10 °C, 25 °C and 40 °C.

We can first note that the room temperature variations have almost the
same impact on the hottest rod, as on the external rod and on the cask
body. The increase of 30 °C in room temperature leads to an increase of
26 °C for the cask body, of 24 °C (at the top) to 26 °C (at the bottom) for
the external rod and of 21 °C (top) to 26 °C (bottom) for the hottest rod.
This strong effect of the room temperature is not surprising: variations of
the room temperature do not significantly change the heat fluxes inside the
cask (the geometry and the related thermal resistances remain unchanged,
as well as the heat sources), but set a new reference for the thermodynamic
equilibrium. This point is described in more detail in section 2.4.2.2.
The slighter temperature variation (21 °C) at the top of the hottest rod
might be related to the stronger influence of convective and radiative heat
transfers in this region (upper part of the cask and hottest fuel assembly).

Another important parameter in the model consists in the imperfect con-
nections between the different structures. Indeed, the basket structures are
not perfectly bonded to the cask body internal surface. Similarly, aluminium
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Figure 2.26: Temperature profiles of the hottest rod in red, an “external” rod (adjacent
to the cask body internal surface) in green and the cask body in blue, for
three different room temperatures: 10 °C, 25 °C and 40 °C.

and steel structures forming the fuel compartments are not perfectly bonded
together. A perfect bond is neither easily feasible nor desirable, due to the
large temperature variations the cask is expected to undergo: the different
materials present different thermal expansion coefficients and therefore the
temperature variations would result in internal stresses in case of strong
bonds between the structures. Fig 2.27 shows a CASTOR® V/19 during
loading operations. We can see that the different structures of the cask are
not all perfectly connected but present clear separations.

Concerning the heat transfers, the imperfect connections, or gaps, between
the different structures result in additional thermal resistances. Simulations
were performed with the CASTOR model, in which we defined gap resis-
tances corresponding to different gap thicknesses. Three configurations were
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Figure 2.27: Picture of a CASTOR® V/19 under water during loading operations. Some
of the most distinct gaps between the different components of the internal
structures are highlighted in red. Adapted from [43].

simulated, based on discussion and qualitative assessment7:

� no gaps taken into account,

� 0.5 mm between aluminium and steel plates (basket structures) and
1 mm between basket structures and cask body internal surface, and

� 1 mm between aluminium and steel plates (basket structures) and
2.5 mm between basket structures and cask body internal surface.

Fig. 2.28 presents temperature profiles for the central assembly correspond-
ing to the three configurations: (a) without gaps, (b) with small gaps and

7It seems impossible to determine exact gaps, but we can expect that a configuration with no gap and
a configuration with a constant gap (concentric fuel basket inside the cask) of 2.5 mm constitute realistic
boundary cases.
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(a) Without gap. (b) With small gaps: 0.5 - 1 mm.

(c) With larger gaps: 1 - 2.5 mm.

Figure 2.28: Temperature profiles in the central fuel assembly for a model a) without
gap, b) with small gaps (0.5 - 1 mm) and c) with larger gaps (1 - 2.5 mm).

(c) with larger gaps. On each figure, we plotted the temperature profiles
of the 9 rods located on the centre of each row (“upper” rods on the dia-
gram of Fig. 2.21) and of the rod located at the corner of the fuel assembly
(coldest rod of the fuel assembly). We can first observe that the gaps do not
impact the shape of the temperature profiles. However, the overall temper-
ature levels are strongly depending on the gaps: for instance, the maximum
temperature reaches 303 °C without gap, 329 °C with small gaps (0.5 and
1 mm) and 363 °C with larger gaps (1 and 2.5 mm). Table 2.6 provides
more precise temperature values. The last two columns show the tempera-
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ture differences between the different cases: the small gap (1 mm) leads to
an increase of 24 °C to 29 °C, while the larger gap (2.5 mm) further increases
the temperature of 32 °C to 38 °C. We can retain the order of magnitude of
+ 25 °C per mm of gap.

Table 2.6: Impact of the gap thicknesses on the temperature of the central fuel assembly.
This table presents the temperatures of the hottest rod (T1), the rod in the
middle of the 9th row (T9) and the corner rod (T9′) of the central assembly,
in three cases: (a) without gap, (b) with small gaps (0.5-1 mm) and (c) with
larger gaps (1-2.5 mm). The indices max, bottom and top refer respectively
to the maximal temperature, the temperature at the bottom of the rod and
the temperature at the top of the rod. The last two columns indicate the
temperature differences between cases (a) and (b), and between cases (b) and
(c).

Temperature Case (a) Case (b) Case (c) (b)-(a) (c)-(b)
T1,max 303 °C 329 °C 363 °C 26 °C 34 °C
T9,max 267 °C 294 °C 332 °C 27 °C 38 °C
T9′,max 255 °C 284 °C 322 °C 29 °C 38 °C
T1,bottom 195 °C 220 °C 255 °C 25 °C 35 °C
T9,bottom 180 °C 204 °C 239 °C 24 °C 35 °C
T9′,bottom 175 °C 200 °C 236 °C 25 °C 36 °C
T1,top 219 °C 243 °C 275 °C 24 °C 32 °C
T9,top 213 °C 238 °C 271 °C 25 °C 33 °C
T9′,top 210 °C 236 °C 268 °C 26 °C 32 °C

We can conclude that the gaps between the different structures of a cask
have a strong impact on the temperatures in the cask. Small gaps might
induce significant increases in temperature. Unfortunately, it is impossible
to determine precisely a “correct” gap. First, the exact design data from the
constructor is proprietary and therefore unknown here. Second, the gaps are
expected to vary anyway with time and space: the temperature variations
over the cask lifetime are directly related to variations of the gap thickness
due to expansion or contraction of the materials, and at a given time the
gaps are not expected to be symmetrical. For instance, the basket can lean
against one side of the cask body, closing the gap on this side but resulting
in a larger gap on the opposite side.
We did not try to implement non-symmetrical gaps in the COBRA-SFS
model: this would require to define specific thermal connections for each
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Figure 2.29: Temperature profile along a diagonal line through a TN-32 cask (identical to
the cask presented in section 2.4), modelled using ANSYS. The three curves
correspond to the cases of a concentric geometry (constant gap), a single-
shift (the basket leans on one side of the cask) and a double-shift (the basket
leans on two sides of the cask). The four humps correspond to fuel assem-
blies, while the more external parts with lower temperatures correspond to
aluminium rails (and helium) and to the cask body (for |r| ≥ 60 cm). Taken
from [44].

of the 36 nodes that constitute the internal surface of the cask body and
to proceed with the related necessary changes in the input file (see Ap-
pendix 5.6 for more details on the input groups). Yet, this issue was tackled
by a research group at the University of Nevada, Reno. Their results are
presented in [44] and show in particular that a constant gap (concentric fuel
basket inside the cask) leads to the highest peak temperature, as shown in
Fig. 2.29. If the basket leans on one side of the cask, this results in a concen-
tration of the heat flux along this direction, leading to lower temperatures in
the fuel assemblies on this side (better heat removal) but to a slight increase
in the cask body temperature (higher heat flux). The opposite side of the
cask is little impacted: in Fig. 2.29, the temperature of the left fuel assembly
remains unchanged in all three cases plotted. This might be explained by
the fact that, on the one hand, the increased gap restrains the heat flux
but, on the other hand, more heat is removed through the opposite side
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(i.e. towards the right in Fig. 2.29), which reduces the heat flux on the side
of the increased gap (i.e. towards the left in Fig. 2.29). This reduced heat
flux on the side with the increased gap can explain the lower cask body
temperature on this side. On the contrary, on the right part of Fig. 2.29,
the temperature of the cask body increases when the basket leans on the
cask, which can be explained by a higher heat flux.

2.3.6 Temperature calculation results

In this section, we present some results obtained with the CASTOR model
for steady-state and transient calculations.

2.3.6.1 Cask homogeneously loaded with 39 kW

Figure 2.30: Temperature distribution [°C] at the hottest axial position (294 to 306 cm)
for a total power load of 39 kW equally distributed between the 19 fuel
assemblies and for a room temperature of 25 °C. Taken from [42].
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Fig. 2.30 shows the temperature distribution in the cask for the hottest
axial position (from 294 to 306 cm) assuming a homogeneous maximum
load (39 kW) and a typical axial power profile. The temperature ranges
from 150 °C to 240 °C for the external assemblies, from 220 °C to 285 °C
for FA 9, and from 280 °C to 325 °C for FA 10. FA 9 is slightly hotter than
FA 6 due to the influence of FA 10. Similarly, FA 2 and FA 8 are hotter
than FA 1 and FA 3, due to the influence of FA 6 and FA 9 respectively.
We can also note that, except for FA 10, the hottest spots of the assemblies
are slightly shifted from the centre of each assembly towards the centre of
the cask. [42]

2.3.6.2 Drying process

Fig. 2.31 presents the results of a transient calculation performed with
COBRA-SFS. This simulation aimed at modelling the drying process, ini-
tial step of the dry storage, which follows the wet storage in cooling pond.
For the simulation, we assumed the central fuel assembly to have a power of
2208 W and the remaining 18 fuel assemblies a power of 2044 W 8. Prior to
the transient, the equilibrium state was calculated assuming the cask being
filled with helium and at an ambient temperature of 25 °C.

As starting point of the simulation, the temperature of the whole cask (in-
cluding fuel assemblies, internal structures and cask body) is set to 40 °C,
which is the assumed temperature of the cooling pond. In COBRA-SFS, this
was achieved by turning off the decay heats of all fuel assemblies (no power
generated) and setting the boundary temperature on 40 °C. Under those
conditions, as no heat is generated in the cask, this preliminary steady-
state calculation trivially yields a homogeneous temperature of 40 °C in the
whole cask.

8For a realistic loading scheme, we would not expect to find the highest decay heat placed at the centre
of the cask. The loading scheme simulated here resulted from a decay heat calculation performed in the
frame of the GRS thermomechanical benchmark [38], for which the decay heat of the central fuel assembly
was calculated for 100 years of storage according to given reactor operation conditions. The decay heat of
the other 18 fuel assemblies (2044 kW) was defined so that the total power loaded in the cask corresponds
to 39 kW at the beginning of the dry storage and afterwards decreases proportionally to the decay heat
of the central fuel assembly.

66



2.3 COBRA-SFS CASTOR® V/19 model

Figure 2.31: Temperature evolution from cooling pond to dry storage: At the beginning
of the simulation, the whole cask (including the fuel assemblies) is at a tem-
perature of 40 °C, corresponding to the cooling pond conditions. Then, the
simulation consists in two phases: the first 81 hours correspond to vacuum
conditions, while in the following 22 hours the cask is filled with helium.
The red curve shows the temperature of the hottest rod of the central fuel
assembly, while the blue curve shows the temperature of the coldest rod of
the central fuel assembly. The red and blue straight lines correspond to the
equilibrium temperatures of the hottest and coldest rods respectively, for
the cask filled with helium.

The decay heat generation is then turned on at t = 0 s (beginning of the
drying process transient) and the fluid properties are deliberately changed
to limit the heat transfer mechanisms inside the cask to conduction and
thermal radiation, thus assuming no effective convection due to the very
low gas pressure in the cask. This approach neglects any transition between
wet storage and vacuum conditions (in practice, water from the cask is not
instantaneously pumped out of the cask) but seems a reasonable approxima-
tion: the temperature increase is progressive over several hours (even days)
due to the high heat capacity of the cask, and the relatively short pump
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out operations present conditions similar to the cooling pond (efficient heat
removal by water at a temperature between 40 °C and 100 °C).
After 81 h in vacuum conditions, the fluid parameters are changed again:
convection is turned back on as the cask is now assumed to be refilled with
helium. After refill, 22 h were simulated, which was a sufficient time to reach
an equilibrium state.
In Fig. 2.31, four curves are drawn. The hottest rod (central rod) and the
coldest rod (corner rod) of the central fuel assembly are considered. For both
of them the cladding temperature evolution over the transient is plotted as
well as a straight line corresponding to the final equilibrium temperature of
the rod in helium atmosphere.
At first, the cladding temperature increases quickly. After 21 h under vac-
uum conditions, the temperature of the hottest rod already exceeds the peak
cladding temperature reached with helium atmosphere (340 °C). At the end
of the 81 h under vacuum conditions, the temperature reaches 387 °C. The
helium refill leads then to a decrease of the temperature. The temperature
of the hottest rod decreases immediately and, within the 22 h simulated af-
ter refill, the temperature drops to the equilibrium temperature of 340 °C.
The temperature of the corner rod does not decrease instantaneously: an
inertia effect probably occurs because of the extra heat accumulated in the
central rods of the fuel assembly. The corner rod also reaches its equilibrium
temperature (290 °C) within the 22 h. [4]

2.3.6.3 Temperature evolution over 100 years of storage

The following results were obtained by using the described model with
slightly enhanced assumptions. Namely, the thermal connections defined
by thermal resistances without temperature dependence were changed to
definitions involving geometrical factors and enabling to take into account
the temperature dependence of the material thermal properties (see Ap-
pendix 5.6, Listing 5.5, for more details on the different ways to define
thermal connections between solid nodes). Furthermore, in this version of
the model, a more detailed modelling of the plenum regions (uppermost and
lowest parts of the cask) was implemented and the boundary temperature
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at the bottom of the cask was set to 40 °C instead of 25 °C as used in
the former simulations. These changes led to slightly higher temperatures
within the cask: the peak cladding temperature in the case of a cask ho-
mogeneously loaded with 39 kW reached 341 °C, instead of 325 °C in the
case of the simulation presented in Fig. 2.30. It is worth noting that the
described enhanced assumptions do not significantly change the previously
discussed sensitivities in section 2.3.5.

Figure 2.32: Temperature evolution over 100 years of storage. The first 5 years represent
the wet storage, for which we assumed a temperature of 40 °C. Then, the
sudden increase of the temperature corresponds to the beginning of the
dry storage (drying process). Over the following 95 years, the temperature
values result from COBRA-SFS calculations. The temperature decreases
progressively due to the decay heat decrease. The curves correspond to the
average temperatures of FA 3, 6, 8, 9 and 10, as well as the maximum
temperature of the cask. The total power in the cask is plotted with the
black dotted line (right-hand side y-axis).

Fig. 2.32 presents the evolution of the assembly-average temperatures of
FA 3, FA 6, FA 8, FA 9 and FA 10, as well as the maximum temperature
of the cask (central rod in FA 10), at the hottest axial position and for 100
years. t = 0 is assumed to be the end of reactor operations and the first 5
years correspond to wet storage, during which the temperature of the fuel
assemblies remains low (set to 40 °C on the figure). At t = 5a, the dry
storage starts and the decay heat evolution is plotted, as well as the tem-
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perature curves calculated by COBRA-SFS. The decay heat, plotted with
the dotted black line (y-axis on the right-hand side of the diagram) starts at
39 kW and decreases progressively, proportionally to the decay heat calcu-
lation presented in [38]. At the beginning of the dry storage, the maximum
temperature reaches 341 °C and the coldest fuel assembly (FA 3) presents
an average temperature of 200 °C. The temperature decreases quickly in
the first years: the maximum temperature falls below 300 °C after 2 years
of dry storage, below 250 °C after 7 years and below 200 °C after 20 years.
In accordance with the exponential decrease of the decay heat, the temper-
ature drop slows down with time: 43 years of dry storage are necessary for
the maximum temperature to fall below 150 °C and finally, after 95 years of
dry storage (100 years after the end of reactor operations), no temperature
exceeds 100 °C within the cask.

2.3.6.4 Cask with inhomogeneous loading schemes

Finally, Table 2.7 and Table 2.8 present the results of further calculations
with COBRA-SFS, simulating different loading schemes. In Table 2.7, the
first line corresponds to the homogeneous loading, each of the 19 fuel assem-
blies having a decay heat of 2052 W so that the total power reaches 39 kW.
The following lines correspond to simulations in which one or several fuel
assemblies are missing, while the other assemblies still present a decay heat
of 2052 W. The assembly-averaged temperatures Ti at the hottest axial po-
sition are provided for FA 1, 2, 3, 6, 8, 9 and 10, as well as the maximum
temperature in the cask Tmax. The grey cells indicate missing fuel assem-
blies, which means that the temperatures correspond to helium without
local heat generation.

We can first observe that a single missing fuel assembly has a limited impact
on the other assemblies although the defined decay heat, 2052 W, is a rela-
tively high value for a fuel assembly being dry stored. It mainly influences
the temperature of the direct neighbouring fuel assemblies, in particular the
fuel assemblies on the same radial alignment.
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Table 2.7: Temperatures in the CASTOR® cask for different loading schemes: 39 kW
homogeneously distributed (2052 W per fuel assembly) on the first line, one
missing fuel assembly for the five following lines (the other assemblies still
present a decay heat of 2052 W), and 4 (resp. 6) missing fuel assemblies for
the second last (resp. last) line. The assembly-averaged temperatures Ti at the
hottest axial position are provided for FA 1, 2, 3, 6, 8, 9 and 10, as well as
the maximum temperature in the cask Tmax. The grey coloured cells indicate
missing assemblies, therefore the temperatures in these cells correspond to
helium, without heat generation.

Tmax T10 T9 T8 T6 T3 T2 T1

39 kW
Homogeneous

341 °C 316 °C 277°C 212 °C 268 °C 196 °C 208 °C 197 °C

36.95 kW
Missing FA 10

288 °C 238 °C 260°C 208 °C 256 °C 195 °C 207 °C 196 °C

36.95 kW
Missing FA 9

326 °C 300 °C 207°C 190 °C 256 °C 195 °C 203 °C 187 °C

36.95 kW
Missing FA 8

334 °C 308 °C 260°C 153 °C 260 °C 195 °C 203 °C 185 °C

36.95 kW
Missing FA 6

330 °C 304 °C 265°C 206 °C 192 °C 184 °C 183 °C 185 °C

36.95 kW
Missing FA 2

335 °C 310 °C 269°C 207 °C 250 °C 183 °C 150 °C 184 °C

30.79 kW, Missing
FA 6,7,13,14

297 °C 269 °C 240°C 200 °C 172 °C 176 °C 182 °C 186 °C

26.68 kW, Missing
FA 6,7,9,11,13,14

266 °C 237 °C 163°C 180 °C 153 °C 175 °C 177 °C 176 °C

� In the case of FA 10 (central assembly) missing, the average tempera-
ture of FA 6 and FA 9 (intermediate assemblies) is reduced by 12 °C
and 17 °C respectively. FA 9 is more impacted as it directly faces FA 10.
The other assemblies (external assemblies) show a temperature drop
of only 1 °C to 4 °C (the latter in the case of FA 8, as it is in the
alignment of FA 10 and FA 9).

� For FA 9 missing, FA 8 and FA 10 are the most impacted (directly
facing FA 9), with temperature drops of 22 °C and 16 °C respectively.
For FA 1 and FA 6 (neighbouring assemblies, but not directly facing
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FA 9), the drops reach 10 °C and 12 °C respectively. For FA 3, which
is well separated from FA 9, the temperature drop is of only 1 °C.

� Similarly, for FA 8 missing, the main impact is observed on FA 9
(-17 °C) and on FA 1 (-12 °C), while the temperature drops are very
low for FA 2 and FA 3 (5 °C and 1 °C respectively).

� For FA 6 missing, FA 2 is the most impacted, with a temperature drop
of 25 °C. This was expected, as it is radially perfectly aligned (facing)
FA 6. FA 1, FA 3, FA 9 and FA 10 all four present a moderate temper-
ature drop of 12 °C, which is explained by their positions: they are all
indirectly neighbouring FA 6, being separated by large helium chan-
nels. FA 8 is less impacted by FA 6 missing and presents a temperature
drop of 6 °C.

� For FA 2 missing, the strongest impact is observed on FA 6 with a
temperature drop of 18 °C, while FA 1 and FA 3 present a moderate
temperature drop of 13 °C. FA 8, FA 9 and FA 10 are less impacted,
with temperature drops of 5 °C to 8 °C.

We can also observe that the maximum temperature Tmax is always in FA 10
(except when FA 10 is missing) and that it drops by 6 °C to 15 °C when one
fuel assembly is missing, the largest drop occurring when FA 9 is missing. If
FA 10 is missing, Tmax is reached in FA 6 (and in the symmetrical assemblies:
FA 7, FA 13 and FA 14) with a temperature of 288 °C.

In the case of several fuel assemblies missing, the temperature drops are
larger, in particular on the central (FA 10) and intermediate (FA 9 when
not missing) assemblies.

� For 4 intermediate fuel assemblies missing (FA 6, 7, 13 and 14), the
temperature drop reaches 47 °C for FA 10 and 37 °C for FA 9. The
temperature drop is of 26 °C for FA 2, as it directly faces FA 6. FA 3 is
indirectly (through large helium channels) neighbouring both missing
FA 6 and FA 7 and presents a temperature drop of 20 °C. Finally, FA 8
and FA 1 are less impacted, with respectively -12 °C and -11 °C.
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� For all 6 intermediate fuel assemblies missing, the temperature drop
of FA 10 reaches 79 °C. Concerning the external fuel assemblies, the
temperature drop is of 21°C for FA 3 and FA 1, which are separated
from the missing assemblies by large helium channels, and of 31 °C
(resp. 32 °C) for FA 2 (resp. FA 8), which directly faces FA 6 (resp.
FA 9).

Table 2.8 presents temperatures in the CASTOR® cask in the case of inho-
mogeneous loads due to special fuel assemblies (see section 2.2.1) at posi-
tions 6, 7, 13 and 14. The five configurations all present a total loaded power
of 39 kW but with different decay heat ratios special assemblies / normal
assembly RS/N : 1 (homogeneous load), 1.5, 2, 2.5 and 3. This means that
the decay heat of the four special assemblies increases from 2052 W (ho-
mogeneous load) to 4333 W (RS/N = 3), while the decay heat of the other
assemblies decreases from 2052 W to 1444 W. The same temperatures as
in Table 2.7 are given and we added the maximum temperatures of FA 10
(T10,max) and FA 6 (T6,max).

We can first observe that the maximum temperature in the cask Tmax is
located in FA 10 if RS/N is equal to 1 or 1.5, but that Tmax is reached in
the special assemblies (FA 6 in the table) if RS/N is equal to 2 or greater.
As a consequence,

� Tmax decreases from 341°C to 338 °C when the RS/N increases from 1
to 1.5 due to the decrease of decay heat (and temperature) for FA 10,
but

� Tmax increases for higher ratios, from 343 °C for RS/N = 2 to 374 °C
for RS/N = 3, as it is then determined by the special fuel assemblies
whose decay heats (and temperatures) increase.

Concerning the average temperatures of the assemblies, different behaviours
can be observed:

� T10 remains constant, equal to 316 °C. This is probably due to two
effects offsetting each other. On the one hand, the decay heat in FA 10
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Table 2.8: Temperatures in the CASTOR® cask for loadings involving special fuel as-
semblies. The first line corresponds to the homogeneous case: 39 kW equally
distributed between the fuel assemblies (2052 W per assembly). On the follow-
ing 4 lines, the fuel assemblies at positions 6, 7, 13 and 14 have been defined
with increased decay heat (special fuel assemblies, see section 2.2.1). In each
case, the total power loaded in the cask is 39 kW, but the ratio RS/N between
the decay heat of the special assemblies and the decay heat of the normal as-
semblies varies from 1.5 up to 3. The assembly-averaged temperatures (Ti) at
the hottest axial position are provided for FA 1, 2, 3, 6, 8, 9 and 10, as well
as the maximum temperatures Ti,max in FA 6 and FA 10, and the maximum
temperature Tmax in the cask.

Tmax T10,max T10 T9 T8 T6,max T6 T3 T2 T1

Homogen.
RS/N = 1

341 °C 341 °C 316 °C 277°C 212 °C 295 °C 268 °C 196 °C 208 °C 197 °C

Special FA
RS/N = 1.5

338 °C 338 °C 316 °C 274°C 203 °C 322 °C 287 °C 192 °C 206 °C 191 °C

Special FA
RS/N = 2

343 °C 336 °C 316 °C 272°C 196 °C 343 °C 302 °C 190 °C 205 °C 186 °C

Special FA
RS/N = 2.5

360 °C 335 °C 316 °C 270°C 190 °C 360 °C 314 °C 188 °C 204 °C 183 °C

Special FA
RS/N = 3

374 °C 333 °C 316 °C 268°C 185 °C 374 °C 324 °C 187 °C 203 °C 181 °C

decreases when RS/N increases and therefore the temperature gradi-
ent within the assembly decreases (this is confirmed by the decrease
of T10,max). On the other hand, the decay heat increase of the spe-
cial assemblies surrounding FA 10 leads to an increase in the overall
temperature of FA 10.

� T6 increases significantly, due to the important increase in decay heat.

� The other assemblies present decreases in temperature, which are more
or less strong depending on their positions relative to the special fuel
assemblies:

– T2 presents a very slight decrease (-5 °C when RS/N increases from
1 to 3), as FA 2 is directly facing FA 6 and therefore strongly under
the influence of its increasing decay heat.
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– T3 and T9 present a larger decrease (-9 °C), as FA 3 and FA 9
are both neighbouring two special assemblies but indirectly, being
separated by large helium channels.

– T1 and T8 present the largest temperature decreases (-16 °C and
-27 °C respectively), as the special assemblies are located relatively
far and therefore less compensate the decay heat decrease in FA 1
and FA 8.

2.3.7 Summary on the COBRA-SFS CASTOR model

In this section, we presented and discussed a cask model inspired again by
the CASTOR® V/19, built with the thermal-hydraulic code COBRA-SFS.
This model includes 568 nodes representing the different structures of the
cask. For each fuel rod, the temperatures of 36 axial zones of equal length
are calculated. The same axial zones are defined for the entire cask. There-
fore, temperature profiles consisting of 36 values are provided for each fuel
rod, as well as for the 568 nodes of the model. As for the fuel rods, temper-
ature profiles are provided for each subchannel within the fuel assemblies.
Thus, detailed 3-dimensional temperature distributions can be calculated
for an entire cask by this model. The short computational time of a few
minutes per simulation constitutes a major advantage of COBRA-SFS com-
pared to CFD simulations, the main alternative for a detailed temperature
analysis.

Due to the lack of publicly available experimental data, we compared the
results of the COBRA-SFS model to the ones derived using the codes CO-
COSYS and ANSYS CFX (Fig. 2.21), assuming identical boundary con-
ditions for loading scheme and room temperature. We found that there
is a good agreement between the three models and any differences can
be explained by the intrinsic different modelling capabilities of the codes.
COBRA-SFS offers the possibility to take all three-dimensional heat trans-
fer mechanisms into account, combined with much shorter calculation times
compared to ANSYS CFX.

A comparison of the COBRA-SFS model with the Python model enabled
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to establish interesting equivalences between both models (Fig. 2.22 and
Fig. 2.23): for instance, the most internal zone of the homogenized Python
model corresponds to an average temperature of the central fuel assembly
according to the COBRA-SFS model. These correspondences have been
observed in both steady-state and transient cases and offer a further cross
validation check for both models.

The impact of key parameters has been analysed, assessed and explained.
We have shown that a room temperature increase by 30 °C (from 10 °C to
40 °C) leads to a temperature increase between 21 °C and 26 °C for the
fuel assemblies, as well as in the cask body (Fig. 2.26). The impact of the
gaps between the different components (e.g. cask body and fuel basket) has
also been analysed and we observed that for a constant gap (concentric fuel
basket in the cask cavity), a 1 mm gap leads to a temperature increase by
approximately 25 °C for the fuel assemblies (Fig. 2.28).

A detailed temperature distribution corresponding to a cask homogeneously
loaded with 39 kW has been presented. We found that three types of tem-
perature ranges can be distinguished for the fuel assemblies, depending on
their position: central, intermediate or external fuel assemblies (Fig. 2.30).

A drying process has been simulated, including a vacuum drying phase fol-
lowed by a helium refill (Fig. 2.31). It showed that in vacuum conditions,
starting from 40 °C (cooling pond conditions), the temperature needs ap-
proximately one day to reach temperatures equivalent to its equilibrium at
the beginning of the dry storage. A longer vacuum drying leads to cladding
temperatures exceeding the equilibrium state expected under helium con-
ditions.

The fuel assembly temperature profiles have been determined for a stor-
age period of 100 years (Fig 2.32) assuming a cask loaded with 39 kW. It
showed that the temperature decreases rapidly during the first years and
therefore that high temperatures (above 300 °C) can be expected only at
the beginning of the dry storage. After 20 years of dry storage, the peak
temperature in the cask does not exceed 200 °C.

Finally, different loading schemes have been simulated. We analysed the
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impact of missing fuel assemblies (Table 2.7), as well as the influence of the
special assemblies (Table 2.8) on the temperature distributions.

This second cask model provides an efficient way to determine very de-
tailed three-dimensional temperature distributions in an entire cask, for
both steady-state and transient cases.
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2.4 COBRA-SFS TN-32B model

The second COBRA-SFS cask model presented in this thesis was developed
within the framework of an international benchmark. This benchmark is
organized by the Electric Power Research Institute (EPRI) as part of the
Extended Storage Collaboration Program (ESCP) and aims at comparing
different codes used for the modelling of storage systems. The conditions
of the model development differed on many aspects from the conditions of
development of the first model.
First, almost all input data was provided in a detailed manner within the
benchmark specifications [20], as the organizers wanted to reduce as much as
possible the divergences between the participants, regarding possible mod-
elling assumptions. Thus, the cask design was clearly presented, as well as
the materials and their properties.
Another major difference was that it consisted in an open benchmark, which
means that experimental measurement results were provided from the be-
ginning. This made the verification of the model more straightforward.
Finally, the TN-32B benefited from the experience gained through the de-
velopment of the first COBRA-SFS model (CASTOR model). A detailed
description of the error tracking for this model can be found in Appendix 5.7.

The TN-32B cask is 4.67 m in height, 2.59 m in diameter and can host 32
fuel assemblies. The basket structures hosting the fuel assemblies are made
of stainless steel and aluminium. The cask body is made of steel including
aluminium boxes filled with borated polyester for neutron shielding. The
cask cavity is 4.15 m in height, 1.75 m in diameter and filled with helium
at a pressure of 2.2 bar. More details on the cask geometry and materials
can be found in the benchmark specifications (EPRI report) [20].

2.4.1 Model description

The COBRA-SFS TN-32B model consists of 629 solid nodes, shown in
Fig. 2.33, and 40 axial layers. Each layer is 10.16 cm (4 in) in height, thus
the 40 layers cover 406 cm (160 in), which corresponds to the height of the
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2.4 COBRA-SFS TN-32B model

cask cavity region. The 629 solid nodes are distributed as follows: 197 nodes
for the 32 fuel assembly compartments made of steel and aluminium, 180
nodes for the rails made of aluminium and 252 nodes for the cask body. The
252 nodes of the cask body are divided into 7 rings of 36 nodes each, corre-
sponding successively to the inner confinement shell, the gamma shield, the
inner side of the neutron shield boxes, the neutron shield resin, the outer
side of the neutron shield boxes, the outer shell and the cask surface (zero
thickness). Detailed drawings used for the development of this model can
be found in the benchmark specifications (EPRI report) [20].

The model includes 17x17 PWR fuel assemblies (Westinghouse design),
which are modelled pin by pin. Thus, the model yields temperature val-
ues for each of the 17x17 fuel rods from all 32 fuel assemblies and at each
of the 40 axial layers. Fuel assembly design data were taken from [45]. We
assumed a single cladding type, characterized by a thermal conductivity
λ = 15.6 W m−1 K−1 (9 Btu h−1 ft−1 °F−1). Fuel material is not considered
in the model as it is expected to have a limited influence on the temper-
ature results in the case of steady-state calculations. The fuel rod power
is thus applied at the inner surface of the cladding as a boundary condi-
tion. Spacer grids are not directly modelled but loss coefficients are applied
at the axial locations of the grids. As we developed a full cask model, the
detailed loading scheme provided in the benchmark specifications has been
used: we assigned the corresponding power to each of the 32 fuel assemblies.
Furthermore, the decay heat profile provided in the specifications has also
been included in the model. The cask is filled with helium at a pressure of
2.2 bar. Within each fuel assembly, 18x18 helium channels are modelled, 4
rods defining the corners of one channel. Within the rails, 32 further he-
lium channels (much larger than the fuel assembly channels) are modelled.
Helium properties were taken from NIST database [37].

A few homogenization assumptions were taken, concerning the basket struc-
tures and the cask body. The basket structures consist of aluminium and
stainless steel, but are considered in the model as made of one homogenized
media9. The material properties defined for the homogenized media include

9See section 2.1.1.1, paragraph Resistances in parallel or in series, for more details on homogenized
media and equivalent thermal conductivities.
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Figure 2.33: Diagram of the TN-32B model showing the numbering used for the fuel assemblies,
helium channels and solid nodes. The 32 fuel assemblies (rodded assemblies) are
first numbered with the large numbers in the middle of the diagram, then the
large helium channels (unrodded assemblies) inside the rails surrounding the fuel
assemblies are numbered from 33 to 64. Another numbering identifies the solid
nodes of the model: first, the nodes for the fuel compartments from 1 (corner of
FA 1) to 197 (at FA 32), then the nodes for the rail structures from 198 (at helium
channel 33) to 377 (at helium channel 64) and finally the nodes for the cask body
from 378 to 593. 36 further nodes (594 to 629) are used to represent the surface
of the cask but are not depicted on this diagram.
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2.4 COBRA-SFS TN-32B model

a thermal conductivity which corresponds to the basket plate (aluminium),
a gap (helium) and the fuel compartment (stainless steel) in parallel. In
order to take into account the discrepancy in case of thermal conduction for
a configuration in series, a correcting factor was included in the concerned
thermal resistances. This factor corresponds to the ratio between the ther-
mal conductivities in both cases (in parallel and in series), evaluated at
200 °C. Similarly, a homogenized medium is defined for the fourth ring of
nodes in the cask body, to consider the borated polyester resin and the
aluminium from the shield boxes. An equivalent thermal conductivity has
been calculated assuming aluminium and polyester resin to be in parallel
(resp. in series) for thermal connections along the radial and axial (resp.
azimuthal) directions.

All gaps mentioned in the benchmark specifications [20] have been taken
into account, except the gap at the basket plate ends. Most of the gaps
are explicitly defined within the thermal resistances as additional terms
given by Rgap = W/(λ · S), with W the width of the gap, λ the thermal
conductivity (no temperature dependency) of the gas filling the gap and S
the surface of the nodes facing the gap. The only exception is for the gap
between fuel compartment and basket plate, as this gap has been included
in a homogenized node, together with basket plate and fuel compartment.
Heat transfer mechanisms include conduction (with consideration of gaps),
convection and radiation. Conduction is calculated by COBRA-SFS both
in solids and in helium. Convection correlations are used for helium in the
cask and at the external cask surface for air. Radiative heat transfers are
calculated within the fuel assemblies (from rod to rod as well as between
rods and basket structures), within the rail structures and between the cask
external surface and the environment. View factors are defined to precisely
determine the radiative exchanges inside the cask.

Concerning the boundary conditions at the top and bottom of the model,
COBRA-SFS provides options to model plenum regions. This consists in
defining a few regions to connect the top (resp. bottom) of the fuel assem-
bly region to the environment, using thermal connections. In our model, we
defined both upper and lower plenums. The lower plenum includes regions
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successively for helium, the cask inner liner, an air gap, the gamma shield
and air convection underneath the cask. The upper plenum includes regions
for helium, the top shield plate, the cask lid and air convection above the
cask. The ambient temperature is assumed to be 24 °C (75 °F) on the sides,
top and bottom of the cask, and thermal radiation as well as convection are
taken into account. Natural convection correlations were taken from [24].
On the bottom face of the cask, convection was assumed to be in laminar
regime, involving a heat transfer coefficient given by h = 0.59 (∆T/L)1/4.
On the top face of the cask, a turbulent flow was assumed, corresponding to
h = 1.52 (∆T )1/3. On the sides of the cask, the flow was expected to be at
the transition between laminar (lower part of the cask) and turbulent (upper
part), but as we could assign only one correlation for the whole height of the
cask, we assumed a turbulent flow with a reduced heat transfer coefficient:
h = 1.07 (∆T )1/3. This heat transfer coefficient determines the temperature
difference between the cask surface and the room temperature. As the room
temperature is given by the specifications, this means that the heat trans-
fer coefficient actually determines the cask surface temperature. To fix the
reduced coefficient in the expression of h, we considered the experimentally
measured cask surface temperature (as this is an “open benchmark”, mea-
sured temperatures were accessible to the participants) in the middle of the
cask and we chose a reduced coefficient ensuring a good agreement between
measurement and simulation for the surface temperature.

The model provides, at each of the 40 axial layers, temperature results
for all 629 solid nodes, 17x17 fuel rods of the 32 fuel assemblies, 18x18
helium channels of the 32 fuel assemblies, and 32 helium channels within
the rails. COBRA-SFS needs about 20 minutes to perform one steady-state
simulation with this model, using a single processor.

2.4.2 Temperature calculation results

In this section, we present the calculation results that were obtained for
the EPRI international thermal modelling benchmark. The results include
a base case calculation, which simulates the conditions of the experimental
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measurements on the real TN-32B cask. This constitutes the first phase
of the benchmark. The second phase of the benchmark will consist in a
sensitivity analysis of the models, but it has not been achieved yet. However,
some preliminary sensitivity calculations were already performed during the
first phase and are also presented here. Verification methods based on the
model symmetry have been applied to the TN-32B model and are detailed
in Appendix 5.7.

2.4.2.1 Base case calculation

For the phase 1 of the benchmark, we had to simulate the TN-32B cask
loaded with fuel assemblies presenting different decay heats in accordance
with the real loading scheme (experimental measurements). This plan is
shown in Fig. 2.34 and the decay heats vary from 573.8 W for FA 13
to 1142.4 W for FA 7. We should then provide 7 temperature axial pro-
files corresponding to 7 given guide tubes in different fuel assemblies and 3
temperature axial profiles on the cask surface corresponding to 3 different
azimuthal coordinates (referred to as columns A, B and C). The 7 tempera-
ture profiles are located within fuel assemblies 2, 6, 14, 19, 24, 28 and 31, in
each case approximately at mid-distance between the centre and the edge
of the assembly (the precise location can be found in the benchmark speci-
fications [20]) and correspond to guide tubes in which thermocouple lances
were inserted. Each lance has 9 thermocouples at different axial positions.
Details on the experiment and on the measurements are provided in [20].

Fig. 2.35a presents the results of the base case calculation for the 7 guide
tubes. The temperature profiles from the COBRA-SFS simulation are plot-
ted with plain lines, while the experimentally measured temperatures are
plotted with dotted lines. To enable a direct comparison, we determined
for each of the 7 temperature profiles from COBRA-SFS a corresponding
temperature at the 9 axial positions using linear interpolation (the COBRA-
SFS model presents 40 axial layers and thus provides in output temperature
profiles consisting of 40 values).
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Figure 2.34: Power of the 32 fuel assemblies loaded in the TN-32B cask.

Due to their central positions in the cask, FA10 14 and FA 19 present the
highest temperatures, significantly higher than the other assemblies. FA 14
is slightly hotter (maximum temperature on the simulated profile: 226.3 °C)
than FA 19 (222.6 °C), which can be explained by the difference in their
respective decay heats: 1037 W and 920.2 W.

FA 6 and FA 24 present intermediate temperatures as they are located
neither in the centre of the cask nor on the edge. FA 6 has a higher decay
heat than FA 24 (1008.6 W and 914.2 W respectively), leading to higher
temperatures (maximum temperatures from the simulation: 211.9 °C and
204.7 °C respectively).

FA 2 and FA 31 are located on the edge of the fuel assembly load, facing the
inner side of the cask body. However, they are not corner assemblies and
therefore are not in direct contact with the cask body (unlike FA 28). They
present colder temperature profiles than the previous ones, with a maximum
simulated temperature of 196.6 °C for FA 2 and 194.7 °C for FA 31. We can
note that this is again in accordance with the difference in their respective

10We will talk here of FA, but the temperature profiles actually correspond to one precise guide tube
per fuel assembly. Each fuel assembly could provide many other temperature profiles (peak cladding tem-
perature, temperature profiles of each single rod or mean temperature profile), but as we had to consider
only one precise guide tube per assembly in the frame of the benchmark, there can be no confusion and
this simplify the notation.
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decay heats: 978.2 W for FA 2 and 927.7 W for FA 31. On the contrary,
according to the measured temperatures, FA 31 is hotter than FA 2. There
is no obvious explanation for it, as even the neighbouring assemblies from
FA 2 have in average a higher decay heat than the neighbours of FA 31.
However, we should keep in mind that all 4 profiles (2 measured and 2
simulated) remain nearly equal, within 10 °C, which is rather negligible
with regard to the measurement and simulation uncertainties.

Finally, FA 28 presents as expected the lowest temperature profile, due to its
location. As a “corner fuel assembly”, FA 28 is better (more directly) con-
nected to the cask body, which ensures lower temperatures: the maximum
simulated temperature reaches 186.2 °C. The stronger influence of the cask
body on corner assemblies compared to other assemblies had already been
observed during the verification phase of the model, which is presented in
Appendix 5.7 (see Fig. 5.17 in particular). FA 28 presents the highest dis-
crepancy between simulation result and experimental measurement, with
temperature differences up to 16 °C. This could be related to an underesti-
mation of the thermal connection between the basket structure surrounding
the corner assemblies and the cask body. However, a difference of 15 °C still
constitutes a very satisfying result for a cask model.

The details of the temperature differences between the simulated and the
measured profiles can be seen in Fig. 2.35b. As already mentioned, FA 28
presents the highest discrepancy, the simulation being about 10 °C too hot
on most of the height and up to 16 °C too hot in the upper part of the
cask. For the other assemblies, the temperature differences remain mostly
below 5 °C, except for the upper part of the cask, where the simulated
temperatures are up to 10 °C too hot. This may have several explanations:

� The correlation for the heat transfer coefficient applied on the cask
surface is the same over the whole height of the cask, whereas different
regimes of flow and convective heat transfer should be expected: lami-
nar in the lower part of the cask (resulting in a lower heat removal)
and turbulent in the upper part (better heat removal). The choice of
a turbulent correlation with a reduced coefficient might result in some
increase of the temperature in the upper part of the cask.
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(a) Temperature profiles experimentally measured (dotted
lines) and simulated with the COBRA-SFS model (plain
lines).

(b) Difference between simulation results and measurements.

Figure 2.35: Comparison of the measured (dotted lines) and simulated (plain lines) tem-
perature profiles of guide tubes from 7 fuel assemblies loaded in the TN-32B
cask.

� The plenum model, defining the possible heat removal paths through
the top and bottom of the cask, also has an impact on the upper and
lower parts of the temperature profiles. If the overall thermal resis-
tance of the upper plenum has been overestimated, this would result
in overestimated temperatures for the upper part of the cask.

� Finally, the helium convection within the cask also significantly im-
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pacts the temperature profile. This was stated and discussed during
benchmark meetings by participants who initially neglected the con-
vection (in particular, participants using Finite Element Method) and
observed that without helium convection the hump of the resulting
temperature profiles were clearly shifted towards the bottom. Indeed,
within the fuel assemblies the ascending helium flux transports heat
towards the top of the cask. This leads to a decrease in temperature in
the lower part of the fuel assemblies (enhanced heat removal) but shifts
the maximum of the temperature profiles towards the top of the cask,
as helium itself warms up while it goes through the fuel assemblies.

Fig. 2.36 shows the temperature profiles for the cask surface calculated
with COBRA-SFS (plain line) and measured (dotted line). The measured
temperature profiles consist of only 5 points each, but COBRA-SFS results
are plotted including all 40 axial positions. As the COBRA-SFS model only
covers a height of 160 in (corresponding to the length of the fuel assemblies),
the lowest point of the measured A column is out of the domain covered by
the simulation.

Simulation results and experimental measurements are in good agreement,
the difference does not exceed 5 °C. The adjustment of the heat transfer
coefficient (see section 2.4.1) ensured that the simulation results would fit
well with the experimental measurements in the middle of the cask, but
Fig. 2.36 shows that more generally the temperature profiles are in good
agreement over the whole height.
We can observe that all three simulated temperature profiles are almost per-
fectly superposed. This is probably due to the fact that the loading scheme
is rather well equilibrated and that the cask body is thick enough, so that
the outgoing heat flux is homogeneously shared between all azimuthal di-
rections (the 36 nodes of the cask body rings). Furthermore, the boundary
condition consists in a room temperature of 24 °C for all sides of the cask,
which together with the azimuthal-invariant heat flux ensures a surface tem-
perature profile independent of the azimuthal angle.
On the contrary, the measurements show some differences between the three
profiles. This may most probably result from slightly inhomogeneous bound-
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ary conditions (one side of the cask might be better exposed to the air flow
entering the facility) or simply from measurement uncertainties, as the dif-
ferences remain very small: mainly below 2 °C and about 5 °C for the lowest
part of the profiles. However, the comparison of column A with column B or
C can be discussed, as the lowest points of those profiles do not correspond
to the same axial positions.

Figure 2.36: Comparison of the measured (dotted lines) and simulated (plain lines)
surface temperature of the TN-32B cask. Three profiles are represented,
corresponding to three different azimuthal coordinates.

A first comparison of the results from the different participants has been
shown and discussed on the Winter ESCP Meeting 2021 [46]. The main
takeaways from phase 1 of the benchmark have been listed as:

� Wide variations in temperature predictions have been observed, up to
70 °C.

� Most groups predicted the shape of the temperature profiles well.

� Boundary conditions can likely be traced to a lot of the variations.

� The lack of details as built information and purposeful skewing of the
design specifications may also have an impact.

Wide variations have not been observed with our model, whose results re-
mained within 20 °C from the experimental data. The final report should
be published by EPRI by the end of 2022. [46]
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2.4.2.2 Sensitivity analysis

A sensitivity analysis was performed using the TN-32B model to analyse
the influence of the decay heat and room temperature on the resulting
temperature profiles. In Fig. 2.37, 2.38, 2.39 and 2.40, we represented

� on the upper diagrams: the temperature profile of the base case in
blue, the temperature profile in case of increased decay heat (+ 5 %)
or room temperature (+ 15 °F = + 8.3 °C) in red and the temperature
profile in case of reduced decay heat (- 5 %) or room temperature
(- 15 °F = - 8.3 °C) in green,

� on the lower diagrams: the difference between the hottest and coldest
profiles from the upper diagrams.

Figure 2.37: Temperature variation with decay heat. Results are presented for FA 28
(corner fuel assembly) on the left and for FA 14 on the right (central fuel
assembly). For both assemblies, three curves are plotted on the upper di-
agrams corresponding to the base case result and to the increased (+5%)
and reduced (-5%) decay heats. On the lower diagrams, we plotted the tem-
perature difference between the calculations with the increased and reduced
decay heats.

Fig. 2.37 presents the influence of the decay heat on the temperature profile
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of FA 28 (coldest profile, see Fig. 2.35) and FA 14 (hottest profile). As
expected, the higher the decay heat is, the higher the temperatures are.
The difference plot is similar to the temperature profiles: for FA 28 (resp.
FA 14), the minimum difference is at the bottom of the cask by 7.3 °C
(resp. 8 °C), then the difference increases up to 13.7 °C (resp. 17.6 °C) in
the middle of the cask and decreases at the top, down to 9 °C (resp. 12 °C).

The temperature differences are larger for FA 14 than for FA 28. This can
be explained by the difference in decay heat (for the base case: 1037 W vs.
914.2 W): a higher decay heat leads to larger variations (in absolute terms)
and therefore to larger temperature differences. This also explains that the
profile of the difference curves follows the profile of the temperature curves
(which themselves correspond roughly to the decay heat profile).
Another interesting point is that the upper part of the cask is more sensitive
to decay heat variations: while the temperature difference between the high
decay heat and low decay heat curves is around 8 °C at the bottom for both
FA 14 and FA 28, the difference reaches 12 °C at the top for FA 14, but
only 9 °C for FA 28. This might be related to the stronger influence of the
convection in FA 14 (higher temperatures). The helium at the bottom of
the cask is assumed mixed (uniform temperature) by COBRA-SFS, which
explains the limited difference between FA 14 and FA 28 at the bottom, but
when helium reaches the top of the fuel, the temperatures might present
important differences depending on the fuel assembly.

Fig. 2.38 shows the surface temperature profiles11 obtained with the same
variations of decay heat. The amplitude of the difference curve is smaller
than for the fuel assemblies: 3.8 °C at the bottom, 4.9 °C in the middle and
3.9 °C at the top. Here also, the profile of the difference curve corresponds
to the temperature and decay heat profiles: the decay heat is higher in the
middle part of the cask, therefore the heat flux is also higher, which leads
to higher surface temperatures.

Fig. 2.39 is similar to Fig. 2.37 but concerns the influence of the room
temperature (± 8.3 °C compared to the base case). Here again, we can first

11As the simulations do not show any difference between the three columns concerning the surface
temperature, we consider only one temperature profile per case.
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Figure 2.38: Temperature variation of the cask surface with decay heat. The three curves
plotted on the upper diagram correspond to the base case result and to the
increased (+5%) and reduced (-5%) decay heats. On the lower diagram,
we plotted the temperature difference between the calculations with the
increased and reduced decay heats.

note that with increasing room temperature, the overall temperature within
the cask increases. Thus, an increase of 16.6 °C of the room temperature
leads to an increase of 10 to 14 °C for FA 28 and 10 to 16 °C for FA 14.

Fig. 2.40 shows the temperature profiles for the cask surface, obtained with
the different room temperatures. We can first note that the influence of
the room temperature on these profiles is strong: for a room temperature
increase of 16.6 °C, the surface temperature increases by around 13 °C. This
increase is in the same order of magnitude than for the fuel assemblies.
We can here observe the difference with the decay heat: The decay heat
variations also lead to a significant increase of the temperature in the fuel
assemblies (8 to 18 °C) but have less impact on the temperature of the cask
surface (less than 5 °C).

To understand this overall influence of the room temperature on both the
cask and the fuel assemblies, we can draw again a parallel with an electricity
problem involving a resistance R through which a current I is passed, as
shown in Fig. 2.41. If the current I and the resistance R are fixed, then the
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Figure 2.39: Temperature variation with room temperature. Results are presented for
FA 28 (corner fuel assembly) on the left and for FA 14 on the right (cen-
tral fuel assembly). For both assemblies, three curves are plotted on the
upper diagrams corresponding to the base case result and to the increased
(+8.3 °C) and reduced (-8.3 °C) room temperatures. On the lower diagrams,
we plotted the temperature difference between the calculations with the in-
creased and reduced room temperatures.

potential difference V1 − V0 = R × I is also fixed and any change of the
(reference) potential V0 results in the same change for the potential V1. In
the case of the cask, the heat flux Φ corresponds to the current and is fixed
(when the decay heats of the fuel assemblies are fixed) and the thermal
resistance Rth is fixed as the material properties and the cask geometry are
fixed. It is a rough approximation to say that we can define a simple thermal
resistance between any given point of the cask and the environment, as the
heat paths are complex and the heat transfers are not linear (especially
the radiative and convective heat transfers), but the idea that from a given
point to the environment the heat encounters a certain resistance remains
valid. If the end point of the heat flux - the room temperature Troom - is
raised then the whole path (including the starting point Tint) should be
expected to be raised too.
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Figure 2.40: Temperature variation of the cask surface with room temperature. The three
curves plotted on the upper diagram correspond to the base case result
and to the increased (+8.3 °C) and reduced (-8.3 °C) room temperatures.
On the lower diagram, we plotted the temperature difference between the
calculations with increased and reduced room temperatures.

Figure 2.41: Analogy between temperatures and electrical potentials. If the current I
(resp. the heat flux Φ) and resistance R (resp. thermal resistance Rth) are
fixed, then the potential difference V1−V2 (resp. the temperature difference
Tint − Troom) is known and any variation of the potential V0 (resp. the tem-
perature Troom) results in the same variation for the potential V1 (resp. the
temperature Tint).
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2.4.3 Summary on the TN-32B model

In this section, we presented and discussed a COBRA-SFS cask model, de-
veloped in the frame of an international thermal modelling benchmark. The
cask modelled is a TN-32B, which can host up to 32 PWR fuel assemblies.
The first phase of the benchmark aimed to provide the results (a list of
temperature profiles) of a base case calculation corresponding to a given
power loading scheme.

The specifications of the benchmark were very detailed. Experimental tem-
perature data were provided, which enabled an efficient validation of the
model. The result of phase 1 of the benchmark gave further evidence that
COBRA-SFS can provide very realistic results in a detailed manner and
without high computational costs: the simulation results are mainly within
10 °C from the experimental measurements, with an exception for one tem-
perature profile presenting a maximum difference of 16 °C (Fig. 2.35 and
Fig. 2.36). A report on the results of this first phase should be published by
EPRI by the end of 2022.

Preliminary sensitivity calculations have been performed too, focussing on
the effect of the room temperature and decay heat on the temperature
distribution. We observed that room temperature variations affect the tem-
perature of both the fuel assemblies and the cask body: an increase of the
room temperature by 16.6 °C results in an increase of approximately 13 °C
for the cask surface (Fig. 2.40) and of 10 to 16 °C for the fuel assemblies
(Fig. 2.39).
Concerning the decay heat, the effect of a ± 5% variation appeared stronger
on the fuel assemblies than on the cask surface: the fuel assembly temper-
ature varies by 8 to 18 °C (Fig. 2.37), while the cask surface temperature
varies by less than 5 °C (Fig. 2.38).

The upcoming phase 2 of the benchmark foresees more comprehensive sen-
sitivity analyses and should start in 2022.

94



2.5 Conclusion - Temperature fields in storage casks

2.5 Conclusion - Temperature fields in storage casks

This chapter presented three models used to determine cask temperature
distributions and evolutions.

The first model (Python model) is inspired by the German
CASTOR® V/19, a cask widely used in Germany for the storage of
PWR spent fuel assemblies. It consists in a semi-analytical model, based
on classical, fundamental heat transfer equations, which are solved using
the programming language Python. The model includes 6 homogenized
zones and this simplicity of the model offers many advantages: it can be
easily adapted to new boundary conditions or application cases, it would
be convenient to couple with a further program (e.g. for the analysis of
the thermo-mechanical behaviour of the fuel rods), it enables to perform
many simulations in a short time without the need of high performance
computing infrastructures (thus, we conducted a sensitivity analysis in-
volving 7000 simulations on our laptop within 8 hours) and finally, it
ensures a good overview and understanding of its constitutive elements.
Furthermore, although the model yields only 6 temperature values, it can
provide good orders of magnitude as dicussed in section 2.3.4. The model is
well adapted for the simulation of transients, including accidental scenarios
and drying process, or even investigations related to the final repository,
for e.g. different host rock environments.

As a detailed knowledge of the temperature distribution and evolution in
a cask is necessary for the prediction of the cladding behaviour during
long-term storage, a more detailed model has been built using the thermal-
hydraulic code COBRA-SFS. This second model (CASTOR model) is also
inspired by the CASTOR® V/19. It includes a large number of elements
(568 solid nodes, 6887 helium channels, 6156 rods and 36 axial layers) and
yields correspondingly detailed temperature results: each single rod is taken
into account independently, different powers can be assigned to the 19 fuel
assemblies with specific axial power profiles and the boundary conditions
can be defined in a precise manner (surface temperatures, surface heat
fluxes). A simulation for a steady-state case is performed within only a
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few minutes using a standard laptop.
Due to the lack of publicly available experimental data, the model has been
cross-validated by comparison with two CASTOR® V/19 inspired mod-
els built using different codes. The comparison of the COBRA-SFS model
with the Python model enabled to determine some equivalences and further
validated the two models.
A sensitivity analysis was performed on the CASTOR model and showed
that the room temperature and the gaps between the different structures of
the cask have a significant impact on the temperature distribution.
Different loading schemes were simulated and showed for instance the in-
fluence of the special assemblies on the temperature distribution.

The third model presented in this chapter is also built using COBRA-SFS
and models a TN-32B cask, which is mainly used for experimental purposes
in the USA. This model is also very detailed, including 627 solid nodes,
10400 helium channels, 9248 rods and 40 axial layers. The development of
this model was motivated by the participation to an international thermal
benchmark organized by EPRI.
The outcomes of phase 1 of the EPRI benchmark showed that COBRA-SFS
(and in particular the model presented in this thesis) can yield results very
close to the experimental measurements (maximal difference of 16 °C but
mainly below 10 °C). A first sensitivity analysis confirmed the strong impact
of the room temperature on the overall temperature distribution, as already
observed with the CASTOR model. It also showed that the uncertainty on
the decay heat values can lead to important temperature variations too, in
particular within the fuel assemblies (less in the cask body).
The results of the first phase of the benchmark will be published by EPRI
in a report by the end of 2022. Phase 2 should start in 2022 and will consist
in a more comprehensive sensitivity analysis of the models developed for
phase 1.
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3 Hydrogen and hydride behaviour

The second part of this thesis describes the hydrogen behaviour in the
cladding. As all main phenomena (dissolution, precipitation, diffusion) are
strongly dependent on the temperature, Chapter 2 constitutes a logical
prerequisite for the issues discussed in Chapter 3.

3.1 Introduction

3.1.1 Cladding oxidation, hydriding and embrittlement

LWR fuel assemblies spend in general 4 to 5 years in reactor. During this
period, they are immersed in water at high temperature (in the order of
325 °C for PWR and 285 °C for BWR [47]) and pressure (in the order of
155 bar for PWR and 75 bar for BWR [47]), and permanently irradiated
by a high neutron flux. An oxidation reaction between the zirconium of the
cladding and the water from the primary circuit leads to the formation of an
oxide layer on the outer surface of the cladding, according to the equation:

Zr + 2H2O → ZrO2 + 2H2 (3.1)

This zirconium oxide layer presents different drawbacks. First, it has a ther-
mal conductivity significantly lower than metal zirconium (1-3 W m−1 K−1

for zirconium oxide vs. 14-17 W m−1 K−1 for zirconium alloy, for tempera-
tures ranging from ambient temperature to 400 °C [48–51]), which leads to
an increase of the temperature in the fuel rod. In particular, the tempera-
ture increases at the interface of zirconium oxide and metal (the order of
magnitude of +1 °C when the oxide layer grows by 4 µm is given in [52] for
Zircaloy-4 cladding), where the oxidation reaction takes place. The tempera-
ture increase at this interface furthers even more the oxidation reaction, as
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the thickness of the oxide layer increases.
When the oxide layer reaches a certain thickness (in the order of 100 µm),
an important risk of desquamation has to be taken into account: the mecha-
nical properties of the zirconium oxide are not as good as for the zirconium
alloy and the zirconium oxide can peel off from the underlying zirconium
alloy. This leads to variations in the cladding thickness and to cold spots in
the cladding where the oxide peeled off, which in turn impacts the cladding
hydridation. In [53], the IRSN reports that corrosion thickness measure-
ments performed by EDF on fuel rods from the French 1300 MWe NPPs
revealed that 5 % of the rods present a corrosion thickness above 108 µm
at the end of operation, and 35 % a thickness above 80 µm.

Furthermore, parallel to the formation of an oxide layer, the zirconium alloy
bulk of the cladding becomes thinner as the oxidation progresses. The me-
chanical characteristics of the cladding are directly impacted: the azimuthal
and axial stresses in the cladding are approximately inversely proportional
to the cladding thickness (see Equations 3.2), and thus the stress in the
cladding increases as the oxidation progresses.

Figure 3.1: Axial and circumferential
stresses in a cylinder.

Barlow’s formula for a thin-walled tube:

σθ =
r · (Pint − Pext)

e

σz =
r · (Pint − Pext)

2e

(3.2)

with r the cladding radius, e the cladding
thickness, and Pint (resp. Pext) the inter-
nal (resp. external) rod pressure.

Another important aspect of the cladding oxidation is the related hydrogen
uptake. Indeed, part of the hydrogen (10 to 20 % [22]) generated by the
oxidation reaction is absorbed by the cladding. Depending on the zirconium
alloy type, the cladding oxidation is more or less severe and the hydrogen
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uptake thus results in hydrogen contents varying from a few tens up to
several hundreds of wt.ppm. Thus, for a burnup of 50 MWd/tHM, Zircaloy-4
cladding presents a hydrogen concentration of 300 to 400 wt.ppm, while
other materials such as M5� or Zircaloy-2 with liner usually remain well
below 100 wt.ppm, as can be seen in Fig. 3.2 (a) and (b). According to the
temperature and total hydrogen concentration, the hydrogen can be either
dissolved (hydrogen in solid solution) or precipitated as hydrides.

(a) Zircaloy-4 and M5�. Taken from [54]. (b) Zircaloy-2 with Zr-liner. Taken from [55].

Figure 3.2: Hydrogen content in cladding with regard to the burnup.

The determination of the hydride morphology is important, as it can
strongly impact the mechanical properties of the cladding. While metal
zirconium presents a ductile behaviour, hydrides are brittle and hydrided
cladding is thus more susceptible for crack propagation and loss of integrity.
The fracture toughness KIC , which measures the resistance of a material
to crack propagation, is represented for Zircaloy-4 in Fig 3.3 with regard to
the temperature and for different hydrogen concentrations [56]. We can ob-
serve ductile to brittle transition temperatures (rapid increase in the middle
of the S-shaped curves) for almost all concentrations. For each curve, the
linear domain at high temperature starts approximately at the temperature
ensuring total dissolution of the hydrogen:

� TSSD(270 °C) ≈ 40 wt.ppm

� TSSD(340 °C) ≈ 100 wt.ppm

� TSSD(410 °C) ≈ 200 wt.ppm
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� TSSD(500 °C) ≈ 400 wt.ppm

� TSSD(560 °C) ≈ 600 wt.ppm

� TSSD(650 °C) ≈ 1000 wt.ppm

Figure 3.3: Influence of hydrogen content and temperature on Zircaloy-4 fracture tough-
ness. The curves correspond to a correlation established by IRSN and based
on a literature review of fracture toughness values. Taken from [56].

At a temperature above 300 °C, like in reactor or at the beginning of the dry
storage in a cask (realistic estimation for a cask loaded with a rather high
power), a large amount of hydrogen is dissolved as the solubility is in the
order of 100 wt.ppm. On the contrary, if the cladding temperature is around
50 °C, the hydrogen solubility is near zero so that almost all hydrogen is
precipitated as hydrides. This corresponds to temperatures during the wet
storage in cooling pond or in a cask after a long storage time (lower power
due to decay).

To describe the hydrogen precipitation behaviour in zirconium alloy, nu-
merous experimental works have been performed and solubility limit curves
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have been determined. This point will be presented in more detail in sec-
tion 3.1.2. However, the determination of a solubility limit depending on the
temperature is not sufficient to predict the behaviour of a fuel rod with re-
gard to the hydrogen. Indeed, the diffusion has to be taken into account, too:
hydrogen can diffuse in the cladding (especially over long periods of time,
e.g. the extended dry storage), under the influence of different factors:

� temperature gradients

� concentration gradients

� stress gradients

Hydrogen diffusion is discussed in more detail in section 3.1.3.

Another important parameter is the overall stress distribution in the
cladding, which can impact the hydride morphology. While circumferential
hydrides are commonly observed at the end of operation when the fuel is
cooled, radial hydrides might be formed later. For instance, if the cladding is
heated up and then cooled down under a high tensile stress (resulting from
high internal fuel rod pressure or from pellet cladding contact), the tensile
stress along the circumferential direction can foster the formation of hy-
drides radially oriented. This is not desirable, as cracks propagate through
the cladding much easier along hydrides (brittle material) than in the zir-
conium alloy bulk (ductile). If the hydrides are radially oriented, the crack
propagation can occur more easily and the risk of a cladding opening is
increased. [57–63]

Finally, we can mention that during a cooling period (such as the dry stor-
age), the initial configuration is believed to be important: hydride growth
requires less energy than the nucleation of new hydrides. Thus, even if un-
der a given stress level one should expect the precipitation of radial (resp.
circumferential) hydrides, the presence of circumferential (resp. radial) hy-
drides in the cladding might avoid the formation of radial (resp. circum-
ferential) hydrides.
The work presented in [12] gives some evidences that the threshold stress
for the precipitation of radial hydrides rather than circumferential hydrides
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depends on the total hydrogen concentration (see Fig. 3.4) and on the peak
cladding temperature (which determines, how many hydrides remain pre-
cipitated over the whole experiment time). This threshold stress presents
a minimum at the hydrogen concentration corresponding to the hydrogen
solubility limit at the peak temperature. For instance, in Fig. 3.4b (experi-
mental results for a peak temperature of 400 °C), the minimum thresh-
old stress (≈ 50 MPa) is reached for a hydrogen content of approximately
200 wt.ppm, which corresponds to the hydrogen solubility at the peak tem-
perature of the experiments: TSSD(400 °C) ≈ 200 wt.ppm.

Figure 3.4: Threshold stress for hydride reorientation, depending on the hydrogen content
and on the peak temperature. Taken from [12].

For hydrogen concentrations below this limit, the threshold decreases with
increasing hydrogen content (the higher the concentration, the easier it is to
build radial hydrides), while for concentrations above this limit, the thresh-
old increases with increasing hydrogen content: increased hydrogen content
means more hydrides remaining (circumferentially) precipitated at the peak
temperature, on which the dissolved hydrogen can precipitate during cool-
ing.
This shows that a low concentration of hydrides is not necessarily a good
condition (contrarily to what was widely believed): it can lead to complete
dissolution of the hydrides when the peak temperature is reached, and en-
able later the precipitation of radial hydrides rather than circumferential
hydrides [62,63]. For instance, a cladding having a hydrogen concentration
of 150 wt.ppm presents a threshold stress around 80 MPa if the cladding un-
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dergoes a heating to 350 °C (Fig. 3.4a), while for a cladding with a hydrogen
concentration of 350 wt.ppm the threshold stress is around 140 MPa.

Hydrogen and hydride behaviour has been an important research topic in
the last decades due to this safety aspect and significant improvements have
been achieved in the understanding of the precipitation mechanisms. How-
ever, the prediction of the hydrogen distribution and hydride morphology
at the scale of a full rod and over long periods of time remains difficult.

3.1.2 Hydrogen solubility - TSSP & TSSD

Fig. 3.5 presents the phase diagram of the Zr-H binary system1. For the
temperature range encountered during normal conditions of operation and
storage (≤ 400 °C), zirconium is in the α-phase, a hexagonal close-packed
(HCP) low-temperature phase with some solubility of hydrogen [64]. The
temperature and hydrogen range corresponding to normal operations and
storage conditions is marked by a red rectangle. In this red rectangle, two
domains can be observed:

� α-phase if the temperature is high enough and the hydrogen content
sufficiently low. In this case, all hydrogen is dissolved in the zirconium
and thus only one phase is present. The hydrogen dissolved in the α-
zirconium matrix forms a solid solution.

� α- and δ-phases if the hydrogen content is too high or the temperature
too low. In this case, part of the hydrogen precipitates in δ-hydrides.
Both α and δ phases coexist.

1This diagram has been known since the 1950’s. Fig. 3.5 has been published in 1962 and only minor
changes have been performed since then. In particular, the zirconium higher temperature phase, β-phase,
was characterized as body-centered cubic in early literature (e.g. in Fig. 3.5), but is now largely accepted to
be orthorhombic [64]. The main changes relevant for spent fuel storage concern the precise determination
of the hydrogen solubility limit (limit between α and α + δ domains) which is discussed in detail in the
following.
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Figure 3.5: Phase diagram for Zr-H binary system. For normal reactor operations and
spent fuel storage, only the lower left part of the diagram (red rectangle) is
relevant: temperatures up to 400 °C and hydrogen contents of a few hundred
wt.ppm. These conditions enable two configurations of the system: if the
temperature is high enough and the hydrogen content low enough, then all
hydrogen is dissolved (solid solution) and there is only one phase (α-phase).
Otherwise, if the temperature is too low or the hydrogen content too high,
then part of the hydrogen forms hydrides and the binary system consists in
two phases (α-zirconium and δ-hydrides). Adapted from [65].
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Furthermore, the phase diagram indicates

� the temperature-dependent solubility limit of hydrogen in zirconium,
given by the line separating the α domain from the α+δ domain, and

� the stoichiometry of the δ-hydrides, given by the line separating the
α+δ domain from the δ domain at around 60 at.% of hydrogen: 60 at.%
of H and 40 at.% of Zr corresponds to ZrH1.5.

Thus, the α-phase can contain only a relatively low amount of hydrogen
without forming a further phase. The concentration limit is called Terminal
Solid Solubility (TSS) and depends mainly on the temperature. It corre-
sponds to the amount of hydrogen that can be dissolved in zirconium at
a given temperature. The higher the temperature is, the more hydrogen
can be dissolved in the zirconium. This binary diagram does not consider
the influence of alloying elements used in zirconium-based cladding mate-
rials. These elements are thought to influence the oxidation behaviour and
amount of hydrogen uptake. However, according to [64], they are not ex-
pected to influence the hydride formation and reorientation directly, rather
details of kinetics and perhaps some morphology as the precipitates may in-
fluence nucleation sites. Early experimental works (1967) already observed
that alloying elements in Zircaloy-2, Zircaloy-4 and Zr-2.5wt%Nb have no
significant effect on the Terminal Solid Solubility, which remains very nearly
the same as that in unalloyed zirconium [66,67].

In many experimental works [13,66–81], the hydrogen solubility limit in zir-
conium alloys has been studied and correlations have been derived. While
originally a single solubility limit TSS was considered [66–69], heating and
cooling experiments revealed later that different limits could be defined: in
cooling experiments, the solubility appeared higher than in heating experi-
ments. The difference was explained by the volumetric misfit strain: hydrides
have a lower density than zirconium alloys (approximately 12-17%) and
therefore the precipitation of hydrides (during cooling) necessitates more
energy to deform the zirconium matrix [74, 82]. To distinguish the differ-
ent solubility limits, the terms of Terminal Solid Solubility for Precipitation
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(TSSP) and Terminal Solid Solubility for Dissolution (TSSD) have been in-
troduced and widely used in later works [13,70–81].

Fig. 3.6 gives an example of TSSP/TSSD curves. We can observe that both
curves present an exponential profile, starting with a hydrogen solubility
nearly null at room temperature. TSS curves are thus usually described by
an Arrhenius law:

TSS(T ) = TSS0 · exp
(
− E

RT

)
(3.3)

with TSS0 a pre-exponential coefficient, E the activation energy, R the gas
constant and T the temperature.
The TSSP curve is above the TSSD which means that at a given temperature,
the hydrogen solubility observed during cooling (precipitation) experiments
is higher than the solubility observed during heating (dissolution) experi-
ments.

Figure 3.6: Generic curves representing the Terminal Solid Solubility for Dissolution
(TSSD) and Precipitation (TSSP) of hydrogen in zirconium as function of
the temperature.

A thermal cycle is also represented on the diagram. It corresponds to a ma-
terial with (at least) 170 wt.ppm hydrogen, which undergoes a cooling from
375 °C to 230 °C, followed by a heating back to the initial temperature of
375 °C.
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Starting at a temperature of 375 °C, the hydrogen solubility is around
170 wt.ppm (upper right point of the thermal cycle). From this point, the
temperature is then decreased (blue curve). First, the dissolved hydrogen
concentration does not change but remains equal to 170 wt.ppm (horizontal
segment of the blue curve). Only when the temperature has dropped down
to 320 °C, the blue curve reaches the TSSP curve, which means that hydride
precipitation will start with further cooling. Thus, as the temperature fur-
ther decreases from 320 °C to 230 °C, the dissolved hydrogen concentration
decreases (i.e. hydrides precipitate), following the concentration given by
the TSSP curve.
The heating phase (red curve) starts when the temperature has reached
230 °C. At first, the heating from 230 °C to 285 °C (red horizontal segment)
does not induce any change in the concentration of dissolved hydrogen: the
temperature must first increase until it reaches the TSSD curve and only
then the hydride dissolution starts. During the further heating, the dissolved
hydrogen concentration follows the TSSD curve: it increases until it reaches
the initial concentration of 170 wt.ppm, when the temperature is back to
370 °C.

This example shows the role played by the two different solubility limits,
TSSD and TSSP. In particular, they induce a certain delay in precipitation
and dissolution, which has been referred to as hysteresis in the literature
[13,69,71,72,74,78,80].

The understanding of the different solubility limits significantly improved
over the years. The dependence of the TSSP values on experimental parame-
ters (cooling rate, peak temperature) has been noted for a long time. Thus,
in [71], the authors defined a TSSP1 and a TSSP2, obtained respectively
by cooling from an upper- and a lower-bound maximum temperature. A
memory effect has also been described, responsible for variations in TSSP:
a former hydride precipitation is likely to result in pre-existing dislocation
nests which facilitate re-precipitation of hydrides2 [13, 71,76].

More recent works [8, 9] provided new insights into the solubility limit: the

2This memory effect is thought to be strongly dependent on the temperature evolution, especially on
peak temperature: high temperatures can anneal out the dislocations caused by former hydride precipita-
tion and therefore annul the memory effect. [71]
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Figure 3.7: Experimental results on a sample loaded with 541 wt.ppm hydrogen. The
sample is first heated to 535 °C and held for 30 min at this temperature, which
ensures total dissolution of the hydrides. Then it is quickly cooled (2 °C/s)
to a given target temperature (6 cases on the figure, ranging from 288 °C
to 400 °C) and held for 2 h at this temperature. We can see on the picture
that the concentration of dissolved hydrogen falls below TSSP, continuing
to decrease towards TSSD. This indicates that precipitation can occurs in
the “hysteresis region” and suggests that TSSD is the equilibrium solubility.
Taken from [9].

TSSP can be interpreted as the result of a kinetic effect while the TSSD

corresponds to the thermodynamic equilibrium. In [9], experimental results
gave evidence that if a sufficient hold time (in the order of some hours) was
included after cooling, hydride precipitation continues during this temper-
ature hold and the dissolved hydrogen slowly decreases from TSSP towards
TSSD (see Fig. 3.7).
In [8], the authors proposed to introduce a kinetic adjustment for the pre-
cipitation of zirconium hydrides in zirconium alloys. They argue that the
precipitation of further hydrides on pre-existing hydrides is subjected to the
diffusion of hydrogen. In the case of high cooling rate, hydrogen would not
have enough time to diffuse to the energetic minimum and would therefore
precipitate locally3, forming thereby new hydrides. This is in accordance

3Characteristic lengths for diffusion of hydrogen in a zirconium alloy are provided in the next section,
Table 3.1.
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with former experimental works. [62,63]
The fact that most experiments were performed with relatively high cool-
ing rates compared to those expected during dry storage results in TSSP

values valid only in these specific conditions. Thus, most data and corre-
lations obtained from the former experimental works might be well valid
for applications to fast thermal transients (e.g. during reactor operation),
but the TSSP curves from the literature should be considered with caution,
especially for assessment of long-term cladding behaviour.

3.1.3 Diffusion mechanisms

This section has been adapted from [83] and aims to present the main equa-
tions and characteristics of the diffusion, which are essential prerequisites
for predictions on the hydrogen behaviour in the cladding.

Particle diffusion is an irreversible phenomenon driven by thermal agitation.
The higher the temperature is, the more efficient the diffusion is. Further-
more, diffusion tends to homogenize the media: if there is a concentration
gradient, the particles will diffuse from the higher concentration towards
the lower concentration region. Diffusion under a concentration gradient is
usually described by the phenomenological Fick’s law. The influence of tem-
perature gradients is commonly referred to as Soret effect or thermophoresis.

In the following, we present the notions of particle flux and particle current
density, and we establish the conservation equation. Then we introduce the
Fick’s law and Soret effect, which enable to derive the diffusion equation
under the influence of concentration and temperature gradients. Finally, we
provide a few examples of characteristic lengths for hydrogen diffusion in a
zirconium alloy.

Particle flux through a surface and current density vector

We call particle flux Φ through a surface S the particle flowrate through
this surface. The number of particles going through S during a time dt is
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then given by:
dN = Φ dt

We can then introduce the vector particle current density
#»
j (M, t) whose

flux through S yields the particle flux previously defined:

Φ =
x

M∈S

#»
j (M, t) · #  »

dSM

The number of particles dN going through S between t and t + dt is thus
given by:

dN = Φ dt =

(x
M∈S

#»
j (M, t) · #  »

dSM

)
dt (3.4)

Figure 3.8: Particle current density vector.

Considering particles with a velocity #»v , if n(M, t) is the local particle den-
sity and

#  »

dSM an oriented elementary surface making an angle θ with #»v , we
can calculate the number of particles d2N that will cross

#  »

dSM between t
and t+ dt. These particles are located in the cylinder whose generators are
parallel to #»v and of length v dt (see Fig. 3.8). The volume of this cylinder
is :

dτ = dSM v dt cos θ = #»v · #  »

dSM dt

and the number of particles d2N is :

d2N = n dτ = (n #»v ) · #  »

dSM dt

Using the definition of the particle current density vector:

d2N = dΦ dt =
(

#»
j (M, t) · #  »

dSM

)
dt
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We can then identify the particle current density vector at point M and
time t as:

#»
j (M, t) = n(M, t) #»v (M, t) (3.5)

Conservation and diffusion equations

Let V be a volume, fixed and non-deformable, delimited by the surface S.
The variation of the number N of particles in the volume V between t and
t+ dt is:

dN = N(t+ dt)−N(t) =
d

dt

(y
M∈V

n(M, t) dτM

)
dt

at first order in dt. As V is fixed and non-deformable, we can invert the
order of the time derivative and the space integral:

dN =
y

M∈V

∂n(M, t)

∂t
dτM dt

The number of particles entering the volume V between t and t+ dt is:

δNext→V = −
{

P∈S

#»
j (P, t) · #  »

dSP dt = −
y

M∈V

div
#»
j (M, t) dτM dt

The negative sign comes from the fact that
#  »

dSP is pointing outwards of the
volume V while δNext→V are particles entering the volume V . The second
equality is a direct application of the Ostrogradsky’s theorem4.

4The Ostrogradsky’s theorem states that if
#»

V is a continuously differentiable vector field, then the
integral of

#»

V over a closed surface S is equal to the integral of the divergence of
#»

V over the volume inside
S. To highlight the importance of the hypothesis closed surface, the surface integral is usually written with
a circle symbol on it (double closed integral).
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We can then write the conservation equation as:

dN = δNext→V + dNprod

⇔
y

M∈V

(
∂n(M, t)

∂t
+ div

#»
j (M, t)− nprod(M, t)

)
dτM dt = 0

with nprod the density of particle production.

As this equation should be valid for any volume V , we can write the local
conservation equation:

∂n(M, t)

∂t
+ div

#»
j (M, t) = nprod(M, t) (3.6)

Fick’s law is a phenomenological law which states that the particle flux is
proportional to the local concentration gradient:

#»
j Fick(M, t) = −D #      »

grad n(M, t) (3.7)

The proportionality coefficient D is called diffusion coefficient, or diffusivity,
and has dimension of m2 s−1.

In addition to the effect of concentration gradients, temperature gradients
can also influence diffusion. The Soret effect, or thermophoresis, describes
the diffusion due to temperature gradient [14, 70, 84] and can be expressed
as:

#»
j Soret(M, t) = −DQ?n

RT 2

#      »

grad T (M, t) (3.8)

where D is the diffusion coefficient, Q? the heat of transfer, n the concen-
tration of the diffusing particles, R the gas constant and T the temperature.

We can derive the diffusion equation (under concentration and temperature
gradients) by combining the conservation equation (Equation 3.6) with the
particle flux due to the concentration gradient (Equation 3.7) and temper-
ature gradient (Equation 3.8):

∂n(M, t)

∂t
− div

(
D

#      »

grad n(M, t) +
DQ?n

RT 2

#      »

grad T (M, t)

)
= nprod(M, t)

(3.9)
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with D the diffusion coefficient in m2 s−1.

In the case of diffusion problem without significant temperature gradient,
we can neglect the Soret effect and assume the diffusion coefficient D to
be constant so that it can be taken out of the second derivative. Thus,
Equation 3.9 can be rewritten as:

∂n(M, t)

∂t
−D ·∆n(M, t) = nprod(M, t) (3.10)

Characteristic dimensions

We can derive a simple relation between characteristic time and diffusion
length by dimensional analysis (non-dimensionalization) of equation 3.10.
Indeed, if τ and L are the characteristic time and length, and t? and x? the
corresponding non-dimensional variables, equation 3.9 (without production
term) leads to:

1

τ

∂n

∂t?
=
D

L2

∂2n

∂x?2

Thus, the characteristic time and diffusion length are linked by:

τ =
L2

D
or L =

√
Dτ (3.11)

Equation 3.11 enables to quickly determine an order of magnitude of the
time required for particles to diffuse over a given distance, or to estimate
the extent of the diffusion after a given time. Table 3.1 provides some exam-
ples of characteristic lengths for diffusion of hydrogen in Zircaloy-2 at dif-
ferent temperatures and over different periods of time. These characteristic
lengths are calculated using diffusion coefficients determined experimentally
and provided in [68].
We should note that these characteristic lengths correspond to diffusion
under concentration gradients but without taking the effect of tempera-
ture gradients into account. Depending on their orientation, temperature
gradients might either accelerate or slow down the diffusion.
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Table 3.1: Characteristic length of diffusion at different temperatures and for different
diffusion times: an hour, a day, a week, a month and a year. The diffusion
coefficients have been measured in Zircaloy-2 [68].

Temperature Diffusion coefficient
Characteristic length

Hour Day Week Month Year

261 °C 0.80 · 10−6 cm2 s−1 0.054 cm 0.26 cm 0.70 cm 1.5 cm 5.0 cm

315 °C 1.70 · 10−6 cm2 s−1 0.078 cm 0.38 cm 1.0 cm 2.1 cm 7.3 cm

358 °C 2.94 · 10−6 cm2 s−1 0.10 cm 0.50 cm 1.3 cm 2.8 cm 9.6 cm

408 °C 4.71 · 10−6 cm2 s−1 0.13 cm 0.64 cm 1.7 cm 3.5 cm 12 cm

3.1.4 Hydrogen diffusion in the fuel cladding

Fig. 3.9 represents the influence of the temperature and concentration gradi-
ents on the hydrogen diffusion in the cladding: hydrogen diffuses from high
concentration regions towards lower concentration regions (Fick’s law) and
from high temperatures towards low temperatures (Soret effect). Both ef-
fects lead to an equilibrium distribution: the temperature gradient supports
diffusion towards the cold region, and the resulting higher concentration
in the cold region counterbalances progressively the diffusion due to Soret
effect. In the case of fuel rods, stress gradients are assumed to be negli-
gible compared to temperature and concentration gradients. Indeed, due
to the cylindrical geometry of the cladding, no significant stress gradient
should be expected along the axial direction, nor along the radial direction
(consistent with the Barlow’s formula applied in the conditions of a thin
tube). However, stress gradients can play an important role in the case of
local “defects”, such as cracks: the stress concentration at the tip of a crack
attracts hydrogen and eventually leads to the formation of hydrides which
embrittle the material and promote further crack propagation.

Hydrogen distribution along the radial dimension of the cladding has been
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(a) Cladding section - low/no tensile stress.

(b) Cladding section - high tensile stress. (c) Full rod length.

Figure 3.9: Hydrogen diffusion and hydride morphology under temperature, concentra-
tion and stress gradients. Dissolved hydrogen is represented with light blue
points, hydrides with black (circumferential) and red (radial) plates. The
background colour indicates temperature gradients (blue for cold regions, red
for hot regions). Arrows on the diagrams show the influence of the Fick’s law

(
#»∇c) and Soret effect (

#»∇T ). (a) and (b) represent radial cuts of a cladding,
while (c) corresponds to the axial dimension. We should note that the char-
acteristic length for diffusion involved in (c) (order of magnitude: m) is sig-
nificantly longer than in (a) and (b) (order of magnitude: mm). In (b), the
cladding undergoes a high circumferential tensile stress, which resulted in the
formation of radial hydrides. While (a) and (b) configurations have been ob-
served in many experimental works, (c) should be considered with more care
as there are less results for full-length rods. Section 3.4 examines this topic.

experimentally observed in many works. In particular, during reactor oper-
ations, high radial temperature gradients lead to high concentration gradi-
ents with lower hydrogen concentrations in the inner side of the cladding
and higher hydrogen concentrations on the outer side. This is represented
in Fig. 3.9a and Fig. 3.9b. Furthermore, the impact of stress is shown by
the black arrows in Fig. 3.9b: high tensile stresses along the circumferential
direction might lead to the formation of radial hydrides (perpendicular to
the tensile stress) instead of circumferential hydrides. The threshold stress
for the formation of radial hydrides has been described in different experi-
mental works. [12,57,61–63]
Fig. 3.9c concerns the diffusion at the scale of a full rod. This topic will be
examined in more detail in section 3.4.
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3.2 TSSP/TSSD plots and correlations

In section 3.1.2, we discussed the importance of the hydrogen solubility to
predict the hydrogen and hydride behaviour in zirconium alloys. A database
has been built using experimental data on the Terminal Solid Solubility from
different works [13, 66–68, 70–74, 76–78, 80, 81]. The data points have been
collected by Felix Boldt, the careful assessment of the uncertainties has been
conducted by Felix Boldt, Bastien Grimaldi, Peter Kaufholz, Maik Stuke
and me. Afterwards, I produced the plots and correlations presented in this
section.
The review of the data led to two questions:
Can we derive reliable correlations from these data?
Is there a clear separation between the TSSP and TSSD?

3.2.1 Database and uncertainties

In a first step, the published experimental values of TSS have been col-
lected in a database. After extensive review, further information has been
stored for each experiment, for example year of publishing, material type
and experimental method. Uncertainties were also added, trying to remain
as little conservative as possible. Where it was stated, uncertainties were
determined from the information provided in the publications. Some were
given in percent, other in absolute values. In some cases, we contacted the
authors for more details. We tried very carefully to not over or underesti-
mate the uncertainties.

The database consists of

� 672 data points, including uncertainties,

� 48 experimental series,

� 12 research projects,

� 7 materials, irradiated and unirradiated, and

� 5 different measurement methods.
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Table 3.2: TSSD/TSSP database references. The 12 research projects are listed with the
name of the first author and the reference, the year of publication, the materials
investigated, the measurement method applied and the type of solubility (TSSD

and/or TSSP).

Author Year Material Method TSS

Kearns [66] 1967 Zr, Zry-2, Zry-4 Diffusion D

Kammenzind [70] 1996 Zry-4 Diffusion D & P

Pan [71] 1996 Zr-2.5Nb DEM D & P

McMinn [72] 2000 Zry-2, Zry-4 DSC D & P

Vizcáıno [73] 2002 Zry-4 DSC D

Une [74] 2003 Zry-2, HighFeZry DSC D & P

Singh [76] 2004 Zry-2, Zr-2.5Nb Dilatometry D & P

Une [77] 2009 Zry-2 DSC D & P

Tang [78] 2009 M5, N18, Zry-4 DSC D & P

Colas [13] 2012 Zry-2 In-situ XRD D & P

Kim [80] 2014 Zry-4 DSC D & P

Blackmur [81] 2015 Zry-4 In-situ XRD P

Fig. 3.10 depicts the temperature versus the hydrogen concentration for all
TSS values stored in the database. Data points are colour coded according
to publication, regardless of measurement methods or materials.
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Figure 3.10: Plot of all TSSP and TSSD points from the database as a function of the
temperature and with uncertainties. The best fit curves for TSSP and TSSD

are plotted and the fit coefficients (with standard deviations) of both curves
are indicated on the figure. 95% confidence intervals (1.96σ) are drawn
around the fit curves.
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3.2.1.1 Cladding materials

Zirconium alloys are widely used as cladding materials for nuclear fuel.
This choice is motivated by the low thermal neutron absorption cross sec-
tion of zirconium, combined with good mechanical properties and corro-
sion resistance, and a satisfying thermal conductivity. While Zircaloy-4 and
Zircaloy-2 have been the most common alloy variants for PWR and BWR
respectively, the permanent search of higher burnups and more flexibility in
operation led to the development of further alloys, such as M5® for PWR
and HiFi® for BWR.

Table 3.3: Composition [wt.%] of Zircaloy-2, Zircaloy-4, Zr-2.5Nb, M5®, N18 and HiFi®,
including the principle alloying elements. For a given alloy type, the standard
composition might have changed with time and information in the literature
was not always consistent. Therefore, the values presented in this table should
not be considered too strictly. [85–92]

Element Zircaloy-2 Zircaloy-4 Zr-2.5Nb M5® N18 HiFi®

Sn 1.20 - 1.70 1.20 - 1.70 – – 0.80 - 1.20 1.20 - 1.70

Nb – – 2.4 - 2.8 0.80 - 1.20 0.20 - 0.40 –

O 0.10 - 0.14 0.10 - 0.14 0.09 - 0.13 0.11 - 0.16 – –

Fe 0.07 - 0.20 0.18 - 0.24 < 0.065 < 0.05 0.30 - 0.40 0.25 - 0.50

Cr 0.05 - 0.15 0.07 - 0.13 – – 0.05 - 0.10 0.05 - 0.15

Ni 0.03 - 0.08 – – – – 0.03 - 0.08

Zr Balance Balance Balance Balance Balance Balance

The development of zirconium alloys as cladding materials started in the
1950s, prompted by the development of nuclear submarines [90]. Zircaloy-2
was designed specifically for nuclear applications in a high-temperature wa-
ter environment. The alloying agents - tin, iron, chromium, and nickel -
were added to neutralize the detrimental effect on corrosion resistance of
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the impurities - nitrogen, aluminium, and carbon - and for their strengthen-
ing effect. The low neutron absorption cross section of pure zirconium was
not increased significantly by those alloying elements [93]. Zircaloy-2 is still
the industry standard for BWR fuel cladding and is currently mainly used
with an inner liner5, which aims to protect the cladding against damage
induced by pellet cladding interaction. [94]

Zircaloy-4 was developed from Zircaloy-2 with the principal aim of reducing
the hydrogen pick up in reactor. Thus, both alloys present very similar
compositions, except for a few elements. In particular, nickel is removed
(limited to 0.007%) from the alloy composition of Zircaloy-4 [93]. Zircaloy-4
has been the industry standard for PWR fuel for many decades, starting in
the 1960s. To increase the oxidation resistance and therefore improve the
mechanical properties and enable higher burnups, cladding designs including
an outer liner have been developed. [91]

Zr-2.5Nb is a common zirconium alloy, which has been used for pressure
tubes in CANDU (Canada Deuterium Uranium) and RBMK (Reaktor Bol-
shoy Moshchnosti Kanalnyy) reactors for over 40 years [87]. Compared to
Zircaloy-2 and Zircaloy-4, it does not contain tin, but 2.4 to 2.8 wt.ppm
niobium.

M5® is a cladding material for PWR fuel assemblies developed in the
1990s by Framatome. It is fully re-crystallized, includes 1 wt.% niobium
and presents significant improvements compared to Zircaloy-4: low corro-
sion and very low hydrogen pickup. It enables higher burnups and provides
more flexibility for nuclear operations without sacrificing margin for acci-
dents [85,95]. It is now a standard cladding material for PWR fuel.

N18 is an alloy developed in China in the 1990s. While Zircaloy-2 and
Zircaloy-4 belong to Zr-Sn series, and Zr-2.5Nb and M5 to the Zr-Nb series,
N18 is a Zr-Sn-Nb alloy. [88,92]

High Fe Zr alloy has been developed for use as BWR fuel claddings and
spacer material at high burnups. It was originally developed by NFI (start-

5Initially, in the 1970s, this inner liner was made of pure zirconium. In the 1990s, it was replaced by
low-alloyed zirconium (e.g. 0.4% Fe). [91]
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ing in the mid-1980s) and builds on the performance experience acquired
with Zircaloy-2 cladding but with minor changes aiming at improving the
resistance to hydrogen uptake [96]. It is now commercialized under the com-
mercial name of HiFi® and constitutes a new generation of BWR cladding
material, meeting increasing demands for higher fuel duties and burnup. For
instance, Westinghouse new BWR fuel assembly TRITON11� uses HiFi®

as cladding material (with a ZrSn-liner) [97]. The final composition of HiFi®

remains unchanged compared to Zircaloy-2, except for the iron level which
is above the upper limit of Zircaloy-2 chemical specifications. [74, 86]

3.2.1.2 Measurement methods

This section shortly presents the five measurement methods used to obtain
the TSSP and TSSD values gathered in the database. The following descrip-
tions of the measurement methods are taken from [8], where more details
can be found. Only the description of the Dynamic Elastic Modulus (DEM)
method derives from other sources.

Diffusion techniques

Early experiments focusing on the determination of the effect of temperature
on the terminal solid solubility of hydrogen in alloys were carried out either
as diffusion couple experiments or as thermo-diffusion experiments [66–68].
The diffusion couple experiments use the thermal diffusion of dissolved hy-
drogen between a hydrogen charged and an uncharged specimen connected
by welding. The hydrogen-rich metal contains a higher hydrogen concentra-
tion than the expected terminal solid solubility at the temperature of the
experiment. The welded specimens were afterwards heated to allow hydro-
gen to diffuse into the uncharged specimen of the couple. As diffusion only
takes place with dissolved hydrogen, one can calculate the terminal solid
solubility of hydrogen at the diffusion temperature knowing the amount
of hydrogen diffused into the hydrogen free specimen. From the hysteresis
point of view, the diffusion couple is heated to dissolve zirconium hydrides
at the level of TSSD into the matrix. After reaching diffusion equilibrium,
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a cool-down of the couple would lead to hydrogen concentrations equal to
the TSSD in the low hydrogen part of the specimen.
In thermo-diffusion experiments, a hydrided specimen is exposed to a tem-
perature gradient where the distribution of hydrogen is guided by thermo
diffusion. At a certain point within the gradient, the solubility of hydrogen
is exceeded, resulting in the precipitation of zirconium hydrides. The hydro-
gen concentration at the transition between the area containing zirconium
hydrides and dissolved zirconium area is taken as terminal solid solubility.
However, from the hysteresis point of view, the terminal solid solubility de-
rived by this method at the boundary concentration to precipitation depicts
the TSSP. [8]

Dilatometry

This method uses the change in dimensions of a specimen during hydride
precipitation. As zirconium hydrides have a significantly lower density com-
pared to the α-Zr matrix in the alloy, every precipitation of zirconium hy-
drides results in a deformation of the lattice and an overall change in length
of the specimen. In dilatometric hydride analysis, hydrided specimen are
heated while the change in length is recorded as a function of the tempera-
ture. Measurements can be carried out during heating and cooling, depicting
the TSSD in the heating experiment mode and TSSP in the cooling experi-
ment mode. Due to the direct response in the measurement and the possibil-
ity to perform consecutive heating and cooling experiments using the same
material, the method is ideal for the determination of the TSS-curves. [8]

Differential Scanning Calorimetry

With the further development of measurement technologies, new methods
became available to analyse the solubility of hydrogen in zirconium alloys.
The technology of differential scanning calorimetry (DSC) opened a new
option for the determination of the hydrogen terminal solid solubility. The
method is based on calorimetric measurements of absorbed heat during a
heating process. The detection of the affiliated heat of the specimen allows
for the quantitative description of the dissolution of hydrides. However, the
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method is sensitive to deviations in the type of zirconium hydrides as they
exhibit different formation enthalpies. An additional factor of uncertainty
in this technique is the interpretation of the measurements raw data. As
shown in [73], a variation of about 20 °C in TSS-values can be related to
different interpretation. [8]

Dynamic Elastic Modulus

Elastic Moduli are quantities measuring the ability of a material to resist
elastic deformation6 under an applied stress. They are usually measured by
destructive tests consisting in applying a load (stress) and recording the
corresponding deformation (strain): the elastic modulus7 is defined as the
slope of the recorded stress-strain curve. In this case, it is called Static Elas-
tic Modulus.
Alternatively, new techniques have been developed to determine the Dy-
namic Elastic Modulus, based on sonic or ultrasonic resonance methods [98].
This avoids destructing the specimens and enables to perform multiple tests
on one specimen for a range of temperature. These techniques require very
small strain and have a great precision in the measurement of the elastic
modulus.
In the case of zirconium alloy containing hydrogen, the plot of elastic mod-
ulus with regard to the temperature presents a “knee” point associated
with the dissolution (during heating) or precipitation (during cooling) of
hydrides. For a specimen with a hydrogen concentration c, it is thus pos-
sible to determine the temperatures TD and TP for which TSSD (TD) = c
and TSSP(TP) = c. [71, 99]

X-ray diffraction

The modern application of X-ray diffraction for the analysis of hydride reori-

6In solid mechanics, two main types of deformations can be distinguished: elastic deformations (corre-
sponding to the elasticity of the atomic bonds in the case of metal) which are completely recoverable and
plastic deformations which are not recoverable (related to the breaking of atomic bonds).

7For isotropic solids, we can distinguish the Young’s modulus E and the shear modulus G, depending
on the type of stress (normal or shear) considered. Both E and G are termed Elastic Moduli. The Young’s
modulus is the most frequently examined.
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entation and hydride precipitation opens an option to get a direct response
from zirconium hydrides. Using X-ray diffraction, it is possible to observe
hydride dissolution and precipitation kinetics in-situ at high temperatures.
The method is extensively used to investigate the effect of stress on the
crystallization orientation of zirconium hydrides [81, 100, 101]. While the
determination of TSSP in the traditional methods is linked to a full disso-
lution of zirconium hydrides, followed by a cooling process to obtain the
first precipitation, in-situ X-ray analysis opens an option to observe the
precipitation within a specimen with existing zirconium hydrides. [8]

3.2.2 ODR method

To fit the data, we used the Orthogonal Distance Regression (ODR) method,
which enables to account properly for the uncertainties on both variables:
the solubility limit and the temperature. The ODR method is presented in
detail in the User’s Reference Guide for ODRPACK8 [103], from which the
following summary is adapted.

Least squares methods consist in finding the parameters β ∈ Rp of a mathe-
matical model f that defines a relationship between variables that are sub-
ject to errors. f can be linear or non-linear in its parameters β. Sometimes
one of the variables is distinguished as being a response that is dependent
upon the remaining variables, which are commonly called the explanatory,
regressor or independent variables. In these cases, the explanatory variables
are often used to predict the behaviour of the response variable.

We say that there is an explicit relationship f between the variables (x, y) if
y ≈ f(x ; β), where y is a response variable, x an explanatory variable, and
y is assumed to be only approximately equal to f(x ; β) because of mea-
surement errors in y and possibly x. If only y is subject to measurement
error, the parameters of the explicit model can be obtained using ordinary
least squares procedures. The regression lines presented in section 2.2.4 of
Chapter 2 are an example of ordinary least squares procedures. If both y

8ODRPACK is FORTRAN-77 library for performing ODR with possibly non-linear fitting functions.
An object-oriented interface to ODRPACK is provided in the Python library SciPy (scipy.odr package).
[102,103]
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and x present measurement errors, then the parameters β can be found by
orthogonal distance regression. In the case of the TSS data analysis, the
temperature is the explanatory variable, the TSS values are the response
variables, and the Arrhenius law represents the (non-linear) model consist-
ing of two parameters (β ∈ R2): the pre-exponential coefficient TSS0 and
the activation energy E in Equation 3.3.

We define the explicit orthogonal distance regression problem as follows:
let (xi, yi), i = 1, ..., n be an observed set of data9. Suppose that the values
of yi are a nonlinear function of xi and a set of unknown parameters β ∈ Rp,
but that both the xi and the yi contain actual but unknown errors δ?i ∈ R1

and ε?i ∈ R1 respectively. The superscript ? denotes such actual but unknown
quantities. The observed value of yi satisfies

yi = f(xi + δ?i ; β?)− ε?i i = 1, ..., n (3.12)

for some actual but again unknown value β?.

The explicit orthogonal distance regression problem is to approximate β? by
finding the β for which the sum of the squares of the n orthogonal distances
from the curve f(x ; β) to the n data points is minimized (see Fig. 3.11).
This is accomplished by the minimization problem

min
β,δ,ε

n∑
i=1

(
ε2i + δ2

i

)
subject to the constraints yi = f(xi + δi; β)− εi i = 1, ..., n.

The εi can be eliminated from the minimization problem, which then only
depends on β and the δi:

min
β,δ

n∑
i=1

(
[f(xi + δi; β)− yi]2 + δ2

i

)
(3.13)

9We assume that xi ∈ R1 and yi ∈ R1 for simplicity. This corresponds to the case of the TSS data.
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(a) Orthogonal distances from the data points
(xi, yi) to the curve f(x;β).

(b) The distance from a point (xi, yi) to the
curve f(x;β) is characterized by the errors δi
and εi.

Figure 3.11: Orthogonal Distance Regression (ODR) problem. The problem consists in
finding the parameters β of the model f , which minimize the sum of the
squares of the distances from the experimental data points (xi, yi) to the
curve f(x; β). Taken from [104].

Finally, we can generalize Equation 3.13 to the weighted orthogonal distance
regression problem

min
β,δ

n∑
i=1

(
wεi[f(xi + δi; β)− yi]2 + wδiδ

2
i

)
(3.14)

by introducing the weights wεi ∈ R1 and wδi ∈ R1, i = 1, ..., n, which are
sets of non-negative numbers and can be used for instance to account for
unequal precision on yi and xi. In the case of the TSS data analysis, the
uncertainties on the temperature and on the TSS values have been taken
into account as weighting factors for the determination of the parameters
of the Arrhenius fit functions. [103]

Different methods exist for the resolution of non-linear least squares prob-
lems. All these methods are iterative: from a starting point β0 the method
produces a series of vectors β1, β2, ..., which hopefully converges to β?. [105]
In the odr package from the Python library SciPy, a modified trust-region
Levenberg-Marquardt-type algorithm is implemented to estimate the func-
tion parameters [102]. The reader is referred to [104] for a detailed descrip-
tion of this algorithm. The arguments required by the ODR method in the
case of the TSS data analysis consisted of:
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� the data values xi (temperature) and yi (TSS),

� the standard deviations sxi and syi,

� the model f(β;x) (Arrhenius function) and

� an initial guess β0 of the model parameters (TSS0 and E).

3.2.3 Analysis and discussion

Fig. 3.12, 3.13 and 3.14 present the results of the ODR method applied
to different sets of data from the TSS database, corresponding respectively
to experiments on Zircaloy-2, experiments on Zircaloy-4 and experiments
using the DSC measurement method. In each case, we considered two sets
of data: one for the TSSP and one for the TSSD. The data points are plotted
with their uncertainties, in shades of red-orange for the TSSP data and in
shades of blue-green for the TSSD data. For both data sets, the coefficients
of the best fit curve have been determined using the ODR method and
are written on the figures. The standard deviation σ for each coefficient is
provided after the ± sign. The 95% confidence intervals (1.96 σ) are drawn
around the fit curves: the best fit curves have a probability of 95% to be
contained in these domains (the fit coefficients have a probability of 95% to
be contained within the 1.96 σ intervals).

Zircaloy-2

In Fig. 3.12, data from 5 different research projects on Zircaloy-2 is plotted,
which includes

� 156 data points for TSSP
10: McMinn (32 points), Colas (74), Singh (5),

Une03 (9), Une09 (36)

� 135 data points for TSSD: McMinn (33 points), Colas (47), Singh (4),
Une03 (9), Une09 (42)

10Corresponding references are summarized in Table 3.2.
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Figure 3.12: Plot of all TSSP and TSSD values from the database corresponding to
Zircaloy-2. The data points are plotted with uncertainties and the best fit
curves for TSSP and TSSD, determined by the ODR method, are plotted as
well with their respective 95% confidence intervals.

The two fit curves, including the 95% confidence intervals are clearly dis-
tinct. The 95% confidence intervals are rather tight around the best fit
curves, which is probably due to the large number of data points with
small uncertainties. We might note that the TSSP data from Colas tend
to be above the TSSP fit curve. This might be related to the influence of
the cooling rates: 60 °C/min in the measurements from Colas, while it is
of 10 °C/min in the measurements from Une (Une03 and Une09) and of
5 °C/min in the measurements from McMinn. This would be in agreement
with the kinetic effect discussed in section 3.1.2, according to which a high
cooling rate tends to over-estimate the solubility limit.
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Zircaloy-4

Fig. 3.13 presents data on Zircaloy-4, corresponding to 6 research projects
and including

� 88 data points for TSSP: Kammenzind (12 points), McMinn (10),
Tang (12), Kim (15), Blackmur (39)

� 150 data points for TSSD: Kammenzind (22 points), McMinn (10),
Tang (12), Kim (15), Vizcáıno (91)

Figure 3.13: Plot of all TSSP and TSSD values from the database corresponding to
Zircaloy-4. The data points are plotted with uncertainties and the best fit
curves for TSSP and TSSD, determined by the ODR method, are plotted as
well with their respective 95% confidence intervals.

For this data set, the two best fit curves are still distinct, with TSSD < TSSP

at any temperature, but the 95% confidence interval of the TSSD fit is
completely included in the 95% confidence interval of the TSSP fit. The
larger confidence interval around the TSSP curve might be explained by
rather large uncertainties on most of the TSSP data points (especially from
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Blackmur). Concerning the TSSD data, we can first observe that the data
points from Vizcáıno differ from the rest of the data set, as they are mainly
located above the TSSP fit curve. Furthermore, as they present relatively
small uncertainties, they probably tend to increase the resulting TSSD best
fit curve. As a consequence, numerous TSSD data points are located under
the 95% confidence interval of the TSSD best fit curve. This confidence
interval is tighter than for the TSSP data set, due to a larger number of
data points with small uncertainties.
The cooling rates applied for the TSSP were of 5 °C/min in the work of
Blackmur and McMinn, 10 °C/min in the work of Tang and 20 °C/min in
the work of Kim. Thus, compared to the Zircaloy-2 data, the Zircaloy-4 data
derives from lower cooling rates, which might explain that the distinction
between TSSD and TSSP is not as clear as for the Zircaloy-2.

Differential Scanning Calorimetry (DSC)

Fig. 3.14 depicts the data points corresponding to experiments using the
DSC method to measure the TSS values. It includes data from 6 different
research works:

� 134 data points for TSSP: McMinn (42 points), Tang (32), Kim (15),
Une03 (9), Une09 (36)

� 253 data points for TSSD: McMinn (55 points), Tang (30), Kim (15),
Une03 (20), Une09 (42), Vizcáıno (91)

In this case, the two fit curves do not present the classical configuration
with TSSD < TSSP: for temperatures higher than 700 K, the TSSD curve
rises above the TSSP curve. Furthermore, for temperature above 650 K, the
95% confidence intervals largely overlap. In this case too, the cooling rates
involved are lower than for the Zircaloy-2: 5 °C/min for McMinn data (42
points), 10 °C/min for Tang, Une03 and Une09 (77 points) and 20 °C/min
for Kim (15 points), which might explain that the distinction between TSSD

and TSSP is not as clear as for the Zircaloy-2 data. The 95% confidence
intervals are rather tight, particularly for the TSSD fit curve, which is based
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Figure 3.14: Plot of all TSSP and TSSD values from the database measured using Dif-
ferential Scanning Calorimetry (DSC). The data points are plotted with
uncertainties and the best fit curves for TSSP and TSSD, determined by
the ODR method, are plotted as well with their respective 95% confidence
intervals.

on a large number of data points. As for the Zircaloy-4 fit, a significant
number of TSSD points appear under the TSSD fit curve, probably related
to the Vizcáıno data.

Further correlations have been derived for data sets correponding to the
other cladding materials and for the other measurement methods. However,
they include a lower number of data points, corresponding in no case to more
than two different research projects. The complete collection of correlations
is provided in Table 3.4, including the standard deviation of each coefficient.
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Table 3.4: Arrhenius fit functions for TSSD and TSSP calculated with the ODR method.
The standard deviations are indicated for each coefficient.

Data set TSSD TSSP

Zircaloy-2 (60837± 2216) exp

(
− 32644± 172

RT

)
(73490± 2922) exp

(
− 30133± 171

RT

)

Zircaloy-4 (205072± 12423) exp

(
− 36510± 299

RT

)
(198480± 23775) exp

(
− 35120± 505

RT

)

N18 (58952± 94136) exp

(
− 32335± 8580

RT

)
(36968± 24657) exp

(
− 26551± 3168

RT

)

M5 (87936± 233355) exp

(
− 34328± 12498

RT

)
(33153± 37798) exp

(
− 26516± 4807

RT

)

Zr-2.5Nb (54477± 4054) exp

(
− 33016± 327

RT

)
(30898± 1763) exp

(
− 27524± 229

RT

)

High Fe Zry (61206± 42288) exp

(
− 30310± 3795

RT

)

Diffusion (107023± 6623) exp

(
− 34033± 337

RT

)
(40960± 25778) exp

(
− 26957± 3255

RT

)

DSC (335828± 15655) exp

(
− 39498± 217

RT

)
(64811± 3892) exp

(
− 30041± 245

RT

)

DEM &
dilatometry

(64127± 4488) exp

(
− 33642± 313

RT

)
(36193± 1987) exp

(
− 28070± 223

RT

)

In-situ
XRD

(96955± 10572) exp

(
− 35473± 651

RT

)
(21185± 1044) exp

(
− 22918± 246

RT

)

All points (138737± 3658) exp

(
− 36096± 125

RT

)
(72592± 2169) exp

(
− 30573± 126

RT

)
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3.2.4 Summary on the TSSP/TSSD database

In this section, we presented a database on the Terminal Solid Solubility
(TSS) of hydrogen in zirconium alloys. The database includes experimental
data from 12 research projects with 48 experimental series, including a total
of 672 data points with uncertainties, involving 7 materials and 5 different
measurement methods. The different cladding materials and measurement
methods have been described, as well as the Orthogonal Distance Regres-
sion (ODR) method. The ODR method (odr package from the Python li-
brary SciPy) has been applied to different sets of data from the database,
sorted by material type or measurement method, and correlations have been
determined. We presented the results corresponding to the Zircaloy-2 and
Zircaloy-4 data sets (Fig. 3.12 and 3.13), and to the DSC data set (Fig. 3.14).
We observed that the distinction between TSSP and TSSD was not always
statistically significant, since there was an overlap of the respective 95%
confidence intervals. A statistically significant difference between the two
solubility limits was observed for the data set involving the highest cool-
ing rates (Zircaloy-2), while for data sets involving lower cooling rates, the
confidence intervals around the TSSP and TSSD fit curves were largely over-
lapping. This might be regarded as a further indication of the kinetic effect
discussed in section 3.1.2.
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3.3 HNGD Model

This section presents an adaptation of a model which has been recently
developed by a research group at the Pennsylvania State University [10,21]
and aims to describe the hydrogen behaviour in zirconium alloy. This
model is called HNGD model which stands for Hydride Nucleation-Growth-
Dissolution. Subsection 3.3.1 describes the model and some verification
cases are discussed in Subsection 3.3.2. We found slightly different solu-
tions compared to the ones published in [10] and discussed the possible
origin of these differences. In section 3.4, predictions for full-length rods are
made using similar equations but with specific assumptions adapted to dry
storage conditions: long-term slow cooling.

3.3.1 Model description

This model takes into account the two classical solubility limits for hy-
drogen in zirconium alloy, the TSSD and the TSSP, but presents a new
interpretation of the hysteresis region described in former research works
[13,69,71,72,74,78,80].

Indeed, the HNGD model distinguishes the hydrogen precipitation by nu-
cleation of new hydrides, or by growth of existing hydrides. As shown in
Fig. 3.15, the nucleation of new hydrides occurs only if the concentration
is above the TSSP, while growth happens for hydrogen concentrations over
TSSP but also between TSSP and TSSD (i.e. in the historically so-called
hysteresis region). TSSD corresponds to the maximum concentration of hy-
drogen in zirconium alloy at the thermodynamic equilibrium and therefore,
in the domain below this curve all hydrides dissolve. Thus, there is no more
hysteresis region, but a region where precipitation occurs only by growth,
involving longer time scales compared to nucleation. This is in accordance
with experimental observations (see Fig. 3.7) which showed that by a cool-
ing followed by a temperature hold, the hydrogen concentration follows the
TSSP curve during the cooling but then, during the temperature hold, slowly
decreases further towards the TSSD. [9, 21]
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3.3 HNGD Model

Figure 3.15: Precipitation (nucleation/growth) and dissolution domains considered by
the HNGD model.

Furthermore, this model distinguishes the cooling from a state where all
hydrogen is dissolved and the cooling from a state where some hydrides
are still present at the beginning of the cooling. The difference between
both cases can be seen in Fig 3.16a and 3.16b, which show the evolution
of hydrogen in solid solution for a sample with 200 wt.ppm hydrogen, for
different thermal cycles, simulated by the HNGD model of the Pennsylvania
State University.

In Fig. 3.16a, the thermal cycles start at room temperature and consist in
heating up to 800 K and cooling down back to room temperature with differ-
ent cooling rates. In this case, the peak temperature leads to a complete dis-
solution of the hydrides, as the TSSD(800 K) is higher than 200 wt.ppm. As
a consequence, the temperature has first to decrease until TSSP is reached
before any precipitation can start. Then, nucleation starts and growth is
therefore activated too. Depending on the cooling rate, nucleation or growth
have more or less importance in the precipitation of the hydrides.
In Fig. 3.16b, similar thermal cycles are simulated, but the peak tem-
perature is 650 K. At this temperature, the solubility of hydrogen is
lower than the total amount of hydrogen considered in the simulation:
TSSD(650 K) = 144 wt.ppm while Ctot = 200 wt.ppm. Thus, 56 wt.ppm of
hydrides are still present at the beginning of the cooling. This enables hy-
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(a) Thermal cycle with total dissolution of the hydrides.

(b) Thermal cycle with partial dissolution of the hydrides.

Figure 3.16: Simulation results from the HNGD model developed at the Pennsylvania
State University. The curves represent the hydrogen concentration in solid
solution during thermal cycles including a heating phase leading to a total
(a) or partial (b) dissolution of the hydrides, and followed by a cooling phase
at different cooling rates (from 0.01 K/min to 100 K/min). The different
cooling rates strongly impact the contribution of nucleation and growth to
the hydride precipitation. Adapted from [10].
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dride precipitation by growth immediately when the cooling starts. The
difference with the previous case is particularly important by low cooling
rates, when hydrides have time to precipitate by growth. For high cool-
ing rates (10 to 100 K/min), the temperature decreases quickly, the TSSP

curve is thus reached before much precipitation by growth can occur, and
afterwards most of the hydride precipitation occurs by nucleation.

To describe the hydride dissolution, nucleation and growth, the HNGD relies
on following differential equations:

Dissolution :
∂CSS
∂t

= −KD (CSS − TSSD) (3.15)

Nucleation :
∂CSS
∂t

= −KN (CSS − TSSP ) (3.16)

Growth :
∂CSS
∂t

= −KG (Ctot − TSSD) p (1− x) (−ln(1− x))1−1/p

(3.17)

with CSS the hydrogen concentration in solid solution, KD, KN and KG

the kinetic parameters for dissolution, nucleation and growth, Ctot the total
content of hydrogen, p the Avrami parameter11, and x the advancement of
the precipitation reaction, defined by x = Ctot−CSS

Ctot−TSSD
.

The kinetic parameters are defined as:

KD = KD0 exp

(
−ED

RT

)
(3.18)

KN = KN0 fα exp

(
−Eth

RT

)
(3.19)

KG = (1/Kmob + 1/Kth)
−1 (3.20)

with fα the volume fraction of α-phase.
The formation energy Eth of the δ-hydrides is described with a polynomial
expression depending on the temperature:

Eth = −Eth0 + Eth1 T − Eth2 T
2 + Eth3 T

3 (3.21)

11This parameter corresponds to the dimensionality of the growth, introduced in the Johnson-Mehl-
Avrami-Kolmogorov (JMAK) model for crystallization reactions. It would be 1 for a needle, 3 for a sphere
and is here set to 2.5 for platelets. [21, 106]
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Equation 3.20 accounts for the competition between diffusion rate (Kmob)
and reaction rate (Kth) as limiting factors for hydride growth (see [10, 21]
for more details).

The hydrogen diffusion is described by the following differential equation:

∂CSS
∂t

= −∇
(
−D∇CSS −

DQ∗CSS
RT 2

∇T
)

(3.22)

with Q∗ the heat of transport and D the diffusion coefficient:

D(T ) = D0 exp

(
−ED

RT

)
(3.23)

Equation 3.22 takes into account the effect of the concentration gradients
(Fick’s law) and temperature gradients (Soret effect). See Equation 3.9 in
section 3.1.3 for more details.

The solubility limits are given by classical Arrhenius equations:

TSSP = TSSP0 · exp
(
−QP

RT

)
(3.24)

TSSD = TSSD0 · exp
(
−QD

RT

)
(3.25)

The parameters used in the model are summarized in Table 3.5. They are
mainly taken from [10] but some of them have been taken from the online
documentation of the INL code BISON [107] in which the model has been
implemented. The differences consist essentially in rounding issues but it
appeared that values from [107] enabled to reproduce the results of [10]
with a better precision than with parameter values from [10]. The values of
Kth0 and Kmob0 have been switched and corrected12.

Using the programming language Python, we reproduced part of the results
(verification cases) from the work of Passelaigue et al. [10]. These results

12The values as presented in Table 3.5 can be found in [21]. Kth and Kmob are both expected to influence
the hydride growth kinetics, since at low temperature the diffusion is the limiting factor while at higher
temperature the precipitation rate becomes the limiting factor. From this point of view, the values in [21]
seem more plausible compared to the values given in [10].
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Table 3.5: Parameters used in the reproduction of the HNGD model. [10,107]

Parameter Value Unit

TSSP (Eq. 3.24)

TSSP0 30853 wt.ppm

QP 25249 J mol−1

TSSD (Eq. 3.25)

TSSD0 102000 wt.ppm

QD 35459 J mol−1

Diffusion (Eq. 3.23)

D0 1.08× 10−2 cm2 s−1

ED 44000 J mol−1

Pre-exponential terms (Eq. 3.15 to 3.17)

KD0 1110 s−1

KN0 2.75× 10−5 s−1

Kth0 1.6× 10−5 s−1

Kmob0 5.53× 105 s−1

Formation energy of δ-hydrides (Eq. 3.21)

Eth0 54000 eV at−1

Eth1 38.58 eV at−1 K−1

Eth2 0.01929 eV at−1 K−2

Eth3 2.894× 10−5 eV at−1 K−3

Activation energy (Eq. 3.20)

EG 86806 J mol−1

Heat of transport (Eq.3.22)

Q∗ 25500 J mol−1

Gas constant

R 8.314 J K−1 mol−1

Atomic weights13

MH 1.0078 u

MZr 91.224 u

are presented in the next section. The simulations only concern local disso-
lution, nucleation and growth of hydrogen, without considering any spatial
dimension (no diffusion). Diffusion issues will be tackled in section 3.4, in
which full-length rods are analysed.
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3.3.2 Model verification

The first verification case concerns the hydride dissolution in a zirconium
alloy and is shown in Fig. 3.17. It assumes that 250 wt.ppm of hydrogen are
initially fully precipitated as hydrides and the temperature is then set to
550 K. At this temperature, the hydrogen solubility is TSSD

550 = 44 wt.ppm.
Thus, hydrides dissolve until the hydrogen concentration in solid solution
reaches 44 wt.ppm. The dissolution occurs relatively quickly, within less
than 2 min. An analytical solution can be derived from Equation 3.15 [10]:

CSS(t) = TSS550
D

(
1− e−K550

D t
)

(3.26)

This solution is plotted with a black dashed line in Fig. 3.17 and shows that
the solution yielded by Python using a timestep of 1 s is nearly identical
to the analytical solution. This simulation is in perfect agreement with the
results presented in [10].

Figure 3.17: Verification case for hydride dissolution: 250 wt.ppm of hydrogen are ini-
tially fully precipitated and the temperature is set to 550 K. This leads to
the partial dissolution of the hydrides, as TSSD

550 = 44 wt.ppm. The con-
centration of dissolved hydrogen calculated by the simulation is plotted with
the red plain line, while the black dashed line corresponds to the analytical
solution given by Equation 3.26.

The next verification case concerns the hydride nucleation and is shown
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in Fig. 3.18. The initial hydrogen amount is 540 wt.ppm and is as-
sumed completely dissolved in the zirconium alloy. The temperature is
set to 600 K. At this temperature, the solubility limit for precipitation is
TSSP

600 = 195 wt.ppm. We can observe that the hydrogen concentration in
solution immediately decreases due to hydride nucleation and reaches the
TSSP within approximately 6 min. Over a longer simulation time, hydrogen
would further precipitate due to hydride growth (no nucleation but hydride
growth in the domain between TSSP and TSSD), until the concentration of
dissolved hydrogen reaches the TSSD.
Equation 3.16 also has an analytical solution14 [10]:

CSS(t) = TSS600
P

(
Ctot − TSS600

P e−K
600
N t
)

(3.27)

This analytical solution is plotted with a black dashed line in Fig. 3.18. In
this case too, the solution provided by Python (with a timestep of 1 s) is
nearly identical to the analytical solution and corresponds to the results
presented in [10].

Fig. 3.19 presents the results of a verification case concerning hydride
growth. It assumes an initial concentration of dissolved hydrogen of
288 wt.ppm and the temperature is set to 650 K. At this temperature,
the solubility limits are TSSP

650 = 289 wt.ppm and TSSD
650 = 144 wt.ppm.

As the initial concentration (288 wt.ppm) is between TSSP and TSSD, hy-
drogen precipitation can only happen as hydride growth. No nucleation
takes place for dissolved hydrogen concentrations below TSSP. In order to
observe hydride growth, the amount of hydrides in the simulation is ini-
tialized to Cprec(t = 0) = 10−6 wt.ppm. We can thus observe that the
decrease in hydrogen concentration starts very slowly (at first, there are
few hydrides on which hydrogen can further precipitate) but progressively
accelerates. However, hydride growth is significantly slower than nucleation:
while 350 wt.ppm hydrogen precipitates within 6 min in Fig. 3.18, the pre-
cipitation of 120 wt.ppm hydrogen by hydride growth requires around 2
days (172800 s) in Fig. 3.19.

14In this case, the volume fraction of the zirconium α-phase is assumed equal to 1, in order to ensure
that the nucleation kinetic parameter KN is constant. This is a reasonable assumption as the amount of
hydride is low compared to the volume of zirconium alloy. See [10] for more details.
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Figure 3.18: Verification case for hydride nucleation: 540 wt.ppm of hydrogen are initially
fully dissolved and the temperature is set to 600 K. This leads to the partial
precipitation of the hydrogen, as TSSP

600 = 195 wt.ppm. The concentration
of dissolved hydrogen calculated by the simulation is plotted with the red
plain line, while the black dashed line corresponds to the analytical solution
given by Equation 3.27.

In this case too, an analytical solution to Equation 3.17 can be derived [10]:

CSS(t) = TSS650
D

(
CSS(t = 0)− TSS650

D e−(K650
G t)p

)
(3.28)

This analytical solution is plotted with a dotted blue line in Fig. 3.19 and
we can observe that the Python solution (with a timestep of 100 s) is nearly
equal to the analytical solution in this case too. However, it appeared that
is does not correspond to the results presented in [10]: the evolution of the
hydrogen concentration from 288 wt.ppm down to 170 wt.ppm are similar
(progressive increase of the precipitation rate) but the time scales are dif-
ferent by a factor 22: 8000 s in [10] and 175000 s in this thesis. The origin
of the discrepancy could not be identified, though the analytical solution
suggests that it must be related to the definition of the kinetic factor KG.
In the case of rapid (up to a few hours) thermal transients, the hydride
growth rate is important as it determines whether hydrogen precipitates
by growth or by nucleation of new hydrides. For longer evolutions without
rapid thermal transients, e.g. during dry storage, the growth rate is less
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Figure 3.19: Verification case for hydride growth: 288 wt.ppm of hydrogen are ini-
tially dissolved and the temperature is set to 650 K. At this temperature,
TSSP

650 = 289 wt.ppm and TSSD
650 = 144 wt.ppm. Therefore, no hydride

nucleation occurs but hydrogen precipitates by hydride growth. The hydride
concentration is initialized to 10−6 wt.ppm so that hydride growth can start.
The concentration of dissolved hydrogen calculated by the simulation is plot-
ted with the red plain line, while the black dashed line corresponds to the
analytical solution given by Equation 3.28.

important for hydride prediction as the dissolved hydrogen concentration
can be expected to follow the local TSSD value. This will be discussed in
section 3.4.

Fig. 3.20 and 3.21 present two simulations involving thermal cycles with
various cooling rates. They correspond respectively to the figures 4a and 4b
from [10] which are presented and discussed above in Fig. 3.16. The same
behaviour as in [10] can be observed:
In the case of a total hydride dissolution at the end of the initial heating
(Fig. 3.20), the hydrogen concentration has to reach the TSSP first, before
any precipitation occurs: as all hydrides have dissolved during initial heat-
ing, hydride growth is impossible and hydride nucleation only starts when
TSSP is reached.
In the case of an incomplete hydride dissolution at the end of the heating
(Fig. 3.21), hydride growth begins as soon as the cooling starts and even-
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tually nucleation starts later when the hydrogen concentration reaches the
TSSP due to sufficient temperature decrease.

Figure 3.20: Thermal cycles simulated with the HNGD model, involving the total dis-
solution of hydrogen in a zirconium alloy and different cooling rates. The
total hydrogen content is 200 wt.ppm and the simulation starts at 350 K.
The temperature is first increased to 700 K, which results in an increase
of the dissolved hydrogen concentration (y-axis) following the TSSD curve.
When 700 K is reached, TSSD

700 = 230 wt.ppm and thus the 200 wt.ppm
hydrogen are fully dissolved. Then, the temperature is decreased back to
350 K with various cooling rates, ranging from 0.01 °C/min to 100 °C/min.
As the hydrogen is fully dissolved at the end of the heating, no hydrides
are present at the beginning of the cooling. Therefore, hydride precipitation
starts only when TSSP is reached (600 K): at this point, nucleation starts
and enables hydride growth too. Depending on the cooling rate, precipita-
tion by nucleation (red curve) or by growth (fuchsia curve) predominates.

Depending on the cooling rate, different scenarios can be observed. In Fig.
3.20, we can see that for cooling rates higher than 1 °C/min the hydrogen
concentration exceeds the TSSP curve as the cooling is too fast compared
to hydride precipitation rate. For cooling rates between 0.1 and 1 °C/min,
the hydrogen concentration follows the TSSP curve during cooling, while
for the lowest cooling rate (0.01 °C/min), the hydride growth starting after
the first hydride nucleation is faster than the cooling rate and the hydrogen
concentration drops below the TSSP curve towards the TSSD curve.
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Figure 3.21: Thermal cycles simulated with the HNGD model, involving partial disso-
lution of hydrogen in a zirconium alloy and different cooling rates. The
total hydrogen content is 200 wt.ppm and the simulation starts at 350 K.
The temperature is first increased to 650 K, which results in an increase
of the dissolved hydrogen concentration (y-axis) following the TSSD curve.
At 650 K, TSSD

650 = 144 wt.ppm and thus 56 wt.ppm hydrogen remain
precipitated as hydrides. Then, the temperature is decreased back to 350 K
with various cooling rates, ranging from 0.01 °C/min to 100 °C/min. As hy-
drides are still present at the beginning of the cooling, hydride precipitation
by growth can start immediately. For cooling rates equal to or higher than
1 °C/min, the cooling rate is too high compared to the hydride growth rate
and therefore the TSSP is reached without significant hydride precipitation
by growth, and afterwards nucleation is responsible for most of the hydride
precipitation. For cooling rates lower than 1 °C/min, we can observe that
the concentration of dissolved hydrogen decreases significantly before the
TSSP curve is reached, which indicates that hydride growth is the main pre-
cipitation mechanism.

In Fig. 3.21, the role of hydride growth is even more evident: precipitation by
growth starts immediately after beginning of the cooling (at 650 K) so that
the hydrogen concentration immediately decreases (contrary to Fig. 3.20,
there is no initial plateau from TSSD to TSSP). For cooling rates above
1 °C/min, the growth rate is low compared to the cooling rate so that the
temperature decreases until the TSSP curve is reached, without significant
hydride precipitation. Afterwards, the highest cooling rate (100 °C/min,
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red curve) leads to a hydrogen concentration exceeding the TSSP as even
the nucleation rate is too low compared to the cooling rate. For cooling
rates lower than 1 °C/min, hydride precipitation by growth ensures that
the hydrogen concentration remains longer below the TSSP curve. In the
case of the lowest cooling rate (0.01 °C/min, fuchsia curve), the hydrogen
concentration nearly follows the TSSD curve, as hydride growth is sufficient
to ensure hydride precipitation of the hydrogen above the thermodynamic
solubility limit.

These two simulations show some discrepancy with the results presented
in [10]. The difference is related to the hydride growth rate, as already
identified with the verification case concerning hydride growth (Fig. 3.19).
In Fig. 3.21, the curves corresponding to cooling rates of 0.1 °C/min and
0.01 °C/min correspond approximately to the cooling rates of 1 K/min
and 0.35 K/min in Fig. 3.16b, respectively. Thus, the factor 22 observed
with Fig. 3.19 also applies in the case of Fig. 3.20 and 3.21.
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3.3.3 Summary on the HNGD model

Using the HNGD model, we performed some simulations to verify the hy-
dride dissolution, nucleation and growth rates (Fig. 3.17, 3.18 and 3.19) and
compared our results to the ones presented in [10]. For the hydride dissolu-
tion and nucleation, we found identical results. For the hydride growth rate,
we observed a much lower rate (factor 22 on the time scale) than in [10].
This is probably related to the kinetic parameter KG, which depends on the
diffusion rate and on the precipitation reaction rate. This discrepancy has
been observed on further verification cases (Fig. 3.20 and 3.21), on which
thermal cycles involving different cooling rates have been simulated.

We might note here that even if the hydride growth rate seems to be under-
estimated in our reproduced model, a cooling rate of 0.01 °C/min nearly en-
sures the thermodynamic equilibrium (TSSD) throughout the cooling. This
cooling rate is significantly higher than the expected cooling rates during
dry storage: a decrease of 30 °C over the first 6 months (peak cladding tem-
perature in Fig. 2.32) corresponds to a cooling rate of 0.0001 °C/min and
constitutes an upper bound. Therefore, the hydride precipitation rate dur-
ing long-term dry storage should not be affected by the hydride growth rate:
The concentration of precipitated hydrides is expected to follow the ther-
modynamic equilibrium given by the hydrogen solubility limit TSSD. This
last point constitutes a fundamental assumption for the model presented in
the next section, which simulates the hydrogen behaviour in full-scale rods
under dry storage conditions.
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3.4 Hydrogen and hydride profiles - Predictions for full-length
rods

In this section, we will present and discuss simulations which aim to predict
the hydrogen behaviour at the scale of a full-length rod during dry storage.
This requires to know the temperature profile in the rod over the whole
storage time, the hydrogen concentration in the cladding at the end of op-
eration, the solubility limit for hydrogen in the cladding material and the
diffusion parameters. The following results should be considered as quali-
tative rather than quantitative, as it would be unwise to rely on a model
without experimental validation. Experimental programs focussing on dif-
fusion over longer time and at larger scale are expected in the coming years.
Furthermore, the primary purpose of the simulations presented in the fol-
lowing was to identify possible phenomena regarding the hydrogen diffusion
and the evolution of the hydride profile over time.

3.4.1 Basic assumptions

The model used to predict the hydrogen behaviour is based on the following
assumptions:

� The hydrogen and hydride concentrations are not depending on the r
and θ coordinates (cylindrical coordinate system) of the cladding, but
only on the z coordinate (axial dimension).

� The temperature evolution with time is so slow, that there is no kinetic
effect. At any axial location with hydrides, hydrides and hydrogen are
at the thermodynamic equilibrium and the solubility limit is given by
the TSSD curve.

� Diffusion of dissolved hydrogen is driven by concentration gradients
(Fick’s law) and temperature gradients (Soret effect). Stress gradients
are assumed not relevant.

� Hydrides do not impact the diffusion.
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� Locally, the divergence of the dissolved hydrogen flux impacts the total
hydrogen (sum of dissolved hydrogen and hydrides) concentration.

The last point requires some further explanation: Considering a section of
rod presenting a temperature gradient and having a hydrogen concentra-
tion above the solubility limit, hydrides are present in this rod section and
the concentration of dissolved hydrogen presents a gradient (consistent with
the temperature gradient). If we consider the difference between the outgo-
ing and ingoing hydrogen fluxes (particle balance) over a given time, it is
likely to be non-zero. In a simple diffusion problem without source term, this
would lead to a change in the concentration profile of the diffusing particles.
However, as hydride dissolution and precipitation are faster than hydrogen
diffusion, we can expect that the hydrides locally act as a source or a sink
for the hydrogen deficit or excess resulting from the diffusion. Therefore, the
local dissolved hydrogen concentration will remain equal to the solubility
limit TSSD, which is itself determined by the temperature.
If the rod section considered presents a hydrogen concentration lower than
the solubility limit, no hydrides are present and the hydrogen diffusion im-
pacts the concentration profile of the dissolved hydrogen (which in this case
also corresponds to the total hydrogen). Thus, we might keep in mind that:

� The hydrogen diffusion due to concentration gradients (Fick’s law) and
temperature gradients (Soret effect) is determined using the concentra-
tion of dissolved hydrogen.

� The hydrogen diffusion impacts the profile of the total hydrogen con-
centration. In particular, if hydrides are present then the dissolved
hydrogen concentration remains constant and equal to TSSD.

3.4.2 Implementation of the diffusion in the model

The model is discretized in 36 axial zones in order to match the 36 axial
zones of the COBRA-SFS CASTOR model and therefore the 36 values of
the temperature profiles. We defined three arrays containing concentration
profiles: one for hydrides, one for dissolved hydrogen and one for the total

149



Hydrogen and hydride behaviour

amount of hydrogen (sum of the other two). The hydrogen flux between the
36 axial zones is then calculated using the dissolved hydrogen concentration
and the temperature according to the diffusion equation (Equation 3.9). In
our case, the local production term corresponds to hydrides dissolving or
precipitating, depending on the divergence of the hydrogen flux.

∂Cdiss(M, t)

∂t
− ∂

∂x

(
D · ∂Cdiss(M, t)

∂x
+
DQ?Cdiss
RT 2

∂T (M, t)

∂x

)
= −∂Cprec(M, t)

∂t

As Cdiss + Cprec = Ctot, the equation can be rewritten as:

∂Ctot(M, t)

∂t
=

∂

∂x

(
D · ∂Cdiss(M, t)

∂x
+
DQ?Cdiss
RT 2

∂T (M, t)

∂x

)
(3.29)

The diffusion coefficient is calculated according to an Arrhenius law:

D(T ) = D0 · exp
(
−ED

RT

)
(3.30)

with D0 = 1.08× 10−2 cm2 s−1 and ED = 4.4× 104 J mol−1 the pre-
exponential term and activation energy of the diffusion coefficient Arrhenius
law used in the HNGD model [10].

To determine the evolution of the total hydrogen concentration Cn
tot,i in zone

i at timestep n, Equation 3.29 is discretized as:

� For i = 0,

dCn
tot,0 =

D(T0/1)

d2

[
(Cdiss,1 − Cdiss,0) +

(T1 − T0) ·Q? · Cdiss,0/1
R · T 2

0/1

]
Cn+1
tot,0 = Cn

tot,0 + dt · dCn
tot,0

� For i in [1 ; 34],

dCn
tot,i =

D(Ti/i+1)

d2

[
(Cdiss,i+1 − Cdiss,i) +

(Ti+1 − Ti) ·Q? · Cdiss,i/i+1

R · T 2
i/i+1

]

−
D(Ti−1/i)

d2

[
(Cdiss,i − Cdiss,i−1) +

(Ti − Ti−1) ·Q? · Cdiss,i−1/i

R · T 2
i−1/i

]
Cn+1
tot,i = Cn

tot,i + dt · dCn
tot,i
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� For i = 35,

dCn
tot,35 =−

D(T34/35)

d2

[
(Cdiss,35 − Cdiss,34) +

(T35 − T34) ·Q? · Cdiss,34/35

R · T 2
34/35

]
Cn+1
tot,35 = Cn

tot,35 + dt · dCn
tot,35

with d the length of the axial sections of rod, Ti the temperature in axial
section i, Cdiss,i the dissolved hydrogen concentration in axial section i and
dt the time step. Indices i/i+1 refer to mean values of two adjacent axial
sections. Exponents n are omitted on all Ti and Cdiss,i in order to make the
expressions more readable.
This numerical scheme corresponds to a Forward Time Centered Space
(FTCS) method [108–110].

Knowing the total hydrogen concentration profile at timestep n+1, the con-
centration profiles of dissolved hydrogen and hydrides is simply deduced as:

Cn+1
diss,i = min

[
TSSD(T n+1

i ), Cn+1
tot,i

]
for i ∈ [0; 35]

Cn+1
prec,i = Cn+1

tot,i − Cn+1
diss,i for i ∈ [0; 35]

3.4.3 Cladding configuration at the beginning of the dry storage

The following figures present some examples of hydride and hydrogen pro-
files at the beginning of the dry storage.
Fig. 3.22, 3.23 and 3.24 correspond to different rod configurations at the be-
ginning of the dry storage: a fuel rod with 250 wt.ppm hydrogen in Fig. 3.22,
a fuel rod with 100 wt.ppm hydrogen in Fig. 3.23 and a fuel rod with
50 wt.ppm hydrogen in Fig. 3.24. The x-axis represents the axial dimension
of the fuel rods, while the different concentrations (total amount of hydro-
gen, dissolved hydrogen and hydrides) are on the y-axis. The cladding tem-
perature is on the right-hand side y-axis. In each case, we simply assumed
the total amount of hydrogen (red line) to be homogeneously distributed
over the whole rod length. A realistic temperature profile provided by a
COBRA-SFS calculation has been applied in each case15 (blue dotted line,

15This profile corresponds to a calculation performed in the frame of the GRS thermo-mechanical
benchmark [38]. Temperature profiles at different time points of the dry storage can be seen in Fig. 3.25.
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to be read on the right-hand side y-axis) and the corresponding TSSD pro-
file is plotted with a black dotted line. Then, according to the assumptions
presented above, the profile of the dissolved hydrogen has been determined
as the minimum of TSSD and total hydrogen: either the total amount of
hydrogen is below the solubility limit and all hydrogen is dissolved, or it is
above the solubility limit and the dissolved hydrogen concentration is equal
to TSSD while the rest is precipitated as hydrides. Finally, the hydride
concentration (blue curve) is calculated as the difference between the to-
tal amount of hydrogen and the dissolved hydrogen. The coloured domains
in the diagrams show the concentrations of hydride (blue) and dissolved
hydrogen (orange).

Figure 3.22: Hydrogen and hydride profiles at the beginning of the dry storage, for a
total hydrogen concentration of 250 wt.ppm.

In Fig. 3.22, the total amount of hydrogen is rather high (250 wt.ppm) so
that even in the centre part of the rod by 340 °C, the main part of the
hydrogen remains precipitated (approximately 150 wt.ppm hydrides and
100 wt.ppm dissolved hydrogen). At both ends of the rod, the temperature
is significantly lower and almost all hydrogen is precipitated as hydrides.

In Fig. 3.23, the total amount of hydrogen is of 100 wt.ppm. The dissolved
hydrogen profile is identical to the previous case as the temperature profile
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Figure 3.23: Hydrogen and hydride profiles at the beginning of the dry storage, for a
total hydrogen concentration of 100 wt.ppm.

(and therefore the TSSD profile) is unchanged. However, the amount of
hydride is reduced by 150 wt.ppm over the whole rod length. Thus, in the
hottest section of the rod, nearly all hydrogen is dissolved (the blue coloured
domain almost splits at x = 300 cm).

Figure 3.24: Hydrogen and hydride profiles at the beginning of the dry storage, for a
total hydrogen concentration of 50 wt.ppm.
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In Fig. 3.24, the low hydrogen concentration (50 wt.ppm) results in the
total dissolution of the hydrides over the main part of the rod, correspond-
ing to the rod section for which the cladding temperature exceeds 286 °C
(TSSD(286 °C) = 50 wt.ppm).

Considering these concentration profiles, it appears that both Fick’s law and
Soret effect can be expected to influence the diffusion in the same direction.
Thus, we can expect that the hydrogen fluxes will tend to reduce the hy-
drogen amount in the central part of the rod (highest dissolved hydrogen
concentration and temperature) and to increase it at the lower and upper
parts of the rod. The questions then arise:

� To which extend does this hydrogen redistribution occur?

� Can all hydrogen from the central part of the rod diffuse to the cold
ends?

� Will the hydride concentration in the uppermost and lowest part of the
rod have significantly increased after 100 years of dry storage?
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3.4.4 Hydrogen and hydride profiles over 100 years of storage

In the following, we present the results of three simulations of fuel rods
stored for 100 years (5 years of wet storage followed by 95 years of dry
storage) corresponding to the initial states presented in the previous section:

� a fuel cladding with 250 wt.ppm hydrogen,

� a fuel cladding with 100 wt.ppm hydrogen and

� a fuel cladding with 50 wt.ppm hydrogen.

Fig. 3.25 shows the temperature profiles that have been used in the follow-
ing simulations. These profiles correspond to calculations performed in the
frame of the GRS thermo-mechanical benchmark [38] and provide temper-
atures at t = 5 years (beginning of dry storage after 5 years of wet storage),
5.5, 6, 7, 8, 10, 20, 30, 40, 50, 70 and 100 years.

Figure 3.25: Temperature axial profiles in dry storage.
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Evolution over 100 years for a concentration of 250 wt.ppm

For this first case, the hydrogen concentration is high compared to the
solubility of hydrogen. Fig. 3.26, 3.27, 3.28, 3.29 and 3.30 show the hydride
and hydrogen profiles in the cladding after respectively 5, 6, 10, 20 and 100
years of storage (incl. 5 years of wet storage). We can first note that most
of the hydrides remain precipitated and the diffusion shows a limited effect
in this simulation. The temperature of the fuel rod decreases rapidly (see
Fig. 3.25), in particular over the first years:

� 340 °C at t = 5 years (beginning of the dry storage),

� 310 °C at t = 6 years,

� 254 °C at t = 10 years,

� 205 °C at t = 20 years and

� 83 °C at t = 100 years.

This temperature decrease induces a decrease in solubility and thus the
amount of dissolved hydrogen progressively decreases too. This in turn re-
sults in lower concentration gradients and less diffusion. A limited effect of
diffusion can be seen in this first simulation: in Fig. 3.30, on the uppermost
part of the rod, we can observe that the total amount of hydrogen presents
a slight dip around x = 360 cm and then a hump from x = 380 cm
to the top of the rod. This mainly happens in the first 5 years of dry stor-
age (Fig. 3.28), then after 15 years of dry storage (Fig. 3.29) the hydrogen
solubility is already very low (< 14 wt.ppm) and does not enable further
significant diffusion.
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Figure 3.26: Hydrogen and hydride profiles at the beginning of the dry storage, for a
total hydrogen concentration of 250 wt.ppm. The red line corresponds to
the total hydrogen concentration, the blue line to the hydride concentration,
the orange line to the dissolved hydrogen concentration (which overlaps with
the TSSD curve), and the thin dotted blue line to the cladding temperature
(right-hand side y-axis).

Figure 3.27: Hydrogen and hydride profiles after 1 year of dry storage, for a total hydro-
gen concentration of 250 wt.ppm.
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Figure 3.28: Hydrogen and hydride profiles after 5 years of dry storage, for a total hy-
drogen concentration of 250 wt.ppm.

Figure 3.29: Hydrogen and hydride profiles after 15 years of dry storage, for a total
hydrogen concentration of 250 wt.ppm.
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Figure 3.30: Hydrogen and hydride profiles after 95 years of dry storage, for a total
hydrogen concentration of 250 wt.ppm. At this point, the temperature over
the whole rod does not exceed 83 °C. This results in a nearly null solubility:
the TSSD curve and the dissolved hydrogen curve are both confounded with
the x-axis. As no hydrogen is dissolved, the hydride concentration is equal
to the total hydrogen concentration (blue curve overlapping the red curve).
The effect of the diffusion during the 100 years of storage consists in the
small hump at the top of the rod (x > 380cm).
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Evolution over 100 years for a concentration of 100 wt.ppm

Fig. 3.31 to 3.35 are similar to the previous five figures, but correspond
to a simulation for a total hydrogen content of 100 wt.ppm instead of
250 wt.ppm. At the beginning of the dry storage (Fig. 3.31) the TSSD curve
at x = 300 cm almost reaches the total amount of hydrogen (100 wt.ppm) so
that nearly all hydrogen is dissolved and very few hydrides remain precipi-
tated at this location. However, the temperature decrease over the following
years results in more hydrides and the concentration of dissolved hydrogen
remains equal to the TSSD over the whole dry storage. Actually, as both
the temperature profile and the concentration profile of dissolved hydro-
gen (given by the TSSD) are identical in the two simulations (250 wt.ppm
and 100 wt.ppm), the diffusion fluxes are also equals. Therefore, the hydro-
gen redistribution at the end of this simulation is identical to the previous
simulation.

Figure 3.31: Hydrogen and hydride profiles at the beginning of the dry storage, for a
total hydrogen concentration of 100 wt.ppm. At the hottest axial location
(x ≈ 300 cm), the hydrogen solubility is near 100 wt.ppm, so that the
dissolved hydrogen concentration (orange curve) almost reaches the total
hydrogen concentration (red curve), while the hydride concentration (blue
curve) is nearly zero. The dissolved hydrogen concentration and the TSSD

curves are overlapping over the whole length of the rod.
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Figure 3.32: Hydrogen and hydride profiles after 1 year of dry storage, for a total hy-
drogen concentration of 100 wt.ppm. After only 1 year of storage, the tem-
perature dropped by 30 °C at the hottest axial location and the hydrogen
solubility by more than 30 wt.ppm. Thus, even at the hottest axial location,
more than 30 wt.ppm hydrides are now precipitated.

Figure 3.33: Hydrogen and hydride profiles after 5 years of dry storage, for a total hy-
drogen concentration of 100 wt.ppm.
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Figure 3.34: Hydrogen and hydride profiles after 15 years of dry storage, for a total
hydrogen concentration of 100 wt.ppm. At this point, the dissolved hydrogen
concentration does not exceed 20 wt.ppm at any axial location of the rod.
Therefore, no significant further hydrogen diffusion should be expected over
the remaining storage period.

Figure 3.35: Hydrogen and hydride profiles after 95 years of dry storage, for a total
hydrogen concentration of 100 wt.ppm. The effect of the diffusion during
the dry storage can be seen on the upper part of the fuel rod: slight dip
around x = 360 cm and hump for x > 380 cm.
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Evolution over 100 years for a concentration of 50 wt.ppm

Fig. 3.36 to 3.40 show the results of a similar simulation but for a total
hydrogen concentration of only 50 wt.ppm. The main difference is that
the TSSD profile corresponding to the initial temperature profile exceeds
50 wt.ppm (see Fig. 3.36) and therefore the concentration of dissolved hy-
drogen presents a hydride-free plateau at 50 wt.ppm, between x = 100 cm
and x = 400 cm. After one year of dry storage (Fig. 3.37), the section free
of hydride is reduced to 150 cm < x < 375 cm, and after 5 years of dry
storage (Fig. 3.38) the TSSD curve resides below 50 wt.ppm (even below
35 wt.ppm) at any location of the rod and therefore hydrides are precipi-
tated over the whole length of the rod. The final hydride concentration can
be seen in Fig. 3.40. As in the previous simulations, a slight dip can be
observed around x = 360 cm and a hump above x = 380 cm. Diffusion of
hydrogen at the bottom of the rod can also be observed (dip at x = 100 cm
and hump between x = 50 cm and x = 100 cm), yet in lesser extent.

Figure 3.36: Hydrogen and hydride profiles at the beginning of the dry storage, for a
total hydrogen concentration of 50 wt.ppm. For this rather low hydrogen
concentration, the temperature at the beginning of the dry storage leads
to the total dissolution of the hydrogen in a large section of the rod: be-
tween x = 100 cm and x = 400 cm the hydrogen solubility (TSSD curve)
exceeds 50 wt.ppm so that all hydrogen is dissolved (red and orange curves
are overlapped and the blue curve is zero as no hydrides are precipitated).
The TSSD curve can be well seen on this section as it exceeds the total
hydrogen concentration (50 wt.ppm) and is therefore not overlapping with
the dissolved hydrogen curve.
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Figure 3.37: Hydrogen and hydride profiles after 1 year of dry storage, for a total hydro-
gen concentration of 50 wt.ppm. At this time, the hydrogen solubility in the
central part of the rod still exceeds the total hydrogen content, so that the
dissolved hydrogen concentration still presents a plateau at 50 wt.ppm for
150 cm < x < 375 cm. In this rod section, there is no hydride. The effect of
the hydrogen diffusion can already be observed: as small hump in the total
hydrogen content can be seen around x = 420 cm.

Figure 3.38: Hydrogen and hydride profiles after 5 years of dry storage, for a total hydro-
gen concentration of 50 wt.ppm. The temperature has sufficiently decreased
at this point to result in hydrides precipitated in the whole rod: even at the
hottest axial location, the hydrogen solubility dropped to around 35 wt.ppm,
which is below the average 50 wt.ppm hydrogen concentration. The dis-
solved hydrogen concentration is therefore overlapping with the TSSD over
the whole length of the rod.
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Figure 3.39: Hydrogen and hydride profiles after 15 years of dry storage, for a total
hydrogen concentration of 50 wt.ppm. At this point, the dissolved hydrogen
concentration does not exceed 20 wt.ppm at any axial location of the rod.
Therefore, no significant further hydrogen diffusion should be expected over
the remaining storage period.

Figure 3.40: Hydrogen and hydride profiles after 95 years of dry storage, for a total
hydrogen concentration of 50 wt.ppm. As the temperature is very low, the
hydride profile is confounded with the total hydrogen profile. The effect of
the hydrogen diffusion can be seen at both ends of the rod. In the upper part
of the rod, the hydride profile presents a dip around x = 360 cm followed
by a hump for x > 380 cm. In the lower part of the rod, a very slight dip
can be seen around x = 100 cm and a hump for x < 100 cm.
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3.4.5 Hydrogen and hydride profiles over 100 years of storage with an in-
creased diffusion coefficient

The three simulations presented in the previous section have been obtained
using the reference diffusion coefficient (see Equation 3.30). The results are
consistent with expectations (higher temperature and higher dissolved hy-
drogen concentration in the middle part of the rod lead to hydrogen diffusion
towards both ends of the rod) but the magnitude of the hydrogen diffusion
appeared very low.
We should keep in mind that diffusion coefficient parameters have been de-
rived from experiments at small scales (3 cm in [68], 15 cm in [70]), not
necessarily with realistic fuel cladding configuration (geometry, material
texture, heat treatment) and more often on unirradiated than on irradi-
ated materials. It is thus questionable, how suitable the diffusion coefficient
presented in Equation 3.30 (or any diffusion coefficient from the literature)
is for the simulation of hydrogen diffusion at the scale of a full-length rod
and over several decades. Finally, the presence or absence of hydrides (with
various lengths and orientations) might also have an important impact on
the diffusion.
Considering all those uncertainties of the diffusion, it is clear that no reli-
able prediction will be possible without experimental work for validation. If
the hydrogen diffusion turns out to be even slower than observed in the pre-
vious simulation, the consequence on the final hydrogen distribution would
be even more reduced. On the contrary, if the diffusion in real experiments
turned out to be quicker/larger, this might have detrimental consequences
(significant embrittlement of the cladding sections presenting increased hy-
drogen/hydride contents).
Therefore, we performed the same simulations as previously but with a
diffusion coefficient increased by a factor 4. In the following, we present
the results for the rods with hydrogen concentrations of 100 wt.ppm and
50 wt.ppm.

166



3.4 Hydrogen and hydride profiles - Predictions for full-length rods

Evolution over 100 years for a concentration of 100 wt.ppm and a larger (fac-
tor 4) diffusion coefficient.

Fig. 3.41 to 3.45 present the evolution of the hydrogen and hydride profiles
over 100 years of storage, for a hydrogen concentration of 100 wt.ppm and a
diffusion coefficient increased by a factor 4 compared with the previous sim-
ulations. The initial state (beginning of the dry storage) shown in Fig. 3.41
is identical to Fig. 3.31: the only difference between both simulations is the
diffusion coefficient, but at the beginning of the dry storage the diffusion
has not played a role yet.
After 1 year of dry storage (Fig. 3.42), the effect of the increased diffusion
coefficient can be well observed: the total hydrogen concentration already
presents much larger variations than with the reference coefficient. In partic-
ular, the total hydrogen concentration in the upper part of the rod presents
a clear dip around x = 360 cm and a hump for x > 380 cm. The amplitude
of this variation is around 13 wt.ppm.
Hydrogen diffusion continues over the first years of storage. After 15 years
of dry storage (Fig. 3.44), the dip of the total hydrogen concentration at
x = 360 cm as well as the hump for x > 380 cm both reach nearly 20 wt.ppm
of amplitude. The hydride profile in Fig. 3.45 presents the same characteris-
tics, which indicates that no further diffusion occurs after the first 15 years
of dry storage. We can note that the hydride profile also presents a small
hump around x = 60 cm, which shows that hydrogen diffusion towards the
lower end of the rod occurs.
The slight waves between x = 100 cm and x = 300 cm, as well as in the
hump at x = 410 cm are due to numerical issues. The discretization in 36
zones (of approx. 12 cm each) is probably too coarse and the resolution
algorithm (FTCS scheme) might be replaced by an enhanced method.
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Figure 3.41: Hydrogen and hydride profiles at the beginning of the dry storage, for a
total hydrogen concentration of 100 wt.ppm and a larger diffusion coefficient
(factor 4). At this point, the diffusion has not played a role yet, thus the
profiles are identical to the case with the reference diffusion coefficient.

Figure 3.42: Hydrogen and hydride profiles after 1 year of dry storage, for a total hydro-
gen concentration of 100 wt.ppm and a larger diffusion coefficient (factor
4). The increased diffusion coefficient leads to a stronger hydrogen diffusion
(larger variations in the total hydrogen curve).
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Figure 3.43: Hydrogen and hydride profiles after 5 years of dry storage, for a total hy-
drogen concentration of 100 wt.ppm and a larger diffusion coefficient (factor
4). At this point, the variations of the hydrogen concentration at the top
of the rod reach an amplitude of about 30 wt.ppm. A clear (smaller) hump
can also be seen at the bottom of the rod, around x = 60 cm.

Figure 3.44: Hydrogen and hydride profiles after 15 years of dry storage, for a total hy-
drogen concentration of 100 wt.ppm and a larger diffusion coefficient (factor
4). At this point, the hydrogen concentration at the top of the of the rod
varies between 80 wt.ppm at x = 360 cm and 120 wt.ppm at x = 400 cm.
Between x = 200 cm and x = 360 cm, the hydrogen profile presents a con-
tinuous decrease: the high temperature gradient between x = 360 cm and
x = 400 cm results in the hump at x = 400 cm and causes the dip at
x = 360 cm, which in turn fosters diffusion from the region x < 360 cm.

169



Hydrogen and hydride behaviour

Figure 3.45: Hydrogen and hydride profiles after 95 years of dry storage, for a total hy-
drogen concentration of 100 wt.ppm and a larger diffusion coefficient (factor
4). The total hydrogen profile after 95 years of dry storage is identical to
the profile after 15 years. This can be explained by the already sufficient
decrease in temperature over the first 15 years of storage, resulting in a low
solubility: the low concentration in dissolved hydrogen after 15 years of dry
storage does not enable any further diffusion.
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Evolution over 100 years for a concentration of 50 wt.ppm and a larger (fac-
tor 4) diffusion coefficient.

Fig. 3.46 to 3.46 present the results of the simulation for a hydrogen con-
centration of 50 wt.ppm and an increased diffusion coefficient (factor 4).
The conclusions are similar to those of the previous simulation: the effect
of the diffusion is clearer than with the reference coefficient, no significant
diffusion occurs after 15 years of dry storage, the diffusion results in an im-
portant hydrogen redistribution at the top of the rod (30 wt.ppm between
the maximum and the minimum concentrations), a slighter effect at the
bottom of the rod (12 wt.ppm of amplitude) and a decrease in hydrogen
concentration from x = 200 cm to x = 360 cm.

Figure 3.46: Hydrogen and hydride profiles at the beginning of the dry storage, for a
total hydrogen concentration of 50 wt.ppm and a larger diffusion coefficient
(factor 4). The profiles are identical to the case with the reference diffusion
coefficient (no diffusion effect at this stage).
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Figure 3.47: Hydrogen and hydride profiles after 1 year of dry storage, for a total hydro-
gen concentration of 50 wt.ppm and a larger diffusion coefficient (factor 4).
After 1 year of dry storage, a clear hump has formed at the top of the rod,
due to the concentration and temperature gradient between x = 370 cm and
the top of the rod. This effect is more moderate at the bottom of the rod.

Figure 3.48: Hydrogen and hydride profiles after 5 years of dry storage, for a total hy-
drogen concentration of 50 wt.ppm and a larger diffusion coefficient (fac-
tor 4). The diffusion increases the hydrogen redistribution. The humps be-
come higher and a decreasing hydrogen concentration profile forms between
x = 200 cm and x = 370 cm.
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Figure 3.49: Hydrogen and hydride profiles after 15 years of dry storage, for a total hy-
drogen concentration of 50 wt.ppm and a larger diffusion coefficient (factor
4). At this point, the hydrogen redistribution consists in a hump reaching
nearly 70 wt.ppm at x = 420 cm, a dip reaching 40 wt.ppm at x = 360 cm,
and smaller dip and hump at the bottom of the rod (12 wt.ppm of ampli-
tude).

Figure 3.50: Hydrogen and hydride profiles after 95 years of dry storage, for a total hy-
drogen concentration of 50 wt.ppm and a larger diffusion coefficient (factor
4). The hydrogen profile is almost identical to the profile after 15 years of dry
storage, which indicates that after 15 years of dry storage the temperature
has sufficiently decreased to prevent further diffusion. This final hydrogen
profile presents a large hump (70 wt.ppm) at the top of the rod combined
with a dip (40 wt ppm), a smaller hump (57 wt.ppm) at the bottom of the
rod combined with a dip (45 wt.ppm), and a continuous decrease between
x = 200 cm and x = 360 cm.
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3.4.6 Hydrogen and hydride profiles after 100 years of storage for different
diffusion coefficients

The following figures compare the final (after 100 years of storage) hydride
profiles for different diffusion coefficients. After 100 years of storage, the
peak cladding temperature has dropped under 100 °C and all hydrogen has
precipitated in hydrides, preventing further diffusion. The diffusion coeffi-
cients considered here are:

� the reference coefficient (given in Equation 3.30),

� the reference coefficient with a factor 4 (as in the previous section),

� the reference coefficient with a factor 8 and

� the reference coefficient with a factor 10.

These four cases are applied to two rods: 100 wt.ppm and 50 wt.ppm of
hydrogen.

Hydride profile after 100 years for an initial hydrogen concentration of
100 wt.ppm and different diffusion coefficients

Fig. 3.51 to 3.54 show the hydrogen profiles (which are equal to the hydride
profiles at this stage) after 100 years of storage for a hydrogen concentra-
tion of 100 wt.ppm and different diffusion coefficients. Fig. 3.51 corresponds
to the reference coefficient, which had already been described previously
(Fig. 3.35). Fig. 3.52 corresponds to the result of a diffusion coefficient in-
creased by factor 4 and has also been described in the previous section
(Fig. 3.45). We can observe that the increased diffusion coefficient results in
significantly larger hydrogen redistribution (larger variations in the hydro-
gen profile). This effect becomes even stronger in Fig. 3.53 and Fig. 3.54.

Table 3.6 summarizes the amplitudes of the upper and lower humps for the
different diffusion coefficients.
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Figure 3.51: Hydrogen and hydride profiles after 100 years, for a total hydrogen concen-
tration of 100 wt.ppm and the reference diffusion coefficient.

Figure 3.52: Hydrogen and hydride profiles after 100 years, for a total hydrogen concen-
tration of 100 wt.ppm and a factor 4 for the diffusion coefficient.

Figure 3.53: Hydrogen and hydride profiles after 100 years, for a total hydrogen concen-
tration of 100 wt.ppm and a factor 8 for the diffusion coefficient.
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Figure 3.54: Hydrogen and hydride profiles after 100 years, for a total hydrogen concen-
tration of 100 wt.ppm and a factor 10 for the diffusion coefficient.

Table 3.6: Effect of hydrogen diffusion on a rod with 100 wt.ppm hydrogen: humps and
dips after 100 years of storage for different diffusion coefficients.

Reference Factor 4 Factor 8 Factor 10

x = 60cm 102 107 114 117

x = 100cm 100 100 100 100

Difference 2 7 14 17

x = 420cm 105 120 140 150

x = 360cm 96 82 65 55

Difference 9 38 75 95
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Hydride profile after 100 years for an initial hydrogen concentration of
50 wt.ppm and different diffusion coefficients

Fig. 3.55 to 3.58 show the hydrogen profiles after 100 years of storage for a
hydrogen concentration of 50 wt.ppm and for the different diffusion coeffi-
cients. The dependence of these profiles on the diffusion coefficient is similar
to the previous case (rods with 100 wt.ppm) but more numerical instability
can be seen for the highest diffusion coefficient (factor 10).

Table 3.7 summarizes the amplitudes of the upper and lower humps for the
different diffusion coefficients.

Figure 3.55: Hydrogen and hydride profiles after 100 years, for a total hydrogen concen-
tration of 50 wt.ppm and the reference diffusion coefficient.

Figure 3.56: Hydrogen and hydride profiles after 100 years, for a total hydrogen concen-
tration of 50 wt.ppm and a factor 4 for the diffusion coefficient.
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Figure 3.57: Hydrogen and hydride profiles after 100 years, for a total hydrogen concen-
tration of 50 wt.ppm and a factor 8 for the diffusion coefficient.

Figure 3.58: Hydrogen and hydride profiles after 100 years, for a total hydrogen concen-
tration of 50 wt.ppm and a factor 10 for the diffusion coefficient.
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Table 3.7: Effect of hydrogen diffusion on a rod with 50 wt.ppm hydrogen: humps and
dips after 100 years of storage for different diffusion coefficients.

Reference Factor 4 Factor 8 Factor 10

x = 60cm 52 57 63 67

x = 100cm 49 46 42 40

Difference 3 11 21 27

x = 420cm 55 69 88 97

x = 360cm 47 38 23 22

Difference 8 31 65 75
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3.4.7 Summary on the hydrogen diffusion in a full-length rod

In this section, we presented a model for hydrogen diffusion and precipita-
tion at the scale of a full-length rod. We first defined and discussed the basic
assumptions on which the model is built. Then, we described the numerical
scheme used to implement the model. It corresponds to a Forward Time
Centered Space (FTCS) method [108–110].

Afterwards, we used temperature profiles obtained in Chapter 2 to deter-
mine the cladding configuration at the beginning of the dry storage, in
particular with regard to the profile of dissolved hydrogen (Fig. 3.22, 3.23
and 3.24).

The evolution of the hydrogen and hydride profiles over 100 years of stor-
age has been simulated, for fuel cladding with different hydrogen contents:
250, 100 and 50 wt.ppm (resp. Fig. 3.26 to 3.30, Fig. 3.31 to 3.35 and
Fig. 3.36 to 3.40), initially homogeneously distributed. The simulations rely
on time-dependent fuel rod temperature profiles, determined in Chapter 2.
We observed a limited effect of diffusion: the hydrogen redistribution did
not exceed 10 wt.ppm. Furthermore, we noted that most hydrogen diffu-
sion occurs during the first 5 years of dry storage (the temperature of the
central part of the fuel rod was of approximately 250 °C at the end of the
5 years), and that no significant diffusion takes place after 15 years of stor-
age: at this time, the maximum temperature has dropped to 205 °C and the
concentration of dissolved hydrogen does not exceed 14 wt.ppm anymore.

In a next step, we performed the same simulations but with a diffusion
coefficient increased by a factor 4 (Fig. 3.41 to 3.50). Due to the uncertainties
on the diffusion mechanisms at the scale of a fuel rod, it seemed important to
perform simulations with an increased diffusion coefficient. On the contrary,
a reduced diffusion coefficient would result in even less effect on the final
hydrogen distribution than with the reference coefficient, therefore this case
has not been considered. As expected, the simulations with the increased
diffusion coefficient led to larger hydrogen redistributions and revealed, in
addition to the hydride concentration at the top of the rod already observed,
another hydride concentration at the bottom of the rod, though of smaller
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amplitude (Fig. 3.45).

Finally, we compared the hydride profiles after 100 years of storage, for
cladding containing 100 wt.ppm and 50 wt.ppm, in four different cases:
for the reference diffusion coefficient, or for coefficients increased by factors
4, 8 or 10. For the reference coefficient (Fig 3.51 and 3.55), only a small
hydride accumulation (amplitude lower than 10 wt.ppm) was observed at
the top of the rod. For the diffusion coefficient increased by a factor 10, we
observed a hydride concentration at the bottom of the rod (approximately
+20 wt.ppm), a gradual decrease in hydride concentration from the middle
part of the rod towards the top, and another hydride accumulation at the
top of the rod. This latter hydride accumulation reached nearly 100 wt.ppm
of amplitude in the case of the fuel rod containing 100 wt.ppm (Fig.3.54).
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3.5 Conclusion - Hydrogen and hydride behaviour

In this chapter, we discussed several aspects of the hydrogen behaviour in
fuel cladding under storage conditions. Section 3.1 gave some theoretical
input on the Zr-H binary system, on the diffusion mechanisms, and on the
solubility limits TSSP/TSSD of hydrogen in zirconium alloys.

In section 3.2, we analysed a database on the Terminal Solid Solubility
of hydrogen in zirconium alloys and derived correlations depending on the
cladding materials and measurement methods. We observed that the dis-
tinction between TSSP and TSSD curves seems to be related to the cooling
rate applied for the TSSP measurements and might be a further hint to a
kinetic effect described in [8, 9].

In section 3.3, we implemented with Python a model (HNGD) describing
the hydrogen and hydride behaviour in zirconium alloys, depending on the
solubility limits TSSP/TSSD. We compared our results with the ones pro-
vided in the original articles describing the HNGD model, and we discussed
the differences. The hydride growth rate was the main discrepancy but is
not relevant for investigations on the hydrogen/hydride behaviour during
dry storage, as the cooling rates in storage conditions are significantly lower
than the hydride growth rate.

In section 3.4, we established a new model, adapted to the analysis of the hy-
drogen and hydride distributions in the cladding at the scale of a full-length
rod. In particular, this model does not consider the TSSP limit anymore, as
the cooling rates involved during the dry storage are lower by a few orders
of magnitude than the limiting cooling rates for hydride growth. The model
takes into account temperature profiles calculated in Chapter 2, which are
used to determine the Soret effect (hydrogen diffusion driven by temperature
gradients) and the axial profile of dissolved hydrogen (resulting in hydrogen
diffusion driven by concentration gradients, according to Fick’s law). This
model could not be validated, due to the lack of long-term experiments on
full-scale fuel rods. Therefore, large uncertainties remain attached to the
diffusion coefficient applied in the model and, more generally, on the dif-
fusion mechanisms at this scale: impact of local defects, stress variations
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along the axial dimension due to pellet cladding interaction, variations of
the hydrogen concentration at the spacer grid positions.
However, the simulations provided qualitative estimations of the possible
hydride configurations after several decades of dry storage. In particular,
in the case of favourable hydrogen diffusion coefficients, significant hydride
concentrations might be expected at the upper and lower end of the rod,
which in turn might represent a risk of embrittlement for these regions.
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4 Conclusion and outlooks

For the first time, we performed comprehensive simulations of the thermal
history of spent fuel assemblies during long-term dry storage in casks, and
related it to the hydrogen behaviour in fuel cladding at the scale of a full-
length rod. In the following, more details are provided on the different steps
involved in this project, as well as on possible further developments.

Temperature fields in storage casks

In this thesis, we presented and discussed different cask models and mod-
elling assumptions to determine time-dependent temperature distributions
of the cask, its components and inventories.
The semi-analytical model presented in section 2.2 showed that it is pos-
sible to obtain results within good orders of magnitude when compared to
the more detailed model in section 2.3. Furthermore, it is straightforward
to use and can be easily further developed or adapted to different boundary
conditions and scenarios. For example, the model could also be applied for
questions concerning cask temperature evolutions in final repositories.
However, for a comprehensive analysis of the cask content (assessment of the
fuel cladding integrity), it is necessary to know the detailed time-dependent
temperature distribution in the cask. The COBRA-SFS cask models pre-
sented in section 2.3 and section 2.4 meet these requirements: they present a
high level of detail, including the definition of specific operation conditions
(decay heats of each fuel assembly, axial power profiles, helium or vacuum
conditions) and boundary conditions (room temperature, plenum models).
The results consist of temperature profiles for each single rod and for all
cask structures (rails, fuel compartments, cask body). Transients have been
performed too, simulating the temperature evolution during the drying pro-
cess. Finally, we performed sensitivity analyses and thus determined which
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parameters are strongly affecting the temperature distribution:

� Ambient temperature

The increase of the ambient temperature leads to an increase of the
whole cask (cask structures and spent fuel assemblies). In the case of
steady-state calculations, we observed with both COBRA-SFS mod-
els that the temperature increase in the cask is nearly equal to the
increase in ambient temperature. In transient calculations, depending
on the time scale, different scenarios are expected: daily temperature
variations (night/day) of the ambient temperature would affect mainly
the cask body, whose large heat capacity would prevent significant
temperature variations of the fuel assemblies. On the contrary, yearly
variations (winter/summer) can be assimilated to steady-state and re-
sult in large temperature variations.

� Decay heat

Decay heat values are provided by calculations using the power his-
tory of the fuel assemblies and a set of nuclear data (cross sections).
Both present uncertainties and therefore the decay heats also include
uncertainties. We observed that ±5% decay heat resulted in ±10 °C
cladding temperature for the simulation of the TN-32B cask.

� Gap between the structures

Storage casks include different components (cask body, rails, baskets,
fuel compartments), which should not be considered perfectly bonded:
they are separated by thin gaps. These gaps induce additional thermal
resistances, whose impact is not negligible. In particular, the gap be-
tween the inner surface of the cask body and the rail structures results
in an overall increase of the temperature of the elements located in
the cask inner cavity, including the fuel assemblies. In the case of a
constant gap (most detrimental configuration), we observed a temper-
ature increase of approximately 25 °C per mm of gap for the CASTOR
model.

From the results of the cask modelling, we can conclude that the maximum
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temperature will be reached either during the drying process or during the
first months of dry storage:
If the vacuum drying lasts long enough, the temperature in the cask can
exceed the equilibrium under helium atmosphere, thus a temperature peak
would be reached at the end of the vacuum drying.
If the vacuum drying is rather short and the temperature maximum is only
reached after helium refill, then there is a possibility that the temperature
maximum will be reached later, despite the radioactive decay. Indeed, the
seasonal temperature variations impact the ambient temperature of the cask
and we observed that an increase of the ambient temperature results in
a nearly equal increase in the temperature of the cask. This effect might
exceed the effect of the decreasing decay heat, in particular if the cask
loading occurs during a cold season quickly followed by a warmer one.

The question of the maximum temperature reached is important, as it deter-
mines how many hydrides will dissolve at the beginning of the dry storage,
and possibly reprecipitate in a more detrimental configuration later.

Concerning the thermal modelling of storage casks, two major issues have
been encountered:

� the difficult access to precise design data and

� the lack of publicly available experimental data.

The first point is relevant in the case of detailed cask modelling, as for
instance with COBRA-SFS. For reliable, detailed temperature predictions,
the precise knowledge of the cask design is required, including the geometry
and the material properties. Thus, the CASTOR model presented in Chap-
ter 2 cannot be considered as a specific model for the cask type CASTOR®

V/19, but only as a generic model. In practice, this point could be solved,
as the data exists.

The second point is a larger problem: experimental data is not only difficult
to find publicly available, but also difficult to generate. Indeed, the contain-
ment function of a cask makes it difficult to re-open once closed. However, we
might here note that measurements of the cask surface temperature should
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not be an issue. These measurements results could significantly increase the
reliability of the model, as it would directly help to validate the thermal
modelling of the cask surface. This part of a cask model is particularly
complex as it includes numerous factors affecting the heat transfers: the
natural convection of air (with possible influence of the surrounding struc-
tures, casks, walls, air inlet/ventilation system of the facility), the cooling
fins, the radiative heat transfers from the surrounding elements, heat con-
duction through the bottom of the cask to the ground.

As further steps, the cask models could be coupled with further programs:
thermo-mechanical codes or hydrogen diffusion models. Indeed, these mod-
els concern mechanisms which are highly dependent on temperature and
therefore require temperature distributions as input.

More comprehensive sensitivity analyses could be conducted with COBRA-
SFS. This is planned for the TN-32B model, in the framework of the EPRI
International Thermal Benchmark (phase 2).

Hydrogen and hydride behaviour

The determination of temperature distributions in storage casks enabled in
the second part of the thesis to simulate the hydrogen/hydride behaviour
in the cladding.
In section 3.2, we presented a data analysis on the Terminal Solid Solubil-
ity (TSS) of hydrogen in zirconium alloys, based on several experimental
works. We derived correlations for different sets of data, corresponding to
the different cladding materials and to the different measurement methods.
The results gave further evidence of the influence of the cooling rate on the
solubility limit for precipitation (TSSP): the lower the cooling rates were,
the less distinct the TSSP and TSSD were.

The TSSP/TSSD data analysis provided numerous correlations. As a further
step, these correlations could be implemented in thermo-mechanical codes,
for instance TESPA-ROD [111,112]. Furthermore, new experimental works
on hydrogen solubility in zirconium alloys are regularly performed (with an
upward trend in the accuracy of the measurements), so that the TSSP/TSSD
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database should be updated on a regular basis.

In section 3.3, we presented a model describing the hydrogen dissolution and
precipitation in zirconium alloys. Following [10], we implemented a suitable
model with Python and performed different simulations. The model can be
used to determine the local behaviour of hydrogen, depending on the tem-
perature: hydride dissolution or precipitation (nucleation and growth). We
observed some discrepancy between our results and the results in [10], in
particular concerning the kinetics of the hydride precipitation by growth.
In our case, hydride growth appeared slower. However, for investigations on
the long-term dry storage of spent nuclear fuel, this will not be an issue
as the cooling rates involved during dry storage are low enough to ensure
the thermodynamic equilibrium (TSSD) at any time. The model provided
further understanding of the hydrogen dissolution and precipitation mech-
anisms, which helped developing a model for predictions at the scale of a
full-length rod.

This model for full-scale rods is based on the assumption that the cooling
rates during dry storage are low enough to ensure the thermodynamic equi-
librium at any time. Therefore, the dissolved hydrogen profile in the rod is
given by the TSSD profile corresponding to the temperature axial profile, or
by the total amount of hydrogen if this is less than the TSSD. The dissolved
hydrogen profile is then used to calculate locally the contribution of Fick’s
law to the hydrogen diffusion, while the temperature profile determines the
Soret effect contribution. If hydrides are - locally - present, they constitute
a source term for hydrogen in case of divergence of the hydrogen flux, or
a sink term in case of negative divergence. The dissolved hydrogen profile
remains in both cases unchanged. If all hydrogen is - locally - dissolved, the
diffusion results in a change of the dissolved hydrogen profile, which impacts
the Fick’s law contribution.

Using this model, we simulated the evolution of the hydrogen and hydride
profiles over 100 years of storage. We observed a limited accumulation of
hydrides at the upper and lower ends of the rods. With increased diffusion
coefficients, these hydrides accumulations might become significant with
respect to the embrittlement issue. Experimental works on full-length fuel
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rods and over long time scales (months) involving low cooling rates appear
necessary to further validate this model. In the model at hand, we did
not take into account possible variations in the diffusion coefficient due to
local defects or varying stress along the axial dimension (pellet-cladding
mechanical interaction).

We can provide here some further thoughts suggested by the present work:

� We found that the ratio of dissolved and precipitated hydrogen might
be important if one investigates the impact of hydrides on the me-
chanical behaviour. While newer cladding materials present very good
properties regarding corrosion and hydrogen pick-up in operation, the
resulting lower hydrogen contents might constitute a detrimental char-
acteristic in dry storage: for a hydrogen content of 50 wt.ppm, all
hydrides might dissolve at the beginning of the dry storage. As the
following cooling occurs very slowly, hydride precipitation would con-
sist mainly in hydride growth, possibly radially oriented. Long radial
hydrides represent the worst configuration with regard to the cladding
mechanical properties and integrity.
In cladding types with higher hydrogen content, even at the beginning
of the dry storage, part of the hydrides remain precipitated (mainly
circumferentially, after reaction operations). The following hydride pre-
cipitation might then occur by growth of the already precipitated hy-
drides, and therefore avoid the formation of long radial hydrides.

� Zircaloy-2 with liner is seen as a low concern cladding type, due to the
TSSD difference between pure (or low-alloyed) Zr and Zircaloy-2: the
liner presents a lower hydrogen solubility, which results in the radial
diffusion of the hydrogen, from the Zircaloy-2 bulk to the liner [77].
Therefore, the main part of the hydrogen is concentrated in the liner,
and the Zircaloy-2 might be less affected by hydride embrittlement.
Similar arguments could be found for PWR claddings with liner. How-
ever, further experimental evidences have to be found.

� Hydrogen migration is expected to occur only during the first years
of storage, and only if the cladding temperature is high enough: it re-
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quires a significant amount of dissolved hydrogen, relatively high con-
centration gradients, and high temperature gradients. All these fac-
tors weaken with time: due to the decay heat decrease, the temper-
ature decreases, which leads to smaller temperature gradients, lower
dissolved hydrogen concentrations and lower concentration gradients.
We observed in our simulations that after 15 years of dry storage, the
maximum temperature is 205 °C, the hydrogen solubility does not ex-
ceed 14 wt.ppm, and therefore almost no more hydrogen diffusion takes
place.
The simulations have been performed using rather hot rods, we can
thus expect that for fuel assemblies with lower decay heats at the be-
ginning of the dry storage, less diffusion would be observe due to lower
temperature. On the contrary, MOX fuel might be of higher concern,
due to higher decay heat and a slower radioactive decay: the cladding
undergoes high temperatures for a long time, which could enable more
hydrogen diffusion.

Many questions remain open concerning the development of the hydrogen
diffusion model presented in section 3.4:

� What is the influence of local defects (hydride clusters, cracks) and
of local variations of the hydrogen concentration (interpellet region,
spacer grids positions) on diffusion?

� Is there a radial dependence of the axial diffusion (e.g. due to radial
gradients of concentration or of stress)?

� What is the configuration of the hydrides: radial or circumferential
orientation?

The influence of the temperature profile should be analysed. In the simula-
tions presented in this thesis, we observed a larger accumulation of hydrides
at the upper end of the rod than at the lower end. This is explained by the
larger temperature and concentration gradients in the upper part of the
rod. Further work should simulate the evolution of claddings presenting dif-
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ferent temperature profiles, in particular to assess how detrimental sharper
profiles could be, with regard to hydride accumulation and embrittlement.

Concerning the implementation of the diffusion model, enhanced resolu-
tion algorithms should be considered for further simulations, especially if
finer discretizations (in time and space) are targeted. The Backward Time
Centered Space (BTCS) scheme or the Crank - Nicolson scheme could be
interesting candidates. Both are implicit and unconditionally stable, which
is not the case of the explicit Forward Time Centered Space (FTCS) scheme
used in the current model. [108–110]

In the present model, we considered only 36 axial zones for the discretiza-
tion, as the temperature profiles provided by the COBRA-SFS CASTOR
model consist of 36 values. In future versions of the model, we should con-
sider a finer spatial discretization, as it might have a significant impact on
the simulation of the diffusion. This would also enable to simulate for exam-
ple the impact of local hydrogen concentrations (at the interpellet region,
or at the spacer grid positions).

Furthermore, we did not consider a smooth/gradual evolution of the tem-
perature over time, but only a few time points. For instance, the tempera-
ture profile calculated by COBRA-SFS at the beginning of the dry storage
was used to determine the hydrogen fluxes applied during the first year of
storage. These fluxes are recalculated only at the end of the first year of
storage, when a new temperature profile is taken into account. In further
developments of the model, we should consider a more gradual evolution of
the temperature profile.

Finally, we should emphasize the fact that experimental work on full-length
fuel rods and over long time scales appears necessary for the validation
of hydrogen diffusion in cladding under storage conditions. BGZ foresees
to conduct projects on this topic over the next years, as do the US DOE
and EPRI (High Burnup Demonstration Project [113, 114]). Therefore, we
are confident that hydrogen/hydride behaviour models for fuel rod cladding
under dry storage conditions will benefit from better validation possibilities
in a near future.
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5 Appendices

5.1 View factors

5.1.1 2-dimensional
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5.1.2 3-dimensional
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5.2 Hottel’s crossed strings method [26].

5.2 Hottel’s crossed strings method [26].
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5.2 Hottel’s crossed strings method [26].

5.2.1 Implementation with Python

def VF_Hottel(S1, S2):

’’’ Function calculating the view factor F12 using Hottel ’s correlation formula

S1 : ((xm1 , ym1), (xp1 ,yp1), l1) / S2 : ((xm2 , ym2), (xp2 ,yp2), l2) ’’’

if S1==S2:

M1P1 = np.sqrt((S1[0][0] -S1 [1][0]) **2 + (S1[0][1] -S1 [1][1]) **2)

F = round((S1[2]-M1P1)/S1[2], 5)

else:

# Calculation of crossed/uncrossed string lengths

M1M2 = np.sqrt((S1[0][0] -S2 [0][0]) **2 + (S1[0][1] -S2 [0][1]) **2)

P1P2 = np.sqrt((S1[1][0] -S2 [1][0]) **2 + (S1[1][1] -S2 [1][1]) **2)

M1P2 = np.sqrt((S1[0][0] -S2 [1][0]) **2 + (S1[0][1] -S2 [1][1]) **2)

P1M2 = np.sqrt((S1[1][0] -S2 [0][0]) **2 + (S1[1][1] -S2 [0][1]) **2)

# Claculation of the view factor according to Hottel ’s formula

F = round(abs((M1P2+P1M2)-(M1M2+P1P2))/(2*S1[2]) ,5)

return F

def Hottels_matrix (*N):

’’’ Function calculating the view factor matrix for a set of surfaces S,

according to Hottel ’s correlation formula ’’’

factors=np.zeros((len(N),len(N))) # Initialization of the matrix

for i in list(range(len(N))):

l = N[i][2]/2.54

print("length",i+1,"=", l, "in")

for j in list(range(len(N))):

# factors[i][j] contains the view factor from surface i to surface j

factors[i][j] = VF_Hottel(N[i], N[j])

return factors

Example on Assembly 42 of the CASTOR model:
A = (0,0)

B = (7,0)

C = (7 ,11.75)

D = (7 ,23.5)

E = (0 ,23.5)

F = (0 ,11.75)

N1 = (A, B, 7)

N2 = (B, C, 11.75)

N3 = (C, D, 11.75)

N4 = (D, E, 7)

N5 = (E, F, 11.75)

N6 = (F, A, 11.75)

HM = Hottels_matrix(N5 , N6 , N1, N2, N3, N4)

print("Hottel ’s correlation formula:")

print(HM)

S1=frag_segm(A,B,2)

S2=frag_segm(B,C,2)
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S3=frag_segm(C,D,2)

S4=frag_segm(D,E,2)

S5=frag_segm(E,F,2)

S6=frag_segm(F,A,2)

Output:
length 1 = 4.625984251968504 in

length 2 = 4.625984251968504 in

length 3 = 2.7559055118110236 in

length 4 = 4.625984251968504 in

length 5 = 4.625984251968504 in

length 6 = 2.7559055118110236 in

Hottel ’s correlation formula:

[[0. 0. 0.03858 0.17729 0.56826 0.21587]

[0. 0. 0.21587 0.56826 0.17729 0.03858]

[0.06476 0.36235 0. 0.36235 0.06476 0.14577]

[0.17729 0.56826 0.21587 0. 0. 0.03858]

[0.56826 0.17729 0.03858 0. 0. 0.21587]

[0.36235 0.06476 0.14577 0.06476 0.36235 0. ]]
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5.3 Python semi-analytical model

H = 4.95 # Height of the cask [m]

R_int = 0.74 # Cask inner radius [m]

R_cask = 1.15 # Cask outer radius [m]

P_tot = 39000 # Total decay heat [W]

P_1 = (4/19)*P_tot # Relative distribution of power [W] between the 5 zones:

P_2 = (4/19)*P_tot # Zone 1 is the most external one , Zone 5 is the central one

P_3 = (4/19)*P_tot

P_4 = (3/19)*P_tot

P_5 = (4/19)*P_tot

em_int = 0.8 # Cladding emissivity

em_cask_o = 0.93 # Emissivity of the external side of the cask body

em_cask_i = 0.25 # Emissivity of the internal side of the cask body

em_room = 1.0 # Emissivity of the environment

sigma = 5.67E-8 # Stefan -Boltzmann constant [W/(m^2.K^4)]

def lbda_PE(T):

""" Definition of the thermal conductivity of PE [W/(m.K)] """

XXXXXXXXXXXX

return lbda_PE

lbda_GGG = 36 # Thermal conductivity of graphite iron [W/(m.K)]

def lbda_cask(T):

""" Thermal conductivity of the homogenized cask body ,

depending on the temperature [W/(m.K)] """

# Zones 100% iron

R_GGG = np.log ((80.1/74) *(95.3/88.1) *(115/103.3)) / (2*np.pi*lbda_GGG)

# Zones PE + iron (in parallel)

R_PE = np.log ((88.1/80.1) *(103.3/95.3)) / (2*np.pi *(0.25* lbda_GGG + 0.75* lbda_PE(T)))

# Total resistance

R_tot = R_GGG + R_PE

# Corresponding homogenized thermal conductivity

lbda = np.log (115/74) / (2*np.pi*R_tot)

return lbda

#############################

S_FA = 19*24*24 # [cm^2]

S_He = np.pi*(R_int **2)*1E4 - S_FA # [cm^2]

def lbda_int(T):

""" Calculation - interpolation - of the thermal conductivity for the homogenized

internal cask zones , depending on the temperature [W/(m.K)] """

XXXXXXXXXXXXXX

return lbda_int

R_1 = R_int # Definition of the radii of the different zones [m]

R_2 = (0.8**0.5)*R_int

R_3 = (0.6**0.5)*R_int

R_4 = (0.4**0.5)*R_int

R_5 = (0.2**0.5)*R_int
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##################### Thermal resistances of the different zones

### Thermal resistances are written with W (for "Widerstand" in German)

### to distinguish them from radii R

def W_caskext(T):

""" Calculation of the thermal resistance [K/W] from the cask body to the environment ,

depending on the cask body temperature """

W = np.log ((2* R_cask)/(R_1+R_cask))/(2*np.pi*H*lbda_cask(T)) # Material resistance

W_par = 2.60E-3 # Parietal resistance

W += W_par

return W

def W_1cask(T_1 , T_cask):

""" Resistance [K/W] from zone 1 centre to cask body centre ,

depending on the cask body temperature and on T_1 """

W = np.log ((2* R_1)/(R_1+R_2))/(2*np.pi*H*lbda_int(T_1)) # R_th in zone 1

W += np.log((R_1 + R_cask)/(2* R_1))/(2*np.pi*H*lbda_cask(T_cask)) # R_th in cask body

return W

def W_21(T):

""" Resistance from zone 2 centre to zone 1 centre [K/W] """

return np.log((R_1+R_2)/(R_2+R_3))/(2*np.pi*H*lbda_int(T))

def W_32(T):

return np.log((R_2+R_3)/(R_3+R_4))/(2*np.pi*H*lbda_int(T))

def W_43(T):

return np.log((R_3+R_4)/(R_4+R_5))/(2*np.pi*H*lbda_int(T))

def W_54(T):

return np.log((R_4+R_5)/(R_5))/(2*np.pi*H*lbda_int(T))

########################## Heat capacity of the cask body

c_PE = 2150 # [J/(kg.K)]

m_PE = 2514 # [kg]

m_GGG = 85906 # [kg]

def C_cask(T):

""" Calculation - interpolation - of the cask body heat capacity [J/K],

depending on the cask body temperature """

XXXXXXXXXXXXXXXX

return C_cask

########################### Volumes of the different materials in the cask cavity

h = 400 # Fuel height [cm]

r_fuel = 0.403 # Fuel pellet radius [cm]

r_clad_o = 0.475 # Outer cladding radius [cm]

r_clad_i = 0.411 # Inner cladding radius [cm]

r_gt_o = 0.616 # Outer cladding radius [cm]

r_gt_i = 0.555 # Inner cladding radius [cm]

V_1clad = h*np.pi*( r_clad_o **2- r_clad_i **2) # Volume of a single rod cladding [cm^3]

V_1gt = h*np.pi*( r_gt_o **2- r_gt_i **2) # Volume of a single guide tube [cm^3]

V_clad = 19*((18*18 -24)*V_1clad + 24* V_1gt)*10**( -6) # Volume of the whole cladding

material in the loaded cask [m^3]
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V_alum = h*6*(9+10+10+10+11.75+4+11.75+8.25+10+11.75+10+10+10+9) *10**( -6) # Al vol. [m^3]

V_steel = h*(12*72.5 + 7*98 + 8 + 8 + 28) *10**( -6) # Steel volume [m^3]

V_fuel = 19*(18*18 -24)*h*np.pi*( r_fuel **2) *10**( -6) # Total fuel volume [m^3]

V_He = h*(np.pi*R_int **2) *10**( -2) - V_clad - V_alum - V_steel - V_fuel # He volume [m^3]

########################## Heat capacities of the different elements in the cask cavity

Ro_clad = XXXX # [kg/m^3]

C_clad = XXXX # [J/kg.K]

Ro_alum = XXXX # [kg/m^3]

C_alum = XXXX # [J/kg.K]

Ro_steel = XXXX # [kg/m^3]

C_steel = XXXX # [J/kg.K]

Ro_fuel = XXXX # [kg/m^3]

C_fuel = XXXX # [J/kg.K]

Ro_He = XXXX # [kg/m^3]

C_He = XXXX # [J/kg.K]

# Total thermal capacity of the internal part of the cask [J/K]

C_int = V_clad*Ro_clad*C_clad + V_alum*Ro_alum*C_alum \

+ V_steel*Ro_steel*C_steel + V_He*Ro_He*C_He \

+ V_fuel*Ro_fuel*C_fuel

# Capacity of each of the 5 internal zones [J/K]

C_i = C_int/5

def T_room_tab(T_list , t, dt):

""" T_room_tab(T_list , t, dt) creates a list of room temperature according to

- a time step: dt,

- a total duration t, and

- a list of room temperature changes: T_list =[(t_0 , Temp_0), (t_1 , Temp_1),

(t_2 , Temp_2), ...] """

current_time = 0 # Time counter

T_tab = [] # Initialization of the T_room table

list_len = len(T_list) # Number of given temperature changes

index = 0 # Index i of (t_i , Temp_i) tuple in T_list ,

# valable at the current_time

while current_time <= t: # We fill the T_tab as long as time t is not reached.

if index == (list_len -1): # If the last tuple is reached ,

T_tab.append(T_list[index ][1]) # we just keep adding the corresponding T_room ,

current_time += dt # until t is reached.

else: # If there are still T_room changes later ,

while current_time < T_list[index +1][0]: # as long as the next isn’t reached ,

T_tab.append(T_list[index ][1]) # we add the current T_room to T_tab.

current_time += dt

index += 1 # When it is reached , then we change index

# to consider the next tuple in T_list.

return T_tab # Finally , we return the T_tab list completed.
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def temp_eq(T_room , dt = 10, delta = 1E-6):

""" temp_eq(T_room) calculates the equilibrium temperatures for the different zones

of the cask , for a given room temperature T_room.

There are two other optional parameters:

- the time step dt for the calculation

- the convergence criterion delta

The values of these parameters have the following defaults values:

dt = 10 s and delta = 10e-6 """

# Initialisation (arbitrary) of the temperatures

T_cask = 100

T_1 = 240

T_2 = 280

T_3 = 320

T_4 = 360

T_5 = 400

# Initialisation (arbitrary) of the heat fluxes

Phi_out = 0.0

Phi_1cask = 0.0

Phi_21 = 0.0

Phi_32 = 0.0

Phi_43 = 0.0

Phi_54 = 0.0

var = delta **2+1 # Variable used for the convergence criterion ,

# initially not matching the criterion

while var > delta **2: # While the convergence criterion is not satisfied ,

# we calculate the next step.

# Calculation of the new flux values

Phi_out = (T_cask - T_room)/W_caskext(T_cask) \

+ 2*np.pi*R_cask*H*sigma*( em_cask_o *(( T_cask +273) **4) - em_room *(( T_room +273) **4))

Phi_1cask = (T_1 - T_cask)/W_1cask(T_1 , T_cask) \

+ 2*np.pi*R_1*H*sigma*( em_int *(( T_1 +273) **4) - em_cask_i *(( T_cask +273) **4))

Phi_21 = (T_2 - T_1)/W_21((T_2+T_1)/2) \

+ 2*np.pi*R_2*H*em_int*sigma *((( T_2 +273) **4) -((T_1 +273) **4))

Phi_32 = (T_3 - T_2)/W_32((T_3+T_2)/2) \

+ 2*np.pi*R_3*H*em_int*sigma *((( T_3 +273) **4) -((T_2 +273) **4))

Phi_43 = (T_4 - T_3)/W_43((T_4+T_3)/2) \

+ 2*np.pi*R_4*H*em_int*sigma *((( T_4 +273) **4) -((T_3 +273) **4))

Phi_54 = (T_5 - T_4)/W_54((T_5+T_4)/2) \

+ 2*np.pi*R_5*H*em_int*sigma *((( T_5 +273) **4) -((T_4 +273) **4))

# Calculation of the new temperature values

T_cask_n = T_cask + dt*( Phi_1cask - Phi_out)/C_cask(T_cask)

T_1_n = T_1 + dt*(P_1 + Phi_21 - Phi_1cask)/C_i

T_2_n = T_2 + dt*(P_2 + Phi_32 - Phi_21)/C_i

T_3_n = T_3 + dt*(P_3 + Phi_43 - Phi_32)/C_i

T_4_n = T_4 + dt*(P_4 + Phi_54 - Phi_43)/C_i

T_5_n = T_5 + dt*(P_5 - Phi_54)/C_i

# Calculation of the evolution between the two last time steps

# (sum of the squared differences)

# This value is compared to the convergence criterion delta to decide

# wether to continue the calculation or not

var = (T_cask_n - T_cask)**2 + (T_1_n - T_1)**2 + (T_2_n - T_2)**2\
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+ (T_3_n - T_3)**2 + (T_4_n - T_4)**2 + (T_5_n - T_5)**2

T_cask = T_cask_n # Temperature values are updated

T_1 = T_1_n

T_2 = T_2_n

T_3 = T_3_n

T_4 = T_4_n

T_5 = T_5_n

# The function returns the list of the temperatures of the cask zones ,

# rounded with one decimal

return [round(T_cask , 1), round(T_1 , 1), round(T_2 , 1), round(T_3 , 1), round(T_4 , 1),

round(T_5 , 1)]

def temp(T_init , T_room_list , t, dt, scale = "lin"):

""" temp(T_init , T_room_list , t, dt) plots the temperature evolution over time for:

- the 5 internal zones of the cask ,

- the cask body

- the environment (room temperature)

Parameters are:

- T_init: list of 6 initial temperatures , [T_cask_init , T_1_init , ..., T_5_init]

- T_room_list: list of T_room changes , [(t_0 , Temp_0), (t_1 , Temp_1), ...]

- t: total duration for the calculation

- dt: time step for the calculation

- scale: linear (defaults) or logarithmic time scale

CPU time: ~ 50 s for 10^6 time steps """

n = round(t/dt) # number of time steps

# Values for heat flux initialisation

Phi_init = [0.0, 0.0, 0.0, 0.0, 0.0, 0.0]

# Initialisation of the temperatures and time

T_room = T_room_tab(T_room_list , t, dt) # Creation of the T_room list

T_cask = [T_init [0]] # Other temperature lists are initialized with T_init values

T_1 = [T_init [1]]

T_2 = [T_init [2]]

T_3 = [T_init [3]]

T_4 = [T_init [4]]

T_5 = [T_init [5]]

t = [0] # Time list initialisation

# Initialisation of the heat fluxes

Phi_out = Phi_init [0]

Phi_1cask = Phi_init [1]

Phi_21 = Phi_init [2]

Phi_32 = Phi_init [3]

Phi_43 = Phi_init [4]

Phi_54 = Phi_init [5]

for i in list(range(n)): # Then we go through all the time steps

# Flux are first calculated using current temperature values

# read in the temperature lists.

# The first term is thermal conduction , the following are

# radiation exchange terms (Stefan -Boltzmann law).

Phi_out = (T_cask[i] - T_room[i])/W_caskext(T_cask[i]) \

+ 2*np.pi*R_cask*H*sigma*( em_cask_o *(( T_cask[i]+273) **4)\

- em_room *(( T_room[i]+273) **4))
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Phi_1cask = (T_1[i] - T_cask[i])/W_1cask(T_1[i], T_cask[i]) \

+ 2*np.pi*R_1*H*sigma*( em_int *(( T_1[i]+273) **4) - em_cask_i *(( T_cask[i]+273) **4))

Phi_21 = (T_2[i] - T_1[i])/W_21((T_2[i]+T_1[i])/2) \

+ 2*np.pi*R_2*H*em_int*sigma *((( T_2[i]+273) **4) -((T_1[i]+273) **4))

Phi_32 = (T_3[i] - T_2[i])/W_32((T_3[i]+T_2[i])/2) \

+ 2*np.pi*R_3*H*em_int*sigma *((( T_3[i]+273) **4) -((T_2[i]+273) **4))

Phi_43 = (T_4[i] - T_3[i])/W_43((T_4[i]+T_3[i])/2) \

+ 2*np.pi*R_4*H*em_int*sigma *((( T_4[i]+273) **4) -((T_3[i]+273) **4))

Phi_54 = (T_5[i] - T_4[i])/W_54((T_5[i]+T_4[i])/2) \

+ 2*np.pi*R_5*H*em_int*sigma *((( T_5[i]+273) **4) -((T_4[i]+273) **4))

# Then , the new temperature value for each zone is calculated and

# added to the corresponding temperature list.

T_cask.append(T_cask[i] + dt*( Phi_1cask - Phi_out)/C_cask(T_cask[i]))

T_1.append(T_1[i] + dt*(P_1 + Phi_21 - Phi_1cask)/C_i)

T_2.append(T_2[i] + dt*(P_2 + Phi_32 - Phi_21)/C_i)

T_3.append(T_3[i] + dt*(P_3 + Phi_43 - Phi_32)/C_i)

T_4.append(T_4[i] + dt*(P_4 + Phi_54 - Phi_43)/C_i)

T_5.append(T_5[i] + dt*(P_5 - Phi_54)/C_i)

# And the time list is also updated.

t.append ((i+1)*dt /3600)

if scale == "log": # Plot with logarithmic time scale

fig , ax1 = plt.subplots(figsize =(8.5, 8))

ax2 = ax1.twinx() # we will use 2 y-axes:

# one for the temperature evolution of the cask zones

ax1.semilogx(t, T_5 , label="T_5")

ax1.semilogx(t, T_4 , label="T_4")

ax1.semilogx(t, T_3 , label="T_3")

ax1.semilogx(t, T_2 , label="T_2")

ax1.semilogx(t, T_1 , label="T_1")

ax1.semilogx(t, T_cask , label="T_cask")

ax1.tick_params(axis=’y’, colors=’black ’)

# one for the T_room temperature evolution

ax2.semilogx(t, T_room , color=’blue’, linestyle=’dashed ’, label="T_room")

ax2.tick_params(axis=’y’, colors=’blue’)

else: # Plot with linear scale

fig , ax1 = plt.subplots(figsize =(12, 8))

ax2 = ax1.twinx()

ax1.plot(t, T_5 , label="T_5", color="red", linewidth =3.5)

ax1.plot(t, T_4 , label="T_4", color="blue", linewidth =3.5)

ax1.plot(t, T_3 , label="T_3", color="seagreen")

ax1.plot(t, T_2 , label="T_2", color="olivedrab")

ax1.plot(t, T_1 , label="T_1", color="darkgoldenrod")

ax1.plot(t, T_cask , label="T_cask", color="brown")

ax1.tick_params(axis=’y’, colors=’black ’)

ax2.plot(t, T_room , color=’blue’, linestyle=’dashed ’, label="T_room")

ax2.tick_params(axis=’y’, colors=’blue’)
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leg1 = ax1.legend(loc=’upper left’)

leg2 = ax2.legend(loc=’lower left’)

leg1.get_frame ().set_edgecolor(’black ’)

leg2.get_frame ().set_edgecolor(’blue’)

ax1.set_xlabel("Time [h]", fontsize =16)

ax2.set_ylabel("Room temperature \[°C]", color="blue", fontsize =16)

ax1.set_ylabel("Temperatures in the cask \[°C]", fontsize =16)

ax1.grid(True , linestyle=’-.’)

ax1.set_xlim ([0 ,81])

ax1.set_ylim ([40 ,400])

plt.show()
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5.4 Python model, sensitivity analysis

Figure 5.1: Correlation to εint.
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Figure 5.2: Correlation to εcask,o.
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Figure 5.3: Correlation to εcask,i.
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Figure 5.4: Correlation to Ptot.
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Figure 5.5: Correlation to Troom.
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Figure 5.6: Correlation to λGGG.
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Figure 5.7: Correlation to λPE.
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Figure 5.8: Correlation to λBE.
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Figure 5.9: Correlation to λHe.
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Figure 5.10: Correlation to hsurf .
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5.5 Construction of a COBRA-SFS cask model

This section presents the different steps for building a new cask model with
COBRA-SFS. Four stages may be distinguished:

1. A preliminary work to gather information on the cask to model: geom-
etry, material properties, fuel type, operation conditions.

2. The drawing of a cask diagram on which the model will be based and
the writing of the first input file. At this stage, no test with COBRA-
SFS is possible: first, all input groups have to be written.

3. The debugging of the input file to obtain a file that can be entirely
read by COBRA-SFS without stopping.

4. The model verification and validation: correct further errors once the
code is running and yields results, and adjust parameters.

Preliminary work

The first phase can be straightforward or rather tricky, depending on the
cask to model and the access to the corresponding information. Indeed, for
most casks the detailed design data is proprietary and the publicly available
data is limited. Thus, in the case of the CASTOR model, the data had to be
taken from a limited number of sources [28, 29] and some approximations
were necessary. In the case of the TN-32B model, this phase was much
easier, as all the necessary data was publicly available and provided within
the EPRI benchmark specifications [20].

Cask diagram and writing of the input file

The second phase is probably the most demanding (and burdensome) task,
requiring at least a few weeks, if not months. First a cask diagram has to be
drawn, which defines how the cask is divided into small elements (slab nodes,
gas channels, fuel assemblies and rods). All these elements are identified with
numbers (see Fig. 2.18 for the CASTOR model and Fig. 2.33 for the TN-32B
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model), which are then used to write the input file. The definition of this
diagram is important with many regards: a too high number of elements
will increase unnecessarily the calculation time while a too reduced number
of elements might lead to weak accuracy. Ideally, one should have an idea of
the expected temperature distributions and gradients, or main heat paths,
in order to define appropriate elements. Furthermore, the numbering of
those elements is important: a “logical” numbering can make the following
input file writing much easier and reduce the risk of errors. Indeed, most of
the input groups (see Table 2.5 for the summary) have to be defined and
manually written in the input file, which at the end usually represents some
thousand lines (3116 for the CASTOR model and 2716 for the TN-32B
model). COBRA-SFS input files are rigorously structured, with exacting
format requirements: Each input group is divided in subgroups: for example,
the group PROP consists of subgroups PROP.1, PROP.2, PROP.3, etc. The
first subgroups of each group is used to define which further subgroups will
be required for this input group. Afterwards, COBRA-SFS expects an exact
number of lines according to the information given in the first subgroup.
On each line, parameters have precise positions: for instance, indexes 1 to 5
are attributed to the first parameter, then the second parameter will have
to be placed at indexes 6 to 15, the third parameter at indexes 16 to 25,
and so on. A more detailed presentation of the main groups, based on input
file extracts from the CASTOR model, is given in Appendix 5.6.

Debugging of the input file

Once all input groups have been written, the debugging phase can be
started. This third phase can be achieved very quickly or within several
days, depending on the experience of the user. By the first trial of running
COBRA-SFS on a new input file, it is highly likely that the code will pre-
maturely stop due to major errors1 in the input file. An experienced user
might then identify the errors more rapidly than a beginner, using the error
messages returned by COBRA-SFS. Furthermore, the number of errors in-

1Major errors means here that the input cannot be understood by COBRA-SFS, for example due to a
missing subgroup, too many or too few lines in a given subgroup, or a parameter written out of its assigned
indexes.
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cluded in the input file is expected to decrease when the experience of the
user increases.

When running the code with a file including major errors, the terminal re-
turns an error message, which can usually help to identify the problem. Fur-
thermore, even if COBRA-SFS cannot read the whole input file, it returns
an output file, which is also useful to correct errors in the input. Indeed, this
output file ends with a “Summary of input options” as shown in Fig. 5.11,
which consists of the first subgroup of each input group (PROP.1, CHAN.1,
RODS.1, etc.). This summary remains incomplete as long as one of the in-
put group presents a major error. Thus, by looking at the last input group
printed in this summary, the user can determine in which group the error
is located. The errors that have been encountered in this work included:

� Inconsistencies between information in the first subgroup and infor-
mation in the following subgroups: for instance, 3 correlations are an-
nounced in subgroup 1, but only 2 are defined in the following.

� Inconsistencies in the number of connections or neighbours announced
and the number defined: 10 connections from node n to fluid channels
are announced but then only 9 are defined, or 0 thermal connection
from node n with other nodes is announced, yet two connections are
then defined.

� A whole subgroup is forgotten: an option-parameter in subgroup 1 is
given a value which leads to the necessary writing of an additional
subgroup that would not be required for other values of the parameter
in subgroup 1. Or, on the contrary, one parameter in subgroup 1 is
changed so that a subgroup is not expected anymore by the code, but
the user forgets to remove it from the input.

� A number is written (partially) out of its allocated indices: this can
happen for instance if a space is inadvertently added or deleted, or
if a subgroup admitting a maximum number of elements from a list
receives more elements.
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Figure 5.11: Summary of input options printed in the output file of COBRA-SFS. If the
input file presents structural errors in any subgroups, the output file will
end with this summary only partially printed. This provides an indication
on the faulty group. If all groups can be read by COBRA-SFS, the summary
includes the first line (subgroup 1) of each group and ends with “endd”.

Model verification and validation

Finally, when all major errors have been removed, COBRA-SFS can read
the whole input file and yields an output file including first calculation
results. The fourth phase starts at this point. It first consists in looking for
further errors, which do not interrupt the COBRA-SFS calculations but can
nonetheless induce significant errors in the results. An example of this step
is presented in more detail in Appendix 5.7, based on the TN-32B model.

Afterwards, the validation can be performed: in the best case by compar-
ison with experimental data (TN-32B model, see section 2.4.2.1), other-
wise by comparison with other simulation works (CASTOR model, see sec-
tion 2.3.3).
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5.6 COBRA-SFS input groups - Writing of an input file

COBRA-SFS requires a rigorously structured input file, organised in groups
and subgroups. This section goes through the input groups required for the
CASTOR model. For a more detailed description of COBRA-SFS input files,
the user is referred to the User’s Manual [19], Chapter 6. In an attempt
to make the description easier to read, numbers have been put in bold.
These numbers correspond to COBRA-SFS inputs and can be found in the
corresponding Listings.

5.6.1 Group PROP

Listing 5.1 shows the structure of input group PROP, which describes the
fluid (helium) and solid material properties. In the first subgroup2, PROP.1,

� the first 4 characters are dedicated to the name of the group “prop”,
� at indices 6-10, the user should indicate a number (6 in Listing 5.1)

corresponding to the number of elements of the fluid properties table
(helium properties), i.e. the number of lines to be read in PROP.3, and

� at indices 11-15, the user should indicate the number of solid materials
(also 6 in Listing 5.1) for which properties will be entered on PROP.4,
i.e. the number of lines in PROP.4.

COBRA-SFS enables to define properties for two different fluids. In this
case, the user has to set the number of elements of the fluid properties table
to 0, which tells COBRA-SFS that two sets of fluid properties have to be
defined. Then, COBRA-SFS will expect a subgroup PROP.2, whose only
role is to define how many lines both fluid properties sets (in PROP.3) will
have.
In the case of Listing 5.1, this number of elements of the fluid properties
table is equal to 6 so that COBRA-SFS knows that there is only one fluid in
the model. As a consequence, no subgroup PROP.2 is included in the input

2The name of the subgroups are usually set in comment, as it is otherwise difficult to recognize to
which group/subgroup a part of the input file corresponds.
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file but directly the subgroup PROP.3, which must have 6 lines.
As for subgroup PROP.1, the 6 lines of subgroup PROP.3 have a rigor-
ous format: on each line, we should list the enthalpy, thermal conductivity,
specific heat, specific volume and viscosity corresponding to a given tem-
perature. Each of these quantities must be written in the right character
index range (for instance, temperature is between 11 and 20). Most units
used in COBRA-SFS are imperial units, thus almost all parameters in the
input files have to be written with imperial units.
Finally, PROP.4 defines the solid material properties of 6 different mate-
rials. Those materials first receive ID numbers (1 to 6), which are used
later in the input to assign materials to the different volume elements of
the model. For instance, on the first line, steel gets the ID number 1 and
the rest of the line defines its specific heat (0.1194 Btu lbm−1 °F−1), density
(486.94 lbm ft−3) and thermal conductivity (in Btu h−1 ft−1 °F−1) given by
the coefficients of a polynomial expression (up to the third order).

3 prop 6 6 *prop.1

4 1. 0. 100.0 .0780 1.24 83.33 .1410 *prop.3

5 2. 200. 348.0 .0970 1.24 119.76 .1533

6 3. 400. 596.0 .1150 1.24 156.25 .1641

7 5. 600. 844.0 .1290 1.24 192.31 .1727

8 10. 800. 1092.0 .1380 1.24 229.36 .1823

9 15. 1000. 1340.0 .1380 1.24 265.25 .1907

10 1steel 0.1194 486.94 4.6367 7.329E-03 -1.415E-06 *prop.4

11 2 alum 0.2140 168.56 121

12 3GGG40 0.1194 443.24 1.592863 0.0563635 -5.099E-05 1.446E-08

13 4G4+Md 0.3537 214.43 -2.468565 0.0374328 -4.208E-05 1.607E-08

14 5G4+Md 0.3456 222.32 -2.328516 0.0380856 -4.238E-05 1.602E-08

15 6PE Md 0.5135 58.370 -5.238807 0.0245205 -3.599E-05 1.717E-08

Listing 5.1: Input group PROP.

5.6.2 Group CHAN

Following the group PROP, the group CHAN has to be written in the input
to describe the helium channels. Listing 5.2 and 5.3 show the structure of
this group. Subgroup CHAN.1 first indicates how many fuel assemblies are
included in the model (47) and how many axial zones the model consid-
ers (36).
We should mention here that for COBRA-SFS an assembly consists in a
group of channels, with or without fuel rods (we might therefore speak
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of rodded assemblies and unrodded assemblies to make the distinction in
the following). In practical terms, COBRA-SFS assemblies include on the
one hand the usual fuel assemblies (including 19x19 helium channels for the
CASTOR model), on the other hand the free spaces delimited by the basket
structures and modelled as single (large) helium channels. These assemblies
can be seen in Fig 2.18 where they are numbered in red. Assemblies 1 to 19
correspond to rodded fuel assemblies, while assemblies 20 to 47 are helium
channels between basket structures3.
Subgroup CHAN.3 is then used to specify the length of the channel/fuel
region: in this model, it was set to 173.5433 in (440.8 cm), which corre-
sponds to the height of the fuel assemblies.
Subgroups CHAN.5, CHAN.6 and CHAN.7 are then used to describe the
geometry of the channels within the assemblies. For this model, we described
two types of rodded assemblies: one for the external fuel assemblies (such as
FA 1) and one for the internal fuel assemblies (such as FA 6 or FA 10). The
external fuel assemblies were defined with slightly larger helium channels
on the side facing the curved cask body.
CHAN.5 indicates first the ID number of a fuel assembly, then the ID num-
ber of its configuration (type of assembly) and finally its number of channels.
Thus, in Listing 5.3, the first line indicates that FA 19 corresponds to as-
sembly type 1 (external fuel assemblies) and has 361 channels. Two lines
below, FA 20 is described as being of type 3 (first type of unrodded assem-
bly) and consists of only 1 channel.
CHAN.6 is used to assign a heat flux profile (defined later in group OPER), a
heat transfer correlation (defined later in group HEAT) and a friction factor
correlation (defined later in DRAG) to each assembly, using again in each
case an ID number. CHAN.7 is one of the longest subgroups in COBRA-
SFS: it is used when a new type of assembly has to be defined and lists all
channels included in the assembly. In Listing 5.2, FA 1 is the first assembly
of type 1 described in CHAN.5, thus type 1 has to be defined in CHAN.7.
For the following assemblies of the same type (such as FA 19 in Listing 5.3),
it is then sufficient to indicate in CHAN.5 that they are of type 1. The de-
scription of an assembly type includes for each channel of the assembly: its

3COBRA-SFS requires the rodded assemblies to be all numbered first and the unrodded assemblies to
be numbered only afterwards.
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area, wetted perimeter, heated perimeter and neighbouring channels (with
the width and length of the connection between the two channels). For in-
stance, the first line of CHAN.7 in Listing 5.2 indicates that channel 1 has
an area of 0.1263 in2, a wetted perimeter of 1.030 in, a heated perimeter
of 0.2937 in and two neighbours (see the numbering in Fig. 5.12): chan-
nel 2 (connection dimensions: 0.1805 in [width] and 0.4343 in [length])
and channel 20 (connection dimensions: 0.2536 in [width] and 0.4343 in
[length]). The 361 channels must be similarly described. There are not many
changes from one channel to another, however one should pay attention to
the channels around the guide tubes or on the edge of the assembly.

16 chan 47 36 *chan.1

17 173.5433 00.00 *chan.3

18 1 1 361 0 0 *chan.5

19 1 1 0 0 1 *chan.6

20 1.12631.030.2937 2.1805.4343 20.2536.4343 *chan.7

21 2.12921.088.5875 3.18050.501 210.127.4343 *chan.7

22 3.12921.088.5875 4.18050.501 220.127.4343 *chan.7

23 4.12921.088.5875 5.18050.501 230.127.4343 *chan.7

Listing 5.2: First lines of input group CHAN.

776 19 1 361 *chan.5 FA 19

777 1 1 0 0 1 *chan.6

778 20 3 1 0 0 0 *chan.5 FA 20

779 1 2 0 0 2 *chan.6

780 1 16 20 *chan.7

781 21 3 1 0 0 0 *chan.5 FA 21

782 1 2 0 0 2 *chan.6

783 22 3 1 0 0 0 *chan.5 FA 22

784 1 2 0 0 2 *chan.6

Listing 5.3: Input group CHAN - description of the fuel assemblies.

5.6.3 Group RODS

The input group RODS comes after group CHAN and is very similar to it,
except that it concerns the description of the rods instead of the channels.
Thus, in Listing 5.4 we can see at line 842 that FA 1 is described as being of
type 1 and having 324 rods4. Those 324 rods are then listed in the following
lines (lines 843 to 1166). For instance, on line 843, rod 1 has a diameter
of 0.374 in, a heat generation factor of 1.00 (the absolute value is defined

4COBRA-SFS makes no distinction between fuel rods and guide tubes: guide tubes are simply defined
with a different radius and with a heat generation rate equal to zero.
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Figure 5.12: Numbering of the channels and rods (NB: number 58 corresponds to a guide
tube) of a 18x18-24 fuel assembly. This numbering is used in groups CHAN
and RODS to describe which channels and rods are neighbours and later
in group SLAB to identify which channels are facing the solid nodes of the
model.

later, together with an axial heat generation profile), and 4 neighbouring
helium channels (see the numbering in Fig. 5.12) of ID numbers 1, 2, 20 and
21. Each of the 4 neighbour channels is in contact with a quarter (factor
0.25) of the rod. On line 900, rod 58 is actually a guide tube. This explains
that it presents a larger diameter of 0.486 in and a heat generation factor
set to 0.00.
Once an assembly type has been defined, the following assemblies of the
same type are easier to describe: for instance, on line 1167, assembly 2 of
the model is simply defined as being of type 1 and having 324 rods. The
definition of the unrodded assemblies is even simpler as there is no rod to
describe. Thus, on lines 1509 to 1536, the 28 unrodded assemblies (ID num-
bers 20 to 47) are simply listed with their ID numbers, 0 as assembly type
(default ID for unrodded assemblies) and 0 as number of rods.
Finally, subgroup RODS.4 (line 1537) is used to define fuel rod proper-
ties (fuel thermal conductivity, fuel specific heat, fuel density, pellet diame-
ter, cladding thermal conductivity, cladding specific heat, cladding density,
cladding thickness, gap resistance).
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841 rods 5 1 0 0 1 *rods.1

842 1 1 324 *rods.2

843 1 .374 1.00 1 0.25 2 0.25 20 0.25 21 0.25

844 2 .374 1.00 2 0.25 3 0.25 21 0.25 22 0.25

899 57 .374 1.00 60 0.25 61 0.25 79 0.25 80 0.25

900 58 .486 0.00 61 0.25 62 0.25 80 0.25 81 0.25

901 59 .374 1.00 62 0.25 63 0.25 81 0.25 82 0.25

1165 323 .374 1.00 340 0.25 341 0.25 359 0.25 360 0.25

1166 324 .374 1.00 341 0.25 342 0.25 360 0.25 361 0.25

1167 2 1 324 *rods.2 FA 2

1168 3 1 324 *rods.2 FA 3

1169 4 1 324 *rods.2 FA 4

1502 13 2 324 *rods.2 FA 13

1503 14 2 324 *rods.2 FA 14

1504 15 1 324 *rods.2 FA 15

1505 16 1 324 *rods.2 FA 16

1506 17 1 324 *rods.2 FA 17

1507 18 1 324 *rods.2 FA 18

1508 19 1 324 *rods.2 FA 19

1509 20 0 0 *rods.2 FA 20

1510 21 0 0 *rods.2 FA 21

1534 45 0 0 *rods.2 FA 45

1535 46 0 0 *rods.2 FA 46

1536 47 0 0 *rods.2 FA 47

1537 3.0 .059 647.0.324 10. 0.1 409..02441000. .374 *rods.4

Listing 5.4: Input group RODS.

5.6.4 Group SLAB

The next input group is SLAB (Listing 5.5) and is the most important
in terms of line number (1276 for the CASTOR model) and complexity.
First, in subgroup SLAB.1, the number of solid-to-solid (36) and solid-
to-fluid (14) connections to be defined respectively in subgroups SLAB.2
and SLAB.5 is indicated, as well as the total number of solid nodes (568)
of the model. Then the solid-to-solid connections are described (subgroups
SLAB.2 and SLAB.3) and afterwards the solid-to-fluid connections (sub-
groups SLAB.5 to SLAB.7).

1538 slab 36 14 568 *slab.1

1539 1 5.875 5.875 0.00 0.00 0.00 0.00 *slab.2 (1-2)

1540 2 0.056 0.056 182.1 0.48 0.18 3.54 *slab.2 (1 -215)

1541 3 5.875 0.5 0.00 0.00 0.00 0.00 *slab.2 (2-3)
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1562 24 0.063 0.381 409.7 0.18 0.25 3.15 *slab.2 (199 -345)

1563 25 236.6 0.00 0.00 0.00 0.00 *slab.2 (317 -318)

1564 26 131.5 0.00 0.00 0.00 0.00 *slab.2 (317 -353)

1565 27 19489.5 0.00 0.00 0.00 0.00 *slab.2 (353 -354)

1574 36 8.7 0.00 0.00 0.00 0.00 *slab.2 (497 -533)

1575 1 11.821 0.0 1 3 2 1 215 2 347 9 *slab.3 FA 1

1576 2 11.821 0.0 1 2 3 3 216 4 *slab.3

1577 3 10.155 0.0 1 2 4 3 211 6 *slab.3

2105 531 36.278 0.0 1 2 532 35 567 36 *slab.3

2106 532 36.278 0.0 1 1 568 36 *slab.3

2107 533 30.000 0.0 1 *slab.3

2108 534 30.000 0.0 1 *slab.3

2142 568 30.000 0.0 1 *slab.3

2143 1.5356 0.3675 *slab.5 basket ->chan1

2144 2.3929 0.501 *slab.5 basket ->chan2

2145 3.7858 0.2505 *slab.5 basket ->chan10

2156 144.774 0.2515 *slab.5 cask ->chan 172

2157 1 10 1 1 1 1 2 2 1 3 2 1 4 2 *slab.6 FA1

2158 1 5 2 1 6 2 1 7 2 1 8 2 *slab.7

2159 1 9 2 1 10 3 *slab.7

2160 2 10 1 10 3 1 11 2 1 12 2 1 13 2 *slab.6

2161 1 14 2 1 15 2 1 16 2 1 17 2 *slab.7

2162 1 18 2 1 19 1 *slab.7

2163 3 0 *slab.6

2810 352 10 3 343 12 3 324 13 3 305 13 3 286 13 *slab.6

2811 3 267 13 3 248 13 3 229 13 3 210 13 *slab.7

2812 3 191 13 3 172 14 *slab.7

2813 0

Listing 5.5: Input group SLAB.

5.6.4.1 Solid-to-solid connections

In subgroup SLAB.2, all solid-to-solid connections necessary in the model
have to be defined. For instance, on line 1540, connection type 2 is de-
scribed by a geometry factor FG (ratio length/width of the heat path,
equal to 0.056 here) for each of the two solid nodes, a thermal resistance
(182.1 s ft °F Btu−1) for the gap between the two nodes as they are not
perfectly connected5, the emissivities of both nodes (0.48 and 0.18) and
the length of node (3.54 in) facing the gap.

5Even very thin gaps can have a strong impact on the thermal behaviour, inducing an additional
thermal resistance. We can consider as perfectly connected two nodes belonging to a common structure.
Two nodes welded could also be expected to be efficiently thermally connected. Bolted structures might
induce some gaps and therefore gap resistances might be defined. For two elements not fixed together, the
definition of a gap resistance appears necessary.
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Once the solid-to-solid connections have been defined, all nodes are listed
in subgroup SLAB.3 and the connection types are used to describe the
connections between the nodes. Thus, on line 1575 of Listing 5.5, node 1
is first assigned material type 1 (defined in group PROP as steel), then
its area (1.821 in, important for axial conduction) is defined, a volumetric
heat generation rate (0.0 Btu h−1 ft−3), an ID number for a heat generation
profile (1 here, but not relevant as no heat is generated in the node) and
the number (3) of connected nodes6: node 2 (connection type 1), node 215
(connection type 2) and node 347 (connection type 9). At any moment,
it is possible to define a new connection type in SLAB.2 (one additional
line) if it appears that one type had been initially overlooked, but then
one should not forget to increase the number of connections announced in
SLAB.1 (36).

Geometry factors

The geometry factors are defined as FG = W/L, with W the distance from
the node centre to the edge facing the adjacent node and Lnode the length of
the node at the face in contact with the adjacent node. They are used
by COBRA-SFS in combination with the thermal conductivities of the
nodes (defined in SLAB.3) to calculate the corresponding thermal resis-
tance: Rth = FG,1/λ1 + FG,2/λ2 (+Rgap), where the indices 1 and 2 refer
to the two nodes involved in the connection and Rgap to a potential gap
resistance. Geometry factors offer the main advantage that the resulting
thermal resistances use the thermal conductivities defined in group PROP,
which can be defined as temperature-dependent. Furthermore, in case of
changes in the material properties defined in group PROP, the thermal
resistances are automatically changed in group SLAB. However, it is possi-
ble to directly define a thermal resistance (common for both nodes of the
connection), as for instance on line 1563 of Listing 5.5, where connection
type 25 consists in a thermal resistance of 236.6 s ft °F Btu−1. This might
be useful in particular cases, such as nodes corresponding to homogenized
material. Indeed, one can define only one material type (i.e. one set of ma-

6A connection between two nodes needs to be defined only once and is therefore only described in the
input line of the node presenting the lowest ID number.
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terial properties) per node so that it is not possible to distinguish a radial
thermal conductivity and an azimuthal thermal conductivity. In order to
take into account the different conductivities according to the direction,
one can define thermal resistances instead of geometry factors. We should
note that for the axial heat transfers, COBRA-SFS determines the thermal
resistances using the axial length of the nodes, the area of the nodes and
the thermal conductivities defined in group PROP. There is no means to
define directly a thermal resistance and it is therefore important to define
in PROP the type of homogenization (in parallel or in series) corresponding
to the axial direction. In this case, it might be useful to define thermal re-
sistances instead of geometry factors for the radial and azimuthal thermal
connections.

5.6.4.2 Solid-to-fluid connections

After the description of the solid-to-solid connections, solid-to-fluid connec-
tions are defined in SLAB.5. Thus, on line 2143 of Listing 5.5, connection
type 1 is defined by a geometry factor (0.5356) for the solid node involved
in the connection and by the length of node facing the channel (0.3675 in).
In comment at the end of the line, one can see that this first connection
corresponds to the connection of a basket structure node with the channel 1
(corner channel). A second connection type (ID number 2) had to be defined
(line 2144) for the connection between the basket structure and channel 2
as the length of node seeing channel 1 is smaller than the length of node
seeing channel 2. Similarly to the solid-to-solid connections, it is possible to
define a thermal resistance instead of the geometrical factor.

Using the connections defined in SLAB.5, all solid nodes with connections
to channels are listed and their connections are described in SLAB.6 and
SLAB.7. These descriptions include the number of channels connected to
the node and for each connection the FA number, the channel number and
the connection type number.
For instance, on lines 2810 to 2812, node 352 has 10 connections with chan-
nels: channel 343 from FA 3 is connected by connection type 12, channels
324, 305, 286, 267, 248, 229, 210 and 191 from FA 3 are connected by
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connection type 13 and channel 172 from FA 3 is connected by connection
type 14.

Finally, after all nodes with connections have been listed, a 0 is entered
(line 2813) to indicate the end of this input group.

Definition of the nodalization

As mentioned in section 5.5, the definition of the cask diagram is very im-
portant, as the model relies on this diagram. Too many nodes increases the
calculation time and the risk of errors in the definition of the thermal con-
nections, but a too reduced number of nodes might lead to a weak accuracy.
The above description of the SLAB group gives a further insight into the
importance of the definition of the nodalization. Both the geometry of the
nodes and their numbering should be defined carefully.
Indeed, as the thermal resistances are simply based on the ratio
length/width of the nodes, we should try to define nodes which make this
definition appropriate for the description of the conductive heat transfers.
For instance, bent nodes should be avoided, as well as adjacent nodes of
different widths (width meaning here the dimension perpendicular to the
heat flux direction).
Finally, the numbering of the nodes is important, as it constitutes the basis
for the whole description of the connections in subgroups SLAB.3, SLAB.6
and SLAB.7. A logical numbering significantly facilitates the writing of these
subgroups.

5.6.5 Group RADG

RADG is the following group, shown in Listing 5.6, and aims to describe
the radiative heat transfers. In RADG.1, the user indicates the number
of assemblies (47) for which radiative heat transfers will be specified, the
number (2) of radiative heat transfer groups for rodded assemblies (read
from an extra file, tape10 7) and the number (7) of radiative heat transfer

7These radiative heat transfer groups involve in general a large amount of view factors, as many
radiating surfaces have to be taken into account (nodes from the basket structure and all fuel rods).
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groups to define (RADG.2 and RADG.3) for unrodded assemblies.
For instance, on line 2815, the radiative heat transfer group 1 is defined
and involves 5 surfaces (see Fig. 5.13). On the 5 following lines, the five
surfaces are listed and described (RADG.3). Thus, on line 2816, surface 1
has a length8 of 3.543 in, an emissivity of 0.18 and the view factors from
surface 1 are 0.0000 with surface 1 (surface 1 is flat so that there is no
self-irradiation, see section 2.1.2), 0.0000 with surface 2 (surfaces 1 and 2
are in the same plane and therefore do not see each other), 0.1153 with
surface 3, 0.1435 with surface 4 and 0.7412 with surface 5.

2814 radg 47 2 7 *radg.1

2815 1 5 *radg.2

2816 13.543 .18 1.0000 2.0000 3.1153 4.1435 5.7412 5 *radg.3

2817 23.937 .18 1.0000 2.0000 3.3880 4.4829 5.1292 5 *Assy 20

2818 33.940 .18 1.1037 2.3877 3.0172 4.3877 5.1037 5

2819 43.937 .18 1.1292 2.4829 3.3880 4.0000 5.0000 5

2820 53.543 .18 1.7412 2.1435 3.1153 4.0000 5.0000 5

2881 1 1 8 1 2 4 5 7 8 346 347 *radg .10

2882 2 1 8 9 10 12 13 15 16 349 350

2883 3 1 8 17 18 20 21 23 24 352 317

2900 20 -1 5 197 198 199 200 201

2901 21 -1 5 216 215 214 213 212

2926 46 -7 6 167 166 161 137 136 162

2927 47 -7 6 184 185 180 145 146 179

Listing 5.6: Input group RADG.

After all radiative heat transfer groups have been defined in RADG.3, all
assemblies for which radiative heat transfers should be specified (number
announced in RADG.1) are listed in RADG.10, with the radiative heat
transfer type, the number of surfaces (nodes) involved and the ID numbers
of the nodes to which the view factors should be applied. The rodded as-
semblies are first listed, then the unrodded assemblies. To distinguish the
radiative heat transfer groups to read in the tape10 file (usually for rod-
ded assemblies) from those to read in RADG.2/RADG.3, a minus sign is

COBRA-SFS provides an additional program (RADGEN) whose aim is to determine all view factors for
this type of heat transfer group. RADGEN takes a simple file in input and produces a large file (tape10 )
containing all view factors. This file is then used by COBRA-SFS together with the main input file when
a calculation is run.

8It can be misleading to speak of length for a surface. The second dimension of this surface is simply
the axial height of the node (automatically computed by COBRA-SFS using the total height of the channel
region and the number of axial layers) but is not relevant for the definition of the view factors.
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(a) Generic numbering of the surfaces involved in
the radiative heat transfers within FA 20. In
parenthesis is the corresponding node num-
bering in the case of FA 20.

(b) Close-up on FA 20 of the cask diagram
showing the node numbering to be used for
the description of the radiative heat trans-
fers.

Figure 5.13: Surfaces to take into account for the description of the first radiative heat
transfer group, corresponding to FA 20-32.

added for the latter when they are assigned to assemblies in RADG.10. For
instance:

� on line 2882, assembly 2 corresponds to the radiative heat transfer
group 1 read in tape10 (therefore there is no minus sign), which in-
cludes 8 nodes: 9, 10, 12, 13, 15, 16, 349 and 350. The order of
the eight nodes is important. COBRA-SFS expects for instance that
the first two nodes are facing the first row of rods (in the case of the
CASTOR model, node 9 faces rods 1 to 9 and node 10 faces rods 10
to 18).

� on line 2900, assembly 20 corresponds to the first radiative heat trans-
fer group defined in RADG.2/RADG.3, which is indicated by -1. This
group involves 5 nodes: 197, 198, 199, 200 and 201. In this case too,
the order of the list is important: Fig. 5.13a shows the generic node
indices used in RADG.3 for the view factor and Fig. 5.13b shows the
actual node ID numbers when this group is applied to assembly 20.
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5.6.6 Group HEAT

HEAT is the next input group and is used to define the convective heat
transfer correlations to apply within the assemblies (rodded or not) and
which describe the heat transfers between the fluid and the solid structures.
The heat transfer correlations are specified in the form

H = (a1 Re
a2 Pra3 + a4)

k

De
(5.1)

where a1, a2, a3 and a4 are empirical coefficients, Re the Reynolds number,
Pr the Prandtl number, k the thermal conductivity of the fluid and De the
hydraulic diameter of the channel.
The sets of coefficients (a1, a2, a3 and a4) are entered in pairs, one set
corresponding to turbulent flow and one pair corresponding to laminar flow:

Hturbulent = (at1Re
at2Prat3+at4)

k

De
and Hlaminar = (al1Re

al2Pral3+al4)
k

De

The local heat transfer coefficient for a node is evaluated by COBRA-SFS
as the maximum obtained with the laminar and turbulent equations using
the local Reynolds and Prandtl numbers: Haxial = max (Hlaminar, Hturbulent).

In Listing 5.7, HEAT.1 (line 2928) indicates that 2 correlations will be
defined, that turbulent mixing and energy exchange between fluid flowing
in adjacent channels can be neglected9 (option value set to 0) and that heat
conduction in the fluid will be taken into account (further option, set to 1).

Two pairs of correlations corresponding to Equation 5.1 are then defined on
the following two lines:

� Hturbulent = 3.66 · k
De

and Hlaminar = 3.66 · k
De

� Hturbulent = (0.023Re0.8 Pr0.4)
k

De
and Hlaminar = 3.66 · k

De

9COBRA-SFS originates from the COBRA code family, which was used to represent liquid or two-
phase coolant flow in reactor cores. The models for turbulent energy exchange between adjacent channels
are not really relevant in the case of the low velocity gas flow in storage cask and the COBRA-SFS User’s
Manual recommends to neglect these energy exchanges.
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These correlations were taken from an input file for a cask model (TN-24P,
described in the User’s Manual [19]) provided with the COBRA-SFS code.
The first correlation is used for the convective heat transfers within the
rodded fuel assemblies. The factor 3.66 can be found in [24] where it is
presented as the value to which the Nusselt number10 Nu tends in the case
of a laminar flow in a sufficiently long tube, without being dependent on
the Reynolds and Prandtl numbers.

The second set of equations is used for the unrodded assemblies. The
correlation for heat transfer with laminar flow is the same as previously
(Nu = 3.66). The correlation for turbulent heat transfer can also be found
in [24], where it is presented as a traditional expression for the calculation
of heat transfers in fully developed turbulent flows in smooth tubes.

Subgroup HEAT.4 can be used to apply multiplication factors on the lateral
control volume length for thermal conduction between adjacent channels.
The factors are here set to 1.0 as the lengths defined in group CHAN
can be used without modification to calculate the heat conduction between
adjacent channels.

2928 heat 2 0 1 *heat.1

2929 3.66 3.66 *heat.2

2930 0.023 0.8 0.4 3.66 *heat.2

2931 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 *heat.4

Listing 5.7: Input group HEAT.

5.6.7 Group DRAG

Group DRAG describes the pressure losses due to wall friction and local
obstructions in the flow field. The effect of wall friction is described using
correlations while the local obstructions are taken into account using loss
coefficients assigned to axial coordinates. In Listing 5.8, DRAG.1 indicates
that 2 sets of friction factor correlations will be defined (in DRAG.2) and
that loss coefficients have to be specified (in DRAG.3) for 8 assembly types.

10The Nusselt number measures the ratio between convective and conductive heat transfers. In Equa-
tion 5.1, H describes the convection, k/De corresponds to conduction and a1 Re

a2 Pra3 + a4 constitutes
a generic expression for Nu.
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The friction factor correlations have been taken from the TN-24P input
file provided with COBRA-SFS. The first one is applied to the channels
within the rodded assemblies while the second one is used for the unrodded
assemblies.

Concerning the loss coefficients, we also distinguished the rodded and un-
rodded assemblies. For the rodded assemblies, loss coefficients were applied
at the axial positions of the spacer grids, while for unrodded assemblies loss
coefficients were applied only at the top and bottom of the channels. The
values of the loss coefficients were also taken from the TN-24P input file.

2932 drag 2 8 *drag.1

2933 1.e+2 -1.0 0.0 0.0 0.01.e+2 -1.0 0.0 *drag.2

2934 0.085 -0.25 0.0 0.0 0.0 96.0 -1.0 0.0 *drag.2

2935 1 1 0 *drag.3

2936 7 1 361.0388 0.5.1919 0.5.3562 0.5.5204 0.5.6846 0.5.8488 0.5 *drag.4

2937 .9657 0.5 *drag.5

2951 8 1 0 *drag.3

2952 2 1 1.0001 2.0.9999 2.0 *drag.4

Listing 5.8: Input group DRAG.

5.6.8 Group BDRY

Group BDRY is used to define the boundary conditions and is shown in
Listing 5.9. Subgroup BDRY.1 indicates that 12 thermal boundary connec-
tion types will be defined (in BDRY.2), that 1 axial boundary temperature
profile will be defined (in BDRY.3), that 36 nodes are connected to the
side thermal boundary (listed in BDRY.5 and BDRY.6) and that 2 plena
(the upper and the lower) will be described (in BDRY.8, BDRY.11 and
BDRY.12).

The thermal boundary connection types defined in BDRY.3 are used to
describe the heat transfers at the side boundary as well as at the top and
bottom (plenum regions) of the cask. The thermal connections are given
under the form:

q′′b = C1[C2(Ti−Ti+1)]
C3(Ti−Ti+1)+σ

(
1

εi
+

1

εi+1
− 1

)−1

(T 4
i −T 4

i+1) (5.2)
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where q′′b is the heat flux from node i at temperature Ti to node i+1 at
temperature Ti+1, C1, C2 and C3 are coefficients to be specified by the
user, σ is the Stefan-Boltzmann constant, and εi and εi+1 are the surface
emissivities of the nodes. This expression enables to take into account all
three types of heat transfers if necessary:

� C2 = 1 and C3 = 0 leads to qcond = C1 (Ti − Ti+1) for the first part
of Equation 5.2, which describes simple thermal conduction (Equa-
tion 2.3).

� Using C2 and C3 together with C1, it is possible to describe heat trans-
fers by convection (Equation 2.5), involving heat transfer coefficient
correlations as presented in Table 2.2 for instance.

� The second part of Equation 5.2 corresponds to radiative heat transfers
(Equation 2.8). If the emissivities are set to 0.0, radiative heat transfers
are disabled.

Axial profiles of room temperature can be defined in BDRY.3. These profiles
are then used as boundary condition on the boundary nodes (nodes 533 to
568 in Fig. 2.18) of the model. In principle, it is possible to apply a different
room temperature profile for each of the boundary nodes as well as an
optional boundary heat flux. For the models presented in this thesis, we
simply defined one temperature profile, which is applied to all boundary
nodes. Thus, on line 2966 of Listing 5.9, temperature profile 1 is defined
using 2 temperature points: at the relative height of 0.0 (bottom of the
cask) is a temperature of 77 °F and at the relative height of 1.0 (top of the
cask) is a temperature of 77 °F. This corresponds to a simple flat profile of
77 °F (25 °C).

Then the 36 boundary nodes announced in BDRY.1 are listed in BDRY.5
and BDRY.6 with some information: the length of node facing the boundary,
the boundary temperature profile seen by the node, the optional boundary
heat flux and the thermal boundary connection type.

2953 bdry 12 1 36 2 *bdry.1

2954 1 5.61e-6 1 0 .93 *bdry.2

2955 2 1.2e-6
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2956 3 5.0e-4

2957 4 3.2e-6 .48 .25

2966 1 2 0.0 77 1.0 77 *bdry.3

2967 533 17.957 1 *bdry.5

2968 1 1.0 1 1.0 1 *bdry.6

2969 534 17.957 1 *bdry.5

2970 1 1.0 1 1.0 1 *bdry.6

3037 568 17.957 1 *bdry.5

3038 1 1.0 1 1.0 1 *bdry.6

3039 1 0 2667 0 6 140 140 *bdry.8 low plenum

3040 1 1.0 2 0 *bdry .11

3041 2 1.0 3 0 *bdry .11

3042 3 1.0 4 0 *bdry .11

3043 4 1.17 5 0 *bdry .11

3044 5 1.17 6 72 317 3 13.9 318 3 13.9 319 3 13.9

3045 320 3 13.9 321 3 13.9 322 3 13.9

3046 323 3 13.9 324 3 13.9 325 3 13.9

3067 422 3 13.9 423 3 13.9 424 3 13.9

3068 6 1.42 7 0 *bdry .11

3069 2 0 2667 0 5 77 77 *bdry.8 up plenum

3070 1 1.0 8 0 *bdry .11

3071 2 1.38 9 36 317 3 15.6 318 3 15.6 319 3 15.6

3072 320 3 15.6 321 3 15.6 322 3 15.6

3073 323 3 15.6 324 3 15.6 325 3 15.6

3095 422 3 25.7 423 3 25.7 424 3 25.7

3096 5 2.45 12 0 *bdry .11

3097 0 *bdry .13

Listing 5.9: Input group BDRY.

Plenum modelling

BDRY group is also used to define the plenum models. The plena are
optional features of the cask model and aim to describe in more detail
the upper and lower boundary conditions of the cask. Indeed, the upper
(resp. lower) plenum thermally connects the helium outlet (resp. inlet) at
the top (resp. bottom) of the channels with the environment through a
1-dimensional series of axial and/or radial zones modelling the top (resp.
bottom) of the cask. For instance, the different lids closing the cask can be
modelled with the upper plenum. It is also possible to define connections
between some solid nodes and one or several of the axial and radial plenum
zones. This is represented in Fig 5.14.

In the User’s Manual, COBRA-SFS developers recommend to proceed with
caution with the plenum modelling. For instance, it is recommended to
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Figure 5.14: Plenum modelling in a COBRA-SFS cask model. Taken from [19].

conduct the verification steps without plenum models until the slab node
network has been verified. Furthermore, radial heat transfers in the plenum
regions should be included only when absolutely necessary. In most cases,
the axial heat transfers should be sufficient as most of the heat removal from
the top/bottom of the cask is expected to occur along the axial direction
(radial heat transfers are important too, but mainly in the central part of
the cask, which is extensively described in the group SLAB). As a general
advise, it is recommended to represent the plenum regions as simply as pos-
sible.
In Listing 5.9, the lower plenum is defined starting at line 3039. It is identi-
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fied as plenum 1 (the upper plenum starts on line 3069, where it is identified
as plenum 2), has a radial heat transfer area of 0 in2, an axial heat trans-
fer area of 2667 in2, includes 0 radial region (no radial heat transfer from
the plenum) and 6 axial regions, and the boundary temperature is 140 °F
(60 °C). The 6 axial regions are then described on the following lines in
BDRY.11.

5.6.9 Group OPER

Group OPER is mainly used to define axial decay heat profiles (in OPER.16
and OPER.17) as well as the initial state of the system at the beginning
of the steady-state iterative solution (OPER.2). In Listing 5.10, the decay
heat profile includes 36 (OPER.16) pairs of entries (axial position, heat
generation factor), which are listed in OPER.17:
(0.000, 0.000), (0.071, 0.000), (0.085, 0.392), (0.113, 0.659),
(0.140, 0.893) and (0.168, 1.022) are the first six pairs of entries, written
on the first OPER.17 line (line 3101).

3098 oper 1 0 3 0 0 0 0 0 0 0 0 0 0 1 *oper.1

3099 145.0 1.E-07 0.0023028 185.0 -.000001 0.0 *oper.2

3100 36 *oper .16

3101 0.0000.0000.0710.0000.0850.3920.1130.6590.1400.8930.1681.022 *oper .17

3102 0.1961.0820.2231.1170.2511.1270.2791.1280.3061.1320.3341.132 *oper .17

Listing 5.10: Input group OPER.

Originally, group OPER was also used to set the decay heat values of the
fuel assemblies. This should be done by specifying an absolute value (in
MBtu h−1 ft−2) in OPER.2 and individual factors for all fuel assemblies in
OPER.8. This approach is still working, but a new group (REST) has been
added, which simplifies the definition of the individual decay heat values.

5.6.10 Group REST

Group REST appeared with the release of a new version of the code and
enables to specify the decay heat for each fuel assembly in Watt11. In List-

11Previously, the decay heats had to be specified in group OPER using an average heat generation rate
in MBtu h−1 ft−2 and factors to apply to the fuel assemblies.
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ing 5.11, REST.1 indicates that decay heats will be defined for 47 assem-
blies. Then, in REST.2, the decay heats are listed for the 47 assemblies:
the first 19 assemblies have a decay heat of 2052 W (rodded fuel assem-
blies), while the other 28 (unrodded) assemblies do not generate any heat
(0.00 W).

3107 rest 47 *rest.1

3108 2052 2052 2052 2052 2052 2052 2052 2052 2052 2052 2052 2052 *rest.2

3109 2052 2052 2052 2052 2052 2052 2052 0.00 0.00 0.00 0.00 0.00 *rest.2

3110 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 *rest.2

3111 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 *rest.2

Listing 5.11: Input group REST

5.6.11 Groups CALC and OUTP

In Listing 5.12, the last two input groups are shown. Group CALC fixes cal-
culational parameters and options: convergence criteria, maximum number
of iterations, dumping factors. It also enables to set transient information
in case of a transient simulation: total duration of the transient, number
and duration of the time steps.
Group OUTP is the last input group and enables to control what should be
printed in the output file: summary of the input entries, all or part of the
fuel rods, all or part of the channels, all or part of the solid nodes, all or part
of the timesteps in case of transients and assembly average information.
Finally, the input file ends when the flag endd is entered.

3112 calc 1 0 1 *calc.1

3113 1E-041E-041E-041E-04 1.0 .7 1.0 1.2 .5 0.0 *calc.2

3114 0 400 *calc.3

3115 outp 11113 2 1 *outp.1

3116 endd

Listing 5.12: Input groups CALC and OUTP.
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5.7 COBRA-SFS model verification

In Appendix 5.5, we presented the different steps of the development of a
new COBRA-SFS model. In particular, the third step consists in looking
for errors in the input file once it has become readable by COBRA-SFS.
As COBRA-SFS does not provide any visualization tool12, we developed
some scripts with Python to plot temperature distributions in assemblies
as well as temperature differences between symmetrical assemblies. Indeed,
the symmetry axes of the TN-32B cask offer efficient means to identify
errors in the input file: if the model (input file) is correct, a symmetrical
power distribution between the fuel assemblies should lead to a symmetrical
temperature field in the cask. Therefore, in the first input file, we assigned
the same power to all 32 assemblies. Figures 5.15 to 5.21 show the evolution
of the symmetry checks on the model. Each Figure includes two diagrams:
(a) represents the temperature difference between the North and South
halves of the cask, each rod being individually processed and depicted, while
(b) represents the difference between the West and East halves.

The first symmetry check, represented in Fig. 5.15, revealed three problems:

� An overall gradient in the temperature difference:

In Fig. 5.15a, the temperature difference is close to zero (red) near
the symmetry axis but increases progressively when moving towards
the upper right side of the cask. The maximum temperature difference
reaches about 2.5 °C (light blue) between FA 4 and FA 32, the latter
being warmer.
In Fig. 5.15b, we can also observe this gradient: the temperature dif-
ference is close to zero (blue) near the symmetry axis, but increases
when moving towards the upper left side, where it reaches about 2 °C.

� A local mismatch between FA 5 and FA 23 (blue spot on FA 5):

12The fact is that even though the input file is very detailed - involving geometrical descriptions of
the constitutive elements of the model - the overall geometry of the modelled cask remains “unknown” to
COBRA-SFS. Through the input file, COBRA-SFS might know how slender or not an element is and to
which other elements it is connected, but it has no means to know the overall spatial configuration of the
cask.
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This problem can also be observed in Fig. 5.15b, with the red spot
on FA 23 which points out a mismatch between FA 23 and FA 28.
Considering the information from Fig. 5.15a and 5.15b, we can deduce
that the problem most probably comes from FA 23.

� A local mismatch between FA 4 and FA 32 (red spot on FA 4):

This problem can also be observed in Fig. 5.15b, with the red spot
on FA 29 which points out a mismatch between FA 29 and FA 32.
Considering the information from Fig. 5.15a and 5.15b, we can deduce
that the problem most probably comes from FA 32.

(a) North-South symmetry. (b) West-East symmetry.

Figure 5.15: First symmetry maps: the coloured halves show the temperature difference
between one rod and its symmetrical one. On these first maps, we could
observe two local mismatches and an overall gradient. An input file free of
errors should result in a perfect symmetry, i.e. in homogeneously coloured
maps.

The global gradient might indicate a problem in the cask body (input group
SLAB) or boundary conditions (group BDRY): the effect of the error is
rather smooth in the internal part of the cask and increases from the centre
to the exterior. The second and third points are easier to address, as the
problems are well localized. The errors most probably concern the descrip-
tion of the basket structures (input group SLAB) at the local mismatches
or the description of the helium channels or fuel rods (groups CHAN and
RODS) of the corresponding assemblies.
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We first solved the second and third points: the localization of the errors in
the input file was more straightforward, as we could restrain the search at
a few precise nodes, rods and channels. It appeared that both mismatches
were related to a single error in input group SLAB. In the listing of the solid
nodes and their connections with helium channels (subgroups SLAB.6 and
SLAB.7, see Fig. 5.16), the node 149 was supposed to be connected to the
helium channels 1, 19, 37, 55, 73, 91, 109, 127 and 145 (fringe channels) of
assembly 23. However, 32 had been written instead of 23 for the connection
between slab 149 and helium channel 73 (see the red circle in Fig. 5.16).
This resulted in:

� a missing heat removal path for channel 73 of FA 23 (the connection
was not written and thus did not exist), explaining the local hot spot
(red point on FA 23 of Fig 5.15b) around this channel,

� an undue heat removal path for channel 73 of FA 32 (this undue con-
nection came in addition to the right connection with the slab node
facing channel 73 of FA 32), explaining the local cold spot (red points
on FA 4 in Fig 5.15a and FA 29 in Fig 5.15b, both symmetrical points
of the cold spot of FA 32) around this channel.

Figure 5.16: Error in group SLAB responsible for the local mismatches in the symmetry
of the temperature distribution.

Once this error had been corrected, the new symmetry check was free of
local mismatches but still presented the overall gradient of temperature
difference. The new symmetry maps are shown in Fig. 5.17. As explained
above, the source of this gradient was expected to be either in the descrip-
tion of the cask body (group SLAB) or in the definition of the boundary
conditions (group BDRY) on the cask outer surface.
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(a) North-South symmetry, maximum difference:
2.4 °C between FA 4 and FA 32.

(b) West-East symmetry, maximum difference:
1.8 °C between FA 5 and FA 10.

Figure 5.17: New symmetry maps, after correction of the error leading to the local mis-
matches. The overall gradients can still be observed.

We finally found it in the subgroup BDRY.5: in this subgroup, the boundary
nodes are listed and a temperature profile is assigned to each of them. In
this model, all surface nodes are supposed to be connected with the same
temperature Troom = 24 °C (flat profile). However, 600 had been written
instead of 610 as node identity number. This led to the lack of a connection
between the node 610 and the environment and, on the contrary, a double
connection of node 600 with the environment. As a consequence, the heat
removal from the region around node 610 was less efficient than it was
supposed to be, which led to higher temperatures around FA 31 and FA 32
(see Fig. 5.18 for the position of nodes 600 and 610). This can be observed
in Fig. 5.17a: the blue colour at FA 4 indicates that FA 4 is around 2 °C
colder than FA 32. This also slightly appears in Fig. 5.17b, where the purple
colour on FA 29 indicates that FA 29 is 0.25 °C colder than FA 32. On the
other hand, the heat removal was excessive through node 600, which led to
lower temperatures around FA 10. This can be well observed in Fig. 5.17b,
where the red colour on FA 5 indicates that FA 5 is 1.75 °C warmer than
FA 10. In Fig. 5.17a, the heat removal through node 600 slightly increases
the temperature difference between FA 10 and FA 28, but the main effect
is rather related to the error on node 610.

We might remark that the influence of those inexact heat removal paths is
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Figure 5.18: Localisation of nodes 600 (blue) and 610 (red) affected by the error in group
BDRY. No thermal connection was set between node 610 and the environ-
ment, leading to a heat accumulation around FA 32, while an enhanced heat
removal path was set for node 600, resulting in lowered temperatures around
FA 10.

stronger on the corner assemblies (FA 4, FA 10, FA 32) than on non-corner
external assemblies (such as FA 31). In particular, FA 32 is more impacted
by the missing heat removal path through node 610 than FA 31. This is
probably due to the fact that conduction plays here an important role in
the heat removal and that the basket structure around FA 32 is directly
connected to the cask body (at node 392, see Fig. 2.33), which is not the
case for the basket structure around FA 31.

After correction of this second error, we obtained the symmetry maps shown
in Fig. 5.19. The former gradient of temperature difference had disappeared
as expected but a new gradient appeared. Indeed, the East-West symmetry
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map (Fig. 5.19b) showed a clear gradient, the West half of the cask being
too hot compared to the East half. However, the differences involved here
were significantly more satisfying than at the previous step: the orange
colour code corresponds to +0.1 °C and red to +0.2 °C, to be compared
with the ± 2°C observed in the previous symmetry check. The North-South
symmetry map (Fig. 5.19a) only presented few mismatching points, but
without clear gradient. All mismatches indicated either a +0.1 °C difference
(orange points) or a -0.1 °C difference (blue points).

(a) North-South symmetry: only a few dissemi-
nated asymmetries, involving small tempera-
ture differences (±0.1 °C).

(b) West-East symmetry: low gradient along the
West-East axis (maximum temperature differ-
ence: 0.2 °C).

Figure 5.19: New symmetry check, after correction of the error on the boundary node
leading to the initial overall gradient. The new West-East map presents
another gradient of temperature difference, but with a much smaller am-
plitude (0.2 °C). Colour code: green stands for zero temperature difference,
light blue for −0.1 °C, orange for +0.1 °C and red for +0.2 °C.

As the new gradient was oriented along the West-East axis, it could be
assumed that the corresponding error was affecting a node near to this axis,
either from the basket structure or from the cask body. We did not succeed
in finding the error directly in the input file, but finally found it using the
summary of the node connections given at the beginning of the COBRA-
SFS output file. This is a rather tedious task, but it can enable to find
some errors and constitutes a further verification of the model. In practical
terms, we printed a section of the output file listing each of the 629 nodes
of the model (54 pages) including for each node its neighbour nodes and
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channels, together with the identification numbers of the thermal connection
types and the fuel assembly numbers to which the channels belong. Then we
checked all this information, fuel assembly after fuel assembly, connection
type after connection type, as well as the material types and the node
surfaces. We highlighted the verified information/numbers as we went along.
Two of the 54 pages can be found in Appendix 5.8: the first page, which lists
the first nodes of the model (those nodes include connections both to helium
channels and to other nodes), and the page including node 424 (presenting
connections only to other solid nodes), which appeared to be responsible for
the gradient shown in Fig. 5.19b. We can see on the page including node
424 (Fig. 5.23 of Appendix 5.8) that node 424 presented two connections
with node 460: one connection with the ID number 55 and one connection
with the ID number 56. The first connection was supposed to be with node
425. On the following line, describing the connections of node 425, we can
see that node 425 was missing the connection with node 424.

Figure 5.20: Localization of the error responsible for the low West-East gradient: in
the description of the thermal connections between solid nodes (subgroup
SLAB.3), 460 was written instead of 425 in the listing of the nodes con-
nected to node 424. This led to a missing tangential connection between
nodes 424 and 425 (dotted blue arrow) and to an undue connection (blue
arrow) between nodes 424 and 460 (in addition to the right connection which
is represented with the red arrow).

Figure 5.20 shows a close-up of the cask diagram (Fig. 2.33), centered on
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node 424. We can see the consequence of the error on node 424: a thermal
connection between nodes 424 and 425 is missing while an undue connection
between nodes 424 and 460 is defined. The missing connection probably does
not significantly impact the thermal behaviour, as most of the heat transfer
in this region is expected to be along the radial direction (removal of the heat
generated by the fuel assemblies inside the cask, radially through the cask
body and to the environment). On the other hand, the undue connection
between nodes 424 and 460 increases the heat removal through this radial
path, which explains the gradient of temperature difference, with the East
half of the cask slightly colder than the West half.

After correction of the error on node 424, we obtained the symmetry maps
shown in Fig. 5.21. At this point, the remaining mismatches between sym-
metrical rods were all of ±0.1°C. There might still be minor errors in
the model explaining these asymmetries, but numerical convergence issues
might also be responsible for it. However, as no more error could be iden-
tified within a reasonable time and considering the very low magnitude of
the mismatches, the model was considered as satisfying.

(a) North-South symmetry. (b) West-East symmetry.

Figure 5.21: Symmetry maps after correction of the thermal connections around node
424. Colour code: green stands for zero temperature difference, blue for
−0.1 °C and red for +0.1 °C.
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5.8 COBRA-SFS output - Verification of the node connections

Figure 5.22: Part of COBRA-SFS output file summarizing the solid node information.
This page shows the information corresponding to the first 8 nodes. As a
further means of verification (and error identification) of the thermal con-
nections defined in group SLAB, this summary has been printed and all
node information has been checked (progressively highlighted).
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Figure 5.23: Further page from the summary of the solid node information, including
node 424. The description of this node presented an error leading to a slight
asymmetry of the temperature map of the cask (see section 5.7, Fig. 5.19).
The systematic check of all nodes and connections on this printed summary
enabled to identify the missing connection between nodes 424 and 425, as
well as the undue connection between nodes 424 and 460.
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