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Abstract

As long-haul network operators upgrade core optical networks to support 5G

services, research and standardization efforts for 6G have begun. Keeping in

mind the ever-growing demand for high-bandwidth services, our work proposes

a novel core-network traffic model which exploits the network’s graph and popu-

lation metric to estimate demands. We further develop a multi-period Routing,

Configuration, and Spectrum Assignment (RCSA) algorithm which takes as in-

put the traffic model demands, and provides network metrics spread across all

planning periods.

A multi-period multi-band transparent optical network planning study on

three European networks is undertaken, using two deployment approaches;

namely, flexible bandwidth variable transceivers (Flex-BVTs) and transparent

IP over wavelength division multiplexing (IPoWDM). We show that Flex-BVT

places up to 15% lesser equipment into the network while carrying up to 20%

higher traffic. Using a simple Capital Expenditure (CAPEX) calculation, we

also show that the CAPEX-per-bit of deploying Flex-BVTs is up to 12% lower,

as compared to transparent IPoWDM solutions.
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1. Introduction

Under European Commission’s guidelines, national and continental network

operators in Europe have already begun 5G deployment, with a vision to pro-

vide high bandwidth mobile services to all urban and transportation users by

2025 [1]. Meanwhile, bandwidth-hungry services being offered to both residen-

tial and business users are placing network operators in an ‘upgrade or perish’

situation [2]. Recent trends in communication networks research getting fiber

as close to the Customer Premise Equipment (CPE) as possible, as shown in

Fig. 1. Due to the ability of access networks to support client rates of up to

40 Gbps, core networks connecting different regions of a country, need to be10

sufficiently upgraded too. Adding to this, the global chip shortage and inflation

have increased the relevance to reduce the overall cost per bit for core network

operators [3].

In the coming years, it is forecasted that core network traffic will keep in-

creasing, and previous methods of over-provisioning by leasing additional dark

fibers may become expensive [4]. Network operators, therefore, need to exploit

the availability of software tunable Flex-BVTs, along with the possibility to use

the low attenuation regimes of the C-, L-, and S-Bands to extract the maximum

possible capacity from each fiber in their network. Such an approach is necessary

to ensure that networks across Europe are ready not only to meet requirements20

set by the European Commission but also to be ready for 6G services rollout in

the future.

1.1. Capacity Upgrade Solutions

As standardization bodies and researchers have already begun efforts to de-

fine latency and bandwidth requirements for services in the 6G ecosystem, core

network operators need to plan a budget for network investments to have suffi-

cient capacity provisioned when the need arises. There are several commercial
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Figure 1: Optical Networks in the current network ecosystem. Our work focuses on core

networks providing connectivity to DCs and IXPs.

offerings available from optical transport network vendors, which can be uti-

lized by network operators to scale their capacities, including optical terminal

equipment upgrade [5].30

Another way of increasing capacity is to use IP over Wavelength Division

Multiplexing (IPoWDM) pluggables which can convert 100, 200, and 400 GbE

client rates directly to 100, 200, or 400 Gbps optical signals. Specifically, for

transparent long-haul applications, the OpenROADM-based 100G Form Factor

Pluggable 2- Digital Coherent Optics (CFP2-DCO) modules provide an alter-

native to Flex-BVT-based deployment [6]. These modules can connect directly

to a high-speed switching router which can further be connected to the Open

Line System (OLS).

At the OLS layer, transparent IPoWDM has emerged as a cost-effective

competitor to the Flex-BVT-based deployments; however, higher costs related40

to coherent optics-enabled routers, and the versatility of Flex-BVTs must also

be considered in an upgrade decision. Moreover, as shown in Table 1, multi-

haul CFP2-DCO modules can achieve a maximum of 16 QAM and 64 GBaud

configurations. An ‘a-la carté’ deployment of IPoWDM and Flex-BVTs might

result in the best of both worlds and eventually lower capital expenditure than

pure deployments; although network operations, maintenance, and logistical

cost of such an approach still need to be adequately studied.

Network operators need to evaluate these terminal upgrade solutions to make
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Sl. No. Technology
Datarate

(Gbps)
Modulation Formats

Baud Rate

(GBaud)

1 Flex-BVT 100-600 QPSK-64QAM 28-72

2 CFP2-DCO 100-400 QPSK-16QAM 28-64

Table 1: Comparison of differences between Flex-BVTs and CFP2-DCO in terms of optical

performance

strategic investment decisions for a future-proof provisioned network capacity.

Moreover, as wide-band low noise figure Erbium Doped Fiber Amplifier (EDFA)50

and Thulium Doped Fiber Amplifier (TDFA) technologies mature, these may

soon be included in commercial network deployment. The question therefore

arises, as to how soon must a network operator deploy a multi-band solution.

Adding additional bands is a cost-intensive exercise, due to the addition of band

splitters and combiners at each amplification point in the network. However,

several studies have shown that such an investment is bound to be cheaper than

lighting additional dark fibers while offering similar growth in carried traffic

[7, 8].

1.2. Contributions

In our work, we first propose a traffic model relevant to transparent optical60

core networks of the future. Then, using this traffic model, we conduct a multi-

period network planning study by enabling C, L, and S bands and comparing

two distinct deployment solutions (Flex-BVT and CFP2-DCO) on three long-

haul networks. Finally, we envision a simple cost model and compare the overall

CAPEX of the two solutions spread across the planning periods.

The rest of the paper is organized as follows: In Section 2 we look at the

state-of-the-art approaches to increase optical network capacity. Subsequently,

in Section 3 we define how future multi-band optical networks could be deployed

in long-haul transparent networks. Then, in Sections 4 and 5 we discuss in detail

our contributions to the traffic generator and the network planning algorithms70

respectively. These algorithms are further used for network studies and techno-

economic analysis in Section 6. Finally, we summarize our work with Section 7
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and provide an outlook for the future direction of our work.

2. State of the Art

Over the past decade, several transmission experiments have been under-

taken to increase the traffic carried by a single fiber. Of these, two broad

methods were, i) increasing the total number of frequency slots by exploring

the S- and L-Bands, or ii) increasing the modulation rate of a transceiver, to

achieve higher data rates per frequency slot.

Early works of exploring L- and S-Bands were able to transmit 32 10 Gbps80

non-return to zero Amplitude Key Shifted (NRZ-ASK) signals over 160 km of

Non-Zero Dispersion Shifted Fiber (NZDSF) across the S-, C-, and L-Bands

[9]. With the introduction of Dual Polarized Quarternary Phase Shift Keying

(DP-QPSK) signals, a record transmission of 160 Wavelength Division Multi-

plexing (WDM) channels, spread across the C- and L-Bands over 240 km was

shown [10]. Despite these seminal works, communication equipment manufac-

turers failed to add such capabilities to their product inventories, as the overall

demand for such a solution was assumed to be low. A few years later, early works

exploited advances in coherent detection using digital signal processing (DSP) to

achieve record transmission of 200G Dual Polarized 16 Quadrature Amplitude90

Modulation (DP 16-QAM) signals, achieving 69.1 Tbps C+L-Band transmission

over low-loss pure silica core fibers [11].

Given the pre-deployed C-Band Erbium Doped Fiber Amplifiers (EDFAs),

the research on increasing transceiver capacity led to the development of Flex-

BVTs. An architecture of a sliceable Flex-BVT that could achieve up to 400

Gbps 16-QAM signals was proposed [12]. With further advances in DSP, and the

standardization of ITU-T flex-grid frequency slots, the interest in conducting

network studies that exploited these characteristics also increased. Multi-layer

network planning studies with a flex-grid deployment proved to hold several

advantages over fixed-grid deployments [13, 14]. A techno-economic planning100

study with Flex-BVTs up to 400 Gbps 16-QAM was also undertaken, which
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showed more than 50% savings on equipment cost as compared to fixed-grid

deployments [15]. However, most of these studies were aimed at maximizing the

C-Band capacity, with minimal focus on realistic network traffic increase, and

the option of using frequency slots outside of the C-Band.

In recent years, IPoWDM-based solutions, namely QSFP-DD and multi-haul

CFP2-DCO have emerged as a competitor to Flex-BVT-based solutions [16].

Within IPoWDM, there exist two methods of network design, namely, an opaque

network design (using QSFP-DD-based pluggables) and a transparent network

design (using multi-haul CFP2-DCO). For long-haul core networks, network110

studies were conducted based on the number of transceivers, and multi-haul

CFP2-DCO emerged to provide a better cost per throughput in such net-

works [17, 18]. However, these studies ignore the fact that most IP routers

do not have CFP2-DCO cages, which would force network operators to invest

in routers which support multi-haul CFP2-DCO-based coherent routing [19].

Since operators are facing an exponential increase in traffic, network deploy-

ment studies focus on expanding to multiple bands instead of lighting additional

dark fibers [20, 21]. With similar methodologies and tools, these studies look at

maximizing the amount of traffic carried in each band, while focusing on power

control and network upgrade strategies. Although network studies are indeed120

carried out with due diligence, particularly modelling the physical layer impair-

ments accurately, the Flex-BVTs are mostly limited to 400 Gbps and the traffic

model is either randomized or assumes a uniform joint probability distribution

function.

Although network capacity studies have traditionally assumed Poisson ar-

rival of lightpath requests to achieve progressive loading, these scenarios rarely

give actionable inputs to network operators, since realistically, network traffic

exchanged is skewed in favour of well-connected nodes with higher population

[22, 23]. Due to the lack of open-source network data, it is difficult to make

assumptions about the required traffic in each network. Machine learning has130

also been shown to be used for traffic prediction in optical networks [24], how-

ever, this is a specific solution for short to mid-term fluctuations in IPoWDM
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networks.

Once the traffic model is fixed, algorithms are needed to place lightpaths into

the network, to carry the required traffic between any given source-destination

pairs. Since the advent of flex-grid networking, Routing and Spectrum Assign-

ment (RSA) algorithms have given way to Routing, Configuration Selection,

and Spectrum Assignment (RCSA) algorithms. Further explanation of the dif-

ferences between RSA and RCSA algorithms follows in Section 3.1.

Several works have looked into RCSA from a flex-grid network planning140

viewpoint. Broadly, there are three mathematical tools available for solving this

task. The first solution relies on modelling the RCSA problem mathematically,

using integer linear programming (ILP) [15, 25]. Although it is possible to model

and add additional objectives or constraints, the computational complexity is

large due to a broad solution space. Also, such a solution is difficult to scale for

large network studies, due to the lightpath continuity and contiguity constraints

for all the demands. A second solution emergent in recent years is to use machine

learning techniques such as deep learning or reinforcement learning [26, 27]. The

motivation to use machine learning for this task is to take advantage of its highly

efficient algorithmic mappings and find a solution in polynomial time, which150

might not be possible for ILP-based algorithms. However, it is challenging to

train a model or build an agent which can learn many parameters together.

Such models also run the risk of acquiring high dimensions, thereby making it

difficult for the agent to infer a good policy.

As an attempt to procure a solution in polynomial time, a combinatorial

heuristic-based approach can also be taken. This involves splitting the RCSA

problem into independent smaller modules and solving them separately [28].

Without the guarantee of optimality, such algorithms can provide quick solu-

tions, thereby allowing planners to try multiple scenarios.

Pure heuristics-based RCSA algorithms like Maximum Capacity Algorithm [29]160

and HeCSON [30] are indeed simpler to implement. However, these models are

unable to optimize the candidate lightpaths according to the demand in a multi-

period planning scenario, which leads to spectrum blocking for future traffic
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28 to 72 Gbaud
37.5 – 100 GHz

DP-QPSK to 64 QAM

32 Gbaud
50 GHz

DP-QPSK only

✓ Lesser Planning constraints
✓ Ultra longhaul reach
× Poor spectral efficiency
× Obsolete in a few years

✓ Planning includes modulation selection
✓ Good spectral efficiency
× Higher datarates reach-limited
× Non-linear interference solver needed

Figure 2: Fixed-grid versus flex-grid transceivers

increases. To emphasize maximizing the per-lightpath capacity, while reducing

the spectral usage for multi-period planning, a multi-objective combinatorial

heuristic-based solution was introduced [31]. With the ability to achieve a near-

optimal solution to an NP-hard problem in polynomial time, this approach is

used as a baseline for conducting network planning studies in our work.

A recent work [32] also provides upgrade strategies for operators to move to

L and S-band transmission, thereby providing a combinatorial heuristic-based170

planning tool to undertake RCSA. However, results are shown for only a single

network and the methodology cannot be generalized without further results.

Therefore, our work undertakes a long-haul network operator-centric plan-

ning study to increase the offered traffic in single-mode fiber core network de-

ployments. To this end, we extend our previous work [30, 33], by firstly intro-

ducing a stochastic traffic model, taking into account new population and graph

metrics. Secondly, we introduce a combinatorial heuristics-based multi-period

RCSA planning and compare two distinct multi-band deployment methods. Fi-

nally, we evaluate the network deployment CAPEX using a simple cost model

to compare the costs of Flex-BVT and multi-haul CFP2-DCO deployments.180
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3. System Design Considerations for Network Upgrade

In this section, we elaborate on two methods that core network operators can

use to increase the capacity of their network. In the first method, upgrading

terminal equipment, without upgrading the OLS is discussed. In the second

method, a migration towards a C+L+S-Band OLS is discussed. We highlight

both the benefits and shortcomings of such upgrades.

3.1. Flex-BVT vs Transparent IPoWDM deployment

As introduced in Section 1.1, Flex-BVT aggregates 10, 25, 40, 100, 200,

and 400 GbE client interfaces into a single network side optical signal which

can be set to different modulation formats and baud rates, based on the traf-190

fic demand requirements. In our work, we define such an optical signal, which

can be launched into the OLS, as a lightpath. Traditionally, fixed-grid systems

offer 32 GBaud QPSK lightpaths, capable of 100 Gbps capacity. With a spec-

tral efficiency of 2 bits/s/Hz, this solution can be now replaced by Flex-BVTs,

which can offer up to 6 bits/s/Hz of spectral efficiency, provided the optical

transmission suffices.

If operators choose a Flex-BVT-based network upgrade, they need to ap-

ply newer methods for network planning and deployment. Specifically, the

RSA problem for placing candidate lightpaths in the network transcends to

an RCSA problem. In RCSA, each Flex-BVT configuration can be defined as a200

combination of modulation format, baud rate, and channel launch power, such

that the lightpath’s generalized signal-to-noise ratio (GSNR) meets the mini-

mum required SNR of the transceiver. In our work, we follow the definition

of GSNR from [7, 20, 21, 34], where the GSNR of a lightpath can be defined

as the ratio of the channel launch power to the sum of the linear and non-

linear interference (NLI). The linear noise is mainly the Amplified Spontaneous

Emission (ASE) noise from the in-line amplifiers along the route of the light-

path, whereas the non-linear interference originates from the inter-channel and

inter-symbol interference of the neighbouring lightpaths along the lightpath’s

route.210
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(a) Flex-BVT-based DWDM and IP layer network

architecture

(b) CFP2-DCO-based transparent IPoWDM architecture

Figure 3: Flex-BVT versus CFP2-DCO deployment for a simple 3 node 2 lightpath link.

Moreover, since the spectrum is not evenly spaced, lightpaths need to be

allocated in a manner that reduces the overall NLI noise for the whole system.

This results in additional allocation constraints since the placement of a can-

didate lightpath should not hamper any of the currently installed lightpaths.

This is discussed in detail in Section 5.

As shown in Fig. 3a, the advantage of the Flex-BVT deployment strategy

is that the operator can re-use most of the Layer 3 core routers, since the

BVTs act as an intermediary between the core routers and the OLS. Further,

the network operator is no longer restricted to choosing coherent optics-based

routers, leading to wider flexibility in the choice of routers.220

In Fig. 3b, a multi-haul CFP2-DCO-based transparent IPoWDM architec-

ture achieves data rates up to 400 Gbps by eliminating the optical terminal

and using coherent optics enabled core routers which have CFP2-DCO cages.

Each of these CFP2-DCO pluggables can be tuned to a specific central channel
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frequency on the C-Band and launched directly into the OLS. The advantage of

such a solution is that the network operator does not need to invest in additional

optical terminals, since the Optical-Electrical-Optical (O-E-O) conversion hap-

pens on board the pluggable, while the core router takes care of the electrical

grooming of client interfaces. The disadvantage, however, is that the network

operator must deploy expensive core routers which can provide enough power230

and backplane switching capacity to support such pluggables.

Traditionally, an IPoWDM deployment consists of network deployments that

use QSFP-DD-based pluggables. These pluggables have the capability of achiev-

ing up to 400 Gbps and can be integrated into QSFP-DD cages on core IP

routers. However, due to the smaller footprint and reach limitations of these

pluggables, they are restricted to metro and data-center applications. A long-

haul network with QSFP-DD pluggables can be realized by using an opaque

deployment, which has several disadvantages, both from a techno-economic and

operations perspective [17]. On the other hand, multi-haul CFP2-DCO plug-

gables are a more suitable option to realize transparent IPoWDM networks,240

since they provide similar reach as compared to a Flex-BVT, but are less expen-

sive. Therefore, it is pertinent that the suitable IPoWDM pluggable is chosen,

based on the type of networks and requirements of the operators [18].

While Flex-BVT-based and CFP2-DCO-based transparent IPoWDM archi-

tectures have their advantages and disadvantages, network operators must eval-

uate both scenarios and invest accordingly. Hence, we consider this decision as

the first step in undertaking network upgrades to tackle rising traffic demands.

3.2. Migration towards multi-band planning

Eventually, the addition of more Flex-BVTs or CFP2-DCO pluggables will

lead to C-Band (191.0 - 196.0 THz) saturation. This means that network op-250

erators have to aim for OLS upgrades by revisiting each node and amplifier

hut location to add new equipment for multi-band amplification. In this work,

we consider the deployment of parallel amplification using a band splitter and

combiner.The three transmission bands considered have the frequency band lim-

11



its as shown in Table 2 and are comparable to the band limits defined in the

state-of-the-art [32, 34].

Band
Frequency Range

(THz)

Frequency Slots

@ 12.5 GHz

C-Band 191-196 400

L-Band 185-190 400

S-Band 197-202 400

Table 2: Frequency band limits and number of frequency slots for C, L, and S bands [34].

Figure 4: Example of Multiband OLS transmission for a 3 node 2 link network

Several physical layer considerations need to be made to plan lightpath de-

ployment on L and S bands. Firstly, assuming standard single-mode fibers, the

attenuation coefficient (dB/km) is different for each band of operation. Sec-

ondly, as shown in Fig. 4, C-Band and L-Band can be amplified by different260

EDFAs and the S-Band can be amplified by a TDFA. Although the EDFAs are

different, both C- and L-Band EDFAs can be assumed to have similar noise

figures. For the S-Band TDFA, a higher noise figure is assumed [34]. Due to

the varying attenuation co-efficient noise figure of amplifiers, the ASE noise is

different for the three bands. Inter-channel stimulated Raman scattering (ISRS)

is an important phenomenon observed in ultra-wideband optical systems. ISRS

is defined as the interaction between photons and vibrations of silica molecules

which results in a power transfer from higher frequency channels to lower fre-

quency channels [35]. Hence, to consider this as a part of NLI noise in our

studies, we use a modulation format-dependent closed-form approximation of270

the ISRS-GN model, introduced by Semrau et. al [36]. Finally, launch power

optimization is a crucial aspect not only of maximizing the optical reach but
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also of accurately modelling the ASE and NLI noise. Several works use the

LOGO optimization strategy to find a per-band flat launch power [7, 21]. In

[20], the authors also provide an optimized launch power offset value (in dBm)

and a launch power tilt value (dB/THz), which we use in our calculations.

Therefore, after assimilating all the physical layer considerations, we now

proceed further with the network planning aspects and focus on our two major

contributions, namely, a realistic traffic generator model, and a combinatorial

heuristics-based RCSA algorithm which can be applied for a multi-period net-280

work planning scenario.

4. Traffic Generator

As discussed in Section 2, there is both a lack of realistic long-haul net-

work traffic profiles, as well as traffic models, which can be used to generate

traffic between a given source and destination in a network. Long-haul traffic

models based on human population density and telephony volume are obsolete,

since most of the long-haul traffic is exchanged between core datacenters (DCs)

and internet exchange points (IXPs). In recent times, private datacenter in-

terconnect requests have been identified as the biggest traffic drivers [37]. To

circumvent this lack of information, capacity planning studies use generalized290

network metrics such as lightpath arrival and holding time [14]. However, these

metrics do not sufficiently mirror the on-ground reality of deployed networks.

Long-haul transparent lightpaths usually have extremely long holding times,

and are not removed from the system, once placed. Also, the demand arrival

rate is fixed into planning periods, like years or quarters. Therefore, to simulate

expected traffic, we propose a simple traffic generator model, which is based on

the number of core DCs and IXPs present in a given network location, as well as

some graph metrics. The proposed traffic model can be divided into two broad

parts, namely, initial traffic estimate, and multi-period traffic increase. These

parts are now discussed in detail.300
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Traffic Model
Pre-existing traffic

between nodes i and
j

Expected overall
traffic increase in
planning period t

Importance of nodes
i and j for

exchanging traffic

Growth of individual
traffic requests

between IXPs and
DCs of nodes i and j

Figure 5: Factors influencing traffic generated between source i and destination j in

planning period t

4.1. Initial Traffic Estimate

Let us define the optical network topology as a graph G(V, E ,D). V is the

set of Points-of-Presence (PoPs) in the network, where traffic can be added

or dropped. E is the set of links, where each link is defined as a collection

of standard single-mode fiber spans in the ground, connecting any two nodes

belonging to V. D is defined as the set of demands in the network. Each

node in the network has a demand associated with every other node in the

network. Further, each node κ has an associated metric on the number of co-

located DCs (DCκ) and IXPs (IXPκ). For the network, we also define N̄ as the

average node degree of the network, and for each demand di,j ∈ D, N = ni+nj310

represents the combined node degree of the source node i and destination node

j.

To derive a model for the initial traffic estimate, we first assume a hierarchical

structure of the co-located DCs and IXPs at each node location. Here, two

important assumptions are made, namely, (i) intra-node traffic (i.e. DC to IXP

within the same location) is not accounted for in a long-haul traffic model, and

(ii) inter-node traffic consists of only DC-DC and IXP-IXP interconnects. This

modelling helps us reduce long-haul transparent network demands and allows
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intra-node aggregation networks to serve the inter-node DC-IXP and IXP-DC

traffic.320

Firstly, we define the number of IXP and DC connections to be established

between source node i and destination node j in the network as,

∆i,j = IXPi · IXPj +DCi ·DCj (1)

where IXPk and DCk are the number of IXPs and DCs in a given node k ∈ V.

This ensures we cover all the IXP-IXP and DC-DC connections between the

networks. However, there is also the need to remove any DC-IXP interconnects

in line with the second assumption. Therefore the number of connections to be

established can be modified as

∆i,j = IXPi · IXPj +DCi ·DCj −DCi · IXPj −DCj · IXPi (2)

Simplifying the equation, we obtain:

∆i,j = |DCi − IXPi| · |DCj − IXPj | (3)

From the combined node degree N , one egress link on the source node and

one ingress link on the destination node are used for the traffic flow. Therefore,

we multiply Eq. 3 with a combination equation of choosing two degrees from

N . For sparsely connected nodes, the combination equation is replaced with

the combined node degree. Hence, the total flow is defined as

θi,j =


(
N
2

)
·∆i,j if N > 2 · N̄

N ·∆i,j otherwise

(4)

To estimate the initial traffic at planning period t = 0 between source i

and destination j, the number of flows θi,j need to be multiplied by the per-

interconnect demand in Gigabits per second (Gbps). For this, we chose two

interconnect demands at the beginning of the planning period, namely, α1 =

10 Gbps and α2 = 7.5 Gbps. α1 is assigned for flows between densely connected

nodes, whereas α2 is assigned for flows between sparsely connected nodes. More-

over, a constant β is set to 100 Gbps, which is assumed to be the minimum
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demand request between the source and destination, so that if ∆i,j becomes

nullified, there should be at least a 100 Gbps demand available. Therefore, the

initial traffic at t = 0 for a demand di,j ∈ D is given as:

τ(i, j, 0)[Gbps] =

α1 · θi,j + β if N > 2 · N̄

α2 · θi,j + β otherwise

(5)

4.2. Multi-period Traffic Increase

In our previous work [30], once the initial traffic for each demand was cal-

culated, an aggregated traffic growth, normally distributed around a mean of

25% annually was employed. While simple, this method does not cater to the

uncertainty of unbalanced scaling of traffic. To this end, in this work, we add

a new traffic model which decouples the traffic growth from the initial traffic

demand. Let us begin by defining the variables of this traffic model.

Since the yearly traffic growth rates of around 25% are a common phe-

nomenon, we define the overall expected traffic increase δt in a given planning

period t as,

δt = τt−1 · Xτ (6)

where τt−1 is the aggregate traffic distribution of the previous planning period

and Xτ ← N (µτ , σ
2
τ ) is random variable drawn from a normal distribution with

µτ set to 0.25 and στ set to 0.1. The mean of 25% growth is assumed from global330

network traffic growth predictions [38], whereas the deviation is extrapolated

using the measurements reported by Soule et. al [39].

Further, we define the increase in traffic of individual demands, acknowledg-

ing the non-uniform traffic growth for each node in the network. For this, we

first define a node-importance metric Iv for a node v ∈ V as,

Iv = Λv + 100 · (IXPv +DCv) · Cv (7)

where Λv and Cv is the eigenvector centrality and the closeness centrality metric

of the node v ∈ V in the graph G(V, E ,D) respectively. IXPv and DCv are the

number of co-located IXPs and DCs at node v.
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From Eq. 7, it can be inferred that nodes that are better connected and have

a higher number of IXPs or DCs are the ones that will have higher importance.

Once the importance of each node is calculated, we find the normalized value of

this importance metric Iv,norm, such that the value for each node lies between

0 and 1, and the sum of all the normalized importance metric is 1.

Iv,norm =
Iv∑

ν∈V Iν
(8)

Fig. 6 shows as an example the normalized importance metric of each node

in a 17-node German network. Nodes like Frankfurt have higher importance

since they are both well connected and have a higher number of DCs and IXPs,

whereas nodes like Munich, although having more number of DCs and IXPs, lie

lower in the importance list, due to their location in the graph.

Berlin

Bremen

Leipzig

Mannheim

Muenchen

Norden

Nuernberg

Stuttgart
Ulm

DortmundDuesseldorfEssen

Frankfurt

Hamburg

Hannover

Karlsruhe

Koeln

Figure 6: German network, with node size proportional to the normalized node importance

metric. Blue-colored nodes have a higher likelihood of exchanging traffic.

340

Since each demand d ∈ D has a source and a destination node (i, j) ∈ V,

a joint probability density function to select a demand using the normalized

importance metric of each node can be calculated as,

Fd(i, j) =
Ii · Ij∑

(a,b)∈V(Ia · Ib)
(9)
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Therefore using Eq. 9, we draw a demand d ← Fd(i, j) and calculate the

additional traffic request generated by it in the planning period as,

δ(i, j, t)[Gbps] = DDC,t · (DCi,j) · eXDC ·t +DIXP,t · (IXPi,j) · eXIXP ·t (10)

Here, DDC,t and DIXP,t are defined as the inter-DC and inter-IXP interconnec-

tion request at a given planning period t, and take the following values,

(DDC,t, DIXP,t)[Gbps] =


(10, 40) if t ≤ 3

(40, 100) if 4 ≤ t ≤ 7

(100, 400) otherwise

(11)

DCi,j = DCi + DCj , IXPi,j = IXPi + IXPj , are the sum of the number

of DCs and IXPs at the source and destination. XIXP ← N (µIXP , σ
2
IXP ),

and XDC ← N (µDC , σ
2
DC) are the IXP and DC growth rates drawn from their

respective random normal distributions.

10, 40, 100, and 400 refer to the additional traffic request base values in

Gbps generated between each DC and IXP at the source and destination. These

values are increased every 4 planning periods, assuming that there will be in-

creasing technology adoption on higher layers, which would lead to interconnect350

traffic demand increase at the OLS side. Moreover, the demand request also

depends on an exponential increase from the base values of DC and IXP in-

terconnects. Specifically, these growth rates are drawn from a random variable

with a Gaussian distribution, whose mean values are 0.35, 0.25 and standard

deviation values are 0.1, 0.05 respectively [38, 39].

This process continues till the sum of all additional traffic from all drawn

demands reaches the aggregate additional traffic δt as defined in Eq. 6. There-

fore, using this method, we can achieve a skewed demand distribution, with

more traffic flowing between nodes of importance. This is especially helpful in

multi-period network planning studies, where the demands need to not only360

increase, but also introduce stochastic events in the simulation.
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5. RCSA Algorithm

RCSA algorithms for optical networks not only serve as a tool to plan new

services into the networks, but also conduct forward-looking strategic studies,

and provide stakeholders a cost and effort estimate. Not only this, RCSA algo-

rithms are used by Path Computation Elements (PCE) in network orchestrators

and software-defined networking (SDN) controllers for in-operation service plan-

ning and deployment.

As discussed in Section 2, several solutions for the RCSA problem exist in

the literature. However, with changes in network studies and input parameters,370

there is a lack of generality in many RCSA algorithms. Having evaluated a

heuristic method, and a pure ILP-based approach, we choose the middle ground

with a combinatorial heuristics-based approach. Our work extends [30, 31] by

utilizing a ‘divide and conquer’ policy by splitting the routing, configuration

selection, an spectrum allocation into independent sub-problems. This allows

us the flexibility to choose either a heuristic or an ILP for each of the sub-

problem. For the routing and configuration pre-selection, we use a heuristic

approach, whereas, for the candidate lightpath configuration assignment, we

design a multi-objective ILP. Finally, for spectrum allocation, we use the first-

fit allocation strategy. In the subsequent sections, we discuss in detail the380

routing and pre-selection algorithm, the ILP for candidate lightpath selection,

and finally the multi-period RCSA algorithm which combines all parts into a

multi-period planning problem.

5.1. Routing and Configuration Pre-Selection

Before the periodical planning of lightpaths for the given traffic request be-

gins, we undertake two major steps, namely, routing of source-destination pairs,

and a pre-selection of candidate lightpath configurations, based on the optical

performance of the given Flex-BVT/CFP2-DCO in all the bands of operation.

Algorithm 1 gives an overview of this process.

For the routing, we assume a k = 3 Dijkstra’s shortest path non-disjoint390

routing for each source-destination pair in the demand matrix D. Since we are
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Algorithm 1: Routing and Configuration pre-selection algorithm

1 function RouteAndPreselect (G(V, E,D), C);

Input : Network topology G(V, E,D) and Flex-BVT/CFP2-DCO configuration list

C

Output: Ordered list of routed demands D and possible configurations for all

demands CD
2 for d ∈ D do

3 SPd ← Yen’s k = 3 shortest paths of d;

4 Hopsd ← num hops of SPd[0];

5 end

6 Order d ∈ D longest to shortest SPd then highest to lowest Hopsd;

7 for d ∈ D do

8 for k ← 0 to 2 do

9 for c ∈ C do

10 Place set of lightpaths Ld,k,c with config c on all freq slots of links

e ∈ SPd;

11 Calculate GSNRd,k,c,l∀ l ∈ Ld,k,c [36] ;

12 GSNRd,k,c ← min(GSNRd,k,c,l) ;

13 if GSNRd,k,c ≥ minSNRc then

14 c→ Cd,k;

15 end

16 Remove Ld,k,c from all freq slots ;

17 end

18 Cd,k → Cd;

19 end

20 Cd → CD;

21 end

22 return D , CD
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dealing with long-haul networks, we observed that the path diversity increases

drastically for higher values of k, thereby leading to higher delays and lower data

rates per transparent lightpath. Once the source-destination pairs are assigned

their routes, they are ordered according to their first shortest path lengths, with

the source-destination pair having the longest route being assigned the highest

priority. Then, source-destination pairs with similar path lengths (≤ 100km)

are ordered according to the number of hops, with the pairs having a higher

number of hops being assigned a higher priority. This is done to introduce

fairness in the simulation so that the pairs using more links are not blocked400

later by pairs using fewer links but more spectral resources.

Next, using our previously proposed heuristic for configuration selection,

‘HeCSON’, we select candidate Flex-BVT/CFP2-DCO configurations for each

source-destination pair in the network [30]. For each possible configuration,

HeCSON simulates a fully-loaded homogeneous channel and finds the worst-

case channel GSNR using the modulation format dependent ISRS GN model to

calculate the NLI noise term [36]. The ISRS GN model is used here, because

of its capabilities to estimate NLI noise for central channel frequencies in a

multi-band scenario. To ensure that the NLI noise in the L and S bands is not

underestimated, we also add additional GSNR margins to calculated GSNR,410

as given in [40]. For each routed demand, the configurations whose worst-

case calculated GSNR is lesser than the minimum receiver sensitivity SNR are

removed from the list of possible configurations. After this, we need to find the

candidate lightpaths which may satisfy the traffic requirement for each of the

demands.

5.2. Selecting Candidate Flex-BVT/CFP2-DCO configurations

Once the paths and configurations of all source-destination pairs and the

traffic matrix for the current planning period τt (ref. Eq. 10) are calculated,

for each demand, we need to assign suitable configurations for each network

terminal card, such that the traffic demand between each source-destination420

pairs can be satisfied with minimum equipment. Here, we extend the multi-
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objective lightpath ‘selection’ ILP definition from [30, 31].

Let us consider a demand d(i, j) ∈ D in planning period t, with additional

requested traffic δ(i, j, t) ∈ τt (ref. Eq. 10). It may be the case that some of

the additional requested traffic may already be satisfied by some in-operation

lightpaths. Therefore, the traffic to be met between source i and destination j

of demand d at a given time t is defined as ρ(i, j, t) = τ(i, j, t− 1) + δ(i, j, t)−∑
∀l∈L̃d

DRl, where τ(i, j, t− 1) is the total requested traffic up to the previous

planning period for demand d, and
∑

∀l∈L̃d
DRl is the sum of the data rates

DRl of all the in-operation lightpaths L̃d belonging to demand d.430

Using the above definitions, the selection of candidate lightpaths from the

demand’s possible configurations Cd ∈ CD is defined as,

Minimize
∑
c∈Cd

∑
p∈SPd

xc,p,Maximize
∑
c∈Cd

∑
p∈SPd

(
xc,p ×Rc

)
, (12)

such that : ρ(i, j, t) ≤
∑
c∈Cd

∑
p∈KSPd

xc,p ×Rc ≤ ρ(i, j, t) + η, (13)

∑
c∈Cd

xc,p ×BWc ≤ B̃W p,∀p ∈ SPd, (14)

integer variables xc,p ≥ 0,∀c ∈ Cd,∀p ∈ SPd.

In Eq. 12, we define a multi-objective integer linear objective function, which

minimizes the number of candidate lightpaths (integer variable xc,p) while max-

imizing the datarate Rc of each of the candidate lightpaths associated with

configuration c ∈ Cd along path p ∈ SPd.

This objective function is constrained by Eq. 13, known as the data rate

constraint. η is a constant which limits the overprovisioning of the datarate,

avoiding greedy usage of spectral resources.

In Eq. 14, we introduce a bandwidth constraint for each path p ∈ SPd, such440

that the total bandwidth of all candidate lightpaths on path p ∈ SPd shall not

exceed the maximum available contiguous bandwidth on the path p, denoted by

B̃W p.

Using Eq. 12-14 allows an optimal selection of candidate lightpaths which
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can be then placed onto the spectrum Once the lightpaths are placed and the

traffic is satisfied for demand, we move to the next demand, and continue this

operation till all the demands in the given planning period are satisfied.

5.3. Multi-period RCSA algorithm

In a multi-period planning scenario, the heuristics and ILPs previously dis-450

cussed in this section are used to place lightpaths into the network, to cope with

the per-period increase in data rate demands between any given source i and

destination j in the network.

Algorithm 2 provides an overview of the described RCSA algorithm in a

multi-period scenario. As a pre-requisite, the candidate paths of demands D

and their corresponding candidate configurations CD should already be pre-

calculated using the routing and configuration pre-selection algorithm (ref. Alg. 1).

For each planning period t ∈ T , we iterate over each demand d ∈ D to find the

source i and destination j belonging to it. Once the additional requested

traffic δ(i, j, t) is calculated, the in-operation lightpaths Ld ∈ L need to be up-460

graded. The upgrade occurs without using additional spectral resources, and

without changing the center channel frequency of each in-operation lightpath.

The upgraded in-operation lightpaths for the demand d are denoted as L̃d. Fur-

ther details on the lightpath upgrade heuristic are available in our previous

work [30].

Using the data rate of the upgraded lightpaths for demand d, ρ(i, j, t) is

calculated as described in the previous section. If the upgraded in-operation

lightpaths are unable to satisfy the additional requested traffic (i.e. ρ(i, j, t) >

0), we invoke Eqs. 12-14 to find the optimal candidate lightpaths for the demand.

The candidate lightpaths Ld,t are added to the spectral slots available on the470

links in a first-fit fashion. The newly placed lightpaths are denoted as L”d,t. In

case some lightpaths cannot be placed, the re-routing algorithm is invoked [31].

Since the in-operation lightpaths change their bandwidths or central channel

frequencies, the GSNR for all the in-operation lightpaths sharing the same links
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Algorithm 2: Multi-period RCSA Algorithm

1 function MultiperiodRCSA (G(V, E,D), C, T );

Input : Network topology G(V, E,D), transceiver configuration list C, total

planning period T

Output: List of placed lightpaths L, yearly underprovisioning U

2 D, CD ← RouteAndPreselect(G(V, E,D), C) [Alg. 1]

3 for t ∈ T do

4 for d ∈ D do

5 (i, j)← d;

6 δ(i, j, t)← τt(d);

7 L̃d ← UpgradeLP(Ld ∈ L) [30];

8 Recalculate GSNR for all placed lightpaths sharing the same links as L̃d;

9 Calculate ρ(i, j, t);

10 if ρ(i, j, t) ≥ 0 then

11 Ld,t ←Eqs. 12-14;

12 else

13 continue;

14 end

15 L”d,t ← First-Fit(Ld,t);

16 if ρ(i, j, t) ≥
∑

L”d,t then

17 L”d,t ← Reroute(d,L, t) [31]

18 end

19 Recalculate GSNR for all placed lightpaths sharing the same links as L”d,t;

20 ρ(i, j, t)← ρ(i, j, t)−
∑

∀l∈L”d,t
DRl;

21 L”d,t → L;

22 if ρ(i, j, t) ≥ 0 then

23 Increase underprovisioning U using Eq. 15

24 end

25 end

26 end

27 return L , U
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as L”d,t needs to be re-calculated. The remaining traffic for demand d, given

by ρi, j, t is updated by subtracting the data rate of the placed lightpath L”d,t.

Finally, in case there is traffic remaining that could not be assigned to a lighpath,

the underprovisioning percentage U is increased using Eq. 15.

To fairly measure the number of demands which could not meet the requested

traffic, we introduced “underprovisioning” in our previous work [33]. For a given480

planning period t, underprovisioning is defined as the ratio of the sum of all

demand data rates which could not be provisioned in the network to the overall

requested aggregate traffic. In our work, underprovisioning UPt is represented

as a percentage, and can be calculated as follows:

UPt =

∑
∀d̃∈D̃t

(DRd̃ −
∑

∀l∈LP
d̃
DRl)∑

∀d∈Dt
DRd

· 100 % (15)

where D̃t is the set of demands in planning period t which could not be

satisfied by the placement of in-operation lightpaths l ∈ LPd̃. Dt is the set of

all demands in the planning period t.

6. Network Studies and Techno-economic Analysis

In this section, we undertake a multi-period network planning study using

the RCSA algorithm discussed in Section 5. Here, we first describe the networks490

under study and the simulation setup. Then, we compare network metrics like

throughput, placed lightpaths, and underprovisioning, of a multi-band Flex-

BVT deployment, with a multi-band transparent IPoWDM deployment. For

both terminal deployment strategies, we also compare when must an operator

plan for lighting the S and L bands. Finally, we introduce a multi-layer techno-

economic cost model and find the total cost of ownership (TCO) of both a

Flex-BVT and a CFP2-DCO-based multi-band architecture.

To compare the results of a long-term network deployment on multiple

topologies, we use three European national network topologies, namely, Ger-

many, Spain, and Sweden. These networks have been retrieved from the Inter-500
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Network
Topology Parameters

Lightpath Lengths

[km]

Nodes Links Demands Min Avg. Max

Germany 17 26 121 34.50 558.47 982.00

Spain 16 27 135 112.79 871.81 1598.67

Sweden 25 29 286 20.00 1066.18 3533.34

Table 3: Topology and route statistics for European core networks under study [41].

net Topology Zoo [42] and have been converted into a physical layer fiber and

span topology, which is available as an open-source dataset [41].

The network topologies are shown in Fig. 7, and from a graph perspective,

the three networks are topologically different. As reported in Table 3, Germany

is a well-connected mesh network with 17 nodes and 26 links and has an average

lightpath length of around 550 km. Spain is a 16-node 27-link topology in a star-

shaped topology, with Madrid serving as the central node. The longest lightpath

(a) Germany (b) Spain

(c) Sweden

Figure 7: European Core Networks under study. We assume a single SSMF fiber pair

between any two nodes.
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is almost 1600 km. Finally, in Sweden, many nodes are connected with a single

point-to-point link, with the longest transparent lightpath achieving more than

3500 km. Looking at the statistics of lightpath lengths, it is clear that both510

Flex-BVTs and CFP2-DCO-based architectures can operate with at least a 32

GBaud QPSK configuration on the longest route on each network.

In this work, we design a multi-period network planning study, which is run

for 10 planning periods on the three mentioned topologies. The fiber topology

of these networks assumes a single SSMF fiber pair between the two nodes. For

multi-band transmission, we consider different values for fiber attenuation, am-

plifier noise, launch power, and minimum required GSNR for each band, taking

values from [20]. In these studies, we utilize the RCSA algorithm discussed

in Section 5, and simulate two deployment scenarios, namely Flex-BVT, and

transparent IPoWDM. The simulation software is implemented in Java, and520

runs on a machine with a 12th Generation Intel® Core™ i7-12700K processor,

with 32GB RAM. To ensure a fair comparison of the two scenarios, we invoke

two parallel runs of the multi-period RCSA algorithms, which are fed the per-

period demand from the same instance of the traffic model discussed in Section

4. For each network, we run the multi-period planning 1000 times to generate

a confidence distribution over the results.

6.1. Traffic Model Validation

Since our proposed traffic model is an important input to the network plan-

ning study, we need to compare and validate the model with the traditional530

gravity-based traffic model [43], and with the CISCO VNI report on traffic

growth for three network topologies under test.

The gravity model defines the traffic ts,d flowing between a source s and

destination d in a long-haul core network as ts,d = k · Ps·Pd

Lϕ , where Ps and Pd are

the population metric at source and destination and L is the distance between

them. k and ϕ are the scaling factors for the traffic. For this comparison, we

assume the population metric Ps and Pd to be the sum of IXPs and DCs at the
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Figure 8: Traffic Model comparison for the German, Spanish, and Swedish core networks.

source and destination respectively. ϕ is set to 2, assuming two different types of

traffic are being carried. Scaling factor k varies according to the network and is

chosen using trial and error to achieve similar order of magnitude as the initial540

aggregate traffic mentioned in the 2021 CISCO VNI forecast highlights [38].

Since this forecast provides traffic statistics for the whole country, we make a

simple assumption that the market penetration is uniformly distributed amongst

the long-haul network operators in the country. The traffic increase rates for the

gravity model and the VNI forecast are the same as the Compounded Annual

Growth Rate (CAGR) mentioned for each of the countries in the CISCO VNI

forecast. The discussed parameters are assimilated into Table 4.

As seen in Fig. 8, the proposed traffic model follows the forecasted traffic

growth closely. The gravity model, on the other hand, tends to deviate from

the forecasted growth, despite having the same CAGR. It can be argued that550

the k and ϕ parameters of the gravity model can be further optimized to mimic
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Network

Gravity Model

scaling parameter

(k)

Total Peak Traffic

(2021)[Tbps]

Assumed Market

Penetration

[%]

Peak Traffic

per operator

(2021) [Tbps]

CAGR

[%]

Germany 100 127 25 31.75 26

Spain 10000 62 33 20.66 23

Sweden 100 22 100 22 24

Table 4: Traffic modelling parameters for the Gravity Model [43] and CISCO VNI forecast [38]

the VNI forecast. However, the proposed traffic model does not require any

parameter optimization and is generic enough to be used for long-haul networks

holding different graph properties. Finally, independent of this validation study,

the results of the traffic model for the Spanish network show a similar trend to

Fig.5 in Lopez et. al. [44], justifying the usage of this traffic model.

6.2. Planning Results

Now, we compare the results of the two deployment simulations in terms of

aggregate network throughput, number of lightpaths deployed, underprovision-

ing, and lightpaths per band of operation.560

Aggregate throughput is defined as the sum of the data rates of operational

lightpaths in the network at a given planning period. As mentioned earlier, a

lightpath is an end-to-end optical signal between a pair of transceivers (Flex-

BVTs or CFP2-DCOs) at the source and destination, each having its own con-

figuration. The aggregate throughput is compared with the requested aggre-

gated traffic, which is defined as the sum of the demands between each source-

destination pair in a given planning period.

The number of lightpaths is the cumulative count of in-operation lightpaths

deployed in each planning period, and finally, the number of lightpaths per band

shows how many lightpaths are added in the C, L, or S-band in each planning570

period. Using these four metrics, and the same RCSA algorithm, a multi-period

planning study comparing the performance of Flex-BVT and CFP2-DCO on the

three networks under study is carried out. The results for each of the networks

are presented and discussed in detail.

From the throughput plots for the Germany network in Fig. 9, we observe

29



0 2 4 6 8 10
Planning Period

50

100

150

200

250

T
hr

ou
gh

pu
t/T

ra
ff

ic
 (T

bp
s)

Throughput Flex-BVTs
Throughput CFP2-DCO
Requested Aggregate Traffic

(a) Aggregate throughput

0 1 2 3 4 5 6 7 8 9 10
Planning Period

0

20

40

60

80

U
nd

er
pr

ov
is

io
ni

ng
 %

Germany Flex-BVTs

0 1 2 3 4 5 6 7 8 9 10
Planning Period

0

20

40

60

80

U
nd

er
pr

ov
is

io
ni

ng
 %

Germany CFP2-DCO

(b) Underprovisioning

Figure 9: Throughput and Underprovisioning results for Germany network.
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Figure 10: Number of deployed LPs and the number of LPs in each of the bands for the

Germany network.
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that the Flex-BVT approach meets the requested aggregate traffic one year more

as compared to the CFP2-DCO approach, with similar mean underprovisioning.

However, CFP2-DCO deployment shows a higher third and fourth quartile in

each planning year. This means that it is susceptible to having more lightpaths

blocked due to high neighbouring channel interference, or due to band satura-580

tion. Compared to the CFP2-DCO approach, the Flex-BVT approach places at

least 15% lesser lightpaths in the network, leading to a lesser number of devices.

As seen in Fig. 10b, S-Band is activated two years later in the Flex-BVT

scenario, as compared to the CFP2-DCO scenario. The reason why the CFP2-

DCO approach activates the L and S band in the fourth planning period is that

the increase in traffic leads to high usage of spectral resources on a few links

which carry many lightpaths (e.g. Frankfurt-Leipzig, Hannover-Frankfurt, and

Hannover-Leipzig), leading to L-Band saturation in one planning period. This

phenomenon is not observed for Flex-BVTs due to the usage of configurations

with higher spectral efficiency.590

From the results of the network study for Germany, it can be inferred that

the Flex-BVT approach provides a similar or higher throughput than CFP2-

DCO-based transparent IPoWDM deployment.

The Spanish network results, shown in Fig. 11 also highlight the advantages

of the Flex-BVT approach with higher throughput and lower underprovisioning,

as compared to the CFP2-DCO approach. Due to the star-like structure of the

network, the links connecting the node Madrid get saturated earlier when using

the CFP2-DCO approach. If the Flex-BVT approach is used instead of the

CFP2-DCO approach, the L-Band and S-Band activation can be postponed by

1 and 2 years respectively.600

Despite the change in topology, higher traffic, and longer average lightpath

lengths (see Table 3), the Flex-BVT approach can provide 20% higher through-

put, while placing approximately 10% lesser lightpaths on an average.

For the Swedish network, Fig. 12 shows a 15% higher underprovisioning

on average for the CFP2-DCO approach, as compared to the Flex-BVT ap-

proach. In terms of throughput, both approaches can only meet the requested
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Figure 11: Ten periods planning results for the Spanish network.

aggregate traffic up to the sixth planning period. Due to the longer average

lightpath length in the networks and the point-to-point link structure of the

network (Fig. 7), many demands cannot be satisfied and several links need to

be upgraded to a multi-fiber setup, which is out of the scope of our network610

studies.

However, if the Flex-BVT approach is used, S-Band deployment in the

Swedish network can be postponed by three planning periods, as compared

to the CFP2-DCO approach.

As seen from the results, a Flex-BVT-based deployment outperforms the

CFP2-DCO-based deployment for all the three core networks under study, high-

lighting its benefits of higher flexibility in configuration selection, higher spectral

efficiency, and lower number of deployed devices in long-haul transparent optical

networks.

32



0 2 4 6 8 10
Planning Period

50

100

150

200

250

300

T
hr

ou
gh

pu
t/T

ra
ff

ic
 (T

bp
s)

Throughput Flex-BVTs
Throughput CFP2-DCO
Requested Aggregate Traffic

(a) Aggregate throughput

0 1 2 3 4 5 6 7 8 9 10
Planning Period

0

200

400

600

800

1000

To
ta

l n
um

be
r 

of
 B

V
Ts

 d
ep

lo
ye

d Flex-BVTs
CFP2-DCO

(b) Total deployed LPs

0 1 2 3 4 5 6 7 8 9 10
Planning Period

0

20

40

60

80

U
nd

er
pr

ov
is

io
ni

ng
 %

Sweden Flex-BVTs

0 1 2 3 4 5 6 7 8 9 10
Planning Period

0

20

40

60

80

U
nd

er
pr

ov
is

io
ni

ng
 %

Sweden CFP2-DCO

(c) Underprovisioning

0 1 2 3 4 5 6 7 8 9 10
100
101
102

C-Band

0 1 2 3 4 5 6 7 8 9 10
100
101
102

L-Band

0 1 2 3 4 5 6 7 8 9 10
100
101

S-Band

Flex-BVTs CFP2-DCO

A
dd

ed
 L

ig
ht

pa
th

s

Planning Period

(d) #LPs per band

Figure 12: Ten periods planning results for the Swedish network.

6.3. Cookie Cutter approach to Techno-economics620

In business parlance, a ‘cookie-cutter’ approach is sometimes used to gener-

alize steps, streamline processes and maintain uniformity. In a techno-economic

analysis for networks, we employ a similar approach to arrive at estimates

quickly and to give users an overview of the costs which need to be added to the

network. Of course, this is not a substitute for careful and deliberate planning

applied in the industry before creating commercial offerings. However, a quick

estimate also helps in fastening the decision process by eliminating solutions

with extremely high costs to benefits ratio. In our work, since we are com-

paring two different terminal deployments, and adding two additional bands,

we compare the costs of adding extra equipment into the network. Using the630

component cost values provided in [45] and assuming that we have a deployed

C-Band OLS, along with pre-existing core IP routers. It is important to note

that the costs are normalized according to the cost of a 10G transceiver in the
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Component
CAPEX

(normalized C.U.)

Flex-BVT (100-600G) 17

CFP2-DCO Transceiver Card (100-400G) 12

Non-coherent IP Router 12 per 400G

Coherent optics IP Router (with CFP2-DCO cages) 20 per 400G

C, L-Band EDFA 2.8

Band splitter/combiner pair 0.2

S-Band TDFA 5.6

Table 5: Cookie-Cutter CAPEX values consolidated from [45, 46] for terminal and OLS

equipment upgrade.

year 2020.
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Figure 13: Per-period and cumulative CAPEX normalized to per-period and total offered

throughput respectively, for German network.

The OLS upgrade can be planned in two steps. The first step is the re-

placement of pure C-Band EDFAs with ILA modules consisting of C-Band and

L-Band EDFAs along with the placement of passive band splitters and combiners

at each location. The second step is the installation of ILA modules consisting

of S-Band TDFAs. This two-step approach enables operators to install and op-

erate S-Band-based ILAs, only when a need for the same arises [47, 48]. Here,640

we do not undertake a cost sensitivity analysis in this approach, since this de-

viates from the cookie-cutter philosophy and requires taking into consideration
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component customization. Therefore, for the CAPEX calculations, we take the

mean values from the results generated in Sec. 6.2.

As seen in Table 5, CAPEX costs related to routers will increase, as the

overall throughput in the network increases. It is clear from the throughput

results of the three networks, that the Flex-BVT-based solution consistently

places more throughput than the CFP2-DCO-based solution, thereby leading

to a higher overall CAPEX. However, it must be noted that higher throughput

would also lead to the ability of the network operator to offer services to more650

customers. Therefore, we normalized the yearly and cumulative CAPEX of

each solution to the carried traffic. For this, we define two cost-per-bit metrics.

The first metric, whose results are shown in the upper halves in Fig. 13 and

Fig. 14 is the yearly CAPEX per yearly added traffic. This is simply the cost of

new equipment in Cost Units (C.U.) normalized to the additional throughput

added to the network in Tbps. The second metric, seen in the bottom halves of

the same figures shows the cumulative CAPEX normalized to the total offered

throughput of the network. The cumulative CAPEX in any given planning

period is defined as the CAPEX costs accumulated from the first planning period

to the current one. As the planning periods progress, it is possible that many660

transceivers can be upgraded to higher data rates to meet the requested traffic,
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Figure 14: Per-period and cumulative CAPEX normalized to per-period and total offered

throughput respectively, for Spanish and Swedish networks.
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Figure 15: Cumulative CAPEX per offered throughput for the three networks under study,

ignoring IP routing costs.

thereby avoiding the placement of new terminal equipment in the network.

This exercise helps not only to compare the differences in the cost per bit but

also the benefits offered by the OLS and terminal upgrades. We assume higher

IP routing costs due to the usage of coherent IP routers with CFP2-DCO cages

as compared to grey-optics IP routers which can be either re-used or acquired

at lesser costs as compared to their coherent counterparts [49]. As seen from

Fig. 13, the per-component CAPEX normalized by the additional throughput

added to the network shows that the Flex-BVT solution has a lower cost per bit

as compared to the transparent IPoWDM-based solution. Although the costs of670

the terminal equipment are higher in the case of Flex-BVT, they are offset by
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the usage of less expensive routers. Moreover, the absolute cost of OLS upgrade

for both Flex-BVT and transparent IPoWDM scenarios is the same. However,

since transparent IPoWDM carries lesser traffic, the cost per bit value turns out

to be higher than the Flex-BVT case.

Specifically, at the end of the planning periods, the usage of the Flex-BVT

solution provides an overall 12% reduction in the cost-per-bit, as compared to

the transparent IPoWDM solution. More importantly, the cumulative CAPEX

per bit is consistently lower in the case of the Flex-BVT solution, showing that if

the offered traffic by the network operators is used to its maximum, Flex-BVTs680

indeed show promise in terms of higher flexibility, and lower cost-per-bit. As

seen in Fig. 14, similar savings are seen in other networks, with the Spanish

network showing an 11% reduction in the cost-per-bit and the Swedish network

portraying a 6% reduction in the cost-per-bit.

For fairness in cost comparison, we also conduct a CAPEX study with only

the OLS and Terminal costs. This is done to provide more insights into the cost

components purely from a WDM perspective. For the three networks under

study, we undertake a cost-per-bit analysis, using the costs provided in Table 5,

but only considering the cost of OLS upgrades and additional terminals. The

metric for comparison is Yearly CAPEX per total offered throughput in the690

network, which is measured in C.U. per Tbps.

From Fig. 15, we see that in most of the planning periods in all three net-

works, the Flex-BVT approach is either similar to or less expensive than the

CFP2-DCO approach. The exceptions are planning periods 5-9 in the Spanish

network and planning period 10 in the Swedish network. The reason for a lower

CAPEX-per-bit for the CFP2-DCO approach is that from the fifth planning

period, the L-Band starts saturating, leading to a lesser number of CFP2-DCO

transceivers being added to the network, thereby also having an overall lower

amount of throughput. However, towards the end of the planning periods, both

the curves begin to converge, showing little to no economic advantage of in-700

vesting in CFP2-DCO technologies for a long-haul transparent optical network

deployment.
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7. Conclusions

As research communities in Europe move towards standardization of 6G

network services and deployment, an exponential increase in demands for high-

bandwidth services to be carried over long distances is envisioned. Moreover, as

5G networks are already partially deployed in production environments, long-

haul network operators must take timely decisions to upgrade core networks.

These network upgrades can either be related to the choice of optical network

terminal equipment or the choice of the type of OLS upgrades needed in the710

network.

To this end, we have proposed a novel traffic model, which simulates the ex-

pected traffic growth in core networks in a multi-period scenario. The model’s

stochastic nature allows it to provide inputs for different types of core networks,

and to undertake a network planning and techno-economic study. We also pro-

pose a multi-period Routing, Configuration, and Spectrum Assignment (RCSA)

algorithm which takes as input demands modelled by the novel traffic model,

and provides results in terms of network throughput, number of lightpaths (total

and per-band), and the per-period underprovisioning.

Using the traffic model and the RCSA algorithm, we conduct a multi-period720

planning study on the German, Spanish, and Swedish networks. This study

compares differences between multi-band deployments based on highly flexible

bandwidth variable (Flex-BVT) transceivers, versus transparent IP over WDM

transceivers (IPoWDM) deployments that use CFP2-DCOs. Results show that

the Flex-BVT approach places up to 15% lower lightpaths into the network while

carrying up to 20% higher traffic. Using a ‘cookie-cutter’ CAPEX calculation

approach, we also show that the cost-per-bit of deploying bandwidth variable

transceivers is up to 12% lower, as compared to the CFP2-DCO approach under

study.

Additionally, a cost-per-bit study comparing the two approaches only from730

the OLS and terminal costs perspective shows that the Flex-BVT approach has

either similar or lower cost per bit in 80% of the planning periods for the three
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networks in the study. Future work will include extending the techno-economic

study to include operating expenditures and extending the network planning

study to include multi-fiber as well as regenerator-based approaches.
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