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Abstract. Suppose that the integers are assigned random variables {ωi} (taking values in
the unit interval), which serve as an environment. This environment defines a random walk
{Xn} (called a RWRE) which, when at i, moves one step to the right with probability ωi ,
and one step to the left with probability 1−ωi . When the {ωi} sequence is i.i.d., Greven and
den Hollander (1994) proved a large deviation principle for Xn/n, conditional upon the en-
vironment, with deterministic rate function. We consider in this paper large deviations, both
conditioned on the environment (quenched) and averaged on the environment (annealed),
for the RWRE, in the ergodic environment case. The annealed rate function is the solution
of a variational problem involving the quenched rate function and specific relative entropy.
We also give a detailed qualitative description of the resulting rate functions. Our techniques
differ from those of Greven and den Hollander, and allow us to present also a trajectorial
(quenched) large deviation principle.

1. Introduction and statement of results

1.1. Introduction and background

Let � = [0, 1]�, and let ω = (ωi)i∈� ∈ � be a collection of random variables
which serve as an environment. For each ω ∈ �, we denote by Pω the distribution
of the nearest neighbor random walk (Xn)n=0,1,2,... in the environment ω, which,
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when at location i, moves to i + 1 with probability ωi and to i − 1 with probability
1 − ωi . In the case when ω is a realization of a stationary, ergodic sequence, X is
called the random walk in random environment (RWRE). This RWRE can serve
as a model for diffusion and transport phenomena, in a medium which is locally
inhomogeneous, but homogeneous on large scales. In parallel to the case of classi-
cal random walks, natural questions for the RWRE arise: transience vs. recurrence,
law of large numbers, limit theorems for the distribution, large deviations,.... Pe-
riodic environments strongly relate to homogeneous ones, via homogeneization
techniques, though environments with more randomness produce a richer behavior
for the walk. Fluctuations of the environment have a strong influence on the long
time asymptotics of the walk.

Define ρi = ρi(ω) = (1 − ωi)/ωi, i ∈ �. Depending on the (ergodic) distri-
bution η of the environment, the random walk (Xn) is either recurrent for η-a.e. ω

(if
∫

log ρ0(ω)η(dω) = 0), or transient for η-a.e. ω with Xn → +∞ [resp.−∞] (if∫
log ρ0(ω)η(dω) < 0 [resp. > 0]), see [16, Chap. IV, Theorem 2.3 and Corollary

2.4] or [1]. Let Z−
i := ρi + ρiρi−1 + ρiρi−1ρi−2 + · · ·, and note that Z−

i < ∞,
η-a.s. when the walk is transient to the right. Further, if

v−1
η :=

∫
(1 + 2Z−

0 )η(dω) < ∞, (1)

then the random walk has the positive speed vη, i.e. for η-a.e. ω, we have Xn/n →
vη, Pω-a.s., c.f. [1]. If η is a product measure, this was observed by Solomon [20],

who proved that in this case,
∫
(1+2Z−

0 )η(dω) < ∞ if 〈ρ〉 := ∫ ρ0(ω)η(dω) < 1
and then

vη = 1 − 〈ρ〉
1 + 〈ρ〉 . (2)

A transparent derivation of (1) appears below Lemma 1. We refer to the introduc-
tion sections of [11] and [3], as well as to [12] and [19], for more about the history
of the model and a description of limit laws not mentioned above.

Recall that a sequence of probability measures μn on a topological space satis-
fies the Large Deviation Principle (LDP) with rate function I (·) if I (·) is non-neg-
ative, lower semicontinuous, and for any measurable set G,

− inf
x∈Go

I (x) ≤ lim inf
n→∞

1

n
log μn(G) ≤ lim sup

n→∞
1

n
log μn(G) ≤ − inf

x∈Ḡ
I (x). (3)

(Here, Go denotes the interior of G and Ḡ its closure. We refer to [4] for gen-
eral background and definitions concerning large deviations). For a product mea-
sure η, the study of large deviations for the law of Xn/n was initiated by Greven
and den Hollander in [11], where a Large Deviation Principle for the distribu-
tions of Xn/n under Pω was derived, for η -a.e. ω, with a deterministic rate func-
tion I

q
η . (Of course, I

q
η (vη) = 0). We refer in the sequel to such statements as

quenched statements, while statements concerning probabilities with respect to the
law P = η(dω) ⊗ Pω are referred to as annealed results. Random environments



Quenched, annealed and functional large deviations 67

may create some long “traps” which slow down the walk, resulting in large devia-
tions probabilities whose rate of decay is slower than exponential. Subexponential
asymptotics, both quenched and annealed, are presented in [3], [9], [18], [17]. In
this paper we will focus on exponential rates of decay.

The approach of [11] to large deviation statements involves looking at the RWRE
as a Markov chain in the space of environments, and the quenched LDP is obtained
by an appropriate contraction. More precisely, the rate function is the solution of a
variational problem and is shown to be the Legendre transform of certain Lyapunov
exponents. Our goal in this paper is to suggest a different point of view for obtaining
large deviation theorems, both annealed and quenched, for the general ergodic η. We
do so by building on recursion ideas which can be traced back to [15], [14], and
formed the key to [3], leading here to rather simple proofs of the LDP’s. As an
application of our methods, we show how functional LDP’s can be obtained by
essentially the same methods. As a by product of our method, we are able to deduce
qualitative results concerning the shape of the resulting rate functions.

After the bulk of this work was completed, we received a preprint of Zerner
[24], where he uses similar recursion ideas to analyze certain multi-dimensional
RWRE’s. Among other results, Zerner shows how to re-derive some of Greven
and den Hollander’s results using a hitting time decomposition similar to ours. In
contrast with our results, the annealed case is not treated in [24].

1.2. Statement of main results

Turning to the description of our results, a crucial role in our approach is played by
certain hitting times. Let Tk = inf{n : Xn = k}, k = 0,±1,±2, . . . and

τk = Tk − Tk−1, k > 0

τk = Tk − Tk+1, k < 0,

with the convention that ∞ − ∞ = ∞ in this definition. It turns out that Large
Deviation Principles for Tn/n are key to the LDP’s for Xn/n. We introduce the
functions

ϕ(λ, ω) := Eω[eλτ1 1τ1<∞] , f (λ, ω) := log ϕ(λ, ω) ,

G(λ, η, u) := λu −
∫

f (λ, ω)η(dω). (4)

A characterization of ϕ(λ, ω) in terms of continued fraction expansions is provided
in Section 2, Lemma 1. Define

I τ,q
η (u) = sup

λ∈IR
G(λ, η, u). (5)

As will be seen in Section 2, I
τ,q
η is the rate function for the quenched LDP asso-

ciated with Tn/n.
Let M1(�), Ms

1(�) and Me
1(�) be the spaces of probability measures, station-

ary probability measures, and ergodic probability measures, on �. Further, denote
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by Me
1(�)+ := {η ∈ Me

1(�) :
∫

log ρ0(ω)η(dω) ≤ 0} the set of distributions for
the environment making the walk recurrent or transient to the right. Let K ⊂ (0, 1)

be some fixed compact subset of (0, 1). For any set M ⊂ M1(�), we denote
MK = M ∩ {η : supp(η0) ⊂ K ⊂ (0, 1)}. For η ∈ Me

1(�)+,K , define

I q
η (v) =

⎧⎨
⎩

vI
τ,q
η

(
1
v

)
, 0 ≤ v ≤ 1

|v|
(
I

τ,q
η

(
1
|v|
)
− ∫ log ρ0(ω)η(dω)

)
, −1 ≤ v ≤ 0,

(6)

where the value at v = 0 is taken as I
q
η (0) = limv→0 vI

τ,q
η (1/v) . Let Inv : � → �

denote the map satisfying (Inv ω)i = 1 − ω−i , and let ηInv = η ◦ Inv−1. For η ∈
Me

1(�)K \Me
1(�)+,K , note that ηInv ∈ Me

1(�)+,K and define I
q
η (v) = I

q

ηInv(−v).

Our first main result is a quenched LDP for the distribution of Xn/n. It turns
out that, even if one is interested in the annealed LDP for the i.i.d. case only, one
is forced to consider the quenched LDP for certain ergodic, non product measures.
This motivates the following extension of the quenched LDP of [11] which is de-
rived there in the case where η is a product measure.

Theorem 1. Assume η ∈ Me
1(�)K . For η-a.e. ω, the distributions of Xn/n under

Pω satisfy a large deviation principle with convex, good rate function I
q
η .

Our approach allows us to prove also an annealed LDP. Untypical environments
will come into play, so this requires some extra assumptions on the distribution α

of the sequence ω, allowing to compute large deviations of the environment itself.
We say that α ∈ Me

1(�) is locally equivalent to the product of its marginals if its

restriction α(n) to M1([0, 1]n) is equivalent to
∏n

i=1 αi for arbitrary n, i.e. if for

any measurable A ⊂ [0, 1]n, α(n)(A) = 0 if and only if
∏

αi(A) = 0. Now, let
θ : � → � denote the shift on �, given by (θω)(i) = ω(i + 1), and let h(·|α)

denote the specific relative entropy with respect to any α ∈ M1(�). We say that

α satisfies the process level LDP if the distributions of Rn := 1
n

∑n−1
j=0 δθj ω under

α satisfy the LDP in M1(�), equipped with the topology of weak convergence,
with rate function h(·|α). Let Fn := σ({ω0, . . . , ωn}). We will use the following
Assumption (A) on α:

Assumption (A):
A1: α satisfies the process level LDP.
A2: α is locally equivalent to the product of its marginals and, for each η ∈
Ms

1(�)K , there is a sequence {ηn} of ergodic measures with ηn −→
n→∞η weakly and

h(ηn|α) → h(η|α).
Product measures and Markov processes with bounded transition kernels satisfy

A1, c.f. [7], as well as A2, c.f. [8], Lemma 4.8. For u ≥ 1, let

I τ,a
α (u) = inf

η∈Me
1 (�)

[I τ,q
η (u) + h(η|α)]. (7)



Quenched, annealed and functional large deviations 69

Let now

I a
α (v) =

⎧⎨
⎩

vI τ,a
α

(
1
v

)
, 0 ≤ v ≤ 1

|v|I τ,a

αInv

(
1
|v|
)

, −1 ≤ v ≤ 0.
(8)

The following annealed LDP can be considered as the main result of this paper.

Theorem 2. Assume α ∈ Me
1(�)K satisfies Assumption (A). Then, the distribu-

tions of Xn/n under P satisfy a LDP with convex, good rate function I a
α .

We note that the quenched rate function I
q
η and the annealed rate function I a

α

are related by the following variational formula:

I a
α (v) = inf

η∈Me
1 (�)

[
I q
η (v) + |v|h(η|α)

]
. (9)

where vh(η|α) = ∞ if h(η|α) = ∞. In particular, we always have I a
α ≤ I

q
α .

Properties of the rate function I
q
η , and I a

α for product measures α, are studied in
Section 5 and summarized in a series of figures. An interesting feature, first dis-
covered in [11] in the quenched case with i.i.d. environment, is the occurrence of
linear pieces of the rate function, which we explain in the next subsection. We
show that a similar property holds for the annealed rate function. Already at this
point, the reader may have a glance at Figures 6 to 9, Section 5. We also present
in Section 5 qualitative properties of the rate functions encountered in this paper,
quenched and annealed. Note also that the minimizers η in (9) describe the envi-
ronments favorable to large deviations of the walk. In Section 5 we show that in
general, these measures are one-dimensional Gibbs measures, with a summable
interaction related to the approximants of the continuous fractions ϕ.

We conclude this section by a functional LDP. Let Sn(t) := n−1X
nt�, t =
0, 1/n, 2/n, . . . , 1, linearly interpolated elsewhere. Throughout, we use the sym-
bolL to denote the class of Lipschitz functions of Lipschitz constant bounded by 1,

equipped with the supremum topology. Define the functional I
traj,q
η : L → [0,∞]

by

I
traj,q
η (φ)

�=
∫ 1

0
I q
η (φ̇(t))dt.

Theorem 3. Let η ∈ Me
1(�)K .

1. I
traj,q
η is a good rate function on L.

2. For η -a.e. ω, the distributions of Sn(·) under Pω satisfy in L a LDP with rate

function I
traj,q
η .

The organization of the article is as follows: In the rest of this introduction,
we describe our strategy for proving Theorems 1–3, state auxiliary LDP’s for the
hitting times Tn/n, and introduce some notations and conventions. In Section 2
[resp. Section 3] we provide the proofs of the quenched [resp. annealed] LDP for
hitting times. Section 4 is devoted to the proof of Theorems 1–3. In Section 5 we
describe the various rate functions in the paper classifying their shapes, and we
study also the environments which lead to an (annealed) large deviation. Finally,
Section 6 describes some questions and open problems.
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1.3. General strategy and statements of associated hitting times LDP’s

We begin with a heuristic description of our approach, followed by the statement
of some crucial auxiliary LDP’s for certain hitting times. Recall the hitting times
{τk}, {Tk}, and note that Tn =∑n

k=1 τk . Under Pω, i.e. in the quenched setting, the
hitting times {τk} are independent, although not identically distributed. Therefore,

Eω[eλTn1Tn<∞] =
n∏

k=1

Eω[eλτk 1τk<∞ |τk−1 < ∞] =
n∏

k=1

ϕ(λ, θk−1ω) ,

with θ denoting the shift as before, and therefore, disregarding technical conditions,
one expects by the ergodic theorem that

�(λ) := lim
n→∞ n−1 log Eω[eλTn1Tn<∞] =

∫
log ϕ(λ, ω)η(dω) , η − a.s.

Therefore, if �(λ) were essentially smooth, one could expect to deduce a LDP
for Tn/n by the Gärtner-Ellis theorem, c.f. [4], with (convex) rate function I

τ,q
η (·).

Unfortunately, the required smoothness can fail at the boundary of the domain of
�(λ), and some extra care is needed in deriving the LDP lower bound.

We note that the random variables {τk} can be heavy tailed, i.e. they may not
have exponential moments, or they may possess only certain finite exponential mo-
ments. If they were i.i.d., this would imply that the corresponding rate function
in the LDP is not strictly convex and possesses linear pieces. Although the {τk}
sequence is not identically distributed, this heuristics suggests that the same is true
of I

τ,q
η (·). Indeed, we show in Section 5 that I

τ,q
η (·) possesses linear pieces due to

the blowup of certain exponential moments of the hitting times.
Having derived the quenched LDP for Tn/n, a simple duality argument allows

one to derive the quenched LDP for Xn/n. Indeed, the event

{Xn/n < x} is comparable to {Tnx > n} = {Tnx/nx > 1/x},

and this will lead to (6) and (8). Of course, linear pieces in the rate function for the
hitting times yield linear pieces in the rate function for the position.

The derivation of the annealed LDP in Theorem 2 starts also with the evaluation
of the logarithmic moment generating function of the hitting times Tn. Then,

Eω[eλTn1Tn<∞]=exp

(
n∑

k=1

log ϕ(λ, θk−1ω)

)
= exp

(
n

∫
log ϕ(λ, ω)Rn(dω)

)
.

Thus, if Rn satisfies the LDP under the ergodic measure α, invoking the abstract
Laplace principle (Varadhan’s lemma) one expects that

lim
n→∞

1

n
log E[eλTn1Tn<∞] = sup

η∈Ms
1(�)

(∫
log ϕ(λ, ω)η(dω) − h(η|α)

)
.
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From this point, the derivation of the annealed LDP for Tn/n, with rate function
I τ,a
α (·) given by the variational formula (9), is based on convexity considerations

and in particular on a min-max argument. This forces us to study certain properties
of the (quenched) rate function, en route to obtaining the variational representation
(7) of the annealed rate function for the hitting times. Note that even if α is a product
measure, one cannot a priori (and, as it turns out, also a-posteriori, c.f. Section 5.2)
restrict the infimum in (9) to product measures η, and hence one has to consider the
quenched LDP for non i.i.d. environments. As in the quenched case, the LDP for
the position Xn/n (Theorem 2) follows from the LDP for Tn/n by simple duality
arguments.

We now turn to state explicitly the LDPs for the hitting times Tn/n which are
needed in the program described above. Define

τω := Eω[τ1|τ1 < ∞] (10)

(with the value +∞ allowed). Recall that a sequence of probability measures μn

satisfies the weak LDP with rate function I (·) if the upper bound in (3) holds merely
for compact sets.

Theorem 4. Assume η ∈ Me
1(�)K . Then, for η-a.e. ω, the distributions of Tn/n

under Pω satisfy a weak LDP with deterministic, convex rate function I
τ,q
η . Further,

I
τ,q
η (·) is decreasing on [1,

∫
τωη(dω)] and increasing on [

∫
τωη(dω),∞).

Theorem 4 obviously implies also a LDP for T−n/n, simply by symmetry (i.e.,
space reversal of the measure η). An intermediate step in our proof of Theorem 4,
relating the rate function for the LDP of T−n/n to the one of Tn/n, is provided by
the following:

Proposition 1. Assume η ∈ Me
1(�)K . Then,∫

log Eω[eλτ−1 1τ−1<∞]η(dω) =
∫

log Eω[eλτ1 1τ1<∞]η(dω)

+
∫

log ρ0(ω)η(dω). (11)

Further, if η ∈ Me
1(�)+,K , then the distributions of T−n/n under Pω satisfy, for η

-a.e. ω, a weak LDP with deterministic rate function

I−τ,q
η (u) := I τ,q

η (u) −
∫

log ρ0(ω)η(dω), 1 ≤ u < ∞. (12)

We note that both in Theorem 4 and Proposition 1, the LDP’s are weak due to pos-
sible positive probability mass at +∞. The LDP of Theorem 4 can be strengthened
to a full LDP if η ∈ Me

1(�)+,K .
With I τ,a

α defined in (7), the annealed statement corresponding to Theorem 4
is the following:

Theorem 5. Let α ∈ Me
1(�)K satisfy Assumption (A). Then the distributions of

Tn/n under P satisfy a (weak) LDP with convex rate function I τ,a
α .
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1.4. Notations and conventions

We collect here various notations and conventions used throughout the paper. We
will consider the following sets of probability measures:

Me
1(�)+={η ∈ Me

1(�) :
∫

log ρ0(ω)η(dω) ≤ 0}, Me
1(�)− := Me

1(�)\Me
1(�)+.

Recall that K ⊂ (0, 1) is some fixed compact subset of (0, 1), and that for any set
M ⊂ M1(�), MK = M ∩ {η : supp(η0) ⊂ K ⊂ (0, 1)}. Set ωmin = ωmin(η) :=
min{z : z ∈ supp η0} where η0 denotes the marginal of η, ωmax = ωmax(η) :=
max{z : z ∈ supp η0}, and let ρmax = ρmax(η) := (1 − ωmin)/ωmin. Then, we
define

M1/2 := {η ∈ Me
1(�) : ωmin(η0) ≤ 1/2, ωmax(η0) ≥ 1/2}. (13)

Throughout, all spaces of probability measures are given the topology of weak
convergence.

2. Properties of ϕ(λ, ω) and proofs of the quenched LDP for hitting times

In proving Theorem 4, it is useful to consider first the case η ∈ Me
1(�)+,K , and

prove for it a LDP for the hitting times. Note that in this case, τ1 < ∞, η-a.s. Our
strategy for handling the case Pω(τ1 = ∞) > 0 will then be to first consider for
η ∈ Me

1(�)+,K the LDP for the hitting times T−n/n, and then use a space reversal.
As is often the case, certain properties of the moment generating function

ϕ(λ, ω) play an important role in the proof of the LDP. Recall that when η ∈
Me

1(�)+,K , it holds that ϕ(λ, ω) = Eω[eλτ1 ].

Lemma 1. For any λ ∈ IR, we have that whenever ϕ(λ, ω) < ∞ a.s. then

ϕ(λ, ω) = 1|
|e−λ(1 + ρ0(ω))

− ρ0(ω)|
|e−λ(1 + ρ−1(ω))

− ρ−1(ω)|
| · · · . (14)

Further, for η ∈ Me
1(�)+,K and 1 < u < Eη[τ1] := ∫ Eω[τ1]η(dω) ≤ ∞, there

exists a unique λ0 = λ0(u, η) such that λ0 < 0 and

u =
∫

d

dλ
log ϕ(λ, ω)

∣∣∣
λ=λ0

η(dω). (15)

Finally, for u as above

inf
η∈Me

1 (�)+,K
λ0(u, η) > −∞. (16)

Proof of Lemma 1. Pathwise decomposition yields the following formula for τ1:

τ1 = 1X1=1 + (τ ′1 + τ ′′1 + 1)1X1=−1 (17)
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where τ ′1 + 1 is the first hitting time of 0 after time 1 (possibly infinite) and τ ′1 +
τ ′′1 + 1 is the first hitting time of +1 after time τ ′1 + 1. Note that, under Pω, the law
of τ ′1 conditioned on the event X1 = −1 is Pθ−1ω(τ1 ∈ ·) and, conditioned on the
event τ ′1 < ∞, τ ′′1 is independent of τ ′1 and has law Pω(τ1 ∈ ·). Therefore, we have

ϕ(λ, ω) = Eω[eλτ11τ1<∞]

= Pω[X1 = 1] Eω

[
eλτ11τ1<∞|X1 = 1

]
+Pω[X1 = −1]Eω

[
eλτ11τ1<∞|X1 = −1

]
= ω0e

λ + (1 − ω0)Eω[eλ(τ1◦θ−1)1τ1◦θ−1<∞] Eω[eλτ11τ1<∞]eλ

= ω0e
λ + (1 − ω0)e

λϕ(λ, θ−1ω)ϕ(λ, ω) .

Hence, if ϕ(λ, ω) < ∞ then ϕ(λ, θ−1ω) < ∞, and

ϕ(λ, ω) = ω0e
λ

1 − (1 − ω0)eλϕ(λ, θ−1ω)

= 1

(1 + ρ0(ω))e−λ − ρ0(ω)ϕ(λ, θ−1ω)
. (18)

In the same way,

ϕ(λ, θ−1ω) = 1

(1 + ρ−1)e−λ − ρ−1ϕ(λ, θ−2ω)
.

By iteration, we get the representation of ϕ as a continued fraction, i.e., (14). (For
a reference on continued fractions, see [13], [23]).

Let now η ∈ Me
1(�)+,K . Then, the indicator can be dropped in the definition

of ϕ(λ, ω), and, with λ < 0 and

g(λ) :=
∫

Eω[τ1e
λτ1 ]

Eω[eλτ1 ]
η(dω) =

∫
d

dλ
log ϕ(λ, ω)η(dω). (19)

we have

g(0) =
∫

Eω[τ1]η(dω) = Eη[τ1],

and the strictly increasing, continuous function g(·) satisfies g(λ) ≥ 1 and
g(λ) −→

λ→−∞1. This implies (15).

To complete the proof of (16), note that

1 ≤ Eω[τ1e
λτ1 ]

Eω[eλτ1 ]
= Pω[τ1 = 1]eλ + Eω[τ1e

λτ11τ1≥2]

Pω[τ1 = 1]eλ + Eω[eλτ11τ1≥2]
(20)

≤ ω0e
λ + e3λ/2Eω[τ1e

λτ1−3λ/21τ1≥2]

ω0eλ
≤ 1 + ceλ/3

ω0
,
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for some constant c independent of ω or λ. Taking λ → −∞ yields the uniform
convergence of the right hand side of (20) to 1, and hence (16). ��
Remark. In the same way, taking expectations in (17) and iterating yields Eω[τ1] =
1 + 2Z−

0 , cf (1).
We may now deal in more details with the behavior of ϕ(λ, ω) for positive λ:

Lemma 2. Let η ∈ Me
1(�)+,K . Then

(i) There is a deterministic ∞ > λcrit ≥ 0, depending only on η, such that for
λ < λcrit, ϕ(λ, ω) < ∞ for η -a.e. ω, and for λ > λcrit, ϕ(λ, ω) = ∞ for
η-a.e. ω.

(ii) Let ucrit = ∞ if
∫

Eω[τ1e
λcritτ1 ] η(dω) = ∞ and

ucrit := ∫ d
dλ

log ϕ(λ, ω)

∣∣∣
λ=λcrit

η(dω) otherwise. For E[τ1] ≤ u < ucrit, there

exists a unique λ0 = λ0(u, η) such that λ0 ≥ 0 and (15) holds.

Remark. ucrit can be infinite in the general ergodic case, for instance in the
periodic case, e.g. for η = 1

2δ(...,ω1,ω2,ω1,ω2,...) + 1
2δ(...,ω2,ω1,ω2,ω1,...)

with ω1 ≥ 1/2, ω2 > 1/2.

Proof of Lemma 2.
(i) Let λc(ω) := sup{λ : Eω[eλτ1 ] < ∞}. Since, using (17), Eθω[eλτ1 ] ≥ (1 −
ω1)Eω[eλτ1 ], we have λc(θω) ≤ λc(ω). But λc(θω) and λc(ω) have the same dis-
tribution, hence λc(θω) = λc(ω) for η-a.e. ω, i.e. λc is shift-invariant. Since η is
ergodic, this implies that λc(ω) = ∫ λc(ω)η(dω) := λcrit for η-a.e. ω.
(ii) With g(λ) as in (19), we have that g is strictly increasing and continuous in λ

for λ < λcrit , g(0) = Eη[τ1] < ∞, and g(λ) −→
λ→λcrit

ucrit . ��
Turning to the main business of this section, we have the:

Proof of Theorem 4 for η ∈ Me
1(�)+,K .

The claims on the convexity and monotonicity of I
τ,q
η (·) are a direct consequence

of the definition and Lemmas 1 and 2. Considering the bounds themselves, we start
by showing that for 1 < u ≤ Eη[τ1], and η ∈ Me

1(�)+,K , we have for η-a.e. ω

lim sup
n→∞

1

n
log Pω

⎡
⎣1

n

n∑
j=1

τj ≤ u

⎤
⎦ ≤ − sup

λ≤0
G(λ, η, u) = −I τ,q

η (u), (21)

with G and I
τ,q
η defined in (4) and (5). Indeed, Chebyshev’s inequality implies that,

for λ ≤ 0,

Pω

⎡
⎣1

n

n∑
j=1

τj ≤ u

⎤
⎦ ≤ Eω

[
e
λ
∑n

j=1 τj

]
e−λnu.
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Note that, because for η-a.e ω, τ1, . . . , τn are finite and therefore independent under
Pω,

1

n
log Eω

[
e
λ
∑n

j=1 τj

]
= 1

n

n∑
j=1

log Eω[eλτj ] = 1

n

n−1∑
j=0

log Eω◦θj [eλτ1 ]

= 1

n

n−1∑
j=0

log ϕ(λ, θjω) −→
n→∞

∫
log ϕ(λ, ω)η(dω) for η-a.e. ω, (22)

due to the ergodic theorem for any fixed λ. Let �u.b. be the set of ω’s such that
(22) holds for all rational λ and for λ = λcrit . Then η(�u.b.) = 1. Since the map
λ �→ log ϕ(λ, ω) is increasing, the limit in (22) holds on �u.b. simultaneously for
all real λ. This proves (21) for ω ∈ �u.b.. Now, Lemma 1 implies that the supremum
in (21) is attained for λ = λ0(u), and further is equal to the supremum over λ ∈ IR.

Still with η ∈ Me
1(�)+,K , let u ≥ Eη[τ1], and note that for λ ≥ 0, we have

Pω

⎡
⎣1

n

n∑
j=1

τj ≥ u

⎤
⎦ ≤ Eω

[
e
λ
∑n

j=1 τj

]
e−λnu

and

1

n
log Pω

⎡
⎣1

n

n∑
j=1

τj ≥ u

⎤
⎦

≤ 1

n

n−1∑
j=0

log ϕ(λ, θjω) − λu −→
n→∞

∫
log ϕ(λ, ω)η(dω) − λu for η-a.e. ω,

due to the ergodic theorem. Since λ ≥ 0 was arbitrary, we have

lim sup
n→∞

1

n
log Pω

⎡
⎣1

n

n∑
j=1

τj ≥ u

⎤
⎦ ≤ − sup

λ≥0
G(λ, η, u). (23)

Now Lemma 2 implies that the supremum in (23) is attained (with u < ucrit) for
λ = λ0(u), and at λ = λcrit otherwise, and further is equal to the supremum over
all λ ∈ IR. Hence,

lim sup
n→∞

1

n
log Pω

⎡
⎣1

n

n∑
j=1

τj ≥ u

⎤
⎦ ≤ −I τ,q

η (u). (24)

Taking ω in �u.b., the upper bound in the LDP for η ∈ Me
1(�)+,K follows from

(21), (24) and the convexity of I
τ,q
η (·).
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To prove the LDP lower bound in Theorem 4 for η ∈ Me
1(�)+,K , we follow a

standard change of measure, using independence of the τi’s under Pω. See [4, Pg.
31–33] for a similar argument. Fix u ∈ (1,∞), M ∈ (u + 1,∞) (eventually, we
will take M → ∞, and in fact for u < E[τ1] we could take M = ∞ throughout).
Let

An,M = {τj ≤ M, j = 1, . . . , n},
and let P̃ω,n(·) denote the law of {τi}ni=1, conditioned on An,M . Note that {τi}ni=1

are still independent, although not identically distributed, under the law P̃ω,n. We
let

ϕM(λ, ω) : = Eω[eλτ11τ1≤M ], ϕ̃M(λ, ω) := Ẽω[eλτ1 ] = ϕM(λ, ω)

Pω[τ1 ≤ M]
,

log ϕ(λ) : =
∫

log(ϕ(λ, ω))η(dω) , log ϕM(λ) :=
∫

log(ϕM(λ, ω))η(dω) ,

CM : =
∫

log Pω[τ1 ≤ M]η(dω),

and
�̃M(λ) := log ϕ̃M(λ) = log ϕM(λ) − CM.

Note that 0 ≥ CM ≥ ∫ log ω0η(dω) > −∞ and CM →M→∞ 0 because τ1 < ∞,
η-a.s. We have

1

n
log Pω

⎡
⎣1

n

n∑
j=1

τj ∈ (u − δ, u + δ)

⎤
⎦ ≥ 1

n
log P̃ω

⎡
⎣1

n

n∑
j=1

τj ∈ (u − δ, u + δ)

⎤
⎦

+1

n
log Pω[An,M ]

where P̃ω is the standard extension of (P̃ω,n). Using now the fact that ϕ̃M(λ, ω) is
smooth and convex, we define, for M large enough, λM(u) such that

u =
∫

d log ϕ̃M(λ, ω)

dλ

∣∣
λ=λM(u)

η(dω).

Define Q̃ω = Q̃ω,M,λM(u) such that, for each n,

dQ̃ω

dP̃ω,n

= 1

Zn,ω

exp

⎛
⎝λM(u)

n∑
j=1

τj

⎞
⎠ ,

with Zn,ω = ∏n
j=1 ϕ̃M(λM(u), θjω). Note that Q̃ω is a product measure, and we

have

P̃ω

⎡
⎣1

n

n∑
j=1

τj ∈ (u − δ, u + δ)

⎤
⎦

≥ exp

⎛
⎝−nλM(u)(u + δ) +

n∑
j=1

log ϕ̃M(λM(u), θjω)

⎞
⎠
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×Q̃ω

⎡
⎣
∣∣∣∣∣∣
1

n

n∑
j=1

τj − u

∣∣∣∣∣∣ ≤ δ

⎤
⎦ . (25)

By the ergodic theorem, with the last equality due to our choice of λM(u),

∫
1

n

n∑
j=1

τj dQ̃ω −→
n→∞

∫
dη

∫
τ1dQ̃ω = u (26)

on a set of η-measure 1 which depends on u and M . Similar to the upper bound,
we consider the set �l.b. of all ω’s such that, for all rational u and all integers
M ∈ (u + 1,∞), (26) holds true, and also (22) with ϕ̃M(λM(u), .) instead of
ϕ(λ, .). Then η(�l.b.) = 1, (26) holds on this set for all u ∈ (1,∞) by monoto-
nicity of λ �→ ∫

τj dQ̃ω,M,λ, as well as (22) with ϕ̃M(λM(u), ·) instead of ϕ(λ, ·)
again by monotonicity.

The independence of the τj under Q̃ω implies that, for n large enough,

∫ ⎛⎝1

n

n∑
j=1

(τj − E
Q̃ω

[τj ])

⎞
⎠

4

dQ̃ω ≤ 3M4

n2
.

Hence, using (26) and the Borel-Cantelli lemma, we obtain for ω ∈ �l.b.

Q̃ω

⎡
⎣
∣∣∣∣∣∣
1

n

n∑
j=1

τj − u

∣∣∣∣∣∣ ≥ δ

⎤
⎦ −→

n→∞ 0.

Substituting in (25), taking logarithms, dividing by n, and letting n → ∞ and then
δ → 0, we conclude that for ω in �l.b.

lim
δ→0

lim inf
n→∞

1

n
log P̃ω

⎡
⎣1

n

n∑
j=1

τj ∈ (u − δ, u + δ)

⎤
⎦

≥ −
⎛
⎝λM(u)u − lim inf

n→∞
1

n

n∑
j=1

log ϕ̃M(λM(u), θjω)

⎞
⎠

= −
(
λM(u)u − �̃M(λM(u))

)
= − (λM(u)u − log ϕM(λM(u))) − CM

≥ − sup
λ∈IR

(λu − log ϕM(λ)) − CM := −IM(u) − CM. (27)

Let I ∗(u) = lim supM→∞ IM(u). Because ϕM(·) is non-decreasing in M , so is
−IM(·), implying that I ∗(u) ≥ 0 and, because IM(u) < ∞ for large M , also
I ∗(u) < ∞. Hence, the level sets {λ : λu − log ϕM(λ) ≥ I ∗(u)} are non-empty,
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compact, nested sets and hence contain some λ∗ < ∞ in their intersection. By
Lebesgue’s monotone convergence, we get

log ϕ(λ∗) = lim
M→∞

log ϕM(λ∗) ≤ λ∗u − I ∗(u),

implying that I τ,q
η (u) := supλ∈IR(λu−log ϕ(λ)) ≥ I ∗(u) and hence, in conjunction

with (27), the lower bound with rate function I
τ,q
η (u) for all ω ∈ �l.b.. ��

As mentioned in the outline at the beginning of this section, we turn next to handle
the hitting times T−n/n. Define

ϕ̃(λ, ω) = Eω

[
eλτ−1 1τ−1<∞

]
. (28)

Let τ̄−1, τ̄−2, τ̄−3, . . . , τ̄−N have the distribution of τ−1, τ−2, τ−3, . . . , τ−N ,
conditioned on T−N < ∞. In fact the law of τ̄−1 does not depend on N : the

distributions of X
T−N

0 := (X0, . . . , XT−N
) under Pω, conditioned on T−N < ∞,

N = 1, 2, . . . form a consistent family whose extension is again a Markov chain.

To see this, let Pω̄,N := Pω[·|T−N < ∞], restricted to X
T−N

0 . Denoting xn
1 :=

(x1, . . . , xn), compute (with xi > −N ),

Pω̄,N [Xn+1 = xn+1|Xn
1 = xn

1 ]

= Pω̄,N [Xn+1 = xn+1, Xn
1 = xn

1 ]

Pω̄,N [Xn
1 = xn

1 ]

= Pω[Xn+1 = xn+1, Xn
1 = xn

1 , T−N < ∞]

Pω[Xn
1 = xn

1 , T−N <∞]

= Pω[Xn+1 = xn+1, Xn
1 = xn

1 ]Pθxn+1ω[T−N−xn−1 < ∞]

Pω[Xn
1 = xn

1 ]Pθxnω[T−N−xn < ∞]

= Pω[Xn+1 = xn+1|Xn
1 = xn

1 ]Pθxn+1ω[T−1 <∞] = ωxnPθxn+1ω[T−1 <∞],

where we used the Markov property in the third and in the fourth equality. The last
term depends neither on N nor on xn−1

1 . Therefore, the extension of (Pω̄,N )N≥1 is
the distribution of the Markov chain with transition probabilities ω̄i = ωiPθi+1ω[T−1

< ∞], i ∈ �. In particular, τ̄−1, τ̄−2, τ̄−3, . . . are independent under Pω and form
a stationary sequence under P . Let

ϕ̄(λ, ω) := Eω[eλτ̄−1 ] = ϕ̃(λ, ω)

Pω[T−1 < ∞]
(29)

We will show below the following LDP.

Theorem 6. With η ∈ Me
1(�)+,K , the distributions of 1

n

∑n
j=1 τ̄−j under Pω sat-

isfy, for η -a.e. ω, a LDP with deterministic rate function I
τ,q
η .

An important step in the proof of Theorem 6 will be:
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Lemma 3. For anyη ∈ Me
1(�)+, we have, withϕ(λ, ω) = Eω[eλτ1 ] and ϕ̄(λ, ω)=

Eω[eλτ̄−1 ], ∫
log ϕ̄(λ, ω)η(dω) =

∫
log ϕ(λ, ω)η(dω). (30)

We next recall that if (ωx)x∈� is such that Xn → +∞ Pω-a.s. then

Pω[min
k

Xk ≤ −n] =
∑∞

j=0
∏j

i=−n+1 ρi

1 +∑∞
j=−n+1

∏j

i=−n+1 ρi

,

for a proof, see e.g. [2, Pg. 65–71]. Hence, we have for η ∈ Me
1(�)+,K that

∫
log Pω[τ−1 < ∞]η(dω) = lim

n→∞
1

n
log Pω[T−n < ∞]

=
∫

log ρ0(ω)η(dω), η − a.s. (31)

Equipped with Theorem 6 and Lemma 3, we can give now the:

Proof of Proposition 1. Note that for A ⊆ [1,∞), we have

Pω

⎡
⎣1

n

n∑
j=1

τ−j ∈ A, T−n < ∞
⎤
⎦ = Pω

⎡
⎣1

n

n∑
j=1

τ̄−j ∈ A

⎤
⎦Pω[T−n < ∞]

Proposition 1 now follows from Theorem 6, Lemma 3, (29) and (31). In particular,
Lemma 3 and (31) imply (11) for η ∈ Me

1(�)+,K . If η ∈ Me
1(�)−,K , applying

(11) for ηInv ∈ Me
1(�)+,K implies (11) for η, since ρ0(Inv ω) = ρ0(ω)−1. ��

Still assuming Theorem 6 and Lemma 3, we can now complete the:

Proof of Theorem 4 for η ∈ Me
1(�)−,K

Clearly,
∫

log ρ0(ω)η(dω) = − ∫ log ρ0(ω)ηInv(dω), and further the law of
∑n

j=1 τj

under η is the same as the law of
∑n

j=1 τ−j under ηInv ∈ Me
1(�)+,K . Hence, the

distributions of 1
n

∑n
j=1 τj under Pω satisfy, η-a.s., the LDP with rate function

I
τ,q

ηInv(u) +
∫

log ρ0(ω)η(dω).

The conclusion follows by (11). ��
Proof of Lemma 3. Considering (29) and (31), (30) is equivalent to

∫
log ϕ̃(λ, ω)η(dω) =

∫
log ϕ(λ, ω)η(dω) +

∫
log ρ0(ω)η(dω) (32)
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To prove (32), define � = {λ :
∫

log ϕ(λ, ω)η(dω) < ∞}. To circumvent integra-
bility problems, we fix M < ∞, which could be taken as∞ in the case λ ≤ 0, yield-
ing a more transparent proof in this case. Consider the event DM := {τ−1 < TM},
and define

ϕ̃M(λ, ω) = Eω[eλτ−1;DM ]

for λ ∈ �. Note that on DM , TM = τ−1+ τ̂ ′1+T ′
M where τ−1+ τ̂ ′1 is the first hitting

time of 0 after τ−1 and T ′
M is independent of τ−1 and τ̂ ′1, with the same distribution

as TM . This path decomposition now yields, similarly to (17), that

Eω[eλTM ;DM ] = Eω[eλTM ]ϕ̃M(λ, ω)ϕ(λ, θ−1ω) , (33)

implying, for λ ∈ � and all ω with Pω[TM < ∞] = 1,

1 ≥ Eω[eλTM ;DM ]

Eω[eλTM ]
= ϕ̃M(λ, ω)ϕ(λ, θ−1ω), (34)

and hence, for λ ∈ �,

− log ϕ(λ, θ−1ω) ≥ log ϕ̃M(λ, ω),

implying by monotonicity also that − log ϕ(λ, θ−1ω) ≥ log ϕ̃(λ, ω). Since
log ϕ̃(λ, ω) ≥ log ϕ̃M(λ, ω) ≥ λ + log(1 − ω0), it follows that both log ϕ̃(λ, ω)

and log ϕ̃M(λ, ω) are integrable for λ ∈ �.
Next, using again path decomposition one finds that, η-a.s.,

Eω

[
eλτ−1;DM

] = (1 − ω0)e
λ + ω0e

λEθω

[
eλτ−1;DM−1

]
Eω

[
eλτ−1;DM

]
.

Hence, η-a.s,

ϕ̃M(λ, ω)ϕ̃M−1(λ, θω) = e−λϕ̃M(λ, ω)

ω0
− ρ0(ω),

and similarly, by (18),

ρ0(ω)ϕ(λ, ω)ϕ(λ, θ−1ω) = e−λϕ(λ, ω)

ω0
− 1.

Then, η-a.s,

ρ0(ω)
(

1 − ϕ̃M(λ, ω)ϕ(λ, θ−1ω)
)
ϕ(λ, ω)

= ρ0(ω)ϕ(λ, ω) − ϕ̃M(λ, ω)
e−λϕ(λ, ω)

ω0
+ ϕ̃M(λ, ω)

=
(

1 − ϕ(λ, ω)ϕ̃M−1(λ, θω)
)
ϕ̃M(λ, ω).

Therefore, η-a.s,

log ρ0(ω) + log ϕ(λ, ω) − log ϕ̃M(λ, ω) = log(1 − ϕ̃M−1(λ, θω)ϕ(λ, ω))

− log(1 − ϕ̃M(λ, ω)ϕ(λ, θ−1ω)),
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and averaging over M = 2 to K and taking expectations (using stationarity and
(33)!) yields, for λ ∈ �,

E[log ρ0] + E[log ϕ(λ, ω)] − (K − 1)−1
K∑

M=2

E
[
log ϕ̃M(λ, ω)

]

= −(K − 1)−1
(
E
[
log(1 − ϕ̃K(λ, ω)ϕ(λ, θ−1ω))

− log(1 − ϕ̃1(λ, θω)ϕ(λ, ω))
])

= −(K − 1)−1

(
E

[
log

Eω[eλTK ;Dc
K ]

Eω[eλTK ]

]
+ const

)
. (35)

But, using again the Markov property and stationarity of η,

(K − 1)−1E
[
log Eω[eλTK ;Dc

K ]
]
= (K − 1)−1

K∑
M=1

E
[
log Eω[eλτ11τ−M>τ1 ]

]
−→

K→∞E[log ϕ(λ, ω)],

due to monotone convergence, implying that the right hand side of (35) vanishes
for K → ∞. Substituting in (35) and using monotone convergence again, we get
(32) for λ ∈ �. To get that the left hand side of (32) is +∞ for λ ∈ �c, assume
otherwise, and reverse the role of ϕ̃ and ϕ in the above proof, while replacing DM

by D̄M = {τ1 < T−M < ∞}. ��
Proof of Theorem 6. Note that all that is needed in order to mimic the argument
given in the proof of Theorem 4 for η ∈ Me

1(�)+,K is the almost sure convergence

of n−1∑n
i=1 log ϕ̄(λ, θ−iω) to

∫
log ϕ̄(λ, ω)η(dω), which is ensured by the erg-

odicity of η. ��
Remarks.
1. In the recurrent case, {τ̄−i} has the same law as {τ−i}.
2. Lemma 3 implies, by differentiating (30) at zero, that the cumulants of τ1 and
τ̄−1 have the same expectation under η. In particular, Eη[τ̄−1] = Eη[τ1]. We note
that Lemma 3 resembles results of [5], although we do not see a direct relation
between the two.

For future reference, we note some easy properties of the rate function I
τ,q
η (·).

The reader is advised to skip this part in first reading. Recall the notations introduced
in (4). With τω = Eω[τ1|τ1 < ∞], let Mu := {η ∈ Me

1(�)K : Eη[τω] ≥ u}. Then,

for η ∈ Mu, one has by Lemma 1 (for η ∈ Me
1(�)+,K ∩ Mu) and Proposition 1

(for η ∈ Mu \ Me
1(�)+,K ) that

I τ,q
η (u) = sup

λ∈IR
[G(λ, η, u)] = sup

λ≤0
[G(λ, η, u)]. (36)
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Similarly, let M−
u := {η ∈ Me

1(�)K : Eη[τω] ≤ u}. Then, for η ∈ M−
u , one has by

Lemma 2 (for η ∈ Me
1(�)+,K ∩M−

u ) and Proposition 1 (for η ∈ M−
u \Me

1(�)+,K )
that

I τ,q
η (u) = sup

λ∈IR
[G(λ, η, u)] = sup

λ≥0
[G(λ, η, u)]. (37)

Next, if η ∈ M−
u then, by Jensen’s inequality,

sup
λ≤0

G(λ, η, u) ≤ sup
λ≤0

[
λu−λ

∫
Eω[τ1|τ1 <∞]η(dω)

]
−
∫

log Pω[τ1 <∞]η(dω)

= −
∫

log Pω[τ1 < ∞]η(dω)

where the last equality is due to the fact that the last supremum is achieved at λ = 0.
On the other hand, the substitution λ = 0 in (4) reveals that

sup
λ≤0

G(λ, η, u) ≥ −
∫

log Pω[τ1 < ∞]η(dω).

Hence, due to (31),

sup
λ≤0

G(λ, η, u) =
∫

log ρ0(ω)η(dω) ∨ 0, (38)

Similarly, if η ∈ Mu then

sup
λ≥0

G(λ, η, u) =
∫

log ρ0(ω)η(dω) ∨ 0. (39)

We also note that the rate function I
τ,q
η (·) is convex, with minimum value∫

log ρ0(ω)η(dω) ∨ 0 achieved at Eη[τω]. Hence, for all η ∈ Me
1(�)K ,

sup
λ≤0

G(λ, η, u) = inf
w≤u

I τ,q
η (w), (40)

and
sup
λ≥0

G(λ, η, u) = inf
w≥u

I τ,q
η (w). (41)

We conclude this section with some properties of ϕ(λ, ω) in the particular case that
η is locally equivalent to the product of its marginals, as defined before Assumption
(A). These properties are needed in the study of the annealed case.

Lemma 4. Let η ∈ Me
1(�)+,K be locally equivalent to the product of its marginals.

Then,

(i) If ρmax < 1, then λcrit = λ̄ := − 1
2 log(4ωmin(1 − ωmin)) > 0 and ϕ(λ, ω) =

Eω[eλτ1 ] < ∞ iff λ ≤ λcrit. Further, ucrit := ∫ d
dλ

log ϕ(λ, ω)

∣∣∣
λ=λcrit

η(dω) <

∞ unless η is degenerate, i.e. unless ω = const η-a.s.
(ii) If ρmax ≥ 1, we have λcrit = 0.
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Note that without the condition of local equivalence to the product of marginals,
one can have λcrit > λ̄, c.f. the example in the remark following Lemma 2.

The next lemma is needed in the proof of Lemma 4. It can also be used to show
that, if ρmax ≤ 1 and η(ω0 �= 1/2) > 0, the random walk has a positive speed
vη > 0.

Lemma 5. Let (b1(ω), b2(ω), b3(ω), . . .) be a stationary, ergodic sequence with
0 < b1(ω) ≤ 1, η - a.s., and Eη[b1(ω)] < 1. Then Eη

[∑∞
n=1 b1 · · · bn

]
< ∞.

Proof. Fix γ such that 0 < γ < 1 and η(b1 ≤ γ ) > 0. Let t0 := 0, t1 := inf{n ≥
1 : bn ≤ γ } and tk+1 = inf{n > tk : bn ≤ γ }. Due to our assumption on γ , the
ergodic theorem implies that Eη[t1] < ∞. Clearly, b1 · · · btk ≤ γ k and therefore

∞∑
n=1

b1 . . . bn ≤
∞∑

k=1

γ k(tk − tk−1). (42)

But Eη[tk − tk−1] = Eη[t1] due to stationarity, and taking expectations in (42)
yields

Eη

[ ∞∑
n=1

b1 . . . bn

]
≤ Eη[t1]

∞∑
k=1

γ k < ∞ . ��

Proof of Lemma 4. Throughout, we take λ ≥ 0.
(i) Note that for ωmin = (. . . , ωmin, ωmin, ωmin, . . .), we have (by standard cou-
pling) that

Eω[eλτ1 ] ≤ Eωmin [eλτ1 ]. (43)

Let ϕ̄(λ) := Eωmin [eλτ1 ]. Note that, by the same recursion used to derive (18), based
on (17), one knows that if ϕ̄(λ) < ∞ then

ϕ̄(λ) = ωmine
λ + eλ(1 − ωmin)(ϕ̄(λ))2, (44)

leading to

ϕ̄(λ) = 1 −
√

1 − e2(λ−λ̄)

2eλ(1 − ωmin)
,

as long as λ ≤ λ̄ = − 1
2 log(4ωmin(1 − ωmin)). We have to show that for λ > λ̄,

Eω[eλτ1 ] = ∞ for η -a.a. ω. Assume η0(ωmin) > 0. In a first step, we show that for
each K > 0, there is AK ⊂ � with η(AK) > 0 and Eω[eλτ1 ] ≥ K for ω ∈ AK . Let
BM := {ω : ω0 = ω−1 = ω−2 = · · · = ω−M = ωmin}. If η is a product measure,
η(BM) = (η0(ωmin))

M > 0. If η is not a product measure, our assumption on η

implies that η(BM) > 0 also, since BM depends only on ω0, ω−1, . . . , ω−M . For
ω ∈ BM , we have, using a coupling argument, that

Eω[eλτ1 ] ≥ Eωmin [eλτ11mink Xk≥−M ] ≥ K (45)
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for M = M(K) big enough, since

lim
M→∞

Eωmin [eλτ1 1mink Xk≥−M ] = Eωmin [eλτ1 ] = ∞ .

This proves the first step by taking AK = BM(K). Let now ω ∈ BM(K)+1. If
Eω[eλτ1 ] < ∞ then

Eω[eλτ1 ] ≥ ωmine
λ + (1 − ωmin)e

λKEω[eλτ1 ]

and this is a contradiction if (1 − ωmin)e
λK > 1. If η0(ωmin) = 0, one has to

approximate.
In order to show ucrit < ∞, it is enough to prove that

∫
Eω[τ1e

λcritτ1 ]η(dω) <

∞. Let ψ(λ, ω, C) := Eω[(τ1 ∧C)eλτ1 ]. The same recursion as in (17) yields, for
λ ≤ λcrit ,

ψ(λ, ω, C) ≤ ω0e
λ + (1 − ω0)e

λϕ(λ, θ−1ω)ϕ(λ, ω)

+ (1 − ω0)e
λψ(λ, θ−1ω, C)ϕ(λ, ω)

+ (1 − ω0)e
λψ(λ, ω, C)ϕ(λ, θ−1ω)

Note that for λ ≤ λcrit , ϕ(λ, ω) ≤ ϕ(λ) for all ω. This implies

ψ(λ, ω, C) ≤ a(λ, ω0) + b(λ, ω0)ψ(λ, θ−1ω, C) (46)

where

a(λ, ω0) = ω0e
λ + (1 − ω0)e

λ(ϕ(λ))2

1 − (1 − ω0)eλϕ(λ)
, b(λ, ω0) = (1 − ω0)e

λϕ(λ)

1 − (1 − ω0)eλϕ(λ)
.

(47)
Iteration of (46) yields, taking λ = λcrit ,

ψ(λcrit, ω0, C) ≤ a(λcrit, ω0) +
∞∑

j=0

b(λcrit, ω0) . . . b(λcrit, ω−j )a(λcrit, ω−j−1)

(48)
But we know that a(λcrit, ·) is bounded, because, using the value ϕ(λcrit) =
(

ωmin
1−ωmin

)1/2, we have from (47) that

a(λcrit, ω0)= ω0e
λcrit + (1 − ω0)e

λcrit (ϕ̄(λcrit))
2

1 − (1 − ω0)
1

2(1−ωmin)

≤ eλcrit + eλcrit (ϕ̄(λcrit))
2

1/2
<∞.

Further, using the same substitution,

b(λcrit, ω0) = 1 − ω0

1 − ω0 + 2(ω0 − ωmin)
. (49)

In particular, 0 < b(λcrit, ω0) ≤ 1 and, if η is not degenerate, Eη[b(λcrit, ω0)] < 1.
Lemma 5 now enables us to integrate (48) with respect to η and we see that∫

ψ(λcrit, ω, C)η(dω) is bounded uniformly in C.
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Note that ucrit = ∞ in the degenerate case since

lim
λ→λcrit

d

dλ
log ϕ(λ, ωmin) = ∞.

(ii) We use the same argument as in the proof of (i). Assume η0(ω0 ≤ 1/2) > 0. Let
λ > 0. In a first step, we show that for each K > 0, there is AK ⊂ � with η(AK) >

0 and Eω[eλτ1 ] ≥ K for ω ∈ AK . Let B ′
M := {ω : ω0 ≤ 1/2, ω−1 ≤ 1/2, ω−2 ≤

1/2, . . . , ω−M ≤ 1/2}. If η is a product measure, η(B ′
M) = (η0(ωmin))

M > 0.
If η is not a product measure, our assumption on η implies that η(B ′

M) > 0 also,
since B ′

M depends only on ω0, ω−1, . . . , ω−M . For ω ∈ B ′
M , we have

Eω[eλτ1 ] ≥ E(...,1/2, 1/2, 1/2, ω1,ω2,...)[e
λτ11mink Xk≥−M ] ≥ K

for M = M(K) big enough, since

lim
M→∞

E(...,1/2, 1/2, 1/2, ω1,ω2,...)[e
λτ11mink Xk≥−M ]

= E(...,1/2, 1/2, 1/2, ω1,ω2,...)[e
λτ1 ] = ∞ .

This proves the first step by taking AK = B ′
M(K). Let now ω ∈ B ′

M(K)+1. If

Eω[eλτ1 ] < ∞ then

Eω[eλτ1 ] ≥ 1

2
eλ + (1 − 1

2
)eλKEω[eλτ1 ]

and this is a contradiction if 1
2eλK > 1. If η0(ω0 ≤ 1/2) = 0, one has to app-

roximate. ��

Remark. An inspection of the proof reveals that part (i) of Lemma 4 still holds for

any η ∈ Me
1(�)+,K satisfying η({ωi ∈ [ωmin, ωmin + ε]}M0

i=0) > 0 for all ε > 0,
and M0 = M(K0) such that (45) holds with K0 = K0(ωmin) := [2(ωmin/(1 −
ωmin))

1/2].

3. Proofs – annealed LDP’s for hitting times

Recall the notation f (λ, ω) := log Eω[eλτ11τ1<∞] = log ϕ(λ, ω) . In what fol-
lows, ωmin, ρmax, etc. are always defined in terms of α, whereas if α ∈ Me

1(�)+,K

then λcrit is defined as in Lemma 2, while if α ∈ Me
1(�)K \ Me

1(�)+,K then

λcrit := λcrit(α
Inv). Also, unless denoted otherwise, expectations are taken with

respect to α or Pα . We recall that M1(�) is equipped with the topology of weak
convergence, and define the compact set

Dα := {μ ∈ Ms
1(�)K : supp μ0 ⊆ supp α0}.

Lemma 6. Assume α ∈ Me
1(�)K satisfies Assumption (A) and is non-degenerate.

Then, the function (μ, λ) → ∫
f (λ, ω)μ(dω) is continuous on Dα × (−∞, λcrit].
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Proof of Lemma 6. For κ > 1, decompose ϕ(λ, ω) as follows:

Eω[eλτ11τ1<∞] = Eω[eλτ1; τ1 < κ] + Eω[eλτ1;∞ > τ1 ≥ κ]
: = ϕκ

1 (λ, ω) + ϕκ
2 (λ, ω), (50)

where (λ, ω) → log ϕκ
1 (λ, ω) is bounded and continuous. We also have

0 ≤ log

(
1 + ϕκ

2 (λ, ω)

ϕκ
1 (λ, ω)

)
≤ log

(
1 + ϕκ

2 (λcrit, ω)

ωmineλ

)
.

Hence, the required continuity of the function (μ, λ) → ∫
f (λ, ω)μ(dω) will

follow from (50) as soon as we show that for any fixed constant C1 < 1,

lim
κ→∞ sup

μ∈Dα

∫
log

(
1 + ϕκ

2 (λcrit, ω)

C1

)
μ(dω) = 0. (51)

If α ∈ M1/2 (recall (13)), then λcrit = 0 and then one finds for each ε > 0 a
κμ = κ(ε, μ) large enough such that,

Eμ

[
log

(
1 + Pω[∞ > τ1 > κμ]

Pω[τ1 < ∞]

)]
< ε.

Further, in this situation, for ergodic μ, c.f. (31),∫
f (0, ω)μ(dω) =

(
−
∫

log ρ0(ω)μ(dω)
)
∧ 0. (52)

In particular, μ �→ ∫
f (0, ω)μ(dω), being linear, is uniformly continuous on the

compact set Dα . Therefore, using (50), one sees that for each μ ∈ Dα one can
construct a neighborhood Bμ of μ such that, for each ν ∈ Bμ ∩Dα ,

Eν

[
log

(
1 + Pω[∞ > τ1 > κμ + 1]

Pω[τ1 < ∞]

)]
< ε.

By compactness, it follows that there exists an κ = κ(ε) large enough such that,
for all μ ∈ Dα ,

Eμ

[
log

(
1 + Pω[∞ > τ1 > κ]

Pω[τ1 < ∞]

)]
< ε.

Using the inequality log(1 + cx) ≤ c log(1 + x), valid for x ≥ 0, c ≥ 1, one finds
that for κ large enough,

sup
μ∈Dα

∫
log

(
1 + ϕκ

2 (0, ω)

C1

)
μ(dω) ≤ ε/C1,

proving (51) for α ∈ M1/2.
The case α �∈ M1/2 is simpler: suppose ωmin > 1/2. Then, with λcrit ≥ 0,

because supp μ0 ⊆ supp α0,

Eω[eλτ11τ1<∞] ≤ Eωmin [eλτ11τ1<∞] < ∞
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for μ-a.e. ω, where ωmin = (. . . , ωmin, ωmin, ωmin, . . .), and the last inequality is
due to Lemma 4. On the other hand, we have f (λ, ω) ≥ λ + log ω0. We show
that (λ, ω) �→ ϕ(λ, ω) is continuous, which is enough to complete the proof of the
lemma. Write as before

Eω[eλτ1 1τ1<∞] = Eω[eλτ1; τ1 < κ] + Eω[eλτ1;∞ > τ1 ≥ κ] (53)

and observe that the first term in the right hand side of (53) is continuous as a
function of ω and the second term goes to 0 for κ → ∞, uniformly in ω. More
precisely,

Eω[eλτ1;∞ > τ1 ≥ κ] ≤ Eωmin [eλcritτ1; τ1 ≥ κ]

where Eωmin [eλcritτ1 ] < ∞ and therefore Pωmin [τ1 ≥ κ] →κ→∞ 0 due to the tran-
sience of the random walk under the measure η = δωmin . If ωmax < 1/2, apply the
same arguments for αInv. ��
Proof of Theorem 5.
Upper bounds. We begin by proving an upper bound for 1

n
log P

[
1
n

∑n
j=1 τj ≤ u

]
,

where 1 < u < ∞. We have, for λ ≤ 0,

P

⎡
⎣1

n

n∑
j=1

τj ≤ u

⎤
⎦ ≤ E

⎡
⎣exp

⎛
⎝λ

n∑
j=1

τj

⎞
⎠ 1τj <∞,j=1,...,n

⎤
⎦ e−λnu (54)

But,

E

⎡
⎣exp

⎛
⎝λ

n∑
j=1

τj

⎞
⎠ 1τj <∞,j=1,...,n

⎤
⎦ = E

⎡
⎣ n∏

j=1

Eω

[
eλτj 1τj <∞

]⎤⎦

= E

⎡
⎣exp

⎛
⎝n−1∑

j=0

f (λ, θjω)

⎞
⎠
⎤
⎦

= E

[
exp

(
n

∫
f (λ, ω)Rn(dω)

)]

where Rn = 1
n

∑n−1
j=0 δθj ω ∈ M1(�) denotes the empirical field.

By assumption, the distributions of Rn satisfy a LDP with rate function h(·|α).
Lemma 6 ensures that we can apply Varadhan’s lemma (see [4, Lemma 4.3.6]) to
get

lim sup
n→∞

1

n
log E

[
exp

(
n

∫
f (λ, ω)Rn(dω)

)]

≤ sup
η∈Ms

1(�)

[∫
f (λ, ω)η(dω) − h(η|α)

]
. (55)
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Going back to (54), this yields the upper bound

lim sup
n→∞

1

n
log P

⎡
⎣1

n

n∑
j=1

τj ≤u

⎤
⎦ ≤ inf

λ≤0
sup

η∈Ms
1(�)

[∫
f (λ, ω)η(dω)−h(η|α)−λu

]

= − sup
λ≤0

inf
η∈Ms

1(�)
[G(λ, η, u) + h(η|α)] . (56)

Since μ → − ∫ f (λ, ω)μ(dω) + h(μ|α) is lower semi-continuous and M1(�)

is compact, the infimum in (56) is achieved for each λ, on measures with support
of their marginal included in K , for otherwise h(η|α) = ∞. Further, by (16), the
supremum over λ can be taken over a compact set (recall that ∞ > u > 1!). Hence,
by the Minimax Theorem (see [4, Pg. 151] for Sion’s version), the min-max is equal
to the max-min in (56). Further, since taking first the supremum in λ in the right
hand side of (56) yields a lower semicontinuous function, an achieving η̄ exists,
and then, due to compactness, there exists actually an achieving pair λ̄, η̄. We will
show below that the infimum may be taken over ergodic measures only, that is

inf
η∈Ms

1(�)K
sup
λ≤0

(G(λ, η, u) + h(η|α)) = inf
η∈Me

1 (�)K
sup
λ≤0

(G(λ, η, u) + h(η|α))

(57)
Then,

(56) = − inf
η∈Me

1 (�)K
sup
λ≤0

(G(λ, η, u) + h(η|α))

= − inf
η∈Me

1 (�)K
inf
w≤u

[
I τ,q
η (w) + h(η|α)

]
, (58)

where the second equality is due to (40). Hence,

lim sup
n→∞

1

n
log P

⎡
⎣1

n

n∑
j=1

τj ≤ u

⎤
⎦ ≤ − inf

w≤u
inf

η∈Me
1 (�)K

[
I τ,q
η (w) + h(η|α)

]
= − inf

w≤u
I τ,a
α (w). (59)

Turning to the proof of (57), we have, due to Assumption (A2), a sequence of erg-
odic measures with ηn → η̄ and h(ηn|α) → h(η̄|α). Let λn be the maximizers in
(57) corresponding to ηn. We have

inf
η∈Me

1 (�)K
sup
λ≤0

([
λu −

∫
f (λ, ω)η(dω)

]
+ h(η|α)

)

≤
[
λnu −

∫
f (λn, ω)ηn(dω)

]
+ h(ηn|α) (60)

W.l.o.g. we can assume, by taking a subsequence, that λn → λ∗ ≤ 0. Using the
joint continuity in Lemma 6, we have, for ε > 0 and n ≥ N0(ε),

λnu −
∫

f (λn, ω)ηn(dω) + h(ηn|α)
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≤
[
λ∗u −

∫
f (λ∗, ω)η̄(dω)

]
+ h(η̄|α) + ε

≤ inf
η∈Ms

1(�)K
sup
λ≤0

([
λu −

∫
f (λ, ω)η(dω)

]
+ h(η|α)

)
+ ε

But this shows the equality in (57), since the reverse inequality there is trivial. This
completes the proof of the upper bound for the lower tail (the case u = 1 being han-
dled directly by noting that n−1∑n

j=1 τj ≤ 1 implies that τj = 1, j = 1, . . . , n).
We next turn our attention to the upper bound for the upper tail, that is to

1
n

log P
[
∞ > 1

n

∑n
j=1 τj ≥ u

]
, where 1 < u < ∞. We have, for λ ≥ 0,

P

⎡
⎣∞ >

1

n

n∑
j=1

τj ≥ u

⎤
⎦ ≤ E

⎡
⎣exp

⎛
⎝λ

n∑
j=1

τj

⎞
⎠ 1τj <∞,j=1,...,n

⎤
⎦ e−λnu (61)

But

E

⎡
⎣exp

⎛
⎝λ

n∑
j=1

τj

⎞
⎠ 1τj <∞,j=1,...,n

⎤
⎦ = E

⎡
⎣ n∏

j=1

Eω

[
eλτj 1τj <∞

]⎤⎦

= E

⎡
⎣exp

⎛
⎝n−1∑

j=0

f (λ, θjω)

⎞
⎠
⎤
⎦

= E

[
exp

(
n

∫
f (λ, ω)Rn(dω)

)]
.

Lemma 6 now ensures that we can apply Varadhan’s lemma (see [4, Lemma 4.3.6])
to get

lim sup
n→∞

1

n
log E

[
exp

(
n

∫
f (λ, ω)Rn(dω)

)]

≤ sup
η∈Ms

1(�)

[∫
f (λ, ω)η(dω) − h(η|α)

]
. (62)

(The r.h.s. in (62) is +∞ if λ > λcrit(α), simply by choosing η = α). Going back
to (61), this yields the upper bound

lim sup
n→∞

1

n
log P

⎡
⎣∞ >

1

n

n∑
j=1

τj ≥ u

⎤
⎦

≤ inf
λ≥0

sup
η∈Ms

1(�)

[∫
f (λ, ω)η(dω) − h(η|α) − λu

]

= − sup
λ≥0

inf
η∈Ms

1(�)
[G(λ, η, u) + h(η|α)] . (63)
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Since μ → − ∫ f (λ, ω)μ(dω) + h(μ|α) is lower semi-continuous and M1(�) is
compact, the infimum in (63) is achieved for each λ, on measures with support of
their marginal included in K , for otherwise h(η|α) = ∞. Since (as can be checked
using η = α), the supremum over λ can be taken over the compact set [0, λcrit]
which depends only on α, there exists a pair λ̄, η̄ which achieves the infimum and
the supremum in (63). The Minimax Theorem (see [4, Pg. 151]) implies that the
infimum and the supremum in (63) can be exchanged. Exactly as we showed (57),
we prove that

inf
η∈Ms

1(�)K
sup
λ≥0

(G(λ, η, u) + h(η|α)) = inf
η∈Me

1 (�)K
sup
λ≥0

(G(λ, η, u) + h(η|α)) (64)

Then,

(63) = − inf
η∈Me

1 (�)K
sup
λ≥0

(G(λ, η, u) + h(η|α))

= − inf
η∈Me

1 (�)K
inf
w≥u

[
I τ,q
η (w) + h(η|α)

]
, (65)

where the last equality is due to (41). Hence,

lim sup
n→∞

1

n
log P

⎡
⎣∞ >

1

n

n∑
j=1

τj ≥ u

⎤
⎦ ≤ − inf

w≥u
inf

η∈Me
1 (�)K

[
I τ,q
η (w) + h(η|α)

]
= − inf

w≥u
I τ,a
α (w). (66)

This completes the proof of the upper bound for the upper tail. Since we show
below that I τ,a

α (·) is convex, the upper bound in Theorem 5 is established.

Proof of the lower bounds. We will use the following standard argument.

Lemma 7. Let P be a probability distribution, (Fn) be an increasing sequence of
σ -fields and An be Fn-measurable sets, n = 1, 2, 3, . . .. Let (Qn) be a sequence
of probability distributions such that Qn[An] → 1 and

lim sup
n→∞

1

n
H(Qn|P)

∣∣∣
Fn

≤ h

where H(·|P)

∣∣∣
Fn

denotes the relative entropy w.r.t. P on the σ -field Fn and h is

a positive number. Then we have

lim inf
n→∞

1

n
log P [An] ≥ −h.

Proof of Lemma 7. From the basic entropy inequality ([6], p. 423),

Qn[An] ≤
log 2 + H(Qn|P)

∣∣∣
Fn

log(1 + 1/P [An])
, An ∈ Fn,
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we have −Qn[An] log P [An] ≤ log 2 + H(Qn|P)

∣∣∣
Fn

. Dividing by n and taking

limits we obtain the desired result. ��
For η ∈ Me

1(�)+, fix u+1 < M < ∞, define Q̃ω as in the proof of the lower bound

of Theorem 4, and let Q̃η = Q̃ω ⊗ η(dω). Let An = {|n−1∑n
j=1 τj − u| < δ}.

We know already that

Q̃ω[Ac
n] −→

n→∞ 0, η − a.s.,

and this implies

Q̃η[Ac
n] −→

n→∞ 0.

Let Fn := σ({τi}ni=1, {ωj }nj=−M), Fω
n = σ({ωj }nj=−M). Note that

Q̃η|Fn = Q̃ω|Fn ⊗ η|Fω
n
.

Hence,

H(Q̃η|P)

∣∣∣
Fn

= H(η|α)

∣∣∣
Fω

n

+
∫

H(Q̃ω|Pω)

∣∣∣
Fn

η(dω). (67)

Considering the second term in (67), we have

1

n

∫
H(Q̃ω|Pω)

∣∣∣
Fn

η(dω) = −1

n

∫
log Zn,ωη(dω)

+ λM(u)

∫
1

n

n∑
j=1

τj dQ̃ωη(dω)

= −1

n

∫ n∑
j=1

log ϕ̃M(λM(u), θj−1ω)η(dω)

+ λM(u)

∫
1

n

n∑
j=1

τj dQ̃ωη(dω)

and we see, as in the proof of the lower bound of Theorem 4, that

1

n

∫
H(Q̃ω|Pω)

∣∣∣
Fn

η(dω) −→
n→∞λM(u)u − �̃M(λM(u)) ≤ IM(u) − CM

We already know that

lim sup
M→∞

(IM(u) − CM) ≤ I τ,q
η (u),

while, considering the first term in (67), we know that

lim sup
n→∞

1

n
H(η|α)

∣∣∣
Fω

n

= h(η|α).



92 F. Comets et al.

Hence,

lim sup
M→∞

lim sup
n→∞

1

n
H(Q̃η|P)

∣∣∣
Fn

≤ I τ,q
η (u) + h(η|α).

and we can now apply the standard argument. As in the quenched case, one de-
rives the LDP lower bound for η ∈ Me

1(�)K \ Me
1(�)+,K by repeating the above

argument with the required (obvious) modifications.
Finally, we prove the convexity of I τ,a

α (·). Note that the function

sup
λ∈IR

inf
η∈Ms

1(�)K
[G(λ, η, u) + h(η|α)]

= sup
λ∈IR

[
λu + inf

η∈Ms
1(�)K

(
−
∫

f (λ, ω)η(dω) + h(η|α)

)]
, (68)

being a supremum over affine functions in u, is clearly convex in u, while one
shows, exactly as in (57), that

inf
η∈Ms

1(�)K
sup
λ∈IR

[G(λ, η, u) + h(η|α)] = inf
η∈Me

1 (�)K
sup
λ∈IR

[G(λ, η, u) + h(η|α)]

(69)
and therefore

inf
η∈Ms

1(�)K
sup
λ∈IR

[G(λ, η, u) + h(η|α)] = inf
η∈Me

1 (�)K

[
I τ,q
η (u) + h(η|α)

]
= I τ,a

α (u).

Recalling that supremum and infimum in (68) can be exchanged, this completes
the proof of Theorem 5. ��

4. Proofs – LDP’s for Xn and functional LDP’s

The results in this section are relatively straightforward applications of the work
done previously. We thus emphasize in the proofs only the new elements which
need to be introduced.

Proof of Theorem 1. By symmetry, it is enough to consider η ∈ Me
1(�)+,K .

1. Note that I
q
η (0+) = λcrit by Lemma 2, (5) and (6). Further,

lim
v→0−

I q
η (v)= lim

v→0
|v|I−τ,q

η

(
1

|v|
)
= lim

v→0+

[
vI τ,q

η

(
1

v

)
+v

∫
log ρ0(ω)η0(dω)

]
,

and hence I
q
η (·) is continuous at 0. Using the convexity of I

τ,q
η and the fact that

x �→ xf (1/x) is convex if f is convex, one sees that I
q
η is convex on (0, 1] and

on [−1, 0), separately. Finally, (I q
η )′(0+) = (I

q
η )′(0−)− ∫ log ρ0(ω)η0(dω) ≥

(I
q
η )′(0−), establishing the convexity of I

q
η on [−1, 1].
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2. Let v > vη. We have

Pω

[
Xn

n
≥ v

]
≤ Pω

[
T
nv� ≤ n

]
= Pω

⎡
⎣ 1


nv�

nv�∑
j=1

τj ≤ n


nv�

⎤
⎦ .

Theorem 4 now implies

lim sup
n→∞

1

n
log Pω

[
Xn

n
≥ v

]
≤ −vI τ,q

η

(
1

v

)
.

In the same way, we have for any |v − vη|/2 > δ > 0 and 0 < ε < δ/2,

Pω

[
(v + δ) ≥ Xn

n
≥ (v − δ)

]
≥ Pω

[
(1 − ε)n ≤ T�nv� ≤ n

]
,

hence, Theorem 4 implies

lim inf
n→∞

1

n
log Pω

[
Xn

n
∈ (v − δ, v + δ)

]
≥ −vI τ,q

η

(
1 − ε

v

)
, η − a.e. ω,

and the lower bound follows by letting ε → 0.
3. Assume vη > 0. Let 0 < v < vη. We have for any δ/2 > ε > 0, and

δ < |v − vη|/2,

Pω

[
(v − δ) ≤ Xn

n
≤ (v + δ)

]
≥ Pω

[
n(1 + ε) ≥ T
nv� ≥ n(1 − ε)

]
.

The lower bound follows from Theorem 4.
We now prove the upper bound for Pω[Xn/n ≤ v], v < vη. The proof is tech-
nically more involved (except if η is locally equivalent to the product of its
marginals, see (79)). We start with the case v = 0. Let ε, δ > 0, with δ < vη.
Then,

Pω [Xn ≤ 0]

≤ Pω

[
T[nδ] ≥ n

]
+Pω

[
T[nδ] < n,

Xn

n
≤ 0
]

≤ Pω

[
T[nδ] ≥ n

]
+

∑
1/ε≤k,l;(k+l)ε≤1/δ

Pω

[T[nδ]

nδ
∈ [kε, (k + 1)ε[

]

×Pθ [nδ]ω

[T−[nδ]

nδ
∈ [lε, (l + 1)ε[

]
sup

−2nδε≤m−n(1−(k+l)δε)≤0
Pω [Xm ≤ 0]

(70)

by the strong Markov property. Define the random variable

a = lim sup
n→∞

1

n
sup

m:−2nδε≤m−n≤0
log Pω [Xm ≤ 0] ,
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and note, using the inequalityPω[Xn ≤ 0] ≥ Pω[Xm ≤ 0] inf i≤0 Pθiω[Xn−m =
−(n − m)] with a worst-environment estimate, that

a − Cδε ≤ lim sup
n→∞

1

n
log Pω [Xn ≤ 0] ≤ a (71)

with C = −2 log(1 − ωmax) > 0. The first two probabilities in the right-hand
side of (70) will be estimated using Theorem 4. By convexity, the rate functions

I
±τ,q
η are continuous, so that the oscillation

w(δ; ε)=max{|I τ,q
η (u) − I τ,q

η (u′)| + |I−τ,q
η (u) − I−τ,q

η (u′)|; u, u′ ∈ [1, 1/δ],

|u − u′| ≤ ε}
tends to 0 with ε, for all fixed δ. From the proof of Theorem 4, it is not difficult
to see that the third term in the right-hand side of (70) can be estimated similarly
(it does not cause problems to consider Pθ [nδ]ω instead of Pω):

lim sup
n→∞

1

n
log Pθ [nδ]ω

[T−[nδ]

nδ
∈ [lε, (l + 1)ε[

]
≤ −δ

(
I−τ,q
η (lε) − w(δ; ε)

)
η − a.e.ω.

Finally, we get from (71) and (70)

a ≤ Cδε + max{−I q
η (δ), max

1/ε≤k,l;(k+l)ε≤1/δ
[−δε(kIq

η (1/kε)

+ lI q
η (−1/lε)) + 2δw(δ; ε) + (1−(k+l+2)δε)a]} .

By convexity and since δ ≤ vη, it holds kI
q
η (1/kε) + lI

q
η (−1/lε) ≥ (k +

l)I
q
η (0) ≥ (k + l)I

q
η (δ), and therefore a′ := a + I

q
η (δ) is such that

a′ ≤ Cδε +(
max

1/ε≤k,l;(k+l)ε≤1/δ
[2δw(δ; ε) + 2δεIq

η (δ) + (1 − (k + l + 2)δε)a′]

)+
.

Computing the maximum for positive a′, we derive that 2a′ ≤ Cε+2(w(δ; ε)+
εI

q
η (δ)). Letting now ε → 0 and δ → 0, we conclude that

lim sup
n→∞

1

n
log Pω

[
Xn ≤ 0

]
≤ −I q

η (0) , η − a.s. (72)

For an arbitrary v ∈ [0, vη[, we write

Pω

[Xn

n
≤ v
]
≤ Pω

[
T[nv] ≥ n

]
+

∑
k:v/ε≤k≤1/ε

Pω

[T[nv]

n
∈ [kε, (k+1)ε[

]

sup
m:n(1−(k+1)ε)≤m≤n(1−kε)

Pθ [nv]ω

[
Xm ≤ 0

]
(73)



Quenched, annealed and functional large deviations 95

where the two first probabilities in the right-hand side can be estimated using
Theorem 4, and the last one as in (72), following the lines above. This yields

lim sup
n→∞

1

n
log Pω

[
Xn ≤ nv

]

≤ lim sup
ε→0

(
I q
η (v) ∨ max

v/ε≤k≤1/ε
[−kεIq

η (v/kε) − (1 − kε)I q
η (0)]

)

= −I q
η (v), (74)

by convexity.
4. The upper bound for general subsets of [0, 1] follows again by noting that the

rate function I
q
η (·) is convex.

5. The proof concerning deviations to the left follows the same path, replacing Tn

by T−n. ��
Proof of Theorem 2. All the statements follow from Theorem 5 by a rerun of the
derivation of Theorem 1 from Theorem 4, except for the convexity of I a

α and also
the upper bound similar to (74). From the convexity of I±τ,a

α it is clear that I a
α

is convex separately on [−1, 0] and on [0, 1]. If λcrit = 0 we have 0 ≤ I a
α (0) ≤

I
q
α (0) = 0, and then I a

α is convex on [−1, 1] in this case. It remains to consider the
case λcrit > 0. We will assume that ρmax < 1, the case ρmin > 1 being proved with
the same arguments for αInv instead of α. Then for any η with h(η|α) < ∞ (and
in particular, ρmax(η) < 1),

I τ,q
η (u) ≥ λcritu −

∫
log ϕ(λcrit, ω)η(dω) ≥ λcritu − log ϕ̄(λcrit),

where ϕ̄(λcrit) = Eω̄min [eλcritτ1 ] < ∞, as in the proof of Lemma 4. Hence,

I a
α (0) = lim

u→∞ u−1I τ,a
α (u) ≥ λcrit.

Since we already know that I a
α (0) ≤ I

q
α (0) = λcrit , we conclude that I a

α (0) = λcrit .
Due to separate convexity it is enough, in order to prove convexity of I a

α on [−1, 1],
to show that for v > 0

I a
α (v) + I a

α (−v) ≥ 2I a
α (0) (75)

since this will imply that I a
α
′(0−) ≤ I a

α
′(0+). But

I a
α (v) = vI τ,a

α

(
1

v

)
= v inf

η∈Me
1 (�)K

[
I τ,q
η

(
1

v

)
+ h(η|α)

]

≥ v inf
η∈Me

1 (�)K

[
λcrit

1

v
−
∫

log ϕ(λcrit, ω)η(dω) + h(η|α)

]
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by the substitution λ = λcrit in (5). With a similar computation for I a
α (−v) we then

get

I a
α (v) + I a

α (−v) ≥ 2λcrit + v inf
η,η′∈Me

1 (�)K

[
−
∫

log ϕ(λcrit, ω)η(dω)

−
∫

log ϕ̃(λcrit, ω)η′(dω) + h(η|α) + h(η′|α)

]
(76)

with ϕ̃ defined in (28), and we finally derive (75) by showing that∫
log ϕ(λcrit, ω)η(dω) +

∫
log ϕ̃(λcrit, ω)η′(dω) ≤ 0 (77)

for all η, η′ ∈ Me
1(�)K such that h(η|α)+h(η′|α) < ∞. Recall (34) and note that

ϕ̃(λcrit, ω)ϕ(λcrit, θ
−1ω) ≤ 1

holds for all ω with ωi ≥ ωmin, i ∈ �. The point here is, that ϕ(λcrit, θ
−1ω) [resp.,

ϕ̃(λcrit, ω)] is measurable with respect to the σ -algebra F− generated by ωi, i < 0
[resp., F+ generated by ωi, i ≥ 0]. Taking logarithms in the last inequality and
integrating for the measure η|F− ⊗ η′|F+ , we get

∫
log ϕ(λcrit, θ

−1ω)η(dω) +
∫

log ϕ̃(λcrit, ω)η′(dω) ≤ 0

proving (77) since η is translation invariant. Granted with the convexity, we now
complete the proof of the Theorem by showing that for v ∈ [0, vα[,

lim sup
n→∞

1

n
log P

[
Xn ≤ nv

]
≤ −I a

α (v), (78)

the statement analogous to (74). But the strategy is quite different, and much sim-
pler, since α is locally equivalent to the product of its marginals. Indeed we just
proved I a

α (0) = λcrit , and from Lemma 4, if ωmin ≤ 1/2 then λcrit = 0 and the
claim is trivial, but in the opposite case ωmin > 1/2 that we consider now, we
have λcrit = λ̄ := − 1

2 log(4ωmin(1 − ωmin)) > 0. We will use the exponential
martingale Mn for the walk in a fixed environment ω,

Mn := exp

(
sXn −

n−1∑
k=0

�(s, ωXk
)

)

with �(s, w) = log(wes+(1−w)e−s). Taking s := (1/2) log((1−ωmin)/ωmin) <

0 we see that �(s, .) is decreasing, so that a.s., �(s, ωXk
) ≤ �(s, ωmin) = −λ̄.

Therefore,

Pω[Xm ≤ 0] ≤ Eω[exp(sXm)] ≤ Eω

[
exp(sXm −

m−1∑
k=0

�(s, ωXk
))

]
exp(−mλ̄)

= exp(−mIa
α (0)) (79)
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for α-a.e. ω. Inserting this in (73) and taking the average over the medium, we
obtain

lim sup
n→∞

1

n
log P

[
Xn ≤ nv

]

≤ lim sup
ε→0

(
[−I a

α (v)] ∨ max
v/ε≤k≤1/ε

[−kεIa
α (v/kε) − (1 − kε)I a

α (0)]

)
= −I a

α (v),

using again convexity. This is (78), and the proof is complete. ��
Proof of Theorem 3. Fix � > 0 (eventually, � → 0). For φ ∈ L, let

θ0 = 0, θj = min{t ≥ θj−1 : |φ(t) − φ(θj−1)| = �} ∧ 1 , j = 1, . . . , J,

define Yj = φ(θj ), and say that 1 ≤ j ∈ I+ if Yj > Yj−1 and j ∈ I− otherwise.
Define next the random times

ξ0 = 0 , ξj = min

{
k > ξj−1 : Xk = n�
Yj

�
�
}
∧ n , j = 1, . . . , J.

Consider the event

A
φ
�,δ :=

J⋂
j=1

{∣∣∣∣1n(ξj − ξj−1) − (θj − θj−1)

∣∣∣∣ ≤ δ

}
.

We begin by proving the

Lemma 8.

lim
δ→0

lim sup
n→∞

1

n
log Pω

[
A

φ
�,δ

]
≤ −

∑
j∈I+

�Iτ,q
η (θj − θj−1)

−
∑
j∈I−

�I−τ,q
η (θj − θj−1) , η-a.e., (80)

and

lim
δ→0

lim inf
n→∞

1

n
log Pω

[
A

φ
�,δ

]
≥ −

∑
j∈I+

�Iτ,q
η (θj − θj−1)

−
∑
j∈I−

�I−τ,q
η (θj − θj−1), η-a.e. (81)

Proof of Lemma 8. The proof is no more than an exercise in book-keeping.
Indeed, let M+ = max Yj , M− = −min Yj , and note that [−M−, M+] =
∪(M++M−)/�

k=1 Lk , where Lk = [−M− + (k − 1)�,−M− + k�]. With Rj =
[Yj ∧ Yj+1, Yj ∨ Yj+1], one obtains a partition of j ∈ I+ (j ∈ I−) into sets K+

k ,

(K−
k ), such that Rj = Lk for j ∈ K+

k (j ∈ K−
k ). Note that |K+

k | − |K−
k | = 0 or 1,

and |K+
k | ≤ �−1.
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Next, let {τ �
i }∞�=1 be independent (given ω) copies of the random variable τi ,

and, with τ̃−i = inf{t ≥ Ti : Xt = i − 1} − Ti , let {τ̃ �
−i}∞�=1 denote independent

(given ω) copies of τ̃−i . Then, with respect to Pω,

A
φ
�,δ =

(M++M−)/�⋂
k=1

⎛
⎜⎝
⎧⎪⎨
⎪⎩
⋂

�∈K+
k

{1

n

Y�+1∑
i=Y�

τ �
i ∈ (θ� − θ�−1 − δ, θ� − θ�−1 + δ)}

⎫⎪⎬
⎪⎭

⋂⎧⎪⎨
⎪⎩
⋂

�∈K−
k

{1

n

Y�+1∑
i=Y�

τ̃ �
−i ∈ (θ� − θ�−1 − δ, θ� − θ�−1 + δ)}

⎫⎪⎬
⎪⎭
⎞
⎟⎠ .

An application of Theorem 4 now yields the lemma. ��
Lemma 8 possesses an analogue stated in terms of the process Xt itself. Its proof

repeats the same argument and is therefore omitted. For simplicity in notations, we
assume that �−1 is integer valued. Define (note that � now denotes discretization
in time, not space!)

B
φ
�,δ :=

1/�⋂
j=1

{∣∣∣∣1nXnj� − φ(j�)

∣∣∣∣ ≤ δ

}
.

Lemma 9. For η-a.e. ω,

lim
δ→0

lim sup
n→∞

1

n
log Pω

[
B

φ
�,δ

]
≤ −

1/�∑
j=1

�Iq
η (

φ(j�) − φ((j−1)�)

�
), (82)

and

lim
δ→0

lim inf
n→∞

1

n
log Pω

[
B

φ
�,δ

]
≥ −

1/�∑
j=1

�Iq
η (

φ(j�) − φ((j−1)�)

�
) , (83)

We may now return to the proof of Theorem 3.
1. In view of the compactness of L, the only issue is the lower-semicontinuity of

I
q,traj
η . This however is obvious due to the convexity of I

q
η (·) on IR.

2. In view of the compactness of L and the projective limits method, c.f. [4, Ch.
5.1], having established Lemma 9, all that is needed is to prove that for any φ ∈ L,

lim
�→0

1/�∑
j=1

�Iq
η (

φ(j�) − φ((j−1)�)

�
) =

∫ 1

0
I q
η (φ̇(t))dt . (84)

But this is obvious from dominated convergence since φ is differentiable a.e.
(Lebesgue) with derivative bounded in absolute value by 1. ��
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5. Properties of the rate functions and the environment

We gather in this section some detailed properties of the various annealed and
quenched rate functions I

τ,q
η , I τ,a

α , I
q
η , I a

α encountered in this paper, and prop-
erties of the environment in the annealed setup which leads to a large deviation.
Throughout, we assume that η is ergodic and locally equivalent to the product of
its marginals, whereas α ∈ Me

1(�)K will be taken to be a product measure. Note
that under these assumptions, all the above rate functions are convex and (c.f. (7)
and (9)),

I τ,a
α (u) ≤ I τ,q

α (u) , u ≥ 1 , and Ia
α (v) ≤ I q

α (v) , v ∈ [−1, 1].

5.1. Properties and shape of the rate functions

With some abuse, we say that a measure η ∈ Me
1(�)K is transient to the right (tran-

sient to the left, recurrent) if under Pω, Xn is transient to +∞ (transient to −∞,
recurrent), η-a.s. We also introduce the notation 〈τ 〉η = Eη[τω], where we recall
that τω = Eω[τ1|τ1 < ∞]. The following summarizes our main results concerning
the quenched rate functions. Additional details, e.g. the precise slopes of certain
linear pieces of the rate functions, are mentioned inside the proofs. We remind the
reader that the term “increasing" includes the case of not strictly increasing, etc. The
reader may wish at this point to look at Figures 1 – 9 that summarize graphically
our results.

Proposition 2. Assume that η is ergodic, locally equivalent to the product of its
marginals and non-degenerate, i.e. not concentrated on one point. Then,

Case A.
∫

log ρ0(ω)η(dω) = 0, i.e. η is recurrent. Then, I
τ,q
η and I

q
η are strictly

convex, I
τ,q
η is decreasing on [1,∞) with limu→∞ I

τ,q
η (u) = 0, while

I
q
η (0) = 0 and I

q
η increasing on [0, 1], decreasing on [−1, 0] and I

q
η is

symmetric (see Figures 1 and 6).
Case B.

∫
log ρ0(ω)η(dω) < 0, 〈τ 〉η = ∞, i.e. η is transient to the right with zero

speed. Then, I τ,q
η and I

q
η have the same properties as in case A except that

I
q
η is not symmetric (see Figure 7).

Case C. η ∈ M1/2,
∫

log ρ0(ω)η(dω) < 0, and 〈τ 〉η < ∞, i.e. η is transient to

the right with mixed drifts and positive speed. Then, I τ,q
η is strictly convex

and decreasing on [1, 〈τ 〉η], while I
τ,q
η = 0 on [〈τ 〉η,∞). I q

η is monotone
increasing on [0, 1], monotone decreasing on [−1, 0], strictly convex on
[−1,−vη] ∪ [vη, 1], I

q
η (v) = |v| ∣∣∫ log ρ0(ω)η(dω)

∣∣ for v ∈ [−vη, 0],

and I
q
η = 0 on [0, vη] (see Figures 3 and 8).

Case D. ρmax < 1, i.e. all drifts point to the right and the walk is transient to
+∞. Define λcrit and ucrit as in Lemma 4. Then, I τ,q

η is strictly convex and
decreasing on [1, 〈τ 〉η], is strictly convex and increasing on 〈τ 〉η, ucrit],

and is linear on [ucrit,∞). Further, I
τ,q
η (v−1

η ) = 0. The rate function I
q
η
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is decreasing and strictly convex on [−1,−u−1
crit], decreasing linearly on

[−u−1
crit, 0], decreasing linearly (with a smaller slope) on [0, u−1

crit], and

strictly convex on [u−1
crit, 1], with I

q
η (vη) = 0 (see Figures 4 and 9).

Case E. η ∈ M1/2, η is transient to−∞, with 〈τ 〉η either finite or infinite. Then I
τ,q
η

is strictly convex and decreasing on [1, 〈τ 〉η), and I
τ,q
η (u) = Eη[log ρ0] >

0 for u ≥ 〈τ 〉η (see Figure 2). For I
q
η , simply consider Cases B and C

under the transformation v �→ −v.
Case F. ωmax < 1/2, i.e. all drifts point to the left. With 〈τ 〉η < ∞, I

τ,q
η is strictly

convex and decreasing on [1, 〈τ 〉η], strictly convex and increasing on

[〈τ 〉η, ucrit(η
Inv)], and linearly increasing on [ucrit(η

Inv),∞) (see Figure

5). The rate function I
q
η is obtained from Case D by the transformation

v �→ −v.

We note that we do not discuss the regularity properties of I
q
η at 0. In the case of

η a product measure, some information on analyticity, obtained by considering the
continued fraction defining ϕ(λ, ω), may be found in [11].

Proof of Proposition 2. In Theorem 4 we have already shown that I τ,q
η is decreasing

and convex on [1, Eη[τω]] and increasing and convex on [Eη[τω],∞). It follows
from Lemma 1, Lemma 2 and Lemma 4 that if η ∈ Me

1(�)+ then I
τ,q
η is strictly

convex on [1, ucrit], and that for u > ucrit one has that

I τ,q
η (u) = λcritu −

∫
log ϕ(λcrit, ω)η(dω). (85)

Note also that λcrit = 0 in cases A, B, C. Proposition 1 then allows one to make
the appropriate transfer of the results to all η ∈ Me

1(�)K . Finally, the results for I
q
η

follow those for I
τ,q
η by using the representation (6), which allows for the transfer

of strict convexity from the time variable to the space variable. ��
We turn next to the annealed rate functions. Introduce the product measure

α̂ ∈ Me
1(�)K as follows:

dα̂0

dα0
= 1

ρ0

(∫
1

ρ0(ω0)
α0(dω0)

)−1

. (86)

Let u∗ := 〈τ 〉α̂ = Eα̂[τω] ∈ [1,∞]. Note that the formula in the remark following
Lemma 1 implies that u∗ < ∞ if ωmax < 1/2, and define

b =
⎧⎨
⎩

u∗ , ωmax < 1/2,

∞ , α ∈ M1/2,

〈τ 〉α , ωmin > 1/2.

, b′ =
⎧⎨
⎩
〈τ 〉α , α ∈ Me

1(�)+ ,

u∗ , α̂ ∈ Me
1(�)− ,

∞ , otherwise .

.

Always, b ≥ 〈τ 〉α and b′ ≤ b. Note that α̂ ∈ Me
1(�)− implies that

0 ≤
∫

log ρ0(ω0)α̂0(dω0) =
∫

ρ−1
0 log ρ0(ω0)α0(dω0)∫

ρ−1
0 (ω0)α0(dω0)

≤
∫

log ρ0(ω0)α0(dω0) ,



Quenched, annealed and functional large deviations 101

Fig. 1. General shape of rate function for hitting times I τ,q
α , I τ,a

α . Case A, recurrent.

Fig. 2. General shape of rate function for hitting times I τ,q
α , I τ,a

α . Case E, positive and
negative drifts, negative speed. (u∗ ∈ (〈τ 〉α,+∞]).

(where we used Jensen’s inequality to show the last inequality) and hence α ∈
Me

1(�)−.

Proposition 3. Assume α ∈ Me
1(�)K is a product measure, and non-degenerate.

Then I τ,a
α (·) is increasing on [b,∞), constant on [b′, b], and decreasing on [1, b′].

Remark. In fact, one sees from the proof below that whenever b �= b′ then
I τ,a
α (u) = I τ,a

α (b′) for u > b′.
More detailed information is also available. The classification of different cases

follows the one in Proposition 2.
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Fig. 3. General shape of rate function for hitting times I τ,q
α , I τ,a

α . Case C, positive and
negative drifts, positive speed.

Fig. 4. General shape of rate function for hitting times I τ,q
α , I τ,a

α . Case D, strictly positive
drifts. (See Prop. 4 for a condition ensuring the existence of u+.)

Proposition 4. Assume α ∈ Me
1(�)K is a product measure, and not concentrated

on one point.

Case A. I τ,a
α is strictly decreasing with limit 0 at infinity. I a

α is strictly decreasing
on [−1, 0] and strictly increasing on [0, 1], with Ia

α (0) = 0 (and is not
necessarily symmetric!).

Case B. Same as Case A.
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Fig. 5. General shape of rate function for hitting times I τ,q
α , I τ,a

α . Case F, strictly negative
drifts. (See Prop. 4 for a condition ensuring the existence of u−.)

Fig. 6. General shape of rate function for locations I q
α , I a

α . Case A, recurrent.

Case C. I τ,a
α is strictly decreasing on [1, 〈τ 〉α], and is zero on [〈τ 〉α,∞). I a

α is
zero on [0, vα] and is strictly increasing on [vα, 1]. Further, define d =
Eα[ρ2

0 ]/Eα[ρ0], with v∗ = (1−d)/(1+d) if d < 1 and v∗ = 0 otherwise.
Then, I a

α is strictly decreasing on [−1, 0] and is linear on [−v∗, 0].
Case D. I τ,a

α is strictly decreasing on [1, 〈τ 〉α] and strictly increasing on [〈τ 〉α,∞),
with I τ,a

α (〈τ 〉α) = 0. I a
α is strictly decreasing on [−1, vα] and strict-

ly increasing on [vα, 1], with I a
α (vα) = 0 and I a

α (0) = I
q
α (0) = λcrit.

Assume in addition that there exists a non degenerate minimizer η+ of
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Fig. 7. General shape of rate function for locations I q
α , I a

α . Case B, zero speed, transient to
the right.

Fig. 8. General shape of rate function for locations I q
α , I a

α . Case C, positive and negative
drifts, positive speed.

η �→ −Eη[f (λcrit, ω)] + h(η|α) for which the conclusions of Lemma 4,
part (i) hold true and such that λcrit(η

+) = λcrit (with λcrit := λcrit(α)).
In this case, I τ,a

α is linear on [u+,∞) with u+ = ucrit(η
+) = Eη+[

Eω[τ1e
λcritτ1 ]/Eω[eλcritτ1 ]

]
< ∞, and I a

α is linear on [0, (u+)−1].

Case E. Set ρ∗ = Eα[ρ−2
0 ]/Eα[ρ−1

0 ], and u∗ = (1 + ρ∗)/(1 − ρ∗) if ρ∗ < 1,
u∗ = ∞ otherwise. Then, I τ,a

α is strictly decreasing on [1, u∗] and
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Fig. 9. General shape of rate function for locations I q
α , I a

α . Case D, strictly positive drifts.
(See Prop. 4 for a condition ensuring the existence of u+, u−.)

I τ,a
α (u) = − log Eα[ρ−1

0 ] > 0 on [u∗,∞). For I a
α , simply consider Cases

B and C under the transformation v �→ −v.
Case F. With ρ∗ < 1 and u∗ as in Case E, I τ,a

α is strictly decreasing on [1, u∗]

and strictly increasing on [u∗,∞). Further, I τ,a
α (u∗) = − log Eα[ρ−1

0 ] >

0. For I a
α , simply consider Case D under the transformation v �→ −v.

Assume in addition that there exists a non degenerate minimizer η− of
η �→ −Eη[f (λcrit, ω)] + h(η|α) for which the conclusions of Lemma 4,
part (i) hold true and such that λcrit(η

−) = λcrit. In this case, I τ,a
α is linear

on [u−,∞) with

u− = ucrit(η
−) = Eη−

[
Eω[τ1e

λcritτ11τ1<∞]/Eω[eλcritτ1 1τ1<∞]
]

< ∞.

Remarks.
1. We will see examples at the end of this section where the additional assumption
in Cases D and F is satisfied. Checking instead the stronger assumption that η+
[resp., η−] is locally equivalent to the product of its marginal with λcrit(η

+) = λcrit

and η+ [resp., λcrit(η
−) = λcrit and η−] non-degenerate, turns out to be far more

difficult.
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2. It is worthwhile to note that in Case D, if in addition a minimizer η−, satisfying
the additional assumptions, exists for αInv (which belongs to case F) then I a

α is
linear on the interval [−(u−)−1, 0] defined in Case F.

Before proving the above propositions, we state and prove some auxiliary facts.

Lemma 10. 1. For any product measure α and any bounded continuous function
�,

inf
η∈Ms

1(�)

[
h(η|α) +

∫
�(ω0)η0(dω0)

]
= H(α̃0|α0) +

∫
�(ω0)α̃0(dω0),

where α̃ is a product measure anddα̃0/dα0=exp(−�(ω0))/
∫

exp(−�(ω0))α0(dω0).

2. Let � = {η ∈ Me
1(�) :

∫
�(ω0)η0(dω0) ≥ 0}. If α ∈ � then

inf
η∈Ms

1(�)

[
h(η|α) +

(
0 ∨
∫

�(ω0)η0(dω0)

)]

= inf
η∈�

[
h(η|α) +

(
0 ∨
∫

�(ω0)η0(dω0)

)]
. (87)

In particular, if also α̃ ∈ � then

inf
η∈Ms

1(�)

[
h(η|α) +

(
0 ∨
∫

�(ω0)η0(dω0)

)]
= H(α̃0|α0) +

∫
�(ω0)α̃0(dω0).

(88)

Proof of Lemma 10. 1. We have, with Fn = σ(ω0, ω1, . . . , ωn−1),

h(η|α) = sup
n

1

n
H(η|α)|Fn .

Therefore,

h(η|α) ≥ H(η0|α0)

≥
∫

−�(ω0)η(dω0) − log
∫

e−�(ω0)α0(dω0)

where the second inequality is due to the variational characterization of relative
entropy, c.f. for example [4, Lemma 6.2.13]. Hence

h(η|α) +
∫

�(ω0)η(dω0) ≥ − log
∫

e−�(ω0)α(dω0)

and equality is achieved for the measure α̃.

2. Assume (87) does not hold true. Then there exists a η∗ �∈ � such that

h(η∗|α) +
(

0 ∨
∫

�(ω0)η
∗
0(dω0)

)

= h(η∗|α) < inf
η∈�

[
h(η|α) +

(
0 ∨
∫

�(ω0)η0(dω0)

)]
.
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Because α ∈ �, η∗ �= α, and further,
∫

�(ω0)α0(dω0) > 0, for otherwise α is
a global minimizer, yielding a contradiction. Take a convex combination ηθ :=
θα + (1 − θ)η∗ such that

∫
�(ω0)ηθ (dω0) = 0. Since the product measure α

satisfies Assumption (A), one can find a sequence ηn
θ ∈ Me

1(�) such that ηn
θ → ηθ

weakly and h(ηn
θ |α) → h(ηθ |α). Therefore,

lim sup
n→∞

h(ηn
θ |α) +

(
0 ∨
∫

�(ω0)η
n
θ (dω0)

)
= h(ηθ |α) < h(η∗|α),

a contradiction. ��
It is worthwhile to note that actually, one may compute explicitly the optimal η in

(87) even when α̃ �∈ �: it is a product measure with marginal Z−1
β exp(β�(ω0))α0

(dω0), where−1 ≤ β ≤ 0 is chosen such that
∫

exp(β�(ω0))�(ω0)dα0(ω0) = 0.
Using this observation one may relax the assumptions in the lemma to � being
merely bounded measurable.

Proof of Proposition 3. Since I τ,a
α is convex, it is enough to show that whenever b′

is finite then it is a minimizer, of I τ,a
α , that the latter is constant on [b′, b], and that

if b′ = ∞ then I τ,a
α is decreasing. We divide the proof into the following cases:

1. α ∈ Me
1(�)+. Then, b = b′ = 〈τ 〉α ∈ (1,∞], and I τ,a

α (b′) = 0 (if b′ < ∞)
while, if b′ = ∞, limu→∞ I τ,a

α (u) = 0 .

2. Assume α̂ ∈ Me
1(�)− (and then, as noted above, also α ∈ Me

1(�)−). Then
b′ = u∗. Assume first u∗ < ∞. Then,

I τ,a
α (u∗) ≤ I

τ,q

α̂
(u∗) + H(α̂0|α0) = − log

∫
ρ0(ω0)

−1α0(dω0), (89)

as can be checked by an explicit computation involving the definition of α̂.
On the other hand, using in the first equality the exact value of the minimum
of I

τ,q
η (·), see the comment before (40), and (88) in the second equality (with

�(ρ0) = log ρ0),

inf
u

I τ,a
α (u) = inf

η∈Me
1 (�)

[(
0 ∨
∫

log ρ0(ω0)η0(dω0)

)
+ h(η|α)

]

= − log
∫

ρ0(ω0)
−1α0(dω0). (90)

Hence, u∗ is a global minimizer of I τ,a
α in this case.

If u∗ = ∞, (90) still holds true while, for any u < ∞,

I τ,a
α (u) ≤ I

τ,q

α̂
(u) + H(α̂0|α0) = I

τ,q

α̂
(u) −

∫
log ρ0(ω0)α̂0(dω0)

− log
∫

ρ0(ω0)
−1α0(dω0)

−→
u→∞ − log

∫
ρ0(ω0)

−1α0(dω0),
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since α̂ ∈ Me
1(�)−. It follows that infu I τ,a

α (u) = limu→∞ I τ,a
α (u), as required.

3. Assume α̂ ∈ Me
1(�)+ but α ∈ Me

1(�)−. In this case b′ = ∞, and one repeats
the previous argument, using this time that

lim
u→∞ I τ,a

α (u)≤ inf
{η∈Me

1 (�):
∫

log ρ0(ω0)η(dω0)≥0}

[∫
log ρ0(ω0)η(dω0) + h(η|α)

]
,

while, using now (87),

I τ,a
α (u) ≥ inf

η∈Me
1 (�)

[
h(η|α) +

(
0 ∨
∫

log ρ0(ω0)η0(dω0)

)]

= inf
{η∈Me

1 (�):
∫

log ρ0(ω0)η(dω0)≥0}

[∫
log ρ0(ω0)η(dω0) + h(η|α)

]
,

implying as before that infu I τ,a
α (u) = limu→∞ I τ,a

α (u) . ��
Proof of Proposition 4.

1. Properties of I τ,a
α . The monotonicity of I τ,a

α on the claimed intervals is a
direct consequence of Proposition 3, while the convexity is stated in Theorem 5.
Further, (7) implies that if I

τ,q
α (u) = 0 then I τ,a

α (u) = 0, yielding the claimed zero
values for I τ,a

α .
To see the claimed strict monotonicity of I τ,a

α in case A–D, note that by con-
vexity, it is enough to show that I τ,a

α (u) > 0 at a point u in order to show that it
is strictly monotone there. But I τ,a

α (u) = 0 only if I
τ,q
α (u) = 0 by (7) and the fact

that the infimum there is attained, leading to the monotonicity claim.
Cases E–F require slightly more work. Assume first that u∗ < ∞, we already

know, c.f. Proposition 3, that u∗ is a global minimum of I τ,a
α .

To prove the strict monotonicity of I τ,a
α on [1, u∗] when u∗ < ∞, in both cases

E and F, we check that I τ,a
α (u) > − log Eα[ρ−1

0 ] for u < u∗, and then the convexity
of I τ,a

α proves the required strict monotonicity. To this end, note that α̂ is transient
to the left (because ρ∗ < 1). But, for any η,

I τ,q
η (u) + h(η|α) ≥ Eη0 [log ρ0] + H(η0|α0) ≥ − log

∫
ρ−1

0 (ω)α0(dω),

where the first inequality is achieved only on product measures transient to the left,
and the second, due to Lemma 10, only when η0 = α̂0. But in the latter case, the
first inequality is strict because u < u∗ and Eη̂[τω] = u∗. Since the infimum over
η is always achieved in the definition of I τ,a

α , we conclude that necessarily

inf
η∈Me

1 (�)

[
I τ,q
η (u) + h(η|α)

]
> Iτ,a

α (u∗),

as claimed.
The strict monotonicity on [u∗,∞) in Case F is proved similarly, using that in

Case F the quenched rate function is strictly monotone, and repeating the above
argument.
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Finally, it remains to check the strict monotonicity on [1,∞) in case E when
u∗ = ∞. The argument given above actually shows that

I τ,a
α (∞) := limu→∞ I τ,a

α (u) = − log Eα[ρ−1
0 ], and hence it suffices to check

that I τ,a
α (u) > Iτ,a

α (∞). The argument is the same as above and therefore omitted.
We turn now to the linear part of I τ,a

α in Case D. We checked in the proof of
Proposition 2 that if the conclusions of Lemma 4, part (i) are satisfied, then I

τ,q

η+ is

linear on [u+,∞). More precisely, like in (85) it holds for u ≥ u+ that

I
τ,q

η+ (u) = λcritu −
∫

f (λcrit, ω)η+(dω)

Hence we have

I τ,a
α (u) ≤ I

τ,q

η+ (u) + h(η+|α) = λcritu −
∫

f (λcrit, ω)η+(dω) + h(η+|α). (91)

On the other hand, it follows from the large deviation lower bound together with
the substitution λ = λcrit in (63) that

−I τ,a
α (u) ≤ lim sup

n→∞
1

n
log P

[
Tn

n
≥ u

]

≤ − inf
η∈Ms

1(�)

[
λcritu −

∫
f (λcrit, ω)η(dω) + h(η|α)

]

= −λcritu +
∫

f (λcrit, ω)η+(dω) − h(η+|α)

since η+ is a minimizer. Therefore the equality holds in (91), and I τ,a
α is linear on

[u+,∞). The proof of existence of a linear part in Case F is similar.
2. Properties of Ia

α . All the stated properties of I a
α follow immediately, using

(8), from the properties of I τ,a
α , except for checking that in Case D, I a

α (0) = λcrit .
But this was obtained in the proof of Theorem 2. ��

We conclude this section by providing a class of examples where the additional
assumption in Proposition 4, Cases D and F, is satisfied, resulting with the existence
of linear pieces for I τ,a

α . We concentrate on Case D, as the construction for Case F
is similar.

Choose ωmin > 1/2, α0(ωmin) > 0, α0(ωmax) > 0, and ωmax − ωmin small
enough. (What is meant by small enough will become clear in the course of the con-
struction). Due to the remark below the proof of Lemma 4 it is enough to ensure that
any ergodic minimizer η+ of the function F(η) = − ∫f (λcrit, ω)η(dω) + h(η|α),

satisfies, for a fixed M0 depending on ωmin only, that η+({ωi = ωmin}M0+1
i=0 ) >

0, and that η+0 (ωmax) > 0. We argue by contradiction. Assume that η+({ωi =
ωmin}M0+1

i=0 ) = 0. Then,

h(η+|α) ≥ 1

M0 + 2
H(η+|α)|[0,M0+1] ≥

1

M0 + 2
log

1

1 − α0(ωmin)M0+2
=: δ.

(92)
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Recall that ϕ(λcrit, ω) ≤ ϕ(λcrit) = (ωmin/(1 − ωmin))
1/2, and note that estimates

similar to (44) and the substitution of the value for λcrit lead to the bound

ϕ(λcrit, ω) ≥ ϕ(λcrit, (.., ωmax, ωmax, . . .))

=
√

ωmin(1−ωmin) −
√

ωmin(1−ωmin) − ωmax(1−ωmax)

1−ωmax
:= ϕ(λcrit)

The estimates F(α) ≤ − log ϕ(λcrit) and F(η+) ≥ δ− log ϕ(λcrit) (following from

(92)) imply that if ωmax is close enough to ωmin then F(η+) > F(α), a contradic-
tion. The proof that η+0 (ωmax) > 0 being similar, only simpler, we conclude our
construction.

5.2. Description of the annealed environment leading to a large deviation

The minimizing measures for the variational problem (9) are of particular interest,
for they hint at the environment which creates atypical behavior. We discuss below
the simpler (though equivalent) question for the hitting times rate function. Recall
that the infimum in (7), I τ,a

α (u) = infη∈Me
1 (�)[I

τ,q
η (u) + h(η|α)], is achieved.

Proposition 5. Assume that α is a product measure, not concentrated on a single
point. Let u ∈ (1,∞), such that I τ,a

α does neither have a minimum at u nor a
linear part at u (i.e., I τ,a

α is not linear in a neighborhood of u). Then the min-
imizers in (7) are one-dimensional Gibbs measures with summable, translation
invariant interaction, and they are not product measures. In particular, this implies
that I τ,a

α (u) < I
τ,q
α (u) for all such u’s.

Proposition 5 says that in general, even though α is a product measure the best
environments for creating large deviations are not product measures. Here are some
interesting exceptions, the first two of them we already met in Propositions 2 and 4:
1) For u = 〈τ 〉α minimizing I τ,a

α in Cases C and D, the minimizer in (7) is α. The
same holds in Case C for u ≥ 〈τ 〉α .
2) For u = u∗ in Cases E, F and for u ≥ u∗ in Case E (minimizing I τ,a

α ), the
minimizer is the product measure α̂ introduced in (86).
3) Since I

τ,q

η′ (1) = ∫ log ω0 η′(dω) for all η′ ∈ Me
1(�), with the supremum in (5)

being for λ = −∞, the minimizer η in (7) for u = 1 (or in (9) for v = 1) is the
product measure with

dη0

dα0
= ω0∫

ω0α0(dω0)
.

Note that the nature of the solutions to the variational problem remains an open
question when u belongs to a linear, but non constant, part of the rate function, see
the remark below the proof.

Proof of Proposition 5. We start with the case when u is smaller than the minimizer
of I τ,a

α , i.e., u < 〈τ 〉α in Cases A to D, u < u∗ in Cases E, F. For such a u, we have
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from (56), (58),

I τ,a
α (u) = sup

λ≤0
inf

η∈Ms
1(�)

[
λu −

∫
f (λ, ω)η(dω) + h(η|α)

]
.

Recall that the supremum is achieved, and note that all maximizers λ are nonzero,
due to the strict monotonicity of I τ,a

α around u stated in Proposition 4. Let �(u) be
the set of maximizers λ. The set of maximizers η ∈ Me

1(�) of the function∫
f (λ, ω)η(dω) − h(η|α) (93)

for λ ranging over �(u) coincides with the set of minimizers in (7). We prove that
such η’s are Gibbs measures, constructing their potential. For M ≥ 0
we consider the RWRE with reflection at site −M (i.e., with environment (. . . , 1,

ω−M+1, ω−M+2, . . .), and we denote by Eref,M
ω the corresponding expectation.

With a recursion we find as in (14)

ϕM(λ, ω) := Eref,M
ω [eλτ11τ1<∞] = 1|

|e−λ(1 + ρ0(ω))
− ρ0(ω)|

| · · ·
− · · · |
|e−λ(1 + ρ−M+1(ω)) − eλρ−M+1(ω)

that is, the M-th approximant of the continued fraction ϕ. Since λ < 0 and since

ϕN(λ, ω) = Eref,N
ω [eλτ11τ1<∞,X.≥−M+1 on [0,τ1]]

+Eref,N
ω [eλτ11τ1<∞,X. hits −M on [0,τ1]]

for N = M, M + 1, we have

0 < ϕM − ϕM+1 ≤ eλ(2M+1) (94)

using that τ1 ≥ 2M + 1 when X. hits −M on [0, τ1], and that Eref,N
ω

[eλτ1 1τ1<∞,X.≥−M+1 on [0,τ1]] achieves the same value for N = M , N = M + 1.
Recalling ϕ0 = eλ we introduce the decomposition

f = λ +
∑
M≥0

gM, gM(ω) = log
ϕM+1(λ, ω)

ϕM(λ, ω)

where gM depends only on ω−M, . . . , ω0. Combining (94) with ω0e
λ ≤ ϕM ≤ 1

we see that ‖gM‖∞ ≤ Ce2λM with some finite C depending on ωmin, and then∑
M M‖gM‖∞ < ∞. This implies that the maximizers η of (93) are one-dimen-

sional Gibbs measures, with translation invariant, summable potential (JV ;V ⊂
ZZ) given by J[i−M,i](ω) = gM(θiω) and JV = 0 if V is not an interval. Refer to
[10] for an account on Gibbs measures, and note that the potential JV depends on
λ. We show now that the “potential at the origin” H0 =∑ J[i−M,i], where the sum
extends over i, M such that i − M ≤ 0 ≤ i, is not ω0-measurable, which implies
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that those Gibbs measures η are not product measures ([10], Sect. 2–4). The series
H0 is equal to the limit as n → ∞ of

n∑
i=0

∑
M≥i

gM(θiω) =
n∑

i=0

log
ϕ(θiω)

ϕi(θ iω)
= log

Eω[eλTn1Tn<∞]

E
ref,0
ω [eλTn1Tn<∞]

where the second equality comes from the strong Markov property. Introducing the
stopping time ζ = inf{n ≥ τ−1;Xn = 0} ∈ (0,∞], we have Eω[eλTn1ζ<Tn<∞] =
Eω[eλTn1Tn<∞]Eω[eλζ 1ζ<Tn<∞] by the strong Markov property, and therefore

φn := Eω[eλTn1Tn<∞]

E
ref,0
ω [eλTn1Tn<∞]

= Eω[eλTn1Tn<∞,Tn<ζ ]

E
ref,0
ω [eλTn1Tn<∞]

+ φn Eω[eλζ 1ζ<Tn<∞] .

Solving in φn we obtain

(
1 − Eω[eλζ 1ζ<Tn<∞]

)−1
lim

n→∞
Eω[eλTn1Tn<∞,Tn<ζ ]

E
ref,0
ω [eλTn1Tn<∞]

= eH0 ∈ (0,∞)

where the first factor depends on ω−1 when λ �= 0, but the second factor does not.
From this we conclude that H0 is not ω0-measurable, which ends the proof in the
first case.

In the opposite case, i.e., for u larger than the minimizer of I τ,a
α but not on a

linear part, I τ,a
α (u) is given this time by (63) due to (65) and (66), and all maximiz-

ers λ belong to (0, λcrit). The proof works the same, except that the bounds in (94)
will be replaced by

0 < ϕM+1 − ϕM ≤ Eref,M+1
ω [eλτ11τ1<∞,X. hits −M on [0,τ1]]

≤ e(λ−λ′)(2M+1)ϕ(λ′, ω̄min)

with some λ′ ∈ (λ, λcrit), and combined with eλ ≤ ϕM ≤ ϕ(λ, ω̄min) which is
finite. ��
Remarks.
1. The definition of gM above reveals a nice interplay between the Gibbs decom-
position of function f appearing in (93) as an interaction, and the approximants
ϕM of the continued fraction ϕ. The interpretation of these approximants in terms
of reflection is most natural. The key property (94), which implies summability of
the potential, can be alternatively derived for λ < 0 from standard approximation
results in continued fraction theory; see Pringsheim Theorem, page 92 in [13] and
its proof. All this shows the particular interest of formula (14).
2. When u belongs to a linear, but not constant, part of the annealed rate function,
the maximizer λ is equal to λcrit > 0. Exponential convergence of the series

∑
gM

breaks down, and we believe that the minimizers η exhibit long range dependence.
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6. Concluding remarks and open problems

1. Our quenched results cover the case when η is ergodic, without being locally
equivalent to the product of its marginals. However, the shape of the quenched
rate function in this case can be different. For instance, one can construct exam-
ples where there are no linear pieces in I

τ,q
η in Case C above.

2. In general, we do not know how to solve the annealed variational problem in
(9) more explicitly than in Proposition 5, and hence we do not have explicit
expressions for I a

α . One case where this problem can be solved is when |v| = 1.
More precisely, for v = 1 we have

Pω

[
Xn

n
= 1

]
=

n−1∏
i=0

ωi,

and

P

[
Xn

n
= 1

]
= E

[
Pω

[
Xn

n
= 1

]]
= E

[
n−1∏
i=0

ωi

]
=

n−1∏
i=0

Eα0 [ω0].

Hence, taking logarithms, dividing by n and taking limits, one concludes that
I

q
η (1) = − ∫ log ω0α0(dω0), I a

α (1)=− log
∫

ω0α0(dω0). In particular, I a
α (1)<

I
q
η (1) as soon as α is non-degenerate.

3. We speculate that the extra assumption stated in Proposition 4, Cases D and F,
is always satisfied, and is not limited to the class of example constructed at the
end of the last section. Recall that these extra assumptions imply the existence
of linear pieces for I τ,a

α .
4. As in the i.i.d. environment case studied in length in [3], [9], [18], [17], one

may look for refined asymptotics in the flat pieces of I
τ,q
η or I

q
η . When η is

equivalent to the product of its marginals, we believe it to exhibit the same
qualitative behavior as in the i.i.d. case, that is polynomial decay in the case
ωmin < 1/2 < ωmax and sub-exponential decay when ωmin = 1/2. Refined as-
ymptotics for the multi-dimensional case were obtained in [22]. Some explicit
computations are possible in the Markov environment case, we do not pursue
this direction here.

5. When the support of α0 includes the points 0 or 1, our proofs break down (even if
α0({0}∪{1}) = 0). We believe that under strong enough assumptions on the rate
of decay of the α0([0, 1] \ [ε, 1 − ε]), the analysis can still be pushed through.

6. The multi-dimensional case presents many challenges. Important works in this
domain are [24], [22], but many questions remain open, most notably what hap-
pens when 0 �∈ convsupp α0, what is the annealed rate function, and what is the
relation of the latter to the quenched rate function.
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19. Révész, P.: Random walk in random and non-random environments, World Scientific,
Singapore (1990)

20. Solomon, F.: Random walks in random environment, Ann. Probab. 3, 1–31 (1975)
21. Spitzer, F.: Principles of random walk, Springer, Berlin (1976)
22. Sznitman, A.-S.: Slowdown and neutral pockets for a random walk in a random envi-

ronment, Probab. Theory Related Fields 115, 287–323 (1999)
23. Wall, H.S.: Analytic theory of continued fractions, Van Nostrand, 1948
24. Zerner, M.P.W.: Lyapunov exponents and quenched large deviations for multi-dimen-

sional random walk in random environment, Ann. Probab. 26, 1446–1476 (1998)

Note added in proof: An enlightening and more intuitive proof of (32), Lemma 3 has
been given recently by D. Piau (Sur deux propriétés de dualité de la marche au hasard en
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