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Abstract

In this thesis, a physically rigorous model for the simulation of internal laser probing techniques
for semiconductor power devices is developed which is employed for a thorough analysis of the
physical effects during the measurement process. The theoretical studies provide valuable infor-
mation for developing and optimizing powerful probing techniques which facilitate space–resolved
and time–resolved measurements of carrier concentration and temperature profiles. In the second
part of this thesis, it will be demonstrated that these techniques constitute an ideal supplement to
the well–established electrical characterization methods and thus enable a significantly improved
validation and calibration of electrothermal simulation models.

Internal laser probing techniques detect the modulation of a probing beam which originates
from free carrier or temperature induced variations of the complex refractive index. Thus, mea-
surements of the carrier and temperature distribution with a spatial resolution of about10�m and
a temporal resolution of about 300 ns have become possible. A laterally propagating beam enables
a vertical scanning of different profiles, e. g. we can extract the injected carrier concentration from
the decrease of the transmitted light intensity, the gradients of carrier density and temperature from
the beam deflection, and the temperature evolution from the oscillations of the Fabry–Perot trans-
mission. On the other hand, Backside Laser Probing employs a laser beam which penetrates at the
rear surface of the substrate and propagates vertically through the sample, thus providing integral
information about the temperature profile. A remarkable feature of this technique, however, is the
large measurement range which covers a temperature rise of some 100 K.

Since attendant numerical simulations have proven to be indispensable for the investigation of
physical processes, a physical model has been developed which, for the first time, facilitates the
simulation of the entire measurement process. It includes the electrothermal device simulation of
the investigated structure, the calculation of the beam propagation through the device, the lenses
and aperture holes, and the simulation of the detector response. Due to the large computation
domain, the calculation of wave propagation in the sample is the most demanding problem. Intro-
ducing a suitable set of variables constitutes the decisive step which enables a coarser discretization
without loss of accuracy.

Employing this strategy to simulate free carrier absorption measurements reveals that the ex-
perimental accuracy is limited by the surface recombination and the lateral extension of the probing
beam. Optimum samples are about 20 diffusion lengths in size, thus promising measurements with
a negligible error of only a few percent. The decisive effect on the experimental accuracy rather
originates from an exact sample alignment and the accurate knowledge of the carrier concentration
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dependence of the absorption coefficient.
Under operating conditions with low power dissipation the temperature evolution can be de-

termined with excellent accuracy by laser deflection measurements. Their measurement range,
however, is up to now limited to a temperature rise of only some Kelvin. The desired extension re-
quires specific test structures with a shrinked active length and an improved evaluation rule which
is deduced from an analytical calculation of the detector signal. Thus, temperature rises up to about
60 K can be detected.

The necessary sample preparation for Backside Laser Probing includes the etching of a window
in the collector contact metallization. Current crowding at its edges leads to a local increase of the
carrier concentration which gives rise to a tolerable error of about 25 % in the carrier contribution
to the phase shift signal. On the other hand, the temperature inhomogeneity amounts to only
some percent and can be therefore neglected. Despite the high angular aperture of the probing
beam, the lateral beam spreading does not introduce a significant error. Therefore, Backside Laser
Probing represents a powerful characterization method for operating conditions with large power
dissipation.

Interferometric techniques employing a laterally traversing probing beam basically suffer from
a limited measurement range as the superposition of the different rays deteriorates as the internal
deflection increases. The detectable temperature rises within specific test structures are compara-
ble to those of the deflection technique. Since interferometric methods do not require additional
calibration, their realization would obviously be a useful supplement to the existing techniques.

As measurements of the time–resolved distributions of carriers and temperature are available
in addition to the electrical terminal characteristics, a significantly improved validation and cal-
ibration of electrothermal simulation models has become possible. Within this thesis, the self–
consistent electrothermal extension of the drift–diffusion model is investigated. Its governing
equations are derived from the principles of irreversible thermodynamics. The most important ma-
terial parameters are the recombination rate and the carrier mobility. While the latter is limited by
the scattering of phonons, impurities, surface roughness, and the scattering of the carriers among
each other, recombination in silicon is dominated by the Shockley–Read–Hall recombination via
a trap level in the band gap. The calibration of the corresponding carrier lifetime models is a cru-
cial precondition for predictive simulations and is significantly enhanced by the here introduced
methodologies.

The most significant heat generation mechanisms are the Joule heat of electrons and holes
as well as the recombination heat in devices with lifetime control. Compared to those, only a
small contribution originates from the Peltier effect, which is accurately modeled in the interior of
the simulated silicon domain. However, it is neglected at the semiconductor/metal junctions due
to a simplified implementation of the thermal boundary conditions. The resulting effects on the
temperature distribution are detectable by the developed laser probing techniques.

In order to demonstrate a complete model calibration, two different types of commercially
available IGBTs are investigated. The most accurate description of the forward characteristics and
the internal carrier distribution is obtained by using cylindrical coordinates within a simulation
domain that accurately reflects the volume of a real cell. The simple and computationally efficient
Scharfetter–relation can be employed to allow for the doping dependence of the carrier lifetimes
if its parameters are transformed to a different set which comprises the minority carrier lifetimes
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in the heavily doped regions and the ambipolar lifetime as its independent parameters. While
these are extracted from the carrier concentration profile, the channel mobilities are adjusted with
reference to the saturation currents of the forward characteristics. Thus, the measured temperature
evolution during transient switching is also accurately reproduced by the calibrated model. This
example illustrates that founding the calibration procedure on several different probing techniques
enables predictive simulations which are valuable tools for a fast and cost effective optimization
of semiconductor devices.



Zusammenfassung

Im Rahmen der vorliegenden Arbeit wird ein physikalisch rigoroses Modell zur Simulation in-
terner Lasermessverfahren f¨ur Halbleiterleistungsbauelemente entwickelt und f¨ur eine umfassende
Analyse der physikalischen Vorg¨ange während des Messprozesses angewandt. Aus den theore-
tischen Studien ergeben sich wertvolle Ans¨atze für die Entwicklung und Optimierung leistungsf¨a-
higer Messverfahren zur Bestimmung orts– und zeitaufgel¨oster Ladungstr¨ager– und Temperatur-
verteilungen. Im zweiten Teil der Arbeit wird gezeigt, dass diese Verfahren eine ideale Erg¨anzung
zu den etablierten elektrischen Charakterisierungsmethoden darstellen und damit eine erheblich
verbesserte Validierung und Kalibrierung elektrothermischer Simulationsmodelle erm¨oglichen.

Interne Lasermessverfahren detektieren die Beeinflussung eines Messstrahls durch tr¨ager– oder
temperaturinduziertëAnderungen des komplexen Brechungsindexes. Damit erlauben sie erstmalig
die experimentelle Bestimmung von Ladungstr¨agerdichte und Temperatur im Inneren von Leis-
tungsbauelementen mit einer Ortsaufl¨osung von etwa10�m und einer Zeitaufl¨osung von etwa
300 ns. Bei lateraler Durchstrahlung der Probe lassen sich verschiedene vertikale Profile abrastern;
z. B. können die Tr¨agerdichte aus der Modulation der transmittierten Lichtleistung, die Gradien-
ten von Trägerdichte und Temperatur aus der Strahlablenkung sowie die zeitliche Temperaturent-
wicklung aus den Fabry–Perot Oszillationen der Transmission extrahiert werden. Dagegen ver-
wendet man beim ”Backside Laser Probing” einen durch die Substratr¨uckseite eintretenden und
vertikal propagierenden Laserstrahl, der damit eine integrale Information ¨uber das Temperaturpro-
fil liefert. Dieses Verfahren zeichnet sich durch einen großen Messbereich aus, der Temperaturh¨ube
von einigen 100 K umfasst.

Da begleitende numerische Simulationen sich als unverzichtbares Werkzeug zur Untersuchung
physikalischer Vorg¨ange etabliert haben, ist ein physikalisches Modell entwickelt worden, das erst-
malig die Simulation des kompletten Messprozesses gestattet. Es umfasst die elektrothermische
Devicesimulation des untersuchten Bauelements, die Berechnung der Strahlpropagation durch das
Bauelement, die Linsen und die Aperturblenden sowie die Simulation der Detektorantwort. Auf-
grund des großen Simulationsgebiets stellt die Berechnung der Wellenausbreitung in der Probe
das anspruchsvollste Problem dar. Der entscheidende Schritt besteht in der Einf¨uhrung eines ge-
eigneten Variablensatzes, der eine gr¨obere Diskretisierung ohne Genauigkeitsverlust erlaubt.

Die Anwendung dieser Strategie zur Simulation von Absorptionsmessungen zeigt, dass die
Messgenauigkeit durch die Oberfl¨achenrekombination und die laterale Ausdehnung des Laser-
strahls begrenzt ist. Optimale Teststrukturen weisen daher eine L¨ange von etwa 20 Diffusionsl¨an-
gen auf, womit sich ein vernachl¨assigbarer Fehler von wenigen Prozent erzielen l¨asst. Von entschei-
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dender Bedeutung f¨ur die Messgenauigkeit ist allerdings eine exakte Ausrichtung der Probe sowie
eine genaue Kenntnis der Tr¨agerdichteabh¨angigkeit des Absorptionskoeffizienten.

Für Betriebszust¨ande mit kleinen Verlustleistungen l¨asst sich die Temperaturentwicklung mit
hoher Genauigkeit durch Laserdeflexionsmessungen bestimmen, deren Messbereich bisher jedoch
auf Temperaturh¨ube von wenigen Kelvin beschr¨ankt ist. Die gew¨unschte Erweiterung erfordert
spezielle Teststrukturen mit einer aktiven L¨ange von etwa200�m sowie eine verbesserte Aus-
wertevorschrift zur Extraktion des Brechungsindexgradienten, die aus einer analytischen Berech-
nung des Detektorsignals gewonnen wird. Damit k¨onnen dann Temperaturh¨ube bis etwa 60 K be-
stimmt werden.

Für das Backside Laser Probing ist es notwendig, ein Fenster in die Kollektormetallisierung zu
ätzen, was an dessen R¨andern zu einer Stromkonzentration und damit zu einem lokalen Anstieg der
Trägerdichte f¨uhrt. Dies bewirkt einen tolerierbaren Fehler von etwa 25 % im Ladungstr¨agerbeitrag
zur Phasenverschiebung, w¨ahrend die resultierenden Temperaturinhomogenit¨aten nur wenige Pro-
zent betragen und daher vernachl¨assigbar sind. Trotz der hohen Apertur verursacht die laterale
Strahlaufweitung keinen nennenswerten Fehler, so dass Backside Laser Probing ein leistungsf¨ahi-
ges Charakterisierungsverfahren bei hohen Verlustleistungen darstellt.

Das Grundproblem interferometrischer Verfahren mit lateraler Durchstrahlung der Probe be-
steht in der Beschr¨ankung des Messbereichs aufgrund der Tatsache, dass sich dieÜberlagerung
der Einzelstrahlen mit zunehmender interner Strahlablenkung verschlechtert. Mit Hilfe von Test-
strukturen können Temperaturh¨ube gemessen werden, die denen des Deflexionsverfahrens ver-
gleichbar sind. Da interferometrische Verfahren keine Kalibrierung erfordern, bietet sich ihr Auf-
bau als Erg¨anzung zu den bestehenden Methoden an.

Mit den zeitaufgel¨osten Ladungstr¨ager– und Temperaturprofilen stehen zus¨atzlich zum Klem-
menverhalten der Bauelemente experimentelle Ergebnisse zur Verf¨ugung, die nunmehr eine
erheblich umfassendere Validierung und Kalibrierung elektrothermischer Simulationsmodelle er-
lauben. Im Rahmen dieser Arbeit wird die selbstkonsistente elektrothermische Erweiterung des
Drift–Diffusionsmodells untersucht, deren Grundgleichungen auf den Prinzipien der irreversiblen
Thermodynamik beruhen. Die wichtigsten Materialparameter dieses Modells sind die Rekombi-
nationsrate und die Beweglichkeit. W¨ahrend letztere durch die Streuung an Phononen, St¨orstellen,
Oberflächenrauhigkeiten und den Tr¨agern untereinander begrenzt wird, ist der wichtigste Rekom-
binationsmechanismus in Silizium die Shockley–Read–Hall Rekombination ¨uber Trapniveaus in
der Bandlücke. Die Kalibrierung der zugeh¨origen Lebensdauermodelle ist eine entscheidende Vo-
raussetzung f¨ur prädiktive Simulationen und wird durch die hier entwickelten Methoden erheblich
verbessert.

Als die dominanten W¨armegenerationsmechanismen werden die Jouleschen W¨armen von Elek-
tronen und Löchern sowie bei lebensdauereingestellten Bauelementen die Rekombinationsw¨arme
identifiziert. Im Vergleich dazu ist nur ein kleiner Beitrag auf den Peltiereffekt zur¨uckzuführen, der
im Inneren eines simulierten Siliziumgebiets richtig beschrieben ist. Dagegen wird er an Metall–
Halbleiterübergängen aufgrund einer vereinfachten Implementierung der thermischen Randbedin-
gungen vernachl¨assigt, was mit den entwickelten Lasermessverfahren nachgewiesen werden kann.

Eine vollständige Modellkalibrierung wird am Beispiel zweier kommerziell erh¨altlicher
IGBTs demonstriert. Die beste Beschreibung des Kennlinienfeldes und des internen Ladungs-
trägerprofils erh¨alt man bei der Verwendung von Zylinderkoordinaten in einem Simulationsgebiet,
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welches das Volumen einer realen Zelle richtig wiedergibt. Um die Dotierungsabh¨angigkeit der
Lebensdauer mit dem einfachen und damit numerisch effizienten Scharfetter–Modell beschreiben
zu können, wird eine Parametertransformation mit den Minorit¨atsträgerlebensdauern in den hoch-
dotierten Buffer– und Substratbereichen und der ambipolaren Lebensdauer als den unabh¨angigen
Parametern durchgef¨uhrt. Diese werden mit Hilfe der Ladungstr¨agerprofile bestimmt, w¨ahrend
die Kanalbeweglichkeiten aus den S¨attigungsstr¨omen des Kennlinienfeldes extrahiert werden. Das
so kalibrierte Modell gibt auch die gemessene Temperaturentwicklung w¨ahrend des transienten
Schaltens korrekt wieder. Dieses Beispiel verdeutlicht, dass eine auf mehreren experimentellen
Charakterisierungsverfahren beruhende Kalibrierung pr¨adiktive Simulationen erm¨oglicht, die ein
wertvolles Hilfsmittel zur schnellen und kosteng¨unstigen Optimierung von Halbleiterbauelementen
darstellen.
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Chapter 1

Introduction

Since the birth of modern semiconductor industry — the invention of the transistor by Bardeen,
Brattain [1], and Shockley [2] in 1947 — microelectronics has captured an increasing influence
on today’s life. The rapid technological progress has been enhancing the scale of integration up to
some billions of components within a single chip today. During the same time, discrete devices for
specific functions have been continuously improved and novel concepts of operating principles,
manufacturing techniques, and semiconductor materials have emerged on the market.

Among the huge variety of applications, power electronics constitutes the key technology for
the final stages of microelectronic equipment and electric plants. Covering a power range from a
few Watts to some Megawatts, power semiconductor devices are employed within modulators for
power conversion or controllers of three–phase–current motors in household appliances, industrial
machines, or traction applications.

1.1 Power devices and modules

The diversity of power devices [3] which are available on the market today may be divided into
diodes and power switches. The former are employed as rectifiers and, in this case, optimized with
respect to a low voltage drop in the forward conducting state, whereas a fast switching behavior
is the major developmental goal for free wheeling diodes. On the other hand, the field of power
switches with a maximum blocking voltage up to 3.5 kV and a maximum chip current up to 50 A
is dominated by the transistors. Power MOSFETs are a common choice if blocking voltages up to
600 V or high switching frequencies are desired. In the medium power range, the Insulated Gate
Bipolar Transistor (IGBT) is gaining increasing significance and IGBTs with higher and higher
blocking voltages are being developed [4]. Nevertheless, the thyristors still represent the devices
which offer the highest blocking voltages up to almost 9 kV. Related concepts are the GTO (Gate–
Turn–Off) thyristor and the MCT (MOS Controlled Thyristor) which can also be turned off at their
maximum load current.

Even the simple structure of a power diode (cf. fig. 1.1) incorporates the typical features
which are common to all kind of power devices: The heavily doped emitter regions — in case of
a diode the anode and the cathode — are only a few microns in depth while most of the structure
consists of a large and weakly doped region. In the forward conducting state, its conductivity is
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Figure 1.1: Schematic sketch of a pin
power diode.

enhanced by the injection of carriers. While the
doping level is about1012 cm�3 to 1014 cm�3, the
injected carrier densities amount to some1015 cm�3

or 1016 cm�3, i. e. forward conducting power de-
vices are operating under high injection conditions.
In this case, charge neutrality enforces an equal elec-
tron and hole concentration. This is why we will
simply speak of the injectedcarrier concentration.

The fundamental problem in designing power
devices consists in the necessary trade–off between
a low forward voltage drop and a fast turn–off be-
havior. Whereas a high carrier injection favors the forward conductivity, it also lengthens the
extraction of the stored charge and thus decreases the maximum switching frequency. The device
performance can be improved by a clever adjustment of the carrier distribution which is managed
by a proper choice of the emitter efficiencies and the purposeful incorporation of recombination
centers for lifetime control [5]. A precise knowledge of the carrier concentration profile is therefore
of great interest for the optimization of power devices.
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Figure 1.2: Schematic sketch
of an Insulated Gate Bipolar
Transistor (IGBT) cell.

Among the power switches, the Insulated Gate Bipolar
Transistor (IGBT) has become the most popular device for
blocking voltages from 600 V to 3.5 kV since it combines the
simple gate control of MOSFETs with the low forward volt-
age drop of bipolar transistors. The entire chip which is able
to conduct some Amperes comprises an array of thousands of
single cells (cf. fig. 1.2). Each of them consists of a pnp bipo-
lar transistor whose base is driven by a n–channel MOSFET.
Hence, a positive gate bias leads to forming a n–channel in the
p–well through which electrons are drifting into then�–base
of the bipolar transistor. As a consequence, holes are injected
by the p–emitter at the bottom, thus flooding then�–region
with carriers. Although the emitter of theinternalpnp transis-
tor is connected to the bottom contact it has become common
practice to call this contact the ”collector” and the top contact
the ”emitter”. These terms are taken from transistor operation
at thecircuit level.

One of the major goals in the development of IGBTs is
to improve the overload ruggedness. At very high operating
current densities the hole current gives rise to a voltage drop across the p–well which is sufficient
to trigger the parasitic thyristor formed by then+–source, the p–well, then�–base, and the rear
p–emitter. In this case, the device current can not be switched off by decreasing the gate bias.
This so–called ”latch–up” condition is suppressed by an additionalp+–doping in the center of the
p–well.

For practical applications, customers ask for devices which can be turned off even after a
specific period of time under short circuit operation, typically10�s. Since the entire supply voltage
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of some kV drops across the device while it is conducting a short circuit current density of several
100A=cm2, the resulting power dissipation of almost1MW=cm2 may easily cause the thermal
destruction of the device. To prevent a thermal runaway the devices are designed to exhibit a
negative temperature coefficient of the saturation current density. It ensures a homogeneous current
distribution across the whole chip area and thus averts current filamentation.

source
=

load

power switch

+

-

diode

voltage

Figure 1.3: Basic circuit of a power switch
and a free wheeling diode for the control of
inductive loads.

The basic circuit (cf. fig. 1.3) which is in-
corporated in power converters and pulse width
modulators includes a power switch, e. g. an
IGBT, and a free wheeling diode to suppress
inductive voltage spikes. Complete pulse width
modulators comprising three half bridges are
available for blocking voltages up to 3.5 kV and
switching currents of 1.2 kA. For optimum per-
formance, the IGBT and the diode have to be
well–adapted to each other, in particular with
respect to their switching behavior. While the
IGBT is in its conducting state the diode is re-
verse biased, with the space charge region cov-
ering most of the intrinsic region. During turn–off an increasing fraction of the load current has to
flow through the diode. Since the latter is bare of charge carriers, the forward voltage drop across
the device can rise up to 60 V resulting in an enormous power dissipation. A similar situation
occurs during turning on the power switch: The forward conducting diode which is flooded with
carriers has to sustain an increasing blocking voltage. If the latter rises too quickly, the electric
field at the pn–junction may dynamically exceed the critical field strength, thus generating addi-
tional charge carriers. However, a soft reverse recovery behavior of the diode is desirable [6] since
a sudden current decrease will result in great induction voltage spikes. Mastering these excessive
operating conditions requires a thorough investigation of the physical processes in the interior of
the devices. For that purpose, electrical characterization techniques are employed for determining
the terminal behavior under stationary and transient operating conditions. Further information is
gained from various optical beam testing and electron beam testing methods [7, 8] which facili-
tate probing the distributions of different physical quantities, such as the charge carriers, the heat
sources, or the electric field.

1.2 Numerical simulations

In addition to the experimental characterization, the performance of semiconductor devices is in-
vestigated by numerical simulations, i. e. the numerical solution of an appropriate set of partial
differential equations which govern the electrical, thermal, optical, and/or mechanical behavior
under specific operating conditions. For the simulation of power devices semi–classical models
are employed which are derived by a momentum expansion of the Boltzmann transport equation
(cf. chapter 6). Two major goals are pursued with numerical simulations:

� First, the theoretical model is able to calculate a variety of physical quantities which are not
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directly accessible by currently available experimental methods or cannot even be measured
at all. In addition, the spatial and temporal resolution is usually much higher than that of the
experimental methods. For instance, the dynamic expansion of the space charge region and
the maximum field strength during the turn–off process of power devices are of particular
interest for the optimization of the switching behavior. Although some probing techniques
(e. g. OBIC [9, 10], EBIC [11]) are sensitive to the electric field distribution, they do not
enable a space–resolved and time–resolved detection in a non–invasive manner. Therefore,
numerical simulations constitute the more powerful method to visualize the physical pro-
cesses in the interior of the device, thus significantly enhancing our understanding of the
devices’ operating principles.

� Second, theoretical studies can replace numerous experimental tests, avoiding the processing
of the necessary test structures and their characterization. Provided that calibrated physical
models are available, they help to reduce costs and development time. A modification of
the channel length in an IGBT, for example, requires the corresponding adaptation of the
diffusion process which forms the p–well. As the entire manufacturing process typically
takes some weeks and several iterations for subsequent improvements are usually necessary,
the whole optimization procedure may consume several months. On the other hand, an op-
timum structure and its sensitivity to each processing parameter is revealed by numerical
studies within a few days. This is especially true as the rapid progress of computer technol-
ogy produces more and more powerful machines which even facilitate the implementation
of costly models for complex physical phenomena.

However, since numerical simulations stick to the principle ”garbage in, garbage out” [12] the
decisive precondition for predictive calculations is a comprehensive validation of the employed
models, both with respect to their analytical structure as well as to the quantitative determination
of the model parameters. For that purpose, a continuous comparison with experimental data is
indispensable. The use of combined characterization methods helps the calibration procedure to
become more profound, yielding reliable models of more general validity.

1.3 Device characterization methods

The first approach to the experimental investigation of semiconductor devices usually consists in
the electrical characterization of the terminal behavior. Both static and dynamic measurements
at various temperatures are employed to extract information about technological parameters and
device performance. Capacitance–voltage (C–V ) measurements, for example, are a common tech-
nique to determine the doping profile of MOS structures and pin diodes. In addition, pulsed
current–voltage (I–V ) measurements reveal a variety of decisive device parameters, such as thresh-
old voltages, current or voltage gain, saturation currents, breakdown voltages, holding currents, or
snapback voltages.

A lot of effort has been spent to ascertain the carrier lifetime and the injected charge which is
stored in the interior of a power device during its forward conducting state. During turn–off, the
excess carrier concentration is partly reduced by internal recombination and partly extracted by
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a negative terminal current. Suppressing one of each possibilities is the fundamental idea of two
special measurement techniques:
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Figure 1.4: Reverse recovery of a pin–diode.

First, the stored chargeQS can be calculated
by integrating the reverse recovery current dur-
ing a rapid turn–off (cf. fig. 1.4). This idea was
first proposed by Hoffmann and Schuster [13]
who applied a sudden blocking pulse to a diode
carrying a forward currentI. The calculation
of QS, however, is based on the assumption that
the internal recombination during the switching
process is negligible. Satisfying this condition
requires an experimental setup with low para-
sitic wire inductivities which facilitate a steep
current slope during turn–off. An effective car-
rier lifetime �e� = QS=I can be extracted from
these measurements [14] which have become the most frequently employed technique to determine
the stored charge [15, 16, 17, 18, 19, 20]. For further details about the reverse recovery process
and the correlation to the carrier recombination in the interior of the device the reader is referred
to these publications.

Second, the carrier lifetimes are determined by open–circuit–voltage–decay (OCVD) measure-
ments. For that purpose, the forward current flow through a diode is suddenly interrupted, thus
suppressing any reverse recovery current. The internal recombination of the excess carrier con-
centration leads to continuously decaying diffusion potentials across the junctions. Therefore, the
resulting decrease of the terminal voltage is related to the carrier lifetime. Since the invention of
this method for the investigation of pn–junctions [21, 22], it represents a common technique for
measuring effective carrier lifetimes in junction devices [23, 24, 25, 20, 26].

A thorough analysis of the switching process reveals which physical effects govern each period
during turn–off. The corresponding sectors of the current or voltage transients thus reveal specific
information about, e. g., the carrier lifetime under high and weak injection or the minority carrier
lifetimes in the heavily doped regions. However, pure measurements of the terminal behavior
in principle do not allow scanning the distribution of a physical quantity, as, e. g., the carrier
concentration. However, the knowledge of the latter is of great benefit for the development of
power devices since, as mentioned above, a suitable adjustment of the carrier profile improves
trade–off between a low forward voltage drop and a fast turn–off behavior.

The development of experimental techniques for the spatially resolved measurement of the
carrier distribution in power devices started in 1952. Haynes and Briggs [27] reported that infrared
radiation is emitted by silicon and germanium samples into which carriers are injected. Although
these materials are indirect semiconductors, there is a small fraction of phonon or exciton assisted
radiative recombination which constitutes the physical origin of the detected radiation [28]. This
effect can be exploited to determine the distribution of carriers in the interior of forward biased
power devices. For that purpose, a specific sector of the sample is observed through an aperture
hole. A photo multiplier is employed to amplify the emitted infrared radiation, whose intensity is
a measure of the local carrier concentration. The 2D distribution of the carriers is thus obtained
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by shifting the device along its vertical and horizontal axis [29, 30, 31, 32, 33, 34, 35]. While one
of the most remarkable features of recombination–radiation measurements is the excellent spatial
resolution of about6�m to 10�m, this technique suffers from several major drawbacks [36, 37,
38]: First, it is sensitive to the productnp, i. e. carriers can only be detected if both types are present
simultaneously. Consequently, this method is not applicable for the investigation of the minority
carrier distribution. Second, the weak radiation intensity requires highly sensitive preamplifiers
and an extensive averaging for a sufficient amount of time, thus raising great demands for stable
operating conditions during the experiment. Third, since reabsorption attenuates the radiation
which is emitted from the inner regions of the sample, the detected intensity primarily originates
in those carriers which recombine close to the device surfaces. Therefore, the measurement results
are seriously affected by surface recombination unless the samples are prepared properly.

During the same decades, another probing technique for the measurement of carrier distri-
butions has been established, which exploits the dependence of the absorption coefficient on the
carrier concentration [39, 40, 33, 41, 42, 43, 44]. While an infrared laser beam traverses the device
under test, the latter is subjected to current pulses. Since photon scattering by free carriers causes
an enhanced absorption during the duty cycle, the local concentration of the injected carriers can
be extracted from the decrease of the transmitted light intensity. A detailed description of this
method is given in section (2.2.1). Compared to recombination–radiation measurements, the free
carrier absorption technique provides a superior sensitivity and a higher time resolution [37, 38]. It
will be demonstrated in section (4.2) that an optimized optical setup facilitates an improved spatial
resolution which is then comparable to that of recombination–radiation measurements.

Since the invention of optical probing techniques, the temperature distribution has become
accessible to measurements, too. For example, thermal expansion causes surface displacements,
which are detected by a laser interferometer [45]. This method has been employed for the investi-
gation of transport phenomena [46], the testing of power devices [47] and opto–electronic devices
[48], and the calibration of another temperature–sensitive measurement technique [49].

The fundamental physical principle of another class of characterization methods is the tem-
perature dependence of the refractive index. Since the reflection coefficient is therefore affected
by the surface temperature, the latter can be extracted from the intensity modulation of a laser
beam which is reflected off the chip surface [50, 47, 51]. Laser Reflectance Thermometry consti-
tutes a useful technique for the investigation of thermal and plasma waves which are excited by a
modulated pump laser beam [50, 46].

Pioneering work has been done by Fournier and Boccara who introduced the Photothermal
Deflection Spectroscopy, also known as the ”mirage effect” [52, 53]. The basic mechanism is the
deflection of a probing beam due to thermally inducedgradientsof the refractive index. As the
sample is periodically heated by a pump laser beam, temperature inhomogeneities are built up
in the adjacent air around the sample, thus deflecting a second laser beam which is propagating
closely above and parallel to the device surface (externalmirage effect [54, 55]). The same phys-
ical principle is the foundation of theinternal mirage effect. For that purpose, the probing beam
penetrates the sample and is deflected in theinterior of the device [56]. Since the refractive index
of semiconductors is affected by both the temperature and the carrier density, this non–destructive
and non–invasive technique is well–suited for the investigation of electric and thermal transport
phenomena and material properties. A similar setup without a pump laser is employed for the
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characterization of power devices to detect the gradients of carrier concentration and temperature
which arise from the electrothermal behavior during typical switching conditions [49, 57].

Since parallel surfaces of the investigated devices form a Fabry–Perot resonator cavity whose
optical thickness is affected by modulations of the refractive index, the temperature evolution can
be extracted from the oscillations of the reflected or transmitted intensity [58]. As an alternative,
the phase shift of the probing beam during a single propagation through the sample is detected by
interference with a reference beam [59, 60, 61].

Fabry–Perot thermometry, free carrier absorption and laser deflection measurements are rep-
resentative examples of internal laser probing techniques (cf. chapter 2) which exploit the depen-
dence of the complex refractive index on carrier concentration and lattice temperature. Detecting
the absorption, the deflection, or the phase shift of a probing beam, they directly provide space–
resolved and time–resolved information about the distribution of carriers and heat in the interior
of power devices. Due to their excellent spatial and temporal resolution, a more comprehensive
analysis of the electric switching behavior and the thermal power dissipation has become possible,
thus promising great benefit for the development of power devices and the validation of numerical
simulation models.

1.4 Scope of this thesis

While the above mentioned internal laser probing techniques are still subject to intense research
activities, novel concepts of additional characterization methods exploiting the electro–optical and
the thermo–optical effect are currently being discussed, as well. The first part of this thesis is
therefore dedicated to a theoretical study to support the improvement and development of these
techniques. A physically rigorous model for the simulation of the entire measurement process is
introduced which includes an electrothermal simulation of the device under test, the calculation
of the laser beam propagation through the sample, the lenses and aperture holes, and finally the
simulation of the detector response. In addition, analytical models are employed to supplement
the numerical analysis of specific physical phenomena and to deduce the evaluation rules for the
detector signals. Both the analytical and the numerical calculations are carried out to improve our
understanding of the measurement process, in particular to identify and to tackle the most sig-
nificant sources of error, to investigate parasitic effects such as multiple reflections, and to find a
way to cope with practical restrictions as, for example, the minimum sample size which can be
handled and prepared. Although attendant simulations represent a valuable methodology to study
the measurement process itself, inverse modeling is impracticable for series measurements. The
experiments are therefore designed in such a way that that the desired measurand can be directly
extracted from the detector signal by applying the corresponding evaluation rule. Major goals of
the optimization are a minimum experimental error, a large measurement range, and a minimum
sensitivity to undesired effects. Some tendencies are already well–known, but the numerical anal-
ysis revealsquantitativeresults for the optimum parameters of the experimental setup (e. g. the
beam aperture) and the sample geometry (e. g. the size of the active region) and enables to judge
the accuracy of the optimized measurements.

In the second part of this thesis, it will be demonstrated that the availability of experimental
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carrier concentration and temperature profiles crucially improves the validation and calibration of
electrothermal device simulation models. Special attention is paid to the self–consistent extension
of the drift–diffusion model which is derived from the principles of irreversible thermodynamics
[62]. Whether it properly reflects the physics of power devices is judged by a thorough comparison
of calculated and measured results which include the terminal characteristics as well as the internal
carrier and temperature distribution under stationary and dynamic operating conditions. Since, for
example, laser deflection measurements are able to detect temperature gradients of only10�K=�m

[49], a precise analysis of the heat source distribution has become feasible which reveals even
minor shortcomings of the thermal model. In addition, as a single characteristic may be affected
by several models in the same way, the comprehensive variety of experimental data favors the
identification and extraction of the model parameters, thus supporting the endeavor to find reliable
and generally valid simulation models.



Chapter 2

Internal Laser Probing Techniques

The introduction of optical characterization methods has opened up promising perspectives for the
investigation of semiconductor devices. In this work, we will focus our interest on internal laser
probing techniques which exploit the electro–optical and the thermo–optical effect and work in
following manner: Under transient switching conditions, variations in temperature and the injec-
tion or removal of carriers give rise to modulations of the complex refractive index in the interior
of the investigated sample. Detecting the resulting changes of the absorption, the deflection, or
the phase shift of an incident probing beam, information about the local carrier concentration and
lattice temperature can be extracted. Thus, space–resolved profiles of these quantities are scanned
by shifting the device along its vertical or horizontal axis.

This chapter will illustrate the underlying physical principles and give a survey of the existing
probing techniques as well as of the novel concepts which are currently being developed.

2.1 Physical background – modulation of the refractive index

In the following section, the interaction of infrared electromagnetic waves with free carriers (plas-
ma–optical effect) and lattice vibrations (thermo–optical effect) is discussed. However, this dis-
cussion is restricted to an overview of the common models and a summary of the most significant
experimental results. For further details the reader is referred to the cited publications (see also
[57, 58] and the references therein).

In this work,nSi denotes the real part of the refractive index in silicon, since it is common
practice in semiconductor physics to represent the concentration of free electrons by the symboln.

2.1.1 The plasma–optical effect

The optical absorption near the band gap of silicon proceeds by two major processes, namely
band–to–band absorption (interband transitions) and free carrier absorption (intraband transitions)
[63]. On account of the high density of states at the band edges, the optical excitation of an electron
from the valence band to the conduction band exhibits only a very weak dependence on the carrier
concentration [64]. Therefore, achangeof the absorption coefficient due to the injection of carriers
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originates from an increase of the free carrier absorption. Together with the corresponding effect
on the real part of the refractive index this will be discussed in the following paragraphs.

The Drude theory

A classical description of the plasma–optical effect is known as the Drude model (cf. e. g. [65])
which regards the charge carriers as harmonic oscillators with vanishing binding energies. Solving
the equation of motion

m�
n;p

�~rn;p +
m�
n;p

� cn;p
_~rn;p = �q ~E (2.1)

in the frequency domain yields the electrical polarization~Pn = �qn~rn and ~Pp = qp~rp due to the
displacement of the electrons and the holes, respectively. The refractive index is then calculated
by expanding the square root of the dielectric constant
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wherenr denotes the static refractive index. Inserting the material parameters of silicon (cf. section
6.2) leads to the following result (� = 1:3�m):

nSi = 3:5� 8:33 � 10�22 cm3 n� 5:70 � 10�22 cm3 p (2.4)

� = 2:51 � 10�19 cm2 n+ 3:91 � 10�19 cm2 p (2.5)

However, an accurate description of the plasma–optical effect needs to consider all scattering
processes that are assisted by phonons or impurities since free carrier absorption requires the in-
teraction with a third particle for momentum conservation. Although these effects are implicitly
included in the relaxation times� cn;p (or the mobility), they are not treated rigorously by the Drude
model. Another major drawback is the assumption of parabolic band edges which fails for optical
excitation to higher states in the same band.

Absorption spectra and the Kramers–Kronig relation

Huang et al. [66] carried out a quantum mechanical analysis of the absorption coefficient which is
assumed proportional to the transition rate

W� =

1Z
0

W�(k)f(Ek)2V N(Ek) dEk : (2.6)

Here,W�(k) denotes the transition rate for phonon emission or absorption,Ek the electron energy,
f(Ek) the distribution function, andN(Ek) the density of states. Huang et al. employed the mod-
els for acoustic–phonon scattering, optical–phonon scattering, and impurity scattering [67] and
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added a description of the nonparabolic band structure. Since the scattering mechanisms are pro-
portional to the free carrier concentration, the absorption coefficient in the near–infrared spectrum
also exhibits a linear dependence on the electron and hole concentrations.

Knowing the frequency dependent absorption coefficient, the real part of the refractive index is
calculated from the Kramers–Kronig relation (cf. e. g. [68, 66]) which relates the real partnSi of
the refractive index to its imaginary part and thus to the absorption coefficient�

nSi(!) = 1 +
c

�
P

1Z
0

�(!0)

!02 � !2
d!0 : (2.7)

In this equation the symbol P denotes the Cauchy principal value. For a carrier density of1016 cm�3,
which is a typical concentration in the electron–hole plasma of forward biased power devices,
Huang et al. reported a concentration dependence proportional ton1:07 andp1:03.

A similar strategy is followed by Soref and Bennett [64]. They collected experimental data
about the absorption spectra of heavily doped samples [69, 70] and calculated the real part of the
refractive index from the Kramers–Kronig relation. Their results are proportional ton1:05 and
p0:805 for a wavelength of1:3�m.

Experimental results

The carrier concentration dependence of the absorption coefficient was ascertained by several au-
thors from absorption measurements on uniformly doped samples [69, 70, 71, 72]. In this case,
the major attenuation of the probing beam originates from the interaction with the majority carri-
ers which are thermally generated by the doping atoms. These experiments separately reveal the
dependence on both the electron concentration and the hole concentration, i. e.@�=@n and@�=@p,
respectively. However, the probing of the carrier distribution in power devices requires knowledge
of the absorption coefficient under high injection conditions.

The optical absorption of an electron–hole plasma was measured on forward conducting pin
diodes by Horwitz and Swanson [73]. They employed a vertically propagating probing beam
which penetrates through a grid contact at the top and is reflected at the bottom metallization layer.
The detected damping is therefore sensitive to the integral of the carrier distribution which, in turn,
is calculated from the measured diffusion potential across the junctions. As a result, they reported
a non–linear dependence of the absorption coefficient on the injected carrier density.

Laterally irradiating the sample by a monochromatic light source, Schierwater [33] detected
the transmitted intensity at various current densities, at each of which the total stored charge was
determined by reverse–recovery measurements (cf. section 1.3). For a wavelength of1:3�m, he
obtained the linear dependence�� = 2:80 � 10�18 cm2 � �n on the injected carrier density�n.
While Schierwater’s setup is sensitive to an average concentration of the injected carriers, recent
experiments employed a focussed laser beam which enables a space–resolved determination of the
characteristic carrier concentration profile. Again, calibration was done by measuring the reverse–
recovery behavior [74, 75] or the diffusion potential [76].

A direct measurement of the real part of the refractive index was performed by Yu et al. [77].
They detected the transmittance of a Fabry–Perot resonator while its optical thickness is modulated
by optically generated charge carriers. However, their results are about one order of magnitude
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larger than the theoretical predictions based on the Kramers–Kronig relation. The difference might
arise from the evaluation strategy which attributes the decrease of the transmitted light intensity
merely to the modulation of the refractive index but neglects the enhanced free carrier absorp-
tion. Another approach is reported by Deboy [49, 57] et al. who performed simultaneous laser
absorption and deflection measurements (cf. section 2.2.2). Comparing the carrier contribution to
the deflection signal with the calibrated absorption signal yields the refractive index modulation
�nSi = �4:58 � 10�21 cm3 ��n.

Comparison of the available data

If we introduce the definitions 
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the isothermal modulations of the complex refractive index under high injection conditions (n = p)
can be written as
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A comparison of reported data is shown in figure (2.1) and table (2.1). As far as the carrier con-
centration dependence of the absorption coefficient is concerned, we realize a satisfying agreement
between the data reported by Huang et al., Soref et al., and Horwitz et al., while Schierwater’s and

(@nSi=@C)T (@�=@C)T

Drude theory �1:40 � 10�21 cm3 6:42 � 10�19 cm2

Huang et al. [66] �4:36 � 10�22 cm3 5:11 � 10�18 cm2

Soref, Bennett [64] �3:57 � 10�21 cm3 5:92 � 10�18 cm2

Schierwater [33] 2:80 � 10�18 cm2

Horwitz, Swanson [73] 4:85 � 10�18 cm2

Deboy [49] �4:58 � 10�21 cm3

Schlögl [76] 8:1 � 10�18 cm2

Table 2.1: Carrier concentration dependence of the refractive index and the absorption coefficient
for n = p = 1 � 1016 cm�3, T = 300K, � = 1:3�m. (Most of the data is published graphically. In
this case, the fit functions are adopted from [57].)
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Schlögl’s experimental results differ by a factor of 2. On the other hand, the published data about
the carrier concentration dependence of the refractive index varies about one order of magnitude,
which is not very surprising if we regard the difficulties in measuring this coefficient. Fortunately,
this uncertainty does not constitute a serious problem since, as will be shown later, the typical
operating conditions of power devices modulate the real part of the refractive index predominantly
by the thermo–optical effect.

In this thesis, the following dependence on the carrier concentration is assumed [78]:
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Figure 2.1: Silicon refractive index (left) and absorption coefficient (right) for equal carrier con-
centrations (T = 300K, � = 1:3�m).

2.1.2 The thermo–optical effect

Thermally induced modulations of the complex refractive index originate from three major effects,
namely the changes in the distribution functions of carriers and phonons, the temperature induced
shrinkage of the band gap, and the thermal crystal expansion. As temperature rises, the latter
mechanism decreases the optical density and, consequently, the refractive index. Since an increase
is observed in reality, the two former effects are obviously decisive.
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Temperature dependence of the absorption coefficient

Considering interband transitions with the absorption or the emission of an acoustic or an op-
tical phonon, Macfarlane et al. [79] developed a model for the temperature dependence of the
band–to–band absorption. Their model reproduces accurately the measured absorption coefficient
at elevated temperatures where interband absorption becomes the most significant mechanism at
a wavelength of1:3�m [63, 80]. A semi–empirical relation accounting for the temperature de-
pendence of free carrier absorption processes was gained from spectral emissivity measurements
[81].

Temperature dependent measurements of the absorption coefficient are reported by Schierwater
[33] and Schlögl [76]. Either of them carried out his above mentioned experiment at various
temperatures ranging from 150 K to 400 K. From their graphically published data, the temperature
dependence of the absorption coefficient can be extracted and amounts to about(@�=@T )n;p �
10�4 cm�1K�1 at a carrier concentration of1 � 1016 cm�3.

However, as temperature rises in the interior of power devices subjected to the typical oper-
ating conditions during absorption measurements, the crucial effect on the absorption coefficient
originates from an enhanced injection of carriers by the emitter regions, which, in turn, increases
the free carrier absorption. In other words, among the two contributions

d� (n; p; T )

dT

n=p
=

 
@�

@T

!
n;p

+

 
@�

@C

!
T

� dn
dT

(2.14)

the latter significantly exceeds the former. The temperature dependence(@�=@T )n;p of the absorp-
tion coefficient may therefore be neglected at all.

Temperature dependence of the refractive index

The crucial parameter for temperature measurements by means of internal laser probing is the
temperature coefficient of the refractive index. This coefficient can be directly measured by various
optical techniques. Their basic idea is to detect the thermally induced modulation of the optical
sample thickness by ellipsometry [82], by interferometry exploiting the Fabry–Perot effect [83,
84, 85, 78], or by interferometry with respect to a reference beam of constant phase [86]. If
the measurements are carried out on electrical devices, the temperature rise originates from self–
heating and has to be ascertained from the electrical power dissipation [78], from the saturation
currents of a MOSFET [86], or from the thermal expansion [49], for example. Another method
is reported by Bertolotti et al. [87] whose samples were shaped as prisms and illuminated by
a monochromatic light ray. The refractive index of the prism can thus be determined from the
minimum refraction angle.

Table (2.2) presents a comparison of the various experimental results. In this thesis, the fol-
lowing temperature coefficient at1:3�m is used [78]:

 
@nSi
@T

!
n;p

= 1:60 � 10�4K�1 (2.15)
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@nSi=@T temperature range

Magunow [84] 2:0 � 10�4K�1 room temperature
Bertolotti et al. [87] 1:8 � 10�4K�1 150C : : : 350C

Jellsion et al. [82] 2:4 � 10�4K�1 250C : : : 750C

Icenogle et al. [83] 1:5 � 10�4K�1 room temperature
Seliger et al. [86] 1:6 � 10�4K�1 room temperature
Hille et al. [78] 1:6 � 10�4K�1 250C : : : 1250C

Table 2.2: Temperature dependence of the refractive index for a wavelength of� = 1:3�m (data
adapted from [78]).

2.2 Measurement techniques

Even several decades ago, laser probing was employed for investigating the carrier distribution in
semiconductor samples [39, 40]. In recent years, additional methods have been developed which
exploit the electro–optical and the thermo–optical effect and thus facilitate either a vertical or a
lateral scanning of carrier concentration and temperature profiles. The following section provides
an overview of the internal laser probing techniques which are already available or will be realized
in the near future.

2.2.1 Free carrier absorption measurements

The carrier distribution of an electron–hole plasma in the intrinsic region of power devices can be
determined by free carrier absorption measurements. A basic sketch of the experimental setup and
a typical measurement signal are shown in fig. (2.2) and (2.3), respectively.
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Figure 2.2: Experimental setup for free carrier absorption measurements.
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The cw (continuous wave) laser beam is focussed onto the device under test which is subjected
to periodic current pulses. Since the injection of carriers enhances the absorption, a decrease of the
transmitted light intensity is detected by the photo diode. To improve the signal–to–noise ratio, the
detector signal is averaged for several hundreds of current pulses. The excess carrier concentration
�n(x0; t) at the current beam positionx0 is then extracted from the absorption law

Ion(x0; t) = Ioff (x0) exp

 
�L @�

@C
�n(x0; t)

!
(2.16)

where Ion and Ioff denote the transmitted intensities during on–state and off–state of the de-
vice, respectively, andL is the interaction length. To eliminate the unknown incident intensity
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Figure 2.3: Measurement signal for free car-
rier absorption measurements (pulse duration
100�s).

which may be subject to a thermal drift dur-
ing the measurement, the AC component of
the photo current is scaled to the DC com-
ponent. This quantity shall be called the ab-
sorption signal (cf. fig. 2.3). In case of small
duty cycles, it is equal toIon=Ioff�1. Repeat-
ing the measurements at different beam posi-
tions by shifting the devices along its vertical
axis enables a vertical scanning of the carrier
concentration profile. The spatial resolution
is about10�m � 20�m, while the time res-
olution is limited by the detector capacity to
typically some hundred nanoseconds.

Over the years, various modifications of
this probing technique have been developed. Commonly employed light sources are HeNe lasers
with a wavelength of� = 3:39�m [42, 43, 44, 88], InGaAs laser diodes [49, 89] (� = 1:3�m) or
an incoherent ASE (Amplified Spontaneous Emission) light source with a wavelength of1:55�m

[74, 75, 90]. Special periods during the current pulse can be investigated by pulsing the laser
beam or by using a mechanical chopper [43]. The sample preparation includes the polishing of the
surfaces and the deposition of an antireflective coating. The latter step is not required if multiple
reflections at the parallel surfaces are suppressed by the use of an incoherent light source or by an
appropriate sample alignment exploiting the vanishing reflection coefficient at the Brewster angle
[43, 88, 89].

It should be pointed out that the evaluation of the detector signal according to equation (2.16)
is based on the following assumptions:

� The observed intensity decrease is due to an enhanced free carrier absorption. This assump-
tion is violated, for example, if self–heating modulates the optical thicknessnSi(T )L(T ) of
the sample, thus changing the transmittance of the Fabry–Perot cavity which is formed by
the parallel device surfaces.

� The lateral extension of the probing beam is negligible.
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� The carrier distribution along the beam path is constant. Otherwise, the productn(x0)L has
to be replaced by

R L
0 n(x0; z) dz. In this case, the equation (2.16) cannot be solved for the

unknown carrier distribution.

� The optical axis is perpendicular to the device surfaces. If the probing beam traverses the
sample at an angle�Si in silicon, the intensity decrease at the beam positionx0 is given by

Ion(x0) = Ioff (x0) exp

0
@� @�

@C

LZ
0

�n(x0 + z tan�Si; z) dz

1
A : (2.17)

� The deflection of the probing beam due to internal gradients of the refractive index is negligi-
ble. This condition is not satisfied during operating conditions with high power dissipation.
The resulting temperature gradients give rise to a beam displacement which can, for exam-
ple, easily amount up to20�m in the interior of a sample which is only800�m in length
(cf. fig. 4.31).

2.2.2 Internal Laser Deflection measurements

Inhomogeneous distributions of any state variable that affects the refractive index give rise to a
corresponding gradient in the refractive index. Detecting the resulting deflection of an incident
laser beam constitutes the fundamental idea of the photothermal deflection spectroscopy. This
mechanism is also known as the mirage–effect and was exploited to study electrical and thermal
transport phenomena [56]. The same principle underlies the Internal Laser Deflection method
[49] which has emerged as a sensitive technique to ascertain temperature profiles in the interior of
power devices. Except for the detector, the setup (cf. fig. 2.4) is similar to the laser absorption
technique described in the previous section.

Under transient switching conditions, both the injection (or removal) of carriers and a local
change in temperature cause a gradient of the refractive index which deflects the focussed laser
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Figure 2.4: Experimental setup for Internal Laser Deflection measurements.
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Figure 2.5: Deflection signal
(solid line) and absorption
signal (broken line) for Inter-
nal Laser Deflection measure-
ments on a power diode sub-
jected to a current pulse of
70�s in duration.
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beam. A long distance objective transforms the internal deflection approximately into a parallel
shift which is detected by a four–quadrant photo diode. While the difference between the photo
currents of two opposite segments is related to the vertical or horizontal deflection, the sum of
all photo currents is proportional to the total intensity. Thus, laser deflection and laser absorption
measurements can be performed simultaneously.

Like the absorption signal, the deflection signal is also scaled to the total transmitted intensity
in order to eliminate externally induced disturbances. An example of typical measurement signals
is shown in fig. (2.5). The rapid change of the deflection signal immediately after turn–on and
turn–off (t = 0 andt = 70�s, respectively) originates from the injection or removal of carriers in
the intrinsic region. The thermal contribution to the deflection signal is visible on the time scale of
several tens of microseconds.

Assuming the paraxial approximation, a quantitative relation of the refractive index gradient
and the scaled deflection signal has been deduced [57]:

M(x; t) :=
I1(x; t)� I3(x; t)

I1(x; t) + I2(x; t) + I3(x; t) + I4(x; t)

=
Q

�A

0
@ LZ

0

@nSi
@x

(x; z; t) dz +
1

nSiF

LZ
0

@nSi
@x

(x; z; t) z dz

1
A (2.18)

In this equation,�A andQ denote the angular aperture of the probing beam and the slope of the
detector response function (cf. section 4.3.5), respectively,I1, I2, I3, andI4 are the photo currents
of the four detector segments, andF the distance between the device and the imaging lens. It
should be mentioned, however, thatQ depends on the laser spot size on the detector [78, ch. 5.4.2].
Changing the position of the lenses therefore demands a recalibration of the response function.

The desired information about the internal carrier concentration and temperature is extracted
in the following way: In casenSi(x; z) is constant along the beam path, i. e.nSi(x; z) = nSi(x),
equation (2.18) can be solved for the refractive index gradient:

M(x; t) � �A
QL(1 + L

2nSiF
)
=
@nSi
@x

(x; t) =

 
@nSi
@C

!
T

@n

@x
(x; t) +

 
@nSi
@T

!
n;p

@T

@x
(x; t) (2.19)
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If the carrier concentration profile is in its stationary state before a significant temperature gradi-
ent is built up at the current beam position, the two contributions to the deflection signal can be
separated due to their widely differing time constants (cf. fig. 2.5). This condition is violated if
heat sources are closely located near the beam path. In this case, the carrier contribution has to
be determined from the absorption signal or an electrothermal simulation and subtracted from the
deflection signal.

To prevent disturbances by a thermal drift of the experimental setup, the detector is mounted on
a piezox–y–translation unit, which is controlled by low pass filters. Thus, the average deflection
signals are kept at zero and the detector position is dynamically adjusted in the center of the laser
beam.

Laser deflection and free carrier absorption measurements require the same sample preparation
steps: After polishing the surfaces, an antireflective coating is deposited, unless the interference
of repeatedly reflected rays in the interior of the device is suppressed by employing an incoherent
light source or aligning the sample such that the laser beam propagates at the Brewster angle.

While the Internal Laser Deflection technique facilitates an excellent sensitivity of25�K=�m

for temperature measurements [57], it suffers from its limited measurement range due to the sat-
uration of the detector response. During typical transient switching conditions, the maximum
detectable temperature gradient with a typical interaction length of a few mm is exceeded if the
peak temperature rises to only a few Kelvin (cf. [57, ch.7.4.2]).

2.2.3 Backside Laser Probing and Differential Backside Laser Probing

Like the Internal Laser Deflection method, Backside Laser Probing (cf. fig. 2.6 and 2.7) also
exploits the dependence of the refractive index on carrier concentration and lattice temperature.
The detected quantity, however, is the phase shift�'(t) of a vertically propagating probing beam
due to modulations of the optical sample thickness [91]:

�'(t) = 2 � 2�
�

LZ
0

2
4 @nSi

@T

!
n;p

�T (x; t) +

 
@nSi
@C

!
T

�n(x; t)

3
5 dx (2.20)

This phase shift is detected by interference with a reference beam which is reflected off the rear
metallization layer. While the laser diode is operating in cw (continuous wave) mode [61, 92, 93]
or in pulsed mode [61], the device under test is subjected to periodic current pulses. A schematic
view of the experimental setup is shown in fig. (2.6) and (2.7).

Heinrich et al. [59] proposed an interferometer including a Wollaston prism to split the original
laser beam. His setup has been modified by Goldstein et al. [60] who exploited Bragg diffraction
by the acoustic waves in the interior of an acousto–optic modulator (AOM). The diffraction angles
are controlled by the driving frequencies!1 and!2, thus enabling an arbitrary positioning of the
probing beam and the reference beam. After reflection and passing the AOM cell again, the two
beams interfere on the detector, yielding an intensity signal of the formsin(2�!t+�'(t)).

Two different ways of signal processing are available: Including a local oscillator with fre-
quency2�! (cf. fig. 2.7) [61, 92, 58] facilitates a highly sensitive detection of either the intensity
modulation or the phase modulation of the probing beam. The phase of the local oscillator deter-
mines which quantity is actually observed. For the sake of an increased bandwidth, however, the



20 2. Internal Laser Probing Techniques

Figure 2.6: Backside Laser Prob-
ing of an IGBT sample: While the
probing beam penetrates the ac-
tive area and is reflected at the top
metallization layer, the reference
beam is reflected at the collector
contact metallization layer.
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Figure 2.7: Experimental setup for Backside Laser Probing.
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Figure 2.8: Phase shift signal under oper-
ating conditions with low power dissipation
(pulse duration50�s). To illustrate each
contribution simulation results are included
(broken lines).
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local oscillator is omitted, enabling measurements of the phase modulations during fast transient
switching conditions [58, 94].

A typical phase shift signal is shown in fig. (2.8). The two contributions originating from
the injection/removal of carriers and the temperature rise during the current pulse can be easily
identified due to their differing time constants. Though opposite in sign, they are of the same order
of magnitude if the power dissipation in the interior of the sample is small. However, for a large
temperature rise, as it typically occurs during short circuit operation of power devices, for example,
the phase modulation by the carriers can be neglected in view of the thermal contribution.

The Backside Laser Probing technique is a valuable method for investigating lateral carrier
concentration and temperature inhomogeneities. Its spatial resolution is limited by the laser spot
size to approximately2�m. Although only integral information on the vertical profiles is provided,
this technique constitutes a useful characterization method for vertical power devices since it is
capable of detecting large temperature rises of 100 K or more.

As a slight modification of the optical setup,Differential Backside Laser Probinghas been
employed for the investigation of IGBTs by F¨urböck et al. [95]: Directing both beams into the
active area of the sample enables a direct measurement of the difference between the temperatures
at the two beam positions [96].

The Backside Laser Probing techniques require a special sample preparation: To provide ac-
cess through the rear side a window of approximately70�m � 70�m in size has to be opened
in the metallization layer. This is done by photolithographic structured etching with two subse-
quent etching steps usingHNO3 and HF acids. Thus, the metallization can be removed without
etching the silicon. The effect of the contact window on the carrier and temperature distribution
is discussed in section (5.1.1). Finally, an antireflective coating is deposited to suppress multiple
reflections within the substrate.
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2.2.4 Other interferometric techniques

The above described measurement techniques have already been successfully employed for device
characterization. However, additional internal laser probing techniques could be imagined which
exploit the carrier concentration and temperature dependence of the refractive index. Regarding
the typical operating conditions of power devices, the major interest is focussed on the capability of
detecting a large temperature rise of 100 K or more. Some novel ideas have been already proposed
and preliminary setups are realized by now. Their basic concepts shall be briefly outlined in this
section.

Fabry–Perot reflectivity measurements

The reflectivity of a Fabry–Perot resonator is modulated by thermally induced variations of its
optical thicknessnSi(T )L(T ). Hence, the temperature evolution within the sample can be detected
by monitoring the reflected intensity [93, 97, 98]. The experimental setup which was employed to
investigate lateral SOI power devices [58] is shown in fig. (2.9).

Figure 2.9: Determination of the temperature
distribution in a SOI IGBT by Fabry–Perot re-
flectivity measurements. The probing beam is
reflected back and forth at the top surface of
the wafer and predominantly at the upper sil-
icon/oxide interface.

z

x

y

p

SiO2

L

gate collector

probing beam

emitter

n
-

+

n

+p

+p

n

Representing the reflection coefficients at the front surface and at the rear surface byrf andrr,
respectively, the reflectivityRFP of a lossy Fabry–Perot resonator of thicknessL becomes [58]

RFP =
(rf + rre

��L)2 � 4rfrre
��L sin2(2�

�
nSiL)

(1 + rfrre��L)2 � 4rfrre��L sin
2(2�

�
nSiL)

: (2.21)

While two adjacent maxima of the reflectivity are observed, the optical thicknessnSi(T ) � L(T ) is
changed by�=2. The corresponding temperature difference�T is therefore equal to

�T =
�

2

 
nSi

@L

@T
+ L

@nSi
@T

!�1
: (2.22)

The temperature distribution in lateral SOI IGBTs has been determined by Fabry–Perot reflec-
tivity measurements [99] by means of a vertically propagating laser beam. On the other hand,
scanning temperature profiles inverticaldevices requires alateral incidence of the probing beam.
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In this case, however, a limited measurement range is to be expected as the increasing internal
deflection decreases the amplitude of the intensity oscillations. This problem is inherent to all
interferometric techniques with a lateral beam propagation and will be addressed in greater detail
in sections (5.2) and (5.3). Nevertheless, at least an integral information could be obtained by an
experimental setup similar to fig. (2.6), including a laser beam impinging at the rear surface of the
device. Such measurements, however, have not been reported, yet.

Fabry–Perot transmission measurements

A related concept is founded on the temperature dependence of the transmittanceTFP of a Fabry–
Perot resonator:

TFP =
(1� rfrr)

2e��L

(1 + rfrre��L)2 � 4rfrre��L sin
2(2�

�
nSiL)

(2.23)

Though thermally induced Fabry–Perot oscillations of the transmitted intensity are an undesired
effect during laser absorption measurements, they can be exploited for extracting the temperature
rise in the interior of the sample. Choosing a coherent light source and omitting the deposition of an
antireflective coating, the same experimental setup (cf. fig. 2.2) as for the absorption measurements
can be employed. The temperature difference between two adjacent maxima is then calculated
according to equation (2.22).

Mach–Zehnder interferometry

Mach–Zehnder interferometry (cf. fig. 2.10) constitutes another experimental method to scan
vertical carrier concentration and temperature profiles [57]. The modulations of the refractive
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Figure 2.10: Experimental setup of the Mach–Zehnder interferometer.
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index give rise to a phase shift of the laterally penetrating probing beam. This phase shift is
detected by interference with a reference beam which is guided around the sample.

The Mach–Zehnder interferometry requires the use of a coherent light source. Multiple re-
flections between the parallel surfaces have to be suppressed by the deposition of an antireflective
coating.

2.3 Summary

Internal laser probing techniques exploit the electro–optical and the thermo–optical effect and thus
facilitate time–resolved measurements of the carrier and temperature distribution in the interior of
power devices.

Table (2.3) compares the presented methods. Although they only reveal integral information
along the beam path, the sensitivity and the measurement range is expressed in terms of the local
carrier concentration and temperature values, assuming typical interaction lengths for the conver-
sion. As far as the probing techniques have not been realized, yet, expected data is presented.
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free carrier laser backside FP FP Mach–
absorption deflection laser reflectivity transmittance Zehnder–

measurements measurements probing measurements measurementsinterferometry

beam lateral lateral vertical vertical lateral lateral
propagation

scan vertical vertical lateral lateral vertical vertical
direction

detected
R
ndz

R
@xndz,

R
ndx,

R
ndx,

R
ndz,

R
ndz,

quantities
R
@xT dz

R
�T dx

R
�T dx

R
�T dz

R
�T dz

sensitivity 1014 cm�3 1011 cm�3=�m 1014 cm�3 1017 cm�3 1016 cm�3 1016 cm�3

25�K=�m 5K 10K 1K 1K

measurement 1018 cm�3 1014 cm�3=�m 1019 cm�3 1019 cm�3 ? ?
range up to 50mK=�m > 500K > 500K

spatial resolution 15�m 15�m 5�m 5�m 15�m 15�m

calibration – detector – – – –
response

light source incoherent incoherent coherent coherent coherent coherent

preparation polishing polishing etching of – polishing polishing
of surfaces of surfaces a window of surfaces of surfaces,

deposition deposition
of an anti- of an anti-
reflective reflective
coating coating

Table 2.3: Comparison of internal laser probing techniques.



Chapter 3

Modeling of Optical Probing Techniques

The internal laser probing techniques described in the previous chapter provide valuable informa-
tion that crucially enhances our insight into the internal behavior of semiconductor devices. An
accurate evaluation of the measurement signals, however, requires a consistent analysis which ex-
ceeds the concepts of geometrical ray tracing or simple one–dimensional models. Within the scope
of this work, a physically rigorous numerical model of the entire measurement process has been
developed [100]. Parasitic effects which may be introduced by the sample preparation and inher-
ent phenomena arising from the wave propagation of the probing beam can thus be investigated
thoroughly. The major goal of the presented model is to support the design of the experiments and
to improve the interpretation of the measurement results.

The following sections are dedicated to a detailed discussion of the basic ideas for modeling
optical probing techniques. Throughout this chapter, the coordinate system is chosen in such a
way that the laser beam propagates along the positivez–axis.

3.1 Simulation steps – an overview

Since the optically absorbed power is by several orders of magnitude smaller than the electric
power dissipation, the electrothermal behavior of the investigated device is not affected by the
penetrating probing beam. Hence, we can follow the simulation strategy sketched in fig. (3.1).

The first step is a transient electrothermal device simulation of the operating conditions the
structure is subjected to during the measurement. The calculation takes into account specific prop-
erties of the prepared sample as, e. g., a window in the metallization layer (cf. section 2.2.3) or an
enhanced surface recombination rate which originates from the sawing and polishing of the sur-
faces. Employing the general purpose device simulatorDESSISISE [101] which is founded on the
electrothermal model described in chapter (6), the carrier concentration and temperature profiles
are obtained as functions of space and time.

From these the space and time dependent modulations of the complex refractive index are cal-
culated according to the dependencies summarized in section (3.2). The corresponding functional
relation is incorporated into the input parser of the optical simulator, which reads the output files
of the electrothermal simulatorDESSISISE .

The most demanding problem is the calculation of the beam propagation through the device
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Figure 3.1: Simulation strategy for the physically rigorous modeling of internal laser probing
techniques.

under test. Since the oscillations of the laser field are much faster than the modulations of any
electrical or thermal quantity, the optical problem is solved for an appropriately chosen set of
points of timet1, t2, t3, : : : at each of which the refractive index distribution is treated stationary.
An efficient algorithm is derived from Maxwell’s equations in the frequency domain (cf. section
3.3). As a result, we obtain the field distribution of the reflected and the transmitted waves at every
point of time under consideration.

The image of the emerging wave on the detector is formed by an arrangement of lenses, aper-
ture holes, etc. A suitable model for the beam propagation through this optical elements is gained
from Fourier optics (cf. section 3.4).

Finally, integrating the field distribution over the active areas of the (possibly dynamically
translated) detector (cf. section 2.2.2) reveals the photo currents of each detector segment. From
these, the time–dependent measurement signal is constructed.

The following sections provide a more detailed discussion of the algorithms which are em-
ployed for each simulation step.
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3.2 Calculation of the refractive index modulations

Principally, any of the models in section (2.1) can be chosen to describe the dependence of the
complex refractive index on the carrier concentrations and the temperature. As mentioned above,
however, the published data exhibits a rather large discrepancy. For that reason, we take another
point of view: Since any of the proposed models exhibits an exactly or approximately linear de-
pendence on carrier concentration and temperature, we use a first order Taylor expansion of the
complex refractive index to evaluate the resulting effect on the laser beam:

nSi(n; p; T ) = nSi;0 +
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Hence, it is sufficient to know the expansion coefficients. The constant terms may be determined
from special parasitic effects, e. g. from the Fabry–Perot oscillations of the absorption signal (cf.
section 4.2.4) whose amplitude decreases as�0 increases. However, the desired detector signals do
not depend onnSi;0 and�0 since the probing techniques actually detect the difference between off–
state and on–state of the device under test. Therefore, the linear expansion coefficients represent
the information we need to know. In this thesis, the following data is assumed (cf. section 2.1): 

@nSi
@C

!
T

= �1:81 � 10�21 cm3

 
@nSi
@T

!
n;p

= 1:60 � 10�4K�1

 
@�

@C

!
T

= 5:11 � 10�18 cm2

 
@�

@T

!
n;p

� 10�4 cm�1K�1
(3.3)

Under typical operating conditions of power devices the most important effects are due to
the carrier concentration dependence of the absorption coefficient(@�=@C)T and the tempera-
ture dependence of the refractive index(@nSi=@T )n;p. It should be mentioned that in general all
the expansion coefficients depend on the state variables and therefore have to be measured at a
representative set of operating points if widely differing operating conditions are investigated.

3.3 Wave propagation in inhomogeneous media

In order to perform a physically rigorous simulation of the beam propagation through the device
under test we have to calculate wave propagation in a medium with an inhomogeneous and in gen-
eral arbitrary distribution of the complex refractive index. Its spatial variations arise for two major
reasons: First, different kind of materials within the structure, e. g. silicon, oxide, or metallization
layers, form regions with rather widely differing refractive indices. Second, additional variations
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during transient switching of the device are due to the electro–optical and the thermo–optical ef-
fect. These modulations are therefore small but time–dependent.

3.3.1 Algorithms reported in the literature

Various numerical methods have been proposed in the literature (cf. e. g. the summary in [102]).
Without claiming to present a complete overview, some of the most important shall be mentioned
briefly. Since we have to calculate the optical field distribution in the entire sample at numerous
points of time, the suitability of the algorithms is judged by their computational economy within a
large simulation domain.

The fundamental idea of surface integral techniques, e. g. the method of moments (MOM) or
the boundary element method (BEM), consists in expanding the unknown field distribution in terms
of a set of basis functions representing an exact solution of the partial differential equation. The
unknown variables are the expansion coefficients, which are determined such that the boundary
conditions are satisfied. In particular, they have to minimize the scalar products of the residuals
of the governing equations and a set of weighting functions. Common choices for the latter are
the basis functions themselves (Garlerkin method) or Dirac’s delta distributions at the grid nodes
(point matching techniques).

A special case is the generalized multipole technique [103, 104]. The electromagnetic vector
fields in homogeneous regions are expressed in terms of the electromagnetic multipole functions
at different origins. Each of them represents an exact solution of the Helmholtz equation. The
boundary conditions at a finite number of matching points constitute an overdetermined system of
equations which is solved for the expansion coefficients in the least square sense. Although the
rather small number of unknowns promises an efficient calculation this technique suffers from its
restricted applicability to homogeneous domains and its difficult model setup [105].

A straightforward and generally applicable technique is gained from the finite element or finite
difference discretization of the wave equation or Maxwell’s equations [106, 107]. In order to get an
acceptable discretization error, however, the mesh has to be refined up to 10 nodes per wavelength.
Since the latter is about 400 nm in silicon, the typical dimensions of power devices would require
a huge amount of grid nodes.

Considering a sequence of parallel planes perpendicular to the optical axis, beam propagation
methods [108] calculate the field distribution on the following plane from the distribution on the
preceding plane. The relation is derived from Maxwell’s equations [109] or the scalar wave equa-
tion [110, 111, 112] by means of the paraxial approximation which enables an analytical solution
for the unknown field values. Each propagation step therefore just comprises a matrix multipli-
cation, thus constituting a very fast algorithm. However, the applicability of beam propagation
techniques is restricted to paraxial wave propagation in one direction. Although longitudinal re-
flections can be included by calculating the propagation back and forth, numerical stability may
be seriously affected by the inherent presence of parasitic modes with an exponentially increasing
field distribution.

Multiple reflections can be calculated with a single computation step by multiplying matrices
which allow for the propagation of both forward and backward travelling waves within a layer
between two adjacent planes. The waveguide model [113, 114] assumes a longitudinally piece-
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wise constant refractive index and matches the Fourier expansions of the electric and magnetic
field distribution in each layer to ensure the continuity at the interfaces. The field distribution at
the emergence plane is thus related to that on the entrance plane which is finally calculated from
the radiation boundary conditions in propagation direction. The same strategy is the foundation
of the differential method [115, 116, 117] which, however, includes a different derivation of the
propagator matrices: A lateral Fourier transformation of Maxwell’s equations leads to a first order
differential equation inz–direction. Employing an explicit Euler discretization of the latter yields
the desired linear relation of the field distributions on two adjacent planes. With these methods,
the field distribution on the entrance plane is considered a superposition of forward and backward
propagating waves, whereas it is equal to the incident wave if the above mentioned beam propaga-
tion techniques are employed.

The algorithm which is proposed here is similar to the waveguide model and the differential
method. As the major improvement, a different set of variables enables a much coarser discretiza-
tion without loss of accuracy. Furthermore, the propagator matrix is derived by a longitudinal
integration of Maxwell’s equations which is more accurate and stable than the above described
techniques and can be combined with different lateral discretization methods. A detailed descrip-
tion is given in the following sections.

3.3.2 The propagator matrix

Within this section, a linear relation of the field distributions on the entrance plane and the emer-
gence plane is derived which rigorously takes into account an arbitrary superposition of forward
and backward propagating waves. Choosing the computation variables appropriately leads to an
algorithm which works accurately on coarse meshes, too.

Basic assumptions

The presented derivation of the propagator matrix is based on the following assumptions where the
positivez–axis is chosen as the direction of the laser beam propagation:

� Three dimensional effects are negligible, i. e. all quantities are assumed to be independent
of they–coordinate. In particular, derivatives with respect toy vanish.

� The field distribution is TE polarized, i. e.

~E(~x) = Ey(~x)~ey : (3.4)

As a consequence, the magnetic field writes~B(~x) = Bx(~x)~ex +Bz(~x)~ez.

� The dielectric constant"R(~x; t) =
h
nSi(~x; t) + i c

2!
�(~x; t)

i2
varies slowly in view of the

oscillations of the electromagnetic field. At any point of timetj, the beam propagation can
therefore be calculated for a stationary dielectric constant"R(~x; tj). Hence, the argumenttj
is omitted in the following discussion.

� The magnetic permeability is equal to�0.
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As no polarization dependent effects have been observed in the measurements, the second con-
straint does not limit generality. Whereas the two latter assumptions are satisfied naturally, the
first one is the major restriction of the model. However, regarding the feature sizes and the aspect
ratios of power devices, we do not have to expect significant effects demanding a 3D calculation.
Therefore, the 2D model also facilitates meaningful investigations.

Computational variables and their governing equations

Based on these assumptions, Maxwell’s equations in the frequency domain with the electric field
~E and the magnetic field~B as their variables are equivalent to the following set of equations:

@

@z
Ey(x; z) = �i!Bx(x; z) (3.5)

@

@z
Bx(x; z) = �i !

c2
"R(x; z)Ey(x; z)� i

!

@2

@x2
Ey(x; z) (3.6)

The two degrees of freedom are represented byEy andBx. The remaining componentBz can be
calculated fromBz(x; z) = � i

!
@
@x
Ey(x; z).

The key idea for enhancing computational economy consists in replacing the variablesEy and
Bx by the electric fields of the forward and backward propagating waves and analytically splitting
off their rapid oscillations. Formally speaking, we choose a parameter� and employ the following
variable transformation:

EF (x; z) := 1
2
e�i�z

h
Ey(x; z)� !

�
Bx(x; z)

i
EB(x; z) := 1

2
ei�z

h
Ey(x; z) +

!
�
Bx(x; z)

i (3.7)

The electromagnetic fields are reconstructed from the inverse transformation

Ey(x; z) = ei�zEF (x; z) + e�i�zEB(x; z)

Bx(x; z) = �
!

h
�ei�zEF (x; z) + e�i�zEB(x; z)

i (3.8)

From the mathematical point of view,� is just an arbitrary global parameter for the transforma-
tion formulas. If it is chosen as the propagation constant along thez–axis, the variablesE F andEB

represent the envelopes of the waves travelling in positive and negativez–direction, respectively.
EF andEB vary the more slowly the closer� matches the propagation constant inz–direction.
Though the latter is a priori unknown, the valuenSi !c is a good guess for paraxially propagating
waves. In practical applications, a grid refinement of several microns has proven sufficient, which
is about two orders of magnitude coarser than the required discretization width for calculations in
terms ofEy andBx.

Inserting (3.8) into (3.5) and (3.6) reveals the differential equations thatEF andEB have to
satisfy:
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The propagator matrix

Since the numerical solution of the equations (3.9) and (3.10) is calculated on a rectangular tensor
grid, the lateral discretization (x–axis) and the longitudinal discretization (z–axis) can be treated
independently, thus enabling flexible combinations of different methods.

Several approaches can be pursued for the lateral discretization. The most accurate is the
transformation tokx-space (e. g. [112, 114, 117]). In this case, the operator@2

@x2
is represented

by the factor�k2x, while the product"R(x; z)EF;B(x; z) becomes a convolution integral. The
discretized algebraic system of equations therefore includes fully occupied matrices, which is the
major drawback of this approach. In addition, the expansion in terms of periodic functions involves
considerable difficulties if Dirichlet boundary conditions to model reflecting surfaces atx = x1 or
x = xNx have to be implemented.

Within this work, finite difference discretization is employed in the lateral direction. The result-
ing restriction that the largest grid spacing along thex–axis must not exceed 1/10 of the smallest
lateral wavelength�x = 2�=kx is easily satisfied for paraxially propagating waves. Its greatest ad-
vantage is that finite difference discretization facilitates a very quick evaluation of the discretized
system of equations since the operator@2

@x2
is represented by a band structured matrix with only the

first super– and subdiagonals occupied.
Special attention has to be paid to the longitudinal discretization to accurately allow for the

rapidly oscillating termse�2i�z in the equations (3.9) and (3.10). For that purpose, these equations
are integrated analytically over the interval[zn; zn+1], assuming a linear interpolation of the com-
putation variablesEF;B and the dielectric constant"R. For a compact notation, the unknown fields
at the planez = zn are summarized in a vector

~u(zn) =
h
EF (x1; zn); E

B(x1; zn); : : : ; E
F (xNx; zn); E

B(xNx; zn)
iT

: (3.11)

Then, the discretized equations (3.9) and (3.10) can be written as

M2~u(zn+1) =M1~u(zn) (3.12)

In case of finite difference discretization in lateral direction, the matricesM1 andM2 are band
structured matrices with complex2� 2 matrices as their coefficients. A more detailed description
is given in the appendix (A). Thus, we can define a matrixPn which describes the relation between
the field distributions at two adjacent planesz = zn andz = zn+1.

~u(zn+1) = Pn~u(zn) with Pn =M�1
2 M1 (3.13)
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Multiplying all these matrices, we finally obtain a propagator matrixP which relates the field
distribution at the front surfacez = z1 to the field distribution at the rear surfacez = zNz :

~u(zNz) = P~u(z1) with P =
Nz�1Y
n=1

Pn (3.14)

It should be pointed out thatP accounts for wave propagation inbothdirections in a physically
rigorous manner since it represents the discretized Maxwell equations (3.9) and (3.10). The deriva-
tion merely assumes that the fieldsEF;B and the dielectric constant can be linearly interpolated in
every interval[zn; zn+1].

3.3.3 Boundary conditions in propagation direction

The first order partial differential equations (3.9) and (3.10) demand the specification of the field
distributionsEF andEB at one of the device surfaces. Actually, the field distributions of the
incident waves are known. The initial value problem is therefore transformed to a boundary value
problem with one half of the boundary conditions at each of the surfacesz = z1 andz = zNz ,
respectively. Deriving these so called radiation boundary conditions [118] therefore requires a
decomposition of the computation variables in terms of forward and backward propagating waves,
which are related to the incident waves by the refraction law at the interfaces.

Boundary condition in the kx–z–space
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Figure 3.2: Refraction at an interface.

Throughout this section, the representation of any
quantity inkx–z–space will be denoted by a~ above
the corresponding symbol.

At any givenkx, the amplitudes of waves propagat-
ing in positive and negativez–direction (cf. fig. 3.2)
are related by the refraction law [119] at the interface
z = 0. The simplest representation is gained inkx–z–
space:

~El
+(kx; z = 0) =

klz + krz
2klz

~Er
+(kx; z = 0) +

klz � krz
2klz

~Er
�(kx; z = 0) (3.15)

~El
�(kx; z = 0) =

klz � krz
2klz

~Er
+(kx; z = 0) +

klz + krz
2klz

~Er
�(kx; z = 0) (3.16)

wherekl;rz =
q
"l;rk20 � k2x. The travelling waves are expressed in terms of the electric and mag-

netic fields
~El;r
� (kx; z) =

1

2

 
~El;r
y (kx; z)� !

kl;rz
~Bl;r
x (kx; z)

!
(3.17)

and finally in terms of the computation variables~EF and ~EB:

~El;r
� (kx; z) =

1

2

 
1� �

kl;rz

!
ei�z ~EF (kx; z) +

1

2

 
1� �

kl;rz

!
e�i�z ~EB(kx; z) (3.18)
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Note that this equation also identifies~EF;B as the envelopes of the forward and backward propa-
gating waves if the parameter� matches the propagation constantk lz or krz, respectively.

At the entrance planez = z1, the field ~El
+ is equal to the incident laser field~Ei, while ~El

�

represents the unknown reflected wave. Besides,~Er
� refer to the fields in the interior of the sample.

Inserting (3.18) into (3.15) and (3.16) reveals the boundary condition at the left hand boundary of
the simulation domain

~Ei(kx) =
1

2

 
1 +

�

kaz

!
ei�z1 ~EF (kx; z1) +

1

2

 
1� �

kaz

!
e�i�z1 ~EB(kx; z1) (3.19)

and the conditional equation of the reflected wave

~Er(kx) =
1

2
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kaz

!
ei�z1 ~EF (kx; z1) +

1

2

 
1 +

�

kaz

!
e�i�z1 ~EB(kx; z1) : (3.20)

In these relations,"a denotes the dielectric constant in front of the entrance plane (i. e., forz < z1)
andkaz is given bykaz =

q
"ak20 � k2x.

If no wave impinges from the back, a similar condition applies to the right hand boundary of
the simulation domain atz = zNz

0 =
1

2
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kbz

!
ei�zNz ~EF (kx; zNz) +

1

2

 
1 +

�

kbz

!
e�i�zNz ~EB(kx; zNz) (3.21)

wherekbz =
q
"bk20 � k2x and"b is the dielectric constant behind the rear surface (i. e., forz > zNz ).

The transmitted wave is calculated from

~Et(kx) =
1

2

 
1 +

�

kbz

!
ei�zNz ~EF (kx; zNz) +

1

2

 
1� �

kbz

!
e�i�zNz ~EB(kx; zNz) : (3.22)

For the sake of a compact notation, the components~Ei(kx), ~Er(kx), and ~Et(kx) are summarized

in the vectors~~Ei,
~~Er, and ~~Et, respectively. DefiningNx � 2Nx matrices~Ba;b

� by

h
~Ba;b
�

i
i;2i

:=
1

2

 
1� �

ka;bz

!
;

h
~Ba;b
�

i
i;2i+1

:=
1

2

 
1� �

ka;bz

!
for i = 1; : : : ; Nxh

~Ba;b
�

i
i;j

:= 0 otherwise (3.23)

makes the boundary conditions read

~~Ei = ~Ba
+
~~u(z1) and 0 = ~Bb

�
~~u(zNz) : (3.24)

Each of these matrix equations (3.24) comprisesNx scalar equations, thus representing the required
2Nx boundary conditions for the2Nx unknown field components in~~u (cf. eq. 3.11). Similarly, the
conditional equations of the emerging waves become

~~Er = ~Ba
�
~~u(z1) and ~~Et = ~Bb

+
~~u(zNz) : (3.25)
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Matrix representation of the boundary conditions in real space

In order to derive a matrix representationBa;b
� of the boundary conditions in real space two different

strategies can be followed:
First, the refraction law and the relations in the previous section are regarded as operator equa-

tions. Sincekx writes as�i @
@x

in real space, the operatorka;bz is represented by
q
"a;bk20 +

@2

@x2
. The

simplest evaluation of this square root is to neglectkx with respect to
p
"a;bk0, thus approximating

ka;bz by
p
"a;bk0 to define the matricesBa;b

� (cf. eq. 3.23). This assumption is only valid for small
angles of incidence.

As this approach can be considered to be the constant term of a Taylor expansion of1=kz in
terms ofkx, we will obtain a more accurate expression if the linear term is also included [120, 118]:

1

ka;bz
=

1p
"a;bk0

"
1� 1

2"a;bk20

@2

@x2
+O

 
@4

@x4

!#
(3.26)

Inserting this approximation into (3.18) yields relations which can be easily discretized in real
space. The resulting matricesBa;b

� exhibit a band structure and constitute a sufficiently accurate
approximation for angles of incidence up to15o.

The second strategy for gaining the matrix representationBa;b
� exploits the linearity of the

Fourier transformation which can be written as a matrix product:

f(xn) =
X
m

f(kx;m)e
ikx;mxn =

X
m

Tnmf(kx;m) with Tnm := eikx;mxn (3.27)

Multiplying (3.24) byT , we obtain the boundary conditions

~Ei = Ba
+ ~u(z1) and 0 = Bb

� ~u(zNz) (3.28)

in which the desired matrix representationBa;b
� in real space is calculated from

Ba;b
� = T ~Ba;b

� T�1 : (3.29)

The accuracy of these approaches is compared in appendix (B).

3.3.4 Summary of the algorithm

In summary, beam propagation through the device under test is calculated by the following steps:
First, the propagator matrixP which relates the unknowns~u(zNz) at the rear surface to the

unknowns~u(z1) at the entrance plane is calculated from the equations (3.13) and (3.14). This
consumes about 75 % of the total CPU–time. Second, the boundary conditions (3.28) are expressed
in terms of the following system of equations 

Ba
+

Bb
�P

!
~u(z1) =

 
~Ei
0

!
(3.30)

which is solved for the unknown fields at the entrance plane. Finally, the reflected and transmitted
waves are extracted:  

~Er
~Et

!
=

 
Ba
�

Bb
+P

!
~u(z1) (3.31)
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In order to obtain the field distribution in the interior of the sample, the field distributions~u(zn)

(1 < n < Nz) have to be calculated from~u(z1) by iteratively using equation (3.13).
This algorithm incorporates an important advantage: Since only the right hand side of equation

(3.30) depends on the incident beam, the field distribution for several different incident waves can
be calculated simultaneously with almost no additional effort:

 
Ba
+

Bb
�P

!�
~u1(z1); ~u2(z1); ~u3(z1); : : :

�
=

 
~Ei;1 ~Ei;2 ~Ei;3
0 0 0

. . .
!

(3.32)

3.4 Fourier optics
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Figure 3.3: Modeling the image for-
mation by optical elements.

The reflected or transmitted waves are projected
onto the detector by focussing lenses and aperture holes.
An appropriate model is derived from Fourier optics
[121]. Regarding a sequence of planes perpendicu-
lar to the optical axis (cf. fig. 3.3), the field distri-
bution ~E(x; y; zn) on the following plane is calculated
from the field distribution~E(x; y; zn�1) on the preced-
ing plane. Contrary to the algorithm derived in the pre-
vious section, this model only allows for waves propa-
gating in the positivez–direction.

3.4.1 Image formation by aperture holes

In the limit zn�1 = zn, the imaging by an aperture hole of radiusR with the center located at the
optical axis(0; 0) is described by an amplitude modulation in real space:

~E(x; y; zn) = �
�
R2 � x2 � y2

�
~E(x; y; zn�1) (3.33)

where�(x) is the unit step function, which is equal to 1 forx > 0 and equal to 0 forx < 0.

3.4.2 Image formation by thin lenses
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Figure 3.4: Phase delay
within a thin lense.

A lens is said to be a thin lens if the translation of the ray within
the lens can be neglected. Thus, only the phase shift'(x; y) of the
wavefront has to be taken into account. It is proportional to the opti-
cal thickness at the position(x; y):

'(x; y) = k0nL�(x; y) + k0[�0 ��(x; y)] (3.34)

In this relation,k0nL�(x; y) represents the phase delay within the
lens of refractive indexnL while k0[�0 ��(x; y)] is the phase delay
along the remaining distance in the surrounding air (cf. fig. 3.4).
Deriving '(x; y) by geometrical considerations, the phase delay on
the paraxial approximation can be finally expressed as [121]
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'(x; y) = k0nL�0 +
k0
2f

(x2 + y2) (3.35)

wheref =
�
(nL � 1)

�
1
R1
� 1

R2

���1
denotes the focal length of the lens. The image formation by

a thin lens therefore introduces the following phase modulation in real space:

~E(x; y; zn) = exp(ik0nL�0) exp

"
i
k0
2f

(x2 + y2)

#
~E(x; y; zn�1) (3.36)

3.4.3 Propagation in free space

Since only waves with a positive propagation constantkz = +
q
k20 � k2x � k2y along the optical

axis are taken into account, the field distribution between the planesz = zn�1 andz = zn can be
expressed in terms of the Fourier integral

~E(x; y; z) =
Z

~~E(kx; ky) e
ikxx+ikyy+ikz(kx;ky)z dkx dky : (3.37)

At z = zn�1 andz = zn, this relation becomes

~E(x; y; z = zn�1) =
Z

~~E(kx; ky) e
ikzzn�1 eikxx+ikyy dkx dky (3.38)

~E(x; y; z = zn) =
Z

~~E(kx; ky) e
ikzzn eikxx+ikyy dkx dky (3.39)

These equations can be considered the two–dimensional Fourier transforms of the field distribu-
tions ~E(x; y; zn�1) and ~E(x; y; zn), respectively. Therefore, propagation in free space is modeled
by a phase change inkx–ky–space:

~~E(kx; ky; zn) = ei
p
k2
0
�k2x�k

2
y (zn�zn�1) ~~E(kx; ky; zn�1) (3.40)

3.5 Detector response

The illumination of the detector generates photo currents which are electronically amplified and
converted. For the sake of simplicity, we assume the switching times of the device under test
to be large enough so that the photo diode capacitance and any delay in the signal processing
can be neglected. Since except for the laser deflection technique the detector comprises a simple
pin diode, the measurement signal is proportional to the integrated intensity distribution, with the
integration boundaries matching the active area of the detector.

To perform laser deflection experiments, the detector contains a four quadrant pin diode which
is dynamically translated to keep the DC component of the deflection signal vanishing (cf. section
2.2.2). Due to the very small duty cycle of the periodic current pulses, this DC component is equal
to the deflection signal during the off–state of the device under test.
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Figure 3.5: Intensity distribution on the detector.

Representing the boundaries of the de-
tector segments byx1 to x4 (cf. fig. 3.5),
the photo currentsI1 andI2 of two opposite
segments are proportional to the integrated
intensities

I1(t) = const

x2Z
x1

k ~E(x; t)k2dx ;(3.41)

I2(t) = const

x4Z
x3

k ~E(x; t)k2dx :(3.42)

While the widthsx2 � x1 andx4 � x3 and the gapx3 � x2 between the segments are fixed by
the detector geometry, the absolute positionx1 is calculated to satisfy the conditionI off1 = Ioff2

during the off–state. Then, the deflection signalM is obtained by

M(t) =
I1(t)� I2(t)

I1(t) + I2(t)
(3.43)

while the simultaneously detected absorption signal is calculated from

A(t) =
I1(t) + I2(t)

Ioff1 + Ioff2

� 1 (3.44)

which actually represents the AC component of the detected time–dependent intensity distribution
scaled to its DC component (cf. section 2.2.1). It should be noted that these ratios merely depend
on the detector geometry whereas they are not affected by its (probably unknown) sensitivity and
the amplification factors.



Chapter 4

Analysis of Free Carrier Absorption and
Internal Laser Deflection Measurements

In the previous chapter, a physically rigorous simulation strategy has been introduced which facil-
itates a thorough numerical study of optical laser probing techniques. Supplemented by analytical
estimations, it is now employed to carry out a comprehensive analysis of the Free Carrier Ab-
sorption and the Internal Laser Deflection method. The major goals of these investigations are to
enhance our understanding of the measurement process itself, to support the design and the opti-
mization of the experiments with respect to a minimum experimental error, a large measurement
range, and a minimum sensitivity to parasitic effects, and to provide quantitative results for the
optimum setup and the optimum sample geometry.

4.1 Virtual experiments and the optimization strategy

Although the engineers’ interest is focussed on the carrier and temperature distribution in the in-
terior of product devices, internal laser probing can only be performed on specific samples which
are prepared for the measurements (cf. chapter 2 and table 2.3). They differ from the correspond-
ing product devices, for example, with respect to their size, an enhanced surface recombination
velocity due to sawing and polishing, or a window in the metallization layer which is required for
Backside Laser Probing. For that reason, the strategy illustrated in fig. (4.1) is applied to optimize
the experiments: The desired carrier concentrationnref and temperatureTref within the product
device are gained from electrothermal device simulation. This data is kept as a fixed reference dur-
ing the optimization study. On the other hand, the simulation of the measurement process which
takes into account the specific properties of the prepared samples yields a calculated detector sig-
nal. From this signal, a carrier concentrationnextr and a temperatureTextr are extracted according
to the evaluation rule which is also applied for the real measurements (for example, the absorption
law 2.16 or equation 2.19). While these ”virtual experiments” are performed with different setups
and sample geometries, the goal of an optimized experiment is achieved if the extracted profiles
nextr andTextr match the reference quantitiesnref andTref as closely as possible. In addition, the
remaining deviation is a measure of the experimental error.
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Figure 4.1: Basic strategy for optimizing the optical experiment.

4.2 Free carrier absorption measurements

As a first example, we investigate free carrier absorption measurements which are employed to
determine the charge carrier distribution in the interior of a power device during its forward con-
ducting state. Many of the findings, in particular those results concerning wave propagation effects
or the lateral extension of the probing beam, can be transferred to other techniques with a similar
setup, for example the laser deflection method.

4.2.1 Optical field distribution
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Figure 4.2: Optical field distribution of a Gaussian beam (�A = 0:1) incident at a depth
x = 60�m.
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The field distribution in the interior of the device is shown in fig. (4.2). For the sake of clarity,
the number of grid nodes in the figure is reduced so that standing waves due to multiple reflections
at the surfaces are not visible.

Assuming an incident Gaussian wave with an angular aperture of�A = 0:1, the beam profile
in the interior of the sample is also nearly Gaussian. The focal plane is located in the center of
the sample where the minimum spot diameter is about15�m. The spreading of the laser beam
increases the spot diameter to about25�m at the surfaces of a sample which is 2.5 mm in length.

4.2.2 Propagation in the boundary regions

If the probing beam impinges close to the top or bottom surfaces of the device under test, unde-
sirable distortions of the beam profile are observed (cf. fig. 4.3). Reflections at the metallization
layer give rise to an interference pattern with several additional intensity peaks [122].
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Figure 4.3: Optical field distribution of a Gaussian beam (�A = 0:1) incident at a depth
x = 10�m.

These simulation results are confirmed by the infrared images which are taken by the camera
included in the optical setup. While the beam profile in the bulk region is approximately Gaussian
(right hand image of fig. 4.4), a diffraction and interference pattern is observed for probing beams
propagating close to the metallizations layers (left hand image of fig. 4.4).

4.2.3 Longitudinal averaging/samples with cell structure

As mentioned above, the extraction of the carrier concentration from the measured decrease of
the transmitted intensity according to the absorption law (2.16) assumes a constant carrier distri-
bution along the path of the probing beam. However, this assumption does not hold for samples
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Figure 4.4: Experimental field distribution at the
rear surface for a beam position near the anode
boundary (left) and in the center (right) of the sam-
ple. The images are taken by an IR camera.

comprising a cell structure, as e. g. IGBTs (cf. fig. 8.1). To investigate the resulting effect on the
measurement signal, the periodic carrier concentration profile is expanded into a Fourier series

n(x; z) = n0(x) +
1X
k=1

�nk(x) cos(k � 2�z=D) (4.1)

whereD denotes the cell width. Thus, within a sample of lengthL, the integrated carrier density
becomes

1

L

LZ
0

n(x; z) dz = n0(x) +
1X
k=1

�nk(x)
D

2�kL
sin(k � 2�L=D) = n0(x) : (4.2)

Since the sample length is an integer multiple of the cell width, the absorption signal is thus
expected to reflect the average concentrationn0(x).

However, this simple consideration neglects the deflection of the probing beam due to refrac-
tive index gradients and possible reflections at the metallization layers. To carry out a consistent
analysis, the carrier concentration profiles are extracted by simulating the measurement process on
samples of different lengths and compared to the carrier distribution obtained by an electrothermal
device simulation. As it can be seen from fig. (4.5) an excellent accuracy is achieved for depths

Figure 4.5: Vertical carrier
distribution in an IGBT sam-
ple. The dots refer to the
carrier concentrations which
are obtained by virtual exper-
iments on samples of different
lengths (i. e. different num-
ber of cells).
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Figure 4.6: Calculated absorption signal for a
sample comprising 25 IGBT cells (pulse dura-
tion 70�s).

greater than20�m. On the other hand, sig-
nificant deviations are observed if the prob-
ing beam impinges close to the top surface.
The space charge regions around the reversed
biased p–wells form areas with a higher re-
fractive index, thus acting as focussing lenses
(cf. fig. 4.7). The probing beam is there-
fore deflected towards the upper boundary of
the device where it traverses regions of lower
carrier concentration. As a consequence, the
transmitted light intensity may even exceed the
transmission during the off-state (cf. fig. 4.6,
depth10�m) which would be interpreted in
terms of a negative injected carrier concentra-
tion. Keeping in mind the distortion of the
beam profile due to reflections at the metallization layers (cf. section 4.2.2), the observed variation
of the extracted concentration values close to the top surface (cf. fig. 4.5) is not very surprising.
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Figure 4.7: Carrier distribution at a current density of145A=cm2 in an IGBT sample near the top
p–well.

In summary, we conclude that the absorption signal reflects the average concentration of the
periodic carrier distribution in the interior of samples with a cell structure. However, if the prob-
ing beam impinges close to the top surface, deflection and reflection lead to a corruption of the
measured concentration which sensitively depends on the sample size. At an interaction length of
about 1 mm, for example, we therefore have to keep a minimum distance of about20�m to the top
surface to get reliable results.
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4.2.4 The Fabry–Perot effect

Multiple reflections at the polished surfaces of the device give rise to the Fabry–Perot effect which
modulates the transmitted intensity as the optical thicknessnSi �L of the sample changes [119]. To
increase the latter by one wavelength within a device of 2.4 mm in size, a temperature rise of 1.7 K
is sufficient which may easily originate from self–heating during the typical operating conditions
of power devices. For example, a pin diode subjected to a current pulse of150A=cm2 exhibits an
average power dissipation of110W=cm3 which results in a temperature increase of approximately
0:01K=�s. Therefore, oscillations with a period length of160�s are observed on the measurement
signal (cf. fig. 4.8, left).
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Figure 4.8: Absorption signal measured on a 1700 V pin–diode. During operation with high power
dissipation (current density150A=cm2, pulse duration500�s), Fabry–Perot oscillations are ob-
served (left), whereas the absorption signal exhibits a linear drift in case of a low power dissipation
(right hand figure; current density15A=cm2, pulse duration100�s).

However, with a low power dissipation during a short current pulse, the temperature rise may
increase the optical sample thickness only by a small fraction of a wavelength. In this case, a drift
on the signal is observed (cf. fig. 4.8, right) whose slope is governed by the linear Taylor expansion
of the Fabry–Perot transmittivity at the initial optical thickness. Hence, the drift on the absorption
signal may be either positive of negative in sign or may even vanish, if the optical thickness is by
chance a half integer multiple of the wavelength.

To suppress these undesired effects, various precautions can be taken, e. g. depositing an an-
tireflective coating, polishing the surfaces at a slightly tilted angle of1o to prevent interference
of the multiply reflected rays, employing an incoherent laser source [74], or aligning the sample
appropriately to exploit the vanishing reflection coefficient at the Brewster angle [43].
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4.2.5 Spatial resolution

The spatial resolution of free carrier absorption measurements is limited by the lateral extension
of the probing beam. To estimate this effect, the carrier concentration is expanded into a Taylor
series at the beam positionx0 [78]:

n(x) = n(x0 +�x) = n(x0) + n0(x0)�x +
1

2
n00(x0)�x

2 + : : : (4.3)

Then, the convolution with a Gaussian beam profileI(x; y; z) = 2
w2(z)�

exp(� (x�x0)2+(y�y0)2

w2(z)=2
)

centered around(x0; y0) with a spot diameter2w(z) becomes:

Z1Z
�1

n(x)I(x; y; z) dx dy = n(x0) +
w2(z)

8
n00(x0) + : : : = n(x0)

 
1 +

w2(z)

8L2
D

!
+ : : : (4.4)

The totally absorbed power of a Gaussian beam with thez–dependent spot radius

w(z) = w0

vuut1 +

 
2z

nSik0w2
0

!2

(4.5)

is calculated by integrating the convolution integral (4.4) along the beam path. Hence, the carrier
concentration extracted from the absorption signal is expected to be

nextr(x0) = n(x0)

0
B@1 + 1

8L2
D

1

L

L=2Z
�L=2

w2(z) dz

1
CA = n(x0)

 
1 +

w2
0

8L2
D
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L2

24L2
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2
Sik

2
0w

2
0

!

= n(x0)

 
1 +

1

2L2
Dk

2
0�

2
A

+
L2�2A

96L2
Dn

2
Si

!
: (4.6)

Though this estimation neglects the deflection of the probing beam and a possible deviation from
the Gaussian profile, it reveals some important results: First, the carrier density extracted from
the absorption signal appears always larger than the real concentration. Second, the relative error

amounts to 1
2L2

D
k2
0
�2
A

+
L2�2

A

96L2
D
n2
Si

which is only a few percent in the case of typical sample lengthsL

and diffusion lengthsLD. Third, the ”apparent” diffusion length
q
nextr=n00extr, which is extracted

from a measured carrier concentration profilenextr, matches the ”real” diffusion lengthLD =q
n=n00 as long as the factor of equation (4.6) is constant, i. e. the diffusion lengthLD is constant

within the volume covered by the probing beam.
Defining the spatial resolution� by the condition that the measured concentrationnextr(x0) is

equal to the carrier densityn(x0 + �) at the positionx0 + �, we obtain from the equations (4.6)
and (4.3) at the minimum of the profile (n0(x0) = 0):

� =

vuutw2
0

4
+

L2

12n2Sik
2
0w

2
0

=

vuut 1

k20�
2
A

+
L2�2A
48n2Si

(4.7)

Inserting a typical sample length of 2 mm and an angular aperture of 0.04 yields a spatial resolution
� = 7�m which is comparable to that of the recombination radiation measurements (cf. section
1.3).
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Figure 4.9: Vertical carrier
distribution in a pin diode
with an ambipolar carrier
lifetime of0:8�s and a sam-
ple length of 2 mm. The aver-
aged carrier density is calcu-
lated by the convolution of the
beam profile and the concen-
tration profile obtained by the
device simulation.
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For further illustration, the convolution of the beam profile and the carrier distribution obtained
by a device simulation is plotted in fig. (4.9). Additionally, the carrier concentrations extracted
from virtual experiments with different angular apertures of the probing beam are included. We
can clearly see from the figure that the lateral extension of the probing beam does not introduce a
significant error.

4.2.6 Optimizing the optical setup

The discussion in the previous section is based on two important parameters of the experiment,
namely the sample lengthL and the angular aperture�A of the probing beam. Within this section,
the angular aperture shall be optimized at a given sample length. As the major goals, we strive for
a minimum experimental error, i. e. a small deviation of the extracted concentration from the real
carrier concentration, and a large measurement range, i. e. a small minimum distance to the top
and bottom device boundaries which is required to prevent disturbances of the measurement signal
due to diffraction phenomena (cf. section 4.2.2).

For a quantitative analysis, the following quantities are regarded: First, we extract the carrier
concentrationnextr(x) from the detector signal of a virtual experiment and calculate the relative
deviationErel from the reference concentrationnref(x) obtained by an electrothermal device sim-
ulation

Erel :=

vuut 1

N

NX
i=1

 
nextr(xi)

nref (xi)
� 1

!2

: (4.8)

The second optimization criterion is the necessary minimum distance to the metallization layers
which is defined by the positionxi, where the relative deviationjnextr(xi)

nref (xi)
� 1j exceeds 10 %.

Employing small angular apertures, the most significant error originates in the large spot di-
ameter. On the other hand, increasing the angular aperture decreases the minimum spot size but
increases the spreading of the probing beam and with that the spot diameter at the device surfaces.
Hence, at a given sample length there is an optimum angular aperture which increases as the device
extension decreases.
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Figure 4.10: Optimizing the angular aperture of the probing beam. Left: Average deviation of the
carrier concentration profile gained by a virtual experiment from the reference profile obtained by
device simulation [122]; Right: Necessary minimum distance to the boundary for which the local
deviation is below 10 %. The carrier lifetime in the sample is0:8�s.

The analytical estimation (cf. eq. 4.6) presented in the previous section predicts an error of
1

2L2
D
k2
0
�2
A

+
L2�2

A

96L2
D
n2
Si

which attains its minimum for an angular aperture of

�A;opt =

vuut4
p
3nSi
k0L

: (4.9)

Consequently, the following optimum values for the spot radiusw0;opt in the focal plane, the aver-
aged spot radiusWopt, and the minimum relative errorErel;opt are obtained:

w0;opt =
2

k0�A;opt
=

s
Lp

3nSik0
; Wopt =

vuuuut 1

L

L=2Z
�L=2

w2
opt(z) dz =

s
2Lp
3nSik0

;

Erel;opt =
L

4
p
3nSik0L2

D

: (4.10)

Inserting a sample length ofL = 800�m and a diffusion length of38�m, we obtain�A;opt =
0:085, w0;opt = 5:8�m,Wopt = 8:2�m, andErel;opt = 0:6% at a wavelength of1:55�m.
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The results of the rigorous numerical study are shown in fig. (4.10). The calculated optimum
angular apertures and the relative errors agree quite well with the predictions of the simple esti-
mation. For a sample length of800�m, the required minimum distance to the device boundaries
amounts to12�mwhich is a bit larger than the average spot radiusWopt = 8:2�m. This originates
from the deflection of the probing beam and from the diffraction of the tails of the beam profile.

However, some important issues should be pointed out: First, this analysis is valid in case of a
negligible surface recombination rate. For that reason, the attainable minimum error continuously
decreases as the sample length decreases. A corresponding study which also includes surface
recombination effects is presented below. Second, preparation and handling of the sample is only
manageable if its length is larger than 0.5 mm. A reduction of the interaction length below this
limit requires the design of specific test structures which will be discussed in section (4.3.7). And
third, an acceptable signal–to–noise ratio demands a minimum interaction length of about several
100�m.

Focus position

The previous discussion assumes the focal plane of the field distribution to be located in the center
of the sample. This is expected to be the optimum setup since it enables the smallest average spot
diameter in the sample. Figure (4.11) shows a comparison of the carrier concentration profiles
from virtual experiments with the focal planes located at the front surface, in the center, and at the
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Figure 4.11: Vertical carrier distribution in a pin diode (ambipolar carrier lifetime0:8�s). The
dots mark the concentrations extracted from virtual experiments with different focus positions (left
hand figure: sample length800�m, �A = 0:08; right hand figure: sample length 2.5 mm,�A =

0:04).
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rear surface, respectively. While the relative error forL = 800�m, �A = 0:08 is about 0.6 % in
case of a symmetric field distribution, it increases up to 1.2 % if the focal plane is located at the
front surface. Similarly, the required distance to the metallization layers increases from14�m to
16�m. The effect becomes more pronounced forL = 2:5mm, �A = 0:04 (cf. fig. 4.11, right),
in which case the accuracy deteriorates from 11 % to 29 % and the minimum distance from40�m

to 60�m. Regarding the absolute values, however, we conclude that a slight shift out of the focal
plane does not introduce a significant experimental error, in particular in case of samples with a
small interaction length.

Angle of incidence

The above discussion assumes that the sample surfaces are perpendicular to the optical axis. In the
following, however, we address the effects of an obliquely impinging probing beam. If the latter
propagates at an angle�Si in the interior of the sample, the interaction with the carrier distribution
is governed by the integral

nextr(x0) =
1

L

L=2Z
�L=2

n(x0 + z tan�Si) dz : (4.11)

Making use of the refraction law at the entrance plane, the angle�Si is related to the angle� of
incidence. Equation (4.11) enables an analytical estimation of the relative error which is plotted as
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Figure 4.12: Effect of an oblique incidence of the probing beam. Left: Vertical carrier distribution
in a pin diode (ambipolar carrier lifetime0:8�s). The dots mark the concentrations extracted from
virtual experiments with different angles of incidence (sample length 0.8 mm,�A = 0:08). Right:
Relative error as a function of the angle of incidence. The solid line represents the numerical
dependence while the broken line is gained by an analytical integration along the tilted beam path
neglecting the deflection due to the refractive index gradient.



50 4. Analysis of Free Carrier Absorption and Internal Laser Deflection Measurements

a dashed line in fig. (4.12). The solid line indicates the result of the rigorous numerical calculation
which also takes into account the beam deflection in the interior of the sample. For that reason, the
numerical result is not symmetric with respect to� = 0.

It is important to note that a possible misalignment of the device under test results in an error
which may easily amount to several 10 % and thus constitutes a significant source of error. For
example, an angle of incidence� = 1o (which corresponds to�Si = 0:3o) gives rise to a deviation
of 20 %. Hence, a precise sample alignment is a crucial precondition of accurate measurement
results.

4.2.7 Effects of surface recombination

In this section, we will discuss the effects of an enhanced surface recombination rate which orig-
inates from the sample preparation, in particular the sawing and polishing of the surfaces. As a
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Figure 4.13: 2D carrier distribution in a pin diode (carrier lifetime8�s, surface recombination
velocity105 cm=s). Due to symmetry only one half of the sample is shown.



4.2 Free carrier absorption measurements 51

consequence, the 2D carrier distribution exhibits a saddle area (cf. fig. 4.13). While the vertical
profile in the bulk is formed by the typicalcosh(x)–like function, the assumed surface recombina-
tion velocity of105 cm=s is sufficient to decrease the carrier concentrations at the surfaces to their
equilibrium values.

For that reason, it is no longer desirable to prepare samples with an interaction length as small
as possible. We rather expect an optimum length which facilitates a minimum overall error due
to both the carrier concentration decrease at the surfaces and the spreading of the probing beam
within large devices. Therefore, two parameters are subject of the optimization procedure, namely
the sample lengthL and the angular beam aperture�A. As in the previous section, the figures of
merit are a small deviation of the measured distribution from the reference profile and a minimum
distance from the top and bottom surfaces which has to be kept to prevent a corruption of the
detector signal due to reflections of the probing beam. Since the product devices are usually
much larger in size and therefore not affected by an enhanced surface recombination velocity, the
reference profile is calculated without including the surface recombination effects.

Devices with small carrier lifetimes

In case of a carrier lifetime of0:8�s, surface recombination effects do not reach far into a sample of

2.5 mm in length. As a consequence, the averaged concentrationN(x) := 1
L

L=2R
�L=2

n(x; z) dz, which

is gained by integrating the two–dimensional carrier distributionalongthe beam path, matches the
carrier concentration obtained by a one–dimensional calculation without surface recombination
effects. (cf. fig. 4.14). Hence, in case of a large sample length, the most significant error is
introduced by the limited resolution due to thelateral extension of the probing beam.

On the other hand, the decrease of the carrier concentration at the surfaces is no longer negligi-
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cate the concentration values extracted from virtual experiments including surface recombination
effects for two different setups A and B (L = 2:5mm, �A = 0:02 for setup A andL = 0:8mm,
�A = 0:08 for setup B).
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Figure 4.15: Optimizing the sample geometry and the angular aperture of the probing beam.
Left: Average deviation of the carrier concentration profile gained by virtual experiments from
the reference profile obtained by a 1D device simulation. Right: Required minimum distance to
the boundary for which the local deviation is below 10 %. The ambipolar carrier lifetime in the
sample is0:8�s.

ble, if the device length is reduced below 1 mm. Simulating the measurement process for different
geometries reveals an optimum sample length of800�m which is about 20 times the diffusion
length. The corresponding optimal angular aperture is about 0.08 (cf. fig. 4.14 and 4.15) which
agrees well with the result of the simple estimation (4.9) from the previous section. The numerical
study predicts a lower error limit of 6 % and a minimum distance to the metallization layers of
about16�m.

Devices with large carrier lifetimes

In case of large diffusion lengths, the curvature in the vertical direction is small. Consequently, the
convolution of the carrier distribution with the lateral beam profile does not introduce a significant
error. On the other hand, the effects of the surface recombination reach far into the sample. The

absorption signal is therefore sensitive to the averaged carrier densityN(x) := 1
L

L=2R
�L=2

n(x; z) dz,

which essentially differs from the 1D reference concentration (cf. fig. 4.16).
The numerical study reveals the optimum arrangement which reproduces the reference profile

as closely as possible (cf. fig. 4.17). For that purpose, the sample has to be 2.5 mm in length, which
is again 20 times the diffusion length. The corresponding optimum angular aperture is about 0.02
which is lower than the value 0.04 estimated from equation (4.9). Thus, measurements on devices
with large carrier lifetimes can also attain an average error down to 0.06 % and can be carried out
up to a minimum distance from the boundaries of only16�m.
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Figure 4.16: Carrier distribution in a pin diode (ambipolar carrier lifetime8�s). The dots indi-
cate the concentration values extracted from virtual experiments including surface recombination
effects for three different setups A, B, and C (L = 2:5mm, �A = 0:02 for setup A,L = 0:8mm,
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However, it should be mentioned that the curvature of the integrated profileN(x) is different
from that of the reference profile. Consequently, the diffusion length can not be directly extracted
from the measured carrier distribution. An analytical first order correction is gained by the fol-
lowing consideration which is based on an expansion of the 2D carrier distribution in terms of
cos(
j

z
L=2

)–functions (cf. [31, appendix])
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) cos
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with an infinite set of discrete solutions
j, we end up with
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The integrated carrier concentration finally becomes

N(x) =
1X
j=1

Aj cosh

 
x� x0
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!
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j
: (4.17)

Assuming an infinite surface recombination velocity (thus,
j = (2j � 1)�=2) and approximating
this expansion by the first moment, the desired first order correction for the unknown diffusion
lengthLD is obtained as

1

LD
=

s
1

L2
1

� �2

L2
; (4.18)

whereL1 is extracted from the curvature of the measured distributionN(x). In the limit of small
carrier lifetimes (LD � L), this equation simplifies toLD � L1, i. e. the diffusion length can be
directly extracted from the curvature of the measured profile. This result is already expected in
view of the findings from the previous section.

4.2.8 Summary

The theoretical study of the free carrier absorption measurement technique leads to the following
conclusions:
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� Reflection and diffraction at the top or bottom sample surfaces give rise to unpredictable
distortions of the beam profile, thus corrupting the measurement signal. To avoid these
effects, a minimum distance from the device boundaries is required.

� Self–heating can easily change the optical thickness of the sample by several wavelengths.
To suppress the resulting Fabry–Perot oscillations of the measurement signal special precau-
tions have to be taken, e. g. depositing an antireflective coating or employing an incoherent
light source.

� The space charge regions around the reverse biased p–wells in IGBT samples act as lenses
deflecting the probing beam. For sample lengths below 1 mm, however, keeping a distance
of approx.20�m to the top surface facilitates reliable measurements which are sensitive to
the average carrier concentration in the cell structure along the beam path.

� Our strategy in optimizing the experiment strives for minimizing two criteria: First, the
deviation of the carrier concentration gained by a virtual experiment from the reference
concentration obtained by an electrothermal simulation, and second, the minimum distance
to the device boundaries which is required to prevent a corruption of the measurement signal.

� At any given sample lengthL, the optimum angular aperture of the probing beam can be
calculated from the condition of minimizing the average beam cross section. The result-
ing analytical formula reproduces the optimum, which was found numerically by means of
virtual experiments with different probing beams.

� A surface recombination velocity of105 cm=s decreases the carrier concentrations at the
sample surfaces almost to their equilibrium values. Consequently, an optimum sample length
is about 20 diffusion lengths. The corresponding optimum angular aperture can be approxi-
mated by the equation minimizing the average beam cross section. Thus, the measurements
can be carried out at an average error of about 6 %, if a minimum distance of16�m to the
top and bottom device surfaces is kept.

� The exact position of the focal plane of the probing beam is not a critical parameter. Even if
it is located at the sample surfaces, instead of in the center, the average error merely increases
by a factor of 2.

� A possible misalignment of the sample constitutes the most significant source of error. Tilt-
ing the sample at an angle of a few degrees gives rise to an error of several 10 %. In addition,
the necessary minimum distance to the boundaries increases rapidly.

� The accuracy of the real measurement results sensitively depends on the precise knowledge
of the carrier concentration dependence of the absorption coefficient. This source of error is
not apparent in the numerical studies as they rely on the same value to calculate the refractive
index modulations (cf. section 3.2) and to evaluate the detector signal. However, since this
coefficient enters as a factor in the evaluation rule, therelativeprofiles are accurate in any
case.
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4.3 Laser deflection measurements

Internal laser deflection measurements are sensitive to the gradient of the refractive index and
therefore facilitate the experimental determination of carrier concentrationgradientsand tempera-
turegradients. Both contributions can be usually separated due to the widely differing electric and
thermal time constants. Alternatively, the carrier contribution is calculated from the absorption
measurements and subtracted from the deflection signal.

Many of the findings of the previous chapter are expected to be valid for deflection measure-
ments as well, especially as far as the longitudinal averaging in samples comprising a periodic cell
structure (cf. section 4.2.3) and the lateral convolution of the beam profile and the refractive index
distribution (cf. section 4.2.5) are concerned. It is also quite evident that a crucial source of error
originates from a possible misalignment of the sample.

Due to the saturation of the detector response function, the current setup suffers from a limited
measurement range which is already exceeded if the maximum temperature rise within the sample
is greater than5 � 10K [57]. Therefore, the major challenge is to facilitate the detection of high
temperature gradients up to1K=�m which typically occur during the short circuit operation of
power devices. For that purpose, two strategies are investigated, namely the optimization of the
optical setup and an appropriate design of specific samples or test structures.

4.3.1 State of the art: Deflection measurements in case of low power dissi-
pation

Measurements of the temperature profiles in power devices operating with low power dissipation
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Figure 4.18: Temperature distribution within a pin diode subjected to a current pulse of
150A=cm2.
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have been performed successfully [49, 78, 123, 124, 125, 126]. In this case, the angular deflection
and the internal shift of the probing beam are sufficiently small so that the beam displacement on
the detector remains within the linear range of the response function.

To judge the accuracy of these measurements, virtual experiments according to the strategy
sketched in fig. (4.1) are carried out, using different angular apertures and sample lengths. The
carrier contributions are calculated from the simulated absorption signals (cf. section 4.2.7) and
subtracted from the deflection signals. Thus, the remaining contributions reveal the temperature
gradients which are compared to their reference values obtained by an electrothermal device simu-
lation (cf. fig. 4.18). Finally, an integration yields the absolute temperature profiles if the integra-
tion constants are calculated from the total electric power dissipation assuming adiabatic boundary
conditions.

As it can be seen from fig. (4.18), the extracted temperature gradients deviate from the refer-
ence gradients by about 10 % to 20 %. The variations predominantly originate from the uncertainty
of the carrier contributions. However, as the integration procedure significantly smoothes the pro-
files we merely observe a negligible error in the absolute temperature distributions, regardless of
the sample length and the beam aperture. This clearly demonstrates the technique’s capability to
detect small temperature variations at high sensitivity and excellent accuracy.

4.3.2 Simultaneous free carrier absorption measurements

The experimental setup for laser deflection measurements offers a simple way to include simulta-
neous absorption measurements since the transmitted intensity can be calculated by summing up
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Figure 4.19: Extracting the carrier distribution from the absorption signal measured by a four
quadrant photo diode (left) or a separate pin diode (right) (interaction lengthL = 2:5mm, �A =
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all the photo currents of the four–quadrant detector [57]. Even though this method is feasible with
almost no additional experimental effort, several difficulties arise: First, accurate absorption mea-
surements require a large active area of the photo diode to detect the total incident IR power even if
the intensity profile on the detector is shifted due to the internal beam deflection. As will be shown
below, however, a smaller detector is preferable for laser deflection measurements as it facilitates
a larger measurement range. Second, the field distribution on the detector is at its maximum in
the center of the four–quadrant diode, i. e. in the inactive area between the segments. Thus, a
deflection of the laser beam due to temperature gradients, for instance, increases the detected IR
power which would be misinterpreted in terms of a decreasing carrier concentration.

Fig. (4.19) compares the carrier distributions which are extracted from the absorption signal
detected by a four–quadrant photo diode and a simple pin diode, respectively. Since the latter
is sensitive to the total intensity profile without cutting any segments or the tails of the intensity
distribution, the undesired coupling of the absorption signal and the internal beam deflection is
suppressed. Consequently, employing the pin detector improves the accuracy of the measurement
results and decreases the sensitivity to a possible delocation of the focal plane within the device
(cf. fig. 4.19). Despite the more complicated experimental setup, an additional beam splitter and a
separate pin diode detector for simultaneous absorption measurements are therefore preferable.

4.3.3 The Fabry–Perot effect

Due to multiple reflections in the interior of the sample, thermally induced changes of its optical
thickness give rise to Fabry–Perot oscillations on the absorption signal (cf. section 4.2.4). The
standardized deflection signal, however, is not affected by pureamplitudemodulations since any
constant factor is canceled (cf. eq. 2.18). On the other hand, in case of plane–parallel facets
each of the multiply reflected rays of different order is shifted by a distance which is the larger
the more times the ray has been reflected back and forth. Consequently, the detected displacement
of the total intensity distribution depends on whether the contributions interfere constructively or
destructively (cf. fig. 4.20). As with the free carrier absorption measurements, the thermally
induced Fabry–Perot effect is observed as a small drift in case of low power dissipations (cf. fig.
4.21, left) or as complete oscillations if the optical thickness is increased by several wavelengths
(cf. fig. 4.21, right).

Figure 4.20: Fabry–Perot effect of the deflec-
tion signal. Above: Intensity distribution of
the multiply reflected rays. Below: Total in-
tensity distributions in case of constructive
or destructive superposition (for the sake of
clarity, each profile is scaled to 1).
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Figure 4.21: Deflection signals in case of low power dissipation (left, current density15A=cm2)
and high power dissipation (right, current density150A=cm2) if multiple reflections within the
sample are not suppressed.

4.3.4 Analytical calculation of the measurement signal

After it has been demonstrated that the Internal Laser Deflection technique constitutes a sensitive
and accurate method to determine small temperature gradients, we will now address the question of
how the limited measurement range can be increased. As the final goal, we strive for the capability
of detecting peak temperatures up to 100 K to 200 K, which typically occur within power devices
if they are, e. g., operating under short circuit conditions. The following discussion, however, will
be restricted to the currently feasible modifications of the optical setup and the sample preparation.
Thus, proposals will be elaborated which are intended to facilitate a measurement range of at least
50 K to 100 K.

Within this section, ananalyticalexpression of the deflection signal is derived for two major
reasons: First, it clearly reveals the parameters of the optical setup and the sample geometry which
affect the detector signal and therefore shall be subject of optimization. And second, extracting the
desired temperature distribution from the measurement signal requires an evaluation rule which is
also valid in case of a large beam deflection. We therefore present a consistent derivation which is
compared to the model reported in [57].

The fundamental idea is to regard the probing beam as a Gaussian beam whose optical axis is
deflected in the interior of the sample according to the principles of geometrical optics. The internal
deflection is represented by two parameters, namely�~x and�2, since the field distribution at the
rear surface can be imagined as intensity distribution of anon–deflectedGaussian beam which
emerges from the focal plane of the focussing lens at an angle�2 and a shift�~x (cf. fig. 4.22).
Finally, Fourier optics is employed to calculate the projection of this Gaussian beam onto the
detector plane.
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Internal beam deflection

In appendix (C), the internal beam path is calculated from Fermat’s principle. Assuming a vanish-
ing angle of incidence and a constant gradient of the refractive index within the area covered by
the probing beam, we obtain the following result
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where we have introduced the definitionl := nSi(x0)
dnSi=dx

(cf. eq. C.8). The leading terms of these
Taylor expansions exactly match the expressions reported in [57].

The same field distribution at the rear surface of the sample is produced by a non–deflected,
rotated Gaussian beam whose focus is located in the focal plane of the focussing lens and shifted
by a distance�~x (cf. fig. 4.22). Geometrical considerations reveal
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Projection by the imaging lens

The field distribution in the focal plane of the focussing lens is projected onto the detector plane by
the imaging lens. In order to take into account the refraction at the rear surface of the sample, the
angle�2 and the distanceL=2 have to be replaced by�t and andL=2nSi, respectively. Therefore,
we consider a Gaussian beam which is rotated by an angle�t and shifted by�~x from the optical
axis. Neglecting the curvature of the phase fronts near the focus, its field distribution can be
approximated by

~E(x) = ~E0 exp

"
� (x��~x)2

w2
0= cos

2(�t)

#
exp [ik0 sin(�t) � x] : (4.22)

With an optical distanced1 to the imaging lens equal tod1 = F + L=2nSi (cf. fig. C.3), this
field distribution is transformed to a Gaussian intensity profile on the detector (cf. appendix C):
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The displacement�x and the spot radiusw on the detector are given by the relations
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in which we have included the definitions (cf. eq. C.19)
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As it is explained in appendix (C), the parameterVt constitutes the inverse of the transverse mag-
nification, whilea represents twice the distance between the focal plane of the focussing lens and
the image of the detector plane which is formed by the imaging lens.

Detector signal

The intensity profile on the four–quadrant photo diode gives rise to a deflection signalM which is
related to the standardized beam displacement�x=w by the detector response function. In case of
a small displacement, we obtain the linear dependence
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As the major drawback, however, it turned out that the slopeQ of the response function depends
on the spot sizew of the probing beam on the detector. Experimental evidence is provided in
[78]. Consequently, any modification of the optical setup, in particular the variation of the beam
aperture or a shift of the imaging lens, demands a recalibration of the response function. For that
purpose, the detector is shifted by the piezo translators during the off–state of the device under
test, recording the corresponding modulation of the deflection signal. This preprocessing step can
be included into the program control of the experimental setup. However, since the spot sizew on
the detector is unknown, it is more convenient to consider the detector response with respect to the
absolute displacement, i. e. without scaling it to the spot radiusw. Rewriting (4.27) in terms of
~Q(w) := Q(w)=w results in
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Solving for the refractive index gradient results in the following evaluation rule:
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Parameters of the experiment

Equation (4.28) clearly reveals the degrees of freedom which can be used to optimize the exper-
iment with respect to a higher measurement range. Actually, there a three factors that have to be
taken into consideration:

First, the interaction lengthL. A reduction of the sample length obviously decreases the in-
ternal deflection at a given gradient of the refractive index, which, in turn, facilitates the detection
of higher temperature gradients. On the other hand, the shrinking of the sample size is limited
by practical constraints. We will therefore discuss the design of specific test structures in section
(4.3.7).

Second, the detector response function. As its saturation constitutes the limiting effect of the
measurement range, a lower sensitivity (i. e. a smaller slope of the response function) favors the
maximum detectable beam displacement. Details are addressed in section (4.3.5).

Third, the position of the image of the detector plane, i. e. the parameterb := F � Vtd2 =

F�fd2=(d2�f). As mentioned above,b can be interpreted as the distance between the rear surface
of the sample and the image of the detector plane which is formed by the imaging lens. Note that
the transverse magnification1=Vt does not contribute an independent parameter since scaling the
intensity distribution on the detector has the same effect as the inverse scaling of the detector itself
(except for the bandwidth which is related to the detector area). Formally speaking, the parameter
Vt can be combined with the slope of the response function~Q(w). It is interesting that the image
formation by the experimental setup is therefore characterized by one single degree of freedom! In
other words, if the parameters of the optical configuration, which are obviously chosen asF , f , d2,
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are replaced by a different set, namelyVt = f=(d2 � f), F + d2, andb = F � fd2=(d2 � f), only
the latter affects the deflection signal. This is also true in case the image formation is performed by
means of several lenses, as they can be replaced by a single thick lens if all distances are measured
to the corresponding principal planes. Modifying the parameterb is discussed in section (4.3.6).

4.3.5 Detector response

width   
gapsegment
       g       swidth     

Figure 4.23: Geometry of a
four–quadrant photo diode de-
tector.

The limitation of the measurement range originates from
the saturation of the detector response function, the typical
shape of which is depicted in fig. (4.24). Within a two–
dimensional consideration, the standardized deflection signal
writes

M =
I1 � I2
I1 + I2

=
I1=I2 � 1

I1=I2 + 1
(4.30)

whereI1 andI2 denote the photo currents of the two detector
segments. If one of the photo currents is much greater than
the other one, the deflection signal saturates at�1 and any
further increase of the beam displacement does not increase
the detector signal. Therefore, the crucial condition is that
within the desired measurement range, the photo currents are of equal order of magnitude.

The geometry of the detector (cf. fig. 4.23) is characterized by the segment sizes and the width
g of the gap between the segments. Only the ratios of these quantities and the laser spot size on
the detector plane are decisive, since scaling the field distribution and the detector geometry by the
same factor does not alter the photo currents.

Dependence on the gap size
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Figure 4.24: Detector response functions for different gap
widthsg (standardized detector segment sizes=w = 1).
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Figure 4.25: Four–quadrant
diodes with a small gap (detector
1) and a large gap (detector 2).
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tional to the highlighted areas.
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Fig. (4.24) compares the response functions of detectors with different gap widths. The de-
picted detector signals are calculated analytically by integrating a shifted Gaussian intensity profile
over the intervals corresponding to the active areas of the detector. Since isotropic scaling does not
alter the deflection signal, all geometric lengths are standardized to the spot radiusw.

With a given displacement of the laser beam, the ratio of the photo currents gets closer to unity
if the gap width between the segments is reduced (cf. fig. 4.25). As a consequence, the slope of the
detector response function decreases which, in turn, leads to a larger measurement range. As it can
be seen from fig. (4.24), a gap widthg=w = 0:05 and the optimum geometry of a vanishing gap
size result in nearly the same response function. Hence, we can employ a commercially available
four–quadrant photo diode whose gap width is 1/20 of the segment size or below.

Dependence on the detector segment size

A similar tendency is observed for different segment sizes (cf. fig. 4.26). Since shrinking the
detector segments improves the balance of the photo currents (cf. fig. 4.27), a smaller detector
facilitates a larger measurement range.

Although reducing the detector size also favors the time resolution of the detector system, there
are some practical limitations: First, if the displacement is larger than the detector size, the photo
currents are induced by the tails of the field distribution. Their intensity decreases exponentially
with increasing beam displacement, thus significantly raising the noise level. And second, the
response of many available photo detectors is disturbed if the borders of the active area are sig-
nificantly illuminated. Therefore, the spot radius and the beam displacement should not exceed
the detector size. On the other hand, it can be seen from fig. (4.26) that the slope of the response
function decreases by just a factor of 3 if the detector segment size is reduced from0:5w to 0:2w.
For that reason, we must conclude that a feasible shrinkage of the detector geometry enlarges the
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measurement range by approximately a factor of 2 but does not facilitate the desired extension by
at least one order of magnitude.

Evaluation of the differential signal

As another attempt to increase the measurement range, one might think of different ways of signal
processing. For example, we can omit the scaling of the differential signal to the total detected
intensity and simply regard the difference of the photo currentsI1 � I2 of two opposite detector
segments. The corresponding detector response functions are plotted in fig. (4.28).

Moving the laser beam across the detector, the photo current of one segment increases and
decreases, as the spot enters and leaves the segment area, respectively. In case of small detectors,
the ascending and descending wings overlap, while a sufficiently large segment size leads to a
period of constant photo current (cf. fig. 4.28). If the gap width exceeds the spot diameter, the
response function exhibits two peaks which are opposite in sign and arise as the laser beam sweeps
across one of the detector segments.

It should be noted that contrary to the standardized deflection signal, the slope of this response
function is independent of the detector geometry (cf. fig. 4.28). Therefore, the range of linearity
cannot be extended. It would rather be necessary to employ a position sensor comprising an array
of single segments. Although it would thus be possible to detect large beam displacements, the
spatial resolution will be seriously affected by the large internal beam deflection (cf. section 4.3.7).
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4.3.6 Modification of the image formation

As mentioned above (cf. last paragraph of section 4.3.4), the image formation by the optical setup
is characterized by the parameterb = F � fd2=(d2 � f). With a given sample lengthL, it can
be replaced bya = 2b + L=nSi. As it is shown in appendix (C), increasinga will increase the
total displacement as well as the spot radius on the detector. In case of a largea, however, the
standardized displacement does become independent ofa but the detector sensitivity decreases as
the spot radius increases (cf. section 4.3.5). As a consequence, enhancing the parametera =

2b + L=nSi reduces the deflection signal (cf. fig. 4.29).

Figure 4.29: Deflection signal
in case of different image for-
mation properties. The opti-
cal setup is characterized by
the parameter
b = F � fd2=(d2 � f).
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Although this effect might be exploited to extend the measurement range, we should remember
that increasingb enlarges the spot diameter on the detector. This is equivalent to a reduction of the
detector size and thus introduces the same difficulties mentioned in section (4.3.5).

4.3.7 Deflection measurements in case of large power dissipation

As it has been demonstrated above, a modification of the optical setup facilitates a reduction of the
sensitivity and thus an extension of the measurement range by at most a factor of 2. Therefore,
a suitable preparation of specific samples is the only way to enable the detection of large temper-
ature gradients. Within this section we will discuss the design of test structures to overcome the
difficulties originating from a large power dissipation in the interior of the investigated device.

As a representative model problem, we consider the following situation: A block of silicon with
a wafer thickness of200�m is heated by a constant heat flow ofjQ = 2 �104 W

cm2 through a thermal
contact at its top surface during the period0 < t < 100�s. The bottom surface is connected
to a heat sink of 300 K via a thermal resistor of1K cm2=W. The evolution of the temperature
distribution (cf. fig. 4.30) is calculated by a numerical solution of the heat flow equation. Though
quite simple, this model reflects the typical situation of power devices within which most of the
heat is dissipated in a small layer close to the top surface. For example, short circuit operation of
IGBTs with a voltage drop of 200 V at a current density of100A=cm2 results in a heat generation
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Figure 4.30: Temperature
evolution in a silicon block
heated by a constant heat flow
through the top surface (jQ =

2 � 104 W
cm2 , pulse duration

100�s).
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rate of2 � 104 W
cm2 per square area, which is almost completely dissipated in the MOS channels and

the space charge region at the top of the device.
The crucial problem is evident from fig. (4.31). Even within a sample of only800�m in

length, the temperature gradients give rise to a beam displacement of some tens of microns. For
instance, a laser beam entering at a depth of40�m is shifted by20�m after100�s. Apart from the
difficulties in detecting this deflection, the spatial resolution will seriously suffer from such a large
displacement since the measurement signal will be sensitive to the average temperature gradient
betweenx = 20�m andx = 40�m.

Figure 4.31: Intensity distri-
bution at the rear surface of
the device (heat flow of2 �
104W=cm2 into the top con-
tact, pulse duration100�s).
The probing beam enters at a
depth of40�m.
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Test structures

Reducing the interaction lengthL will not only improve the spatial resolution but also decrease
the deflection signal and thus facilitate a larger measurement range. However, the shrinking of the
sample is limited by practical constraints since the handling of the device is only manageable for
dies larger than ca.500�m. In addition, the blocking capability will suffer from removing the edge
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termination. For that reason, we will investigate test structures comprising an active area of only
some100�m in size which is embedded in a larger silicon substrate (cf. fig. 4.32). Compared to
product devices (La � Ls), the total deflection of the probing beam is smaller due to the smaller
lengthLa of the active area, but a significant error is expected due to the current and heat spreading,
resulting in a two–dimensional carrier and temperature distribution (cf. fig. 4.32).

Internal Laser Deflection measurements on test structures with different lengths of the active
area are investigated by performing virtual experiments as described in section (4.1). Assuming

Figure 4.32: Temperature distribution
in the test structure att = 100�s

(sample lengthLs = 800�m, length
of the active areaLa = 100�m). The
sample is heated by a constant heat
flow jQ through the thermal contact at
the top surface.
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Figure 4.33: Temperature distribution att = 100�s extracted from the simulated deflection signal
on test structures (sample lengthLs = 800�m, length of active areaLa). Different detector
geometries are employed (gap widthg = 0, segment size/spot radiuss=w as indicated in the
figure).
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an interaction lengthL = La, the temperature gradients are extracted according to the evaluation
rule (4.29) and compared to their reference values (cf. fig. 4.33). The latter are obtained by aone–
dimensionalsolution of the heat flow equation since product devices are much larger in size and
therefore do not exhibit the mentioned heat spreading effects. For further illustration, the absolute
temperature profiles are also included in the figure. Each integration constant is set to zero and, for
the sake of comparability, the reference temperature profile is shifted so that the temperature rise
at the bottom vanishes.

Two tendencies are clearly visible: First, the saturation of the response function results in a
maximum detectable temperature gradient which is larger in case of a smaller detector geometry
(cf. section 4.3.5) or a smaller length of the active area. Second, simply inserting the lengthLa of
the active area as the interaction lengthL leads to a significant overestimation of the temperature
gradient. This is especially due to the first term in the denominator of eq. (4.29), representing the
quadratic dependence onL. Hence, the deviations are larger as the absolute value ofF � Vtd2 is
smaller in view ofL=2nSi, i. e. the image of the device rear surface is located closer to the detector
plane. Note thatLa = 800�m = Ls represents a one–dimensional structure which therefore does
not exhibit two–dimensional heat diffusion.

Effective interaction lengths and the modification of the evaluation rule

Extracting the temperature gradients from the deflection signals measured on test structures obvi-
ously demands the introduction of an effective interaction lengthLeff which reflects the effects of
the two–dimensional heat spreading. To end up with a generally applicable evaluation strategy, a
simple formula of the effective interaction length is desired which is independent of the regarded
operating condition. Since the deflection signal exhibits a linear and a quadratic dependence onL

(cf. eq. 4.29), the followingdefinitionsare motivated:

Leff;lin(x) := =

 
dTref
dx
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LZ
0

dT

dx
(x; z) dz (4.31)
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Integrating the simulated temperature distributions in the interior of the test structures, these ex-
pressions are calculated and plotted in fig. (4.34). The diffusion of heat broadens the temperature
profile along the beam path, but reduces the maximum temperature rise. These two effects nearly
balance each other in case of the linear effective interaction length, which therefore almost fits the
lengthLa of the active area. On the other hand, the quadratic effective interaction length can be
approximated by the empirical expression

p
LsLa. For that reason, the following evaluation rule

is proposed
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Figure 4.34: Linear and
quadratic effective interac-
tion lengthsLeff;lin andLeff;qu
(definitions in the text) evalu-
ated att = 100�s.
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whereVt = f=(d2 � f) denotes the inverse of the transverse magnification (cf. appendix C).
Usually,Ls=2nSi amounts to a few 100 microns while the other terms in the parenthesis are in the
order of some cm. Therefore, the most significant effect arises from the linear dependence onLa,
unless the image of the device rear surface is located on the detector plane. In this case, also the
quadratic dependence onLaLs is pronounced.

Evaluating the virtual experiments according to equation (4.33) yields much more accurate re-
sults (cf. fig. 4.35). As it can be seen from the figure, the extracted temperature distributions match
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Figure 4.35: Temperature distribution extracted from the simulated deflection signal on test struc-
tures according to eq. (4.33) (sample lengthLs = 800�m, length of active areaLa, detector
segment size/spot radiuss=w = 0:75, detector gap widthg = 0).
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the reference temperature profiles with satisfying accuracy up to a specific gradient. Decreasing
the active length increases the maximum detectable temperature gradient.La � 200�m turns out
to be an optimum geometry, since no additional improvement is attainable by a further reduction
of La. In this case, the measurement range extends up to approximately0:6K=�m. Since the
deviations in the absolute temperature profiles are even less significant, typical temperature rises
up to about 60 K can be detected.

However, it is important to remember the assumptions the presented formula is based on:
First, thetotal internal displacement and the angular deflection of the probing beam have to be

small enough so that the paraxial approximation remains valid. In case of the test structures with a
small active area, this restriction even holds during operations with large power dissipation.

Second, thegradientof the refractive index is assumed to be constant within the area covered
by the probing beam. On account of the rather small lateral extension of the probing beam (cf.
section 4.2.1), this precondition is satisfied with reasonable accuracy.

Third, the proper effective interaction lengths have to be inserted. In particular,La constitutes
the length of the active area, i. e. that region of the structure within which the electric power is
dissipated. In addition,Ls represents the total substrate length. However, in the interior of very
large silicon dies, the outer regions are not affected by the heat dissipation within the active area.
It is obvious that in this case, the sample lengthLs has to replaced by the width which is covered
by the heat diffusion during the duty cycle.

Fourth, since this study has been carried out with a fixed heat dissipation rate, we implicitly as-
sume that during the device operation the thermal feedback on the electrical behavior is negligible.
However, this restriction is violated, for example, during short circuit operations of IGBT samples
comprising a very small number of cells. Since the saturation currents significantly depend on
the channel temperature, the lower peak temperature within the smaller test structures results in a
higher short circuit current which, in turn, increases the heat dissipation rate.

4.3.8 Summary

The most important results of this section are summarized by the following statements:

� The temperature distribution within power devices operating with low power dissipation can
be detected by Internal Laser Deflection measurements with high sensitivity and excellent
accuracy.

� Adding the photo currents of all segments of the four–quadrant detector yields the total
transmitted intensity. Although laser deflection and free carrier absorption measurements
can thus be performed simultaneously, a separate pin diode detector essentially improves the
accuracy and the reliability of the absorption measurements.

� Thermal modulations of the optical sample thickness result in Fabry–Perot oscillations of
the deflection signal, which have to be suppressed by depositing an antireflective coating or
using an incoherent light source.

� To gain a quantitative evaluation rule of the deflection signal, the probing beam is considered
a Gaussian beam whose optical axis is deflected in the sample according to the laws of geo-
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metrical ray tracing. The field distribution at the rear side is projected by the imaging lens,
resulting in a Gaussian field distribution on the detector. The deflection signal is affected
by three parameters, namely the interaction length within the sample, the image formation
properties of the imaging lens, and the detector response function.

� The saturation of the detector response function constitutes the limiting effect of the mea-
surement range, which can be extended by reducing the detector size. However, an increase
by at most a factor of 2 is attainable on account of practical restrictions.

� The image formation by the imaging lens is characterized by two parameters, namely the
transverse magnification and the distance of the device rear surface to the image of the detec-
tor plane. While the former affects the deflection signal in the same way as a corresponding
scaling of the detector geometry, the increase of the latter enlarges the spot diameter on the
detector. Thus, an extension of the measurement range by a factor of 2 can be achieved,
unless the ratio of the spot diameter and the detector size must not be increased due to the
same practical constraint as in the previous item.

� The most effective way to increase the measurement range is to reduce the interaction length
L. Probing test structures which comprise a small active area embedded in a larger silicon
die requires the definition of effective interaction lengths which reflect the effects of the
additional lateral heat diffusion. Thus, laser deflection measurements facilitate the detection
of temperature gradients up to about0:6K=�m, which typically correspond to temperature
rises of about 60 K if the heat sources are located near the top surface.



Chapter 5

Numerical Simulation of Interferometric
Techniques

In this chapter, we will investigate laser probing techniques which are based on interferometry and
therefore promise several important advantages: First, the periodically oscillating detector signal
lacks of saturation effects and thus enables a large measurement range, which is merely limited by
parasitic effects. Second, the desired information is extracted by exploiting the knowledge that the
optical path length of the probing beam is modulated by one wavelength as two adjacent intensity
maxima are observed on the detector. Consequently, there is no need for calibrating the optical
setup, such as the magnification of the imaging system or the sensitivity of the detector, for ex-
ample. Third, as interferometric techniques are sensitive to the optical sample thickness they do
not detect the gradients but directly reveal the absolute value of the refractive index. However, the
oscillating signal reflects the temperatureevolutionand thus requires an integration in time space,
but the initial temperature distribution during transient switching is usually known. In particu-
lar, it is homogeneous and equal to the ambient temperature in case of the operating conditions
investigated below.

On the other hand, a major drawback is common to all interferometric techniques: The oscillat-
ing signal does not allow to discriminate whether it originates from an ascending or a descending
temperature evolution. Consequently, it could be difficult to identify the temperature maximum
during a transient process.

5.1 Backside Laser Probing and Differential Backside Laser
Probing

As a first example, we will discuss Backside Laser Probing, which has been successfully em-
ployed for investigating a variety of devices, e. g. power MOSFETs [86], smart power devices
[99], MEMS [127], and ESD protection devices [94].

Contrary to the measurement techniques discussed in the previous chapter, Backside Laser
Probing operates by means of a vertically propagating laser beam. Thus, only integral information
on the carrier concentration and the temperature profile in vertical power devices is provided.
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However, since the beam path isparallel to the gradient of the refractive index, the probing beam is
not subject to a lateral deflection, which will be shown to limit the measurement range of scanning
techniques employing a laterally propagating laser beam.

To provide access for the probing beam penetrating the device from the rear side a window has
to be etched in the bottom metallization layer. Its effect on the device performance is one of the
most interesting questions and will be addressed in the following section.

5.1.1 Effects of the sample preparation

To investigate the effects of etching a window in the collector contact simulations of multiple
IGBT cells have been performed. As it can be seen from fig. (5.1), current crowding at the contact
edges results in an enhanced carrier concentration at the bottom of the device. This phenomenon
is typical of potential driven particle currents and is also observed, for example, as the water level
rises in front of the piers of a bridge in the river. For a thorough quantitative analysis, lateral cuts
in various depths of the structure are plotted in fig. (5.2). Compared with an unprepared device,
the carrier density at the edges of the window is almost twice as large. This excess concentration
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Figure 5.1: Carrier distribution in the interior of an IGBT sample with a window in the collector
contact metallization layer (current density25A=cm2).
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Figure 5.2: Carrier distribu-
tion in various depths within
an IGBT sample prepared for
Backside Laser Probing (cur-
rent density25A=cm2). Due
to symmetry, only the right
hand half of the sample is
shown.
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Figure 5.3: Temperature distribution in the interior of an IGBT sample with a window in the
collector contact metallization layer (short circuit operation with 500 V collector–emitter voltage,
(t = 3�s).
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becomes smaller as the distance to the rear surface increases, and it vanishes at the top surface.
The integral of the carrier distribution along a vertical cutline — this is the quantity affecting the
phase shift signal — is therefore raised by about 35 % due to the etching of the window.

As a consequence of the enhanced current density at the window edges, a local temperature
increase is observed (cf. fig. 5.3). However, the profiles along lateral cutlines in various depths (cf.
fig. 5.4) clearly reveal that this effect amounts to only some percent and is therefore negligible.

Figure 5.4: Temperature dis-
tribution in various depths
within an IGBT sample pre-
pared for Backside Laser
Probing (short circuit oper-
ation with 500 V collector–
emitter voltage,t = 3�s).
Due to symmetry, only the
right hand half of the sample
is shown.
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In summary, etching a window in the rear metallization layer gives rise to current crowding
at the contact edges. The resulting local increase of the carrier concentration enhances the carrier
contribution to the phase shift signal by about 35 % whereas the modulations of the temperature
distribution can be neglected. Since the latter is by far the most significant effect in samples with
a high power dissipation as, e. g., IGBTs operating under short circuit conditions, the preparation
effects need not to be taken into account for the evaluation of the measurement results in this case.

5.1.2 The measurement signal

The Backside Laser Probing technique employs a laser beam with an angular aperture of about 0.1
to 0.4. The resulting optical field distribution (cf. fig. 5.5) displays a minimum spot diameter of
about8�m at the top surface. Due to the small interaction length of2 � 200�m, beam spreading
increases the spot diameter to only15�m at the bottom surface, which promises an excellent
spatial resolution.
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Figure 5.5: Optical field distribution in the interior of the investigated sample (�A = 0:25).

Extracting the phase shift signal

As described in section (2.2.3), the positions of the probing beam and the reference beam are
controlled by the driving frequencies of the acousto–optic modulator,!1 and!2, respectively.
Since the diffraction within the modulator shifts the frequencies of the laser beams by!1 and!2,
respectively, their electric fields on the detector are represented by [58]

~Epr(t) = ~Epr;0 exp[i(! + 2!1)t + i�'(t)]; ~Eref(t) = ~Eref;0 exp[i(! + 2!2)t] (5.1)

where! denotes the frequency of the original laser beam. Consequently, the following intensity
signal is observed:

ID(t) = j ~Epr;0j2 + j ~Eref;0j2 + 2 ~Epr;0 ~Eref;0 cos(2�!t+�'(t)] with �! = !1 � !2 (5.2)

The desired phase shift�'(t) can be extracted from the detected intensity signalID(t) by the
following ways (cf. appendix D): The unknown coefficientsj ~Epr;0j2+j ~Eref;0j2 and2 ~Epr;0 ~Eref;0 are
determined from the extrema of the oscillations, thus facilitating a direct solution of equation (5.2).
An alternative strategy is based on Fourier transformations and a suitable filtering in frequency
space to eliminate the coefficients of equation (5.2) (cf. app. D.2).

As an example, the intensity signals calculated from virtual experiments with different angular
apertures and the corresponding phase shift signals are shown in fig. (5.6). Without loss of general-
ity, the difference�! of the driving frequencies can be set to zero for the theoretical investigations.
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Figure 5.6: Short circuit operation of an IGBT sample (500 V collector–emitter voltage, pulse
duration3�s): The left hand figure depicts the calculated detector signal with�! = 0 while the
right hand figure compares the phase shift signal extracted from the intensity modulation (solid
line) with the integrated temperature profile (broken line).

As it can be seen from the figure, employing different angular apertures results in nearly the same
intensity signal. The major reason is that due to the rather small interaction length of2 � 200�m
the probing beam does not spread out significantly, even in case of a high angular aperture.

Interpretation of the phase shift signal

In case of a low power dissipation within the sample, the phase shift signal (cf. eq. 2.20) exhibits
two contributions arising from transient modulations of the carrier concentration and the temper-
ature distribution (cf. fig. 2.8). They are opposite in sign, but of the same order of magnitude
[91]. It should be mentioned that on account of the window in the collector contact, the carrier
contribution is about 35 % larger than that of an unprepared sample would be.

The capabilities of Backside Laser Probing appear when they are employed to investigate de-
vices operating with large power dissipation. In this case, the carrier contribution to the phase shift
signal is negligible in view of the thermal contribution. As it can be seen from fig. (5.6, right) the
integral of the temperature distribution along the vertical path of the probing beam is in excellent
agreement with the phase shift extracted from the intensity modulations, i. e. the lateral spreading
of the laser beam does not introduce a detectable error. Consequently, the phase shift signal is a
direct measure of the heat stored within the device [91]:

�'(t) =
4�

�ctAD

@nSi
@T

LZ
0

ctAD�T (x; t) dx =
4�

�ctAD

@nSi
@T

�Q(t) (5.3)

Thus, although it provides integral information only, Backside Laser Probing constitutes a power-
ful characterization method for power devices since if offers a large measurement range as well.

Further information is gained if the temperature profile in an IGBT operating under short circuit
conditions (cf. fig. 5.7, left) is approximated by a linear profile with vanishing temperature rise at
the bottom. With this assumption, the integral in equation (5.3) can be expressed in terms of the
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Figure 5.7: IGBT sample operating under short circuit conditions (pulse duration10�s). The left
hand figure displays the temperature evolution at a collector–emitter voltage of 300 V. The right
hand figure compares the surface temperature extracted from the phase shift signal according to
eq. (5.4) with the result of an electrothermal device simulation.

surface temperature rise�T (z = 0; t):

�'(t) =
2�L

�

@nSi
@T

�T (x = 0; t) (5.4)

The phase shift signal can thus be interpreted as a measure of the surface temperature. However,
a comparison with the result of an electrothermal device simulation reveals that this simple con-
sideration is only valid with an error of about 50 % (cf. fig. 5.4, right). Nevertheless, it clearly
demonstrates that Backside Laser Probing also opens a way to get an approximate idea of the
temperature rise in the hot spot of the investigated structure.

5.1.3 Differential Backside Laser Probing

A slight modification of the optical setup, namely Differential Backside Laser Probing [95], oper-
ates with both beams positioned in the window region. Thus, lateral temperature inhomogeneities
can be directly extracted from the measurement signal.

To understand the shape of the differential phase shift signal on IGBTs, we have to examine
which effects govern the temperature integrals along the paths of the two probing beams. On the
one hand, the channel region and the space charge region at the reverse biased p–well of the IGBT
constitute an area with a large heat generation rate. On the other hand, etching the window in
the collector metallization results in current filaments at the edges of the contact (cf. fig. 5.8).
Though the heat dissipation rate in this region is comparably small, it essentially contributes to the
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Figure 5.8: Current density distribution in an IGBT sample prepared for Backside Laser Probing
(short circuit operation at 500 V collector–emitter voltage,t = 3�s).

temperature integral due its rather large extension of more than100�m. Consequently, the total
absolute phase shift signal near the window edges is slightly larger than that in the center of the
sample (cf. fig. 5.9).

Regarding the differential phase shift signal of two probing beams placed between two cells
and at the edge of the p–well, respectively, (cf. fig. 5.10, left) we observe a positive peak during
the current pulse. It is introduced by the probing beam penetrating the channel area and the space
charge region at the reverse biased p–well, which exhibit a large power dissipation during the
current pulse. After turn–off, however, the power dissipation in the current filaments at the window
edges represents the most significant contribution. It is detected by the second probing beam and
therefore results in a negative peak of the differential phase shift signal. Since the latter effect is
introduced by the sample preparation the differential phase shift signal of an unprepared device
would be completely different (cf. fig. 5.10, right): As electrothermal device simulation reveals, it
comprises only one positive peak with two slight maxima due to the turn–on and turn–off losses,
respectively. As thermal diffusion evens out the lateral temperature inhomogeneities arising during
the current pulse, the differential signal drops to zero immediately after turn–off.
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Figure 5.9: Absolute phase shift signal in the
center and near the edge of the collector con-
tact window.

However, our major interest is focussed on
the temperature distribution in the interior of
unprepared samples. For that reason, the fol-
lowing analytical correction of the experimen-
tal signal is proposed to attain at least an ap-
proximate elimination of the preparation ef-
fect: As we know that the differential phase
shift signal gained on unprepared samples
would vanish after turn–off, a piecewise lin-
ear function is added to the signal measured
on the prepared samples. This function is zero
before turn–on, increases linearly during the
current pulse up to the absolute value of the
differential signal immediately before turn–off
and decreases exponentially to zero afterwards.
Hence, the corrected phase shift signal van-
ishes at the end of the current pulse and
matches the fictitious phase shift signal of an
unprepared sample with satisfying accuracy
(cf. fig. 5.10, right). For further illustration,
we have also included real measurement results in the figures. This demonstrates that despite the
difficulties arising from the preparation effects, Differential Backside Laser Probing reveals use-
ful information about the lateral temperature distribution. The shape of the experimental signals
clearly confirms the predictions of the theoretical model, which emphasizes that simulating the
measurement process constitutes a powerful strategy to support the interpretation of the measure-
ment results.
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Figure 5.10: Differential phase shift signal of two probing beams positioned between two cells
and at the edge of the p–well, respectively (Short circuit operation with 500 V collector–emitter
voltage). Left: phase shift signals obtained on a prepared sample; right: The results of the real and
the virtual experiment on prepared samples are corrected as mentioned in the text and compared
to the phase shift obtained by an electrothermal device simulation of an unprepared sample.
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5.1.4 Summary

Backside Laser Probing employs a vertically propagating laser beam and thus provides integral
information about the carrier and temperature distribution. In particular, we can draw the following
conclusions:

� Regardless of the image formation and the detector sensitivity, two adjacent interference
extrema are observed if the phase of the probing beam is shifted by2�. Consequently, the
optical setup does not need to be calibrated.

� The necessary sample preparation (etching a window in the collector contact metallization)
gives rise to current crowding at the contact edges. The enhanced carrier concentration
affects the carrier contribution to the phase shift signal by about 35 %. The corresponding
effect on the temperature distribution is negligible.

� Even in case of a high angular aperture the lateral convolution of the laser beam profile
and the distribution of carrier concentration and temperature does not introduce a detectable
error.

� In case of a large power dissipation, the phase shift signal is a measure for the heat stored in
the device. Assuming a linear temperature profile, the top surface temperature can thus be
extracted with an error of about 50 %.

� Positioning both laser beams in the window is the basic idea of Differential Backside Laser
Probing. However, since the sample preparation alters the qualitative shape of the phase shift
signal, an analytical correction of the measurement signal has to be applied.

As the gradients of the refractive index are parallel to the propagation direction of the probing
beam, the latter is not deflected laterally. Consequently, Backside Laser Probing offers a very large
measurement range and therefore constitutes a powerful technique to investigate the integrated
temperature distribution within power devices.

5.2 Mach–Zehnder interferometry

While the Backside Laser Probing technique provides vertically integrated information only, we
will now discuss a similar interferometric technique, namely Mach–Zehnder interferometry, which
enables a verticalscanningas it employs a laterally impinging laser beam. Thermally or electri-
cally induced modulations of the optical sample thickness affect the phase of the probing beam.
This phase shift is detected by interference with a reference beam which is conducted around the
sample (cf. section 2.2.4).

To study the capabilities of this technique the same situation as in section (4.3.7) is considered:
A block of silicon (200�m wafer thickness, sample length800�m) is heated by a constant heat
flow of 2 � 104 W

cm2 through the top surface during the period0 < t < 100�s. The resulting
temperature distribution is plotted in fig. (4.30).
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Figure 5.11: Detector sig-
nal of a Mach–Zehnder inter-
ferometer probing a sample
which is heated by a constant
heat flow of2 � 104 W

cm2 . The
probing beam is incident at a
depth of40�m, 120�m, and
160�m, respectively.
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Figure 5.12: Intensity distribution on the detector of a Mach–Zehnder interferometer. The probing
beam is incident at40�m.

The rising temperature increases the optical thickness of the sample. Due to the continuously
increasing phase delay, the superposition of the probing beam and the reference beam alternates
between constructive and destructive interference, resulting in oscillations of the detected intensity
(cf. fig. 5.11). The temperature rise�Tpp between two peaks can be extracted by

�Tpp =
�

L@nSi
@T

+ nSi
@L
@T

: (5.5)

However, the thermally inducedgradientsof the refractive index lead to an increasing de-
flection of the probing beam which may amount to some tens of microns (cf. fig. 4.31). As a
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consequence, the interference of the probing beam and the reference beam deteriorates due to their
increasing distance on the detector. If the latter becomes too large, the field distribution merely
displays different interference fringes with a constant integral intensity and the detector signal re-
mains constant (cf. fig. 5.11 and 5.12). This undesired effect essentially limits the measurement
range.

Broadening the field distribution of the reference beam reduces the sensitivity to a possible
displacement of the probing beam and therefore helps to overcome this difficulty. In addition, a
reduction of the interaction length and an appropriate design of test structures decrease the internal
beam deflection and thus enhance the measurement range. However, since the Mach–Zehnder in-
terferometer requires quite a large experimental effort, e. g. the facilities to split off and guide the
reference beam as well as a careful sample preparation including the deposition of antireflective
coatings, our investigations will focus on the much simpler Fabry–Perot transmission measure-
ments, which will be discussed in the following section.

5.3 Fabry–Perot transmission measurements

Thermally induced Fabry–Perot oscillations emerge as an undesired effect during free carrier ab-
sorption measurements. However, since they reveal the optical thickness of the sample they can by
exploited to extract the temperature evolution at the current beam position. In this section we will
address the question of whether Fabry–Perot transmission measurements (cf. section 2.2.4) con-
stitute a suitable method to ascertain the temperature distribution in the interior of power devices
operating with a large power dissipation. Again, the theoretical study is based on the situation de-
scribed in section (4.3.7), namely a constant heat flow through a thermal contact at the top surface.
To achieve a large measurement range, we take into account specific test structures comprising an
active area which is embedded in a silicon block of800�m in length (cf. fig. 4.32). We will inves-
tigate the probing of samples with different lengths of the active area and elaborate an evaluation
rule for the measurement signal.

5.3.1 The detector signal

The intensity transmitted by a Fabry–Perot interferometer of thicknessL writes [78] (cf. eq. 2.23)

It(t) =
(1� rfrr)

2e��L

(1� rfrre��L)2 + 4rfrre��L sin
2['(t)]

I0 (5.6)

'(t) = k0LnSi + k0 �
 
nSi

@L

@T
+ L

@nSi
@T

!
�T (t) (5.7)

where� andrf;r denote the absorption coefficient within the sample and the reflectivity of the
front and rear surface, respectively. Consequently, the temperature difference between two peaks
is given by

�Tpp =
�=2

L@nSi
@T

+ nSi
@L
@T

: (5.8)

The intensity signal (cf. fig. 5.13) oscillates the more rapidly, the closer the beam position is to
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Figure 5.13: Calculated de-
tector signal of Fabry–Perot
transmission measurements
(heat flow of2 � 104W=cm2

during0 < t < 100�s, length
of active areaLa = 800�m).
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the upper surface which exhibits the greatest temperature rise (cf. fig. 4.30). Since the increasing
internal deflection due to the evolving refractive index gradients impairs the superposition of the
multiply reflected beams, the amplitude of the oscillations continuously decreases. Finally, the
intensity signal converges to a constant value which no longer reveals any information about the
temperature evolution, thus limiting the measurement range.

It is evident that a reduction of the interaction length helps to overcome this difficulty. Since
shrinking the sample size is limited by practical constraints, we consider measurements on test
structures with a smaller length of the active area (cf. fig. 5.14) and try to correct the intensity
signal with respect to the lateral spreading of the temperature distribution (cf. fig. 4.32).

Figure 5.14: Calculated in-
tensity signal of Fabry–Perot
transmission measurements
on test structures with various
lengthsLa of the active region
(heat flow of2 � 104W=cm2

during 0 < t < 100�s,
sample length800�m, beam
position80�m).
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5.3.2 Extracting the temperature evolution

A straightforward way for a quantitative evaluation is to count the interference extrema and calcu-
late the temperature rise according to equation (5.8). A continuous extraction of the temperature
evolution requires the assumption of an interpolation rule [98].
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Figure 5.15: Phase shift sig-
nals (and temperature rises)
extracted from the calculated
intensity signals by a direct
evaluation (dot–dashed lines)
and by filtering in frequency
space (dashed lines). The re-
sults of virtual experiments on
test structures (active length
La = 200�m) are compared
with the temperature profile
obtained by a device simula-
tion (solid lines).
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As the expression (5.6) can be transformed to

1

It(t)
= C1 + 2C2 sin

2['(t)] = (C1 + C2)� C2 cos[2'(t)] (5.9)

with the two a priori unknown constantsC1 andC2, we can also follow the strategy explained in
appendix (D.2): The intensity signal is transformed to frequency space and subjected to band pass
filtering. Thus, the phase can be extracted from the complex function obtained by transforming
back to time space.

Since the formula (5.6) accounts for Fabry–Perot interference of non deflected beams the re-
sults presented in fig. (5.15) and (5.16) are intended to answer the two decisive questions: Which
strategy is the better one for evaluating the intensity signals of deflected beams and which inter-
action length has to be inserted into equation (5.7) to extract the temperature evolution from the
phase shift signal? Encouraged by the experiences with the deflection measurements (cf. section
4.3.7) which suggest to use the active lengthLa in case of a linear dependence on the interaction
length, we assume the latter to be equal to the length of the active area (L = La) in the following
discussion. As mentioned above, the accuracy of the extracted temperature evolution is judged by
a comparison with the reference profile. This is obtained by a one–dimensional solution of the heat
flow equation since we are interested in the temperature distribution within large samples that lack
of the lateral heat diffusion.

As it can be seen from fig. (5.15), the extraction strategy employing the Fourier transformations
is superior if the probing beam traverses samples comprising a large active area. In this case, the
intensity signal exhibits rapid oscillations with a decreasing amplitude, whose time–dependence is
reflected in additional components of the frequency spectrum. Since they can be easily separated
from the frequency of the basic oscillations, the Fourier transformation method accurately reveals
the temperature evolution up to a temperature rise of about 70 K. However, the direct evaluation of
equation (5.9) assuming an oscillation of constant amplitude naturally breaks down soon.

On the other hand, probing test structures comprising a smaller active area results in slower
oscillations of the intensity signal, thus impairing the frequency distance between the oscillating
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Figure 5.16: Phase shift sig-
nals (and temperature rises)
extracted from the calculated
intensity signals by a direct
evaluation (dot–dashed lines)
and by filtering in frequency
space (dashed lines). The re-
sults of virtual experiments on
test structures (active length
La = 50�m) are compared
with the temperature profile
obtained by a device simula-
tion (solid lines).
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component and the constant offset. Hence, the separation becomes more difficult and the extracted
phase shift signal is not able to reproduce the smaller slope of the temperature evolution at the end
of the heat current pulse. In this case, the direct extraction according to equation (5.9) is the better
choice (cf. fig. 5.16) and works sufficiently accurate up to a temperature rise of about 90 K.

In any case, the satisfying agreement of the extracted temperature evolution with the reference
temperature of a thermal simulation clearly demonstrates that the lengthLa of the active area
has to be inserted as the interaction lengthL. However, the reader should be reminded of the
assumptions this study is based on (cf. the end of section 4.3.7). In particular, we have neglected
a possible feedback of the temperature distribution on the electrical behavior of the investigated
device. For that reason, the test structures with the active length of only50�m is not preferable.
Nevertheless, even the absolute height of the detectable temperatures rises on test structure with
La = 200�m is very promising. Therefore, Fabry–Perot transmission measurements obviously
represent a valuable supplement to the existing laser probing techniques. This is especially true,
as they can be performed together with laser absorption and deflection measurements in the same
experimental setup which includes an optical switch to select either an incoherent or a coherent
light source.

5.3.3 Summary

Fabry–Perot transmission measurements are expected to enable a vertical scanning of the tem-
perature profiles in power devices operating with a large power dissipation. Due to their simpler
experimental setup they are preferred to Mach–Zehnder interferometry. In summary, the most
important results of this section are:

� The measurement range of Fabry–Perot transmission measurements is limited by the internal
deflection of the probing beam due to refractive index gradients perpendicular to the optical
axis.

� In case of low power dissipation or small interaction lengths the intensity signal exhibits only
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a few oscillations. Fitting their amplitude and the constant offset, the temperature evolution
can be extracted by solving the transmission formula for the phase shift.

� In case of a large power dissipation the increasing internal deflection impairs the superpo-
sition of the multiply reflected beams. The intensity signal exhibits rapid oscillations with
decreasing amplitude. Fourier transformation and band pass filtering in the frequency space
represent an accurate method to extract the phase shift signal.

� Designing test structures with a smaller active area embedded in a larger silicon die de-
creases the total deflection and thus enhances the measurement range up to a temperature
rise of about 70 K. The temperature evolution extracted from the phase shift signal matches
the reference temperature profile with excellent accuracy if the length of the active area is
inserted as the interaction length into the evaluation formula.



Chapter 6

Electrothermal Device Simulation

The second part of this thesis addresses the validation and calibration of electrothermal device
simulation models. Numerical simulations have emerged as a valuable method to investigate the
physical processes in the interior of semiconductor devices. The fundamental mathematical struc-
ture of the numerical model consists of a set of partial differential equations representing an ap-
propriate description with the desired range of validity. These equations are derived from basic
physical theories, e. g. electrodynamics, thermodynamics, or quantum mechanics, and govern the
evolution of the corresponding state variables.

From the physically rigorous point of view, the internal dynamics of semiconductors consti-
tutes a many particle problem of quantum–mechanics. However, among the numerous degrees
of freedom only a few macroscopic observables are of particular interest. A rigorous treatment
of the many particle problem is therefore neither feasible nor desirable. Hence, the fundamental
challenge in semiconductor device modeling is reducing complexity to a physically based set of
equations with a limited number of variables.

Several semi–classical approaches to device simulation have been proposed which are based on
a momentum expansion of Boltzmann’s transport equation. Including the first three moments rep-
resenting particle conservation, momentum conservation, and energy conservation, respectively,
Bløtekjær [128] derived a set of equations which is known as the Hydrodynamic (HD) model to-
day. Cook and Frey [129] simplified the HD model to the so–called Energy Balance (EB) model by
neglecting the mean kinetic energy compared to the electron thermal energy. Assuming constant
and equal temperatures of the electron gas, the hole gas and the host lattice, we obtain the Drift–
Diffusion (DD) model as a special case of the EB model. From the historical point of view, the DD
model constitutes the first approach to semiconductor device simulation and was reported by Van
Roosbroeck [130] in 1950. It forms the original basis of many well known general purpose device
simulators (e. g. PISCES, MEDICI [131], ATLAS [132]). Although an additional description of
lattice heating was included into some of them afterwards, they usually lack of a self–consistent
treatment of carrier and heat flow.

A different methodology was published by Wachutka who applied the principles of irreversible
thermodynamics [133] and linear transport theory [134, 135] to derive a self–consistent electrother-
mal formulation, which is known as the Thermodynamic (TD) model [62, 136]. The following part
of this thesis is dedicated to a comprehensive validation of the TD model, in particular to judge
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its suitability for the accurate and predictive simulation of power devices. We will focus on the
general purpose device simulatorDESSISISE [101] whose implemented set of partial differential
equations is based on the TD model and will be discussed in the following chapter.

6.1 The electrothermal model – derivation from irreversible
thermodynamics

Irreversible thermodynamics is founded on the concept of local thermal equilibrium: The whole
structure is partitioned into small elements, each of which comprises a thermodynamic subsystem.
These cells are supposed to belocally in thermal equilibrium, even if the structureas a whole
is operated far away from its equilibrium state. At a fixed position~r and timet, the structure is
therefore characterized by the local thermodynamic equilibrium variables, such as e. g. energy
densityu(~r; t) or particle densityn(~r; t).

The key idea for deriving a consistent treatment of carrier and heat flow in the semiconductor
is considering each of the above mentioned elements a composite thermodynamic system which
is formed by the subsystems of the electrons, the holes, and the host lattice. The dynamics of the
whole structure is reflected by the space and time evolution of the state variables which is gov-
erned by the balance equations representing particle and energy conservation (cf. section 6.1.2).
However, to obtain a closed system of dynamic equations, additional information is required: First,
the particle and energy currents arising from a global inhomogeneity of the state variables are de-
scribed by irreversible transport theory (cf. section 6.1.3). And second, so-called state equations
relate the conjugate variables to the chosen state variables. For example, assuming a local equilib-
rium distribution of the carriers ink–space, the quasi–Fermi levels are expressed in terms of the
carrier concentrations by the Fermi–Dirac distribution functions (cf. section 6.1.4).

6.1.1 Semiconductors as thermodynamic systems

For modeling the internal dynamics of semiconductors, three interacting thermodynamic systems
are regarded, namely the subsystems of the electrons, the holes, and the host lattice. The two
former are characterized, e. g., by the particle concentrationsn andp and their temperaturesTn
andTp, respectively. Since the density of the lattice atoms is fixed, we only have to include one
additional state variable, namely the lattice temperatureTL.

In a more general description which also accounts for the dynamic ionization of trap centers, in
particular the donor and acceptor levels, additional subsystems with their specific particle densities
and temperatures have to be regarded [137, 138]. However, since the ionization energies of the
commonly used dopants in silicon are small compared with the thermal energy, we will restrict
ourselves to the case of a complete ionization of all dopands.

In the thermodynamic model, these subsystems are assumed in local thermal equilibrium with
each other, i. e. their specific temperatures are equal:Tn = Tp = TL =: T . Hence, we obtain a set
of three state variables which can be represented, e. g., byn, p, andT .

Even in the presence of an electric field, we do not have to introduce another state variable
whose evolution is governed by a dynamic equation. Since the electromagnetic radiation field does
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not affect the motion of the charge carriers, electromagnetic phenomena in non–optical devices are
represented by the electrostatic field~E = �r . It can be calculated from Poisson’s equation

~r
�
"~r 

�
= q

�
n� p+N�

A �N+
D

�
(6.1)

at any point of time and therefore does not represent an independent degree of freedom.
As will be shown below, the conditional equation for the temperature evolution is derived from

the balance of the total energy. For that purpose, we have to determine the energy contributions of
each subsystem. Applying the first law of thermodynamics, the fundamental Gibbs relations in the
presence of an electrostatic field~E = �r read:

dun = T dsn + �(c)n dn (6.2)

dup = T dsp � �(c)p dp (6.3)

duL = T dsL (6.4)

duel = ~E d~D (6.5)

The electrostatic work~Ed~D can be split into two contributions which can be added to the
works of the electrons and holes, respectively. For that purpose, the electrochemical potentials
�(ec)n;p and the quasi–Fermi levels�n;p are introduced by

�q�n := �(ec)n := �(c)n � q (6.6)

�q�p := �(ec)p := �(c)p � q (6.7)

transforming the equations (6.2) to (6.5) to

dun = T dsn � q�n dn (6.8)

dup = T dsp + q�p dp (6.9)

duL = T dsL (6.10)

duel = 0 (6.11)

Expressing the entropy changesds in terms of the chosen state variables and applying Maxwell’s
relations [133, ch. 7], we finally end up with

dun = cn dT + q
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dup = cp dT � q
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3
5 dp (6.13)

duL = cL dT (6.14)

6.1.2 Balance equations

The dynamic evolution of each extensive parameterX is governed by the associated balance equa-
tion

@x(~r; t)

@t
+ div~jx(~r; t) = �x(~r; t) (6.15)
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wherex,~jx, and�x denote the density ofX, the corresponding current density, and the production
rate, respectively. Integrating (6.15) over a small volume provides an intuitive interpretation: The
average density ofX increases by the net flow into the volume and by the production within this
volume.

Since the generationG minus the recombinationR constitutes the production rate of free car-
riers in semiconductors, the particle balances for electrons and holes become:

q
@n(~r; t)

@t
� div ~Jn(~r; t) = q (G�R) (6.16)

q
@p(~r; t)

@t
+ div ~Jp(~r; t) = q (G�R) (6.17)

In these equations, theparticle current densities~jn;p have been replaced by theelectricalcurrent
densities~Jn = �q~jn and ~Jp = q~jp which are commonly used for electrothermal device simulation.

Similarly, the conservation of the total energy is expressed by a balance equation with a van-
ishing energy production rate:

@u(~r; t)

@t
+ div ~Ju(~r; t) = 0 (6.18)

6.1.3 Irreversible transport theory

As mentioned above, the description of global non–equilibrium states assumes that the structure
can be partitioned into small cells in local thermal equilibrium. If the state variables of neighbor-
ing cells have different values, the tendency to evolve towards the global equilibrium originates
particle and energy currents. These phenomena are the subject of Onsager’s irreversible transport
theory [134, 135]. According to his fundamental reciprocity theorem, the bilinear dependence
�s =

P
k;j
~FkLkj ~Fj of the entropy production rate�s on the driving forcesFk is represented by a

symmetric and positive definite matrixLkj.
To apply Onsager’s theorem, we first have to deduce the entropy production rate�s which is

defined according to the generic balance (6.15) by�s = div ~Js + @s=@t. As a first step, the total
entropy density is derived from the equations (6.8) to (6.10). Hence, we obtain:

ds = dsn + dsp + dsL =
1

T
du+

q�n
T

dn� q�p
T

dp (6.19)

Consequently, the entropy current density~Js is related to the energy current density~Ju and the
electrical current densities~Jn;p by

~Js =
1

T
~Ju � �n

T
~Jn � �p

T
~Jp : (6.20)

Inserting these equations together with (6.16), (6.17), and (6.18) results in the following expression:
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In the fundamental formalism [133, ch. 14], the contributions to the entropy production rate
�s =

P
k
~Fk ~Jk are products of current densitiesJk and the corresponding driving forcesFk, called
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affinities. Equation (6.21) therefore identifies~r(1=T ),�~r(�n=T ),�~r(�p=T ), and(�n � �p)=T

as the driving forces to the currents~Ju, ~Jn, ~Jp, andq(G�R), respectively.
With a first order Taylor expansion in the vicinity of the thermodynamic equilibrium, the charge

and energy current densities depend linearly on the driving affinities:0
BB@
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In general, the coefficientsLXX of the matrix are3 � 3 submatrices, since the currents need not
to be parallel with the driving forces. This effect is observed, for instance, in anisotropic material
or in the presence of a magnetic field. In this thesis, however, we will restrict ourselves to the case
where each of these submatrices reduces to a scalar transport coefficient multiplied by the unity
matrix.

According to Onsager’s reciprocity theorem [134, 135], the matrix of equation (6.22) is sym-
metric and positive definite, thus reducing the number of independent coefficients from 9 to 6.

It is convenient to express the current densities in terms of the driving forces~r�n;p and ~rT .
Equation (6.22) therefore becomes:

~Jn = �qn�n(~r�n + Pn~rT )� �np~r�p (6.23)
~Jp = �qp�p(~r�p + Pp~rT )� �pn~r�n (6.24)
~Ju = ��t~rT + (TPn + �n) ~Jn + (TPp + �p) ~Jp + �npTPp~r�n + �pnTPn~r�p (6.25)

The six independent coefficients are represented by the mobilities�n and�p, the coefficient�np =
�pn, the thermoelectric powersPn andPp, and the thermal conductivity�t.

In the general theory, the electron current density may also depend on the gradient of the quasi–
Fermi level of the holes, which has been subject of many discussions in literature (e. g. [139, 140]).
Recently, internal laser probing techniques (cf. section 2.2.2) also have been employed for the
experimental validation [141, 76]. However, the corresponding coefficient�np is small and will
therefore be neglected in the following discussions, which is in agreement with the commonly
accepted hypothesis. Hence, we obtain:

~Jn = �qn�n(~r�n + Pn~rT ) (6.26)
~Jp = �qp�p(~r�p + Pp~rT ) (6.27)

6.1.4 Carrier concentrations and Fermi levels

In order to complete the description of the electrothermal model, we finally have to specify a
relation between the particle densitiesn andp and the associated quasi–Fermi levels�n and�p.
Since the system of the electrons is assumed to be in local equilibrium, the electron distribution in
k–space in the absence of an electric field is governed by the Fermi distribution functionfn with
the quasi–Fermi energy�(c)n . The total concentration of free electrons is therefore obtained by the
integral

n =

1Z
Ec0

�c(E)fn(E) dE (6.28)
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where�c(E) denotes the density of states in the conduction band. Introducing the effective density
of statesNc [142] and the Fermi integralF1=2, the above equation is usually written as

n = Nc F1=2
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!
� Nc exp
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!
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q( � �n)

kT

!

(6.29)
where Boltzmann statistics can be used for carrier concentrations up to1018 cm�3. This relation is
also valid in the presence of an electric field if it is sufficiently weak, that all energies are shifted
by q , but the electron distribution ink–space remains nearly unaffected.

Solving Poisson’s equation in an intrinsic semiconductor which is not exposed to an external
electric field ( = �n = �p = 0), the termNc exp(�Ec0=kT ) is shown to be equal to the so–called
intrinsic concentration [143]

ni :=
q
NcNv exp

��Eg
2kT

�
: (6.30)

Hence, we getn = ni exp[ q( � �n)=kT ] and similarlyp = ni exp[ q(�p �  )=kT ].
A convenient way to include Fermi statistics consists of introducing the effective intrinsic con-

centrations
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While they approachni in the Boltzmann limit, approximate calculations fornie;p
n

are employed in
case of large carrier concentrations. Thus, we finally obtain:

n = nie;n exp
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(6.32)
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Solving for the quasi–Fermi levels results in the following state equations:

�n(n; p; T ) =  (n; p; T )� kT

q
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(6.34)

�p(n; p; T ) =  (n; p; T ) +
kT

q
ln

 
p

nie;p(T )

!
(6.35)

6.1.5 Governing equations

From the macroscopic point of view, the dynamics of the system is described by the time evolution
of the state variables. The governing equations are therefore derived by inserting the current rela-
tions (6.26), (6.27), and (6.25) into the corresponding balance equations (6.16), (6.17), and (6.18),
respectively. In addition, the state equations (6.34), (6.35), and (6.1) relate the conjugate variables
�n and�p to the thermodynamic variablesn, p, andT .
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The time evolution of the carrier densities is governed by the particle balances (6.16) and
(6.17):

q
@n(~r; t)

@t
= div

h
�qn�n(~r�n + Pn~rT )

i
� q (G� R) (6.36)

q
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@t
= �div

h
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i
� q (G�R) (6.37)

The key idea to obtain a conditional equation of the temperature evolution which is consistent with
the drift–diffusion model consists in exploiting the conservation of the total energy. In other words,
(6.12), (6.13), (6.14) and (6.25) are inserted into the balance equation (6.18), resulting in
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Although this equation does not reflect the heat balance from the thermodynamic point of view, it
is usually referred as the ”heat flow equation”, whose right hand side represents the heat generation
rateH.

In addition to these dynamic relations, the state equations (6.1), (6.34), and (6.35) have to be
satisfied. On the one hand, the quasi–Fermi levels�n;p are explicitly given by (6.34) and (6.35)
and can be directly inserted into (6.36) and (6.37). On the other hand, Poisson’s equation
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cannot be solved for the potential analytically. Therefore, is introduced as an additional
variable and the system of the four partial differential equations comprising (6.36), (6.37), (6.38),
and (6.39) has to be solved numerically.

For the electrothermal simulations in this thesis the general purpose device simulatorDESSIS ISE
[101] was employed, into which the electrothermal model as sketched above is implemented [144].
However, the heat flow equation (6.38) was simplified by neglecting the last two terms on the right
hand side (cf. [101, eq. 14.13]). The resulting effects will be discussed in the following chapter.

6.1.6 Interpretation of the heat generation mechanisms

A familiar interpretation of the heat generation rateH is gained by evaluating the divergence
operator on the right hand side of equation (6.38) and inserting the equations (6.16), (6.17), (6.26),
and (6.27). Thus, we obtain

H = (HeJoule +HhJoule) +Hrec + (HPeltier +HThomson) +Htrans : (6.40)

First, we follow Wachutka [62] and identify

HeJoule =
~J 2
n

qn�n
and HhJoule =

~J 2
p

qp�p
(6.41)
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as the Joule heat of electrons and holes, respectively. Since these expressions always refer to a
positive heat generation rate, this definition of Joule heat is preferable against the widely used
formula ~J ~E. The latter becomes negative, for example, if the total current across a forward biased
pn–junction is dominated by the diffusion current flowing in the direction opposite to the electric
field.
Second, the recombination heat is represented by

Hrec = q(R�G) (�p + TPp � �n � TPn) : (6.42)

As a third term, we obtain the Peltier/Thomson heat

HPeltier +HThomson = � ~JnT ~rPn � ~JpT ~rPp : (6.43)

It can be broken into the Thomson heat which applies to a current flow across a temperature gradi-
ent and the Peltier heat that arises from a current flowing across the gradients of the thermoelectric
powers under isothermal conditions:
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Finally, an additional heat production rate originates from transient modulations of the carrier
concentrations:
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As a consequence of simplifying the right hand side of the heat flow equation (cf. section 6.1.5),
this contribution to the heat production rate in the simulatorDESSISISE becomes

Htrans = �q
h
PnT + �n

i@n
@t

+ q
h
PpT + �p

i@p
@t

: (6.47)

Note that this relation is physically unreasonable since the coefficients depend on the absolute
value of the quasi–Fermi levels and are therefore affected by a shift of the reference level for
the circuit potentials. Fortunately, this contribution is small in view of the other heat generation
mechanisms and can therefore be neglected for practical purposes.

6.1.7 Boundary conditions

For specifying the boundary conditions of the electrical equations (6.1), (6.16), and (6.17), we have
to distinguish between contacts and interfaces to insulating materials. The most common model
for electric contacts is the so–called Ohmic contact [143] which assumes the quasi–Fermi levels to
be equal to the externally applied biasV :

�n = �p = V (6.48)
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In addition, the carrier concentrations are supposed to be in thermal equilibrium, i. e.np = n2
i;eff ,

resulting in the following boundary condition for the electrostatic potential:

 = V +
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On the other hand, the boundary conditions at the interfaces to electrically insulating materials
are derived by integrating (6.16), (6.17), and (6.39), respectively. Hence, we obtain
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where~n, �Surf , RSurf denote the normal vector to the interface, the interface charge density, and
the surface recombination rate, respectively. If the interface charge and the surface recombination
can be neglected, these conditions simplify to
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As a consequence of energy conservation (6.18) the energy current density~n ~Ju across an in-
terface has to be continuous. Thus, the following boundary condition holds [62]:
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Here,h denotes the heat exchange coefficient of the interface andText, P ext
n , andP ext

p represent
the temperature and the thermoelectric powers of the material beyond the boundary. In case of
electrically insulating boundaries (~Jn~n = ~Jp~n = 0) this equation includes two interesting special
cases: On the one hand, perfect thermal coupling to a heat sink (h ! 1) results in the Dirichlet
conditionT = Text. On the other hand, thermally insulating surfaces (h = 0) are reflected by the
homogeneous Neumann boundary condition@

@~n
T
���
sc
= 0.

Finally, it should be noted that the implementation in the simulatorDESSIS ISE neglects the
convective terms proportional to~Jn~n and ~Jp~n on the right hand side of equation (6.54). The
consequences of this simplification will be addressed in section (7.3).

6.1.8 Summary of the underlying assumptions

In summary, the thermodynamic model is based on the following preconditions:

� The whole structure is partitioned into small cells which are assumed in local thermal equi-
librium. Each of them has to be small enough that spatial variations of all variables within
the cell are negligible. However, a lower limit of the cell size originates from the following
facts:
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– Each cell must contain a sufficient number of particles such that statistical averages
are well defined. For example, demanding a minimum of106 particles requires a cell
volume of1�m3 at a carrier concentration of1018 �m�3.

– The mean free path must be small with respect to the cell size. Otherwise, the Fermi–
Dirac distribution function cannot be applied to account for thek–space distribution of
the carriers.

� The distributions of the carriers in thek–space are governed by the local Fermi–Dirac distri-
bution functions. In particular, since the local equilibrium is described by two quasi–Fermi
levels, intraband relaxation and intervalence band relaxation must be much faster than inter-
band relaxation.

� External forces must vary much slowlier than the largest relaxation time.

� The electron gas, the hole gas, and the host lattice are in thermal equilibrium with each other,
i. e. their temperatures are equal.

� The currents are driven by the gradients of the state variables.

6.2 Modeling material properties

The model sketched in the previous section includes several material coefficients. These are the
dielectric constant", the heat capacityct, the effective intrinsic densityni;eff , the generation/re-
combination rateR, as well as the transport coefficients�n, �p, Pn, Pp, and�t. The models for the
recombination rate, the carrier mobilities, and the intrinsic density have to cover a variety of phys-
ical phenomena and therefore usually exhibit a very complex dependence on the state variables.
The following sections are dedicated to a summary of the most important effects. A more detailed
overview can be found in [145].

The minimum demand on physical models isconsistencyand transparency[146]. Physical
models have to be consistent with basic physical theories, such as, e. g., electrodynamics or quan-
tum mechanics, and have to be consistent with each other. In addition, their parameters are claimed
to be transparent, i. e. they have to enable a physical interpretation and have to be accessible to
an experimental determination. However, some technological phenomena are too complex to be
described by physical models of general validity until now. In this case, empirical relations are
commonly used.

6.2.1 Effective intrinsic density

The definition (6.30) relates the intrinsic carrier density

ni(T ) =
q
Nc(T )Nv(T ) exp

 �Eg(T )
2kT

!
(6.55)
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to the band gapEg and the effective densities of states (DOS). The latter are calculated from the
DOS effective massesmc andmv by assuming a parabolic band structure [142]:

Nc = 2

s
mckT

2��h2

3

; Nv = 2

s
mvkT

2��h2

3

(6.56)

In heavily doped semiconductors, many–particle interactions and potential fluctuations in an in-
creasingly disordered system result in a shrinkage of the effective energy gap. Empirical formulas
of band gap narrowing have been reported by several authors: Based on electrical measurements of
thenp product in npn–transistors, two different models were proposed by Slotboom and de Graaff
[147, 148, 149] and del Alamo [150, 151]. Bennett and Wilson [152] carried out a statistical com-
parison of different absorption and luminescence data for n–type silicon, which is represented by
an analytical fit [145]. Details about the analytical structure of the models available inDESSISISE
can be found in [101].

Since the active area of power devices exhibits a weak doping level, band gap narrowing has to
be taken into account in the highly doped emitter regions only. Together with the minority carrier
lifetime, it constitutes a significant effect on the emitter efficiency.

6.2.2 Recombination and carrier lifetime

On of the crucial parameters of the electrothermal model is the total recombination rateR which
exhibits a very complex dependence on the distributions of the charge carriers in phase space.
With indirect semiconductors, transitions from the conduction band minimum to the valence band
maximum (or vice versa) proceed by the assistance of a third particle for momentum transfer.
Radiative recombination can be neglected in view of the recombination via traps in the energy
gap (Shockley–Read–Hall recombination), the Auger recombination, and the impact ionization.
Their physical background and the commonly employed models are summarized in the following
paragraphs.

Shockley–Read–Hall recombination

An empirical model for the indirect recombination via a trap level in the energy gap was first
derived by Shockley and Read [153] and Hall [154]. They balanced the following processes (cf.
fig. 6.1):
� An electron from the conduction band is captured by an empty

trap (electron capture)

� A trapped electron is released into the conduction band (elec-
tron emission)

� A trapped electron is emitted by neutralizing a hole in the va-
lence band (hole capture)

� An electron in the valence band is captured by an empty trap,
thus generating a hole in the valence band (hole emission)

ec ee

v

hc he

Ec

Et

E

Figure 6.1: Capture
and emission processes
for recombination via a
trap level.
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The transition probabilities are expressed in terms of the trap concentrationNt and the capture
cross sections�n;p. Their absolute values are measured by deep level transient spectrocopy (DLTS)
which also provides information about the energy level of the recombination centers. An overview
of experimental techniques can be found in [155].

Introducing the definitions

�n :=
1

�n vthNt
and �p :=

1

�p vthNt
; (6.57)

the recombination rate finally becomes

RSRH =
np� n2i

�p(n+ n1) + �n(p+ p1)
: (6.58)

For the sake of simplicity, the transition rates have been expressed in terms of the total free
carrier concentrationsn andp. A more comprehensive analysis which also accounts for the dis-
tribution of the carriers in the conduction band and the valence band, respectively, was carried out
by Shockley and Read [153]. In case of nondegenerate statistics, however, they obtain the same
formula for the total recombination rate after integrating in the energy domain.

It should be mentioned that the equation (6.58) is based on the assumption that the above de-
scribed capture and emission processes take place immediately. Consequently, the relaxation time
tr has to be small in view of both the variationsn= _n of the carrier concentrations as well as the
”average occupation time”Nt=RSRH of the traps. The former constraint arises from the assump-
tion of steady–state conditions. It is violated if the transition rates lag behind the modulations of
the carrier concentrations. In this case, the number of occupied traps has to be introduced as an
independent variable which is governed by an additional balance equation [137, 138]. The second
precondition, namelytr � Nt=RSRH , fails for very high injection levels. As the carrier concentra-
tion increases, the SRH formula predicts an infinitely increasing recombination rate. However, a
saturation is expected in reality since the transition rates will be limited by the finite relaxation time
for the capture and emission processes. This effect is included by an improved model proposed in
[156].

It is worth mentioning some special cases of equation (6.58): Let�n := n � n0 and�p :=

p� p0 denote the excess carrier concentrations, i. e. the deviations from the equilibrium valuesn0
andp0, respectively. Within regions of charge neutrality,�n and�p have to be equal. We can
therefore define the carrier lifetime by

�SRH :=
�n

RSRH

: (6.59)

In highly n–doped regions (n0 � p0; n1; p1;�n), the recombination rate (6.58) reduces toRSRH =

�n=�p. Hence, we can identify�p as the minority carrier lifetime in n–doped regions. Similarly,
�n governs minority carrier recombination/generation in p–doped regions. However, under high
injection conditions (�n� n0; p0; n1; p1) the carrier lifetime is given by�SRH = �n + �p =: �amb
which is called the ambipolar carrier lifetime.
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Doping dependence: As the doping concentration is increased, a decrease of the SRH lifetime is
observed. This experimental result agrees with the theoretical expectation as the doping impurities
introduce defects into the crystal lattice, thus enhancing the density of the recombination centers.
Since a physically based model is not available yet, the doping dependence is usually represented
by the so–called Scharfetter relation

�n;p = �minn;p +
�maxn;p � �minn;p

1 +
�
Ni=N

ref
n;p

�� : (6.60)

The variety of different experimental data (cf. [145, 101, 157, and references therein]) reflects
the difficulty in finding a general model, which is in particular due to the fact that the carrier
lifetimes and their doping dependence strongly depend on the specific processing conditions. The
calibration of the carrier lifetime model with respect to the employed technology is therefore an
important preparation step for reliable and predictive simulation results.

Temperature dependence: Similar to the doping dependence of the carrier lifetimes, there is no
general agreement on their temperature dependence. For that reason, an empirical power law is
commonly employed [157]

�(T ) = �(300K)
�

T

300K

��
: (6.61)

Its parameters have to be adjusted by a separate calibration step.

Field dependence: The increased tunneling probabilities in a strong electric field can be mod-
eled by a field–enhanced SRH recombination rate. Therefore, the carrier lifetime becomes field
dependent. Since this effect is beyond the scope of this work, the reader is referred to the literature
(e. g. [145]) for further details.

Surface recombination

At the interfaces between different materials and at the edges of the device, the presence of inter-
face states increases the recombination/generation rate. Since the concentration of the recombi-
nation centers on an interface located atz = 0 can be written asNt(x; y; z) = NS(x; y)Æ(z), the
surface recombination rate is given by

RSurf =
np� n2i

(n+ n1)=vsr;n + (p+ p1)=vsr;p
(6.62)

which is of the same structure as the SRH formula. The surface recombination velocitiesvsr;n and
vsr;p are in the order of10 cm

s
to 107 cm

s
.

Coupled defect level recombination

In order to optimize device performance, the carrier lifetime in power devices is adjusted by elec-
tron or ion irradiation or the diffusion of heavy metals, such as, e. g., platinum [158, 159]. This
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processing step introduces a variety of different trap levels in the energy gap [160, 161]. In this
case, the single–level Shockley–Read–Hall model constitutes a rough approximation only. A gen-
eralization for two coupled defect levels was derived by Schenk and Krumbein [162].

The total recombination rate is written as

RCDL =
�q

R2
12 + S12 �R12

�
�n1�p2(n+ n2)(p+ p1)� �n2�p1(n+ n1)(p+ p2)

r1r2
+RSRH(Et1) +RSRH(Et2) : (6.63)
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Figure 6.2: Capture and emission pro-
cesses for two coupled defect levels
(adopted from [162]).

The first term accounts for the cascade transition from
the conduction band to the valence band via the upper
and the lower trap level. The additional single–level
recombination rates via level 1 or level 2 are repre-
sented by the last two terms (cf. fig. 6.2).

It should be pointed out that — like the Shockley–
Read–Hall formula — this model assumes instanta-
neous transitions between the different energy levels
and is therefore limited to the same restrictions as
mentioned above.

Auger recombination

Auger recombination and generation is a three particle process: The energy of a direct transition
between the conduction band and the valence band is transferred from or to another electron or hole
in the conduction band or valence band, respectively. The net Auger recombination rate becomes:

RAu = (Cnn + Cpp) (np� n2i ) (6.64)

Due to its cubic dependence on the carrier concentrations, Auger recombination gains increasing
significance as the carrier concentrations rise above1018 cm�3.

Impact ionization

Additional electron–hole pairs are generated by free carriers that are sufficiently accelerated by
a high electrical field, i. e. within a space charge region. If its width is larger than the mean
free path between two ionizing collisions, impact ionization occurs. This effect leads to charge
multiplication (avalanche generation) and is described by

Gav = �nnvn + �ppvp (6.65)

wherevn andvp denote the drift velocities. Various models of the ionization coefficients�n and
�p have been proposed by different authors, e. g. [163, 164, 165, 166, 167].

Avalanche multiplication is one of the electrical breakdown mechanisms under reverse bias
conditions and therefore limits the blocking capabilities of power devices.
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6.2.3 Carrier mobility

The motion of carriers as a response to the driving affinities is limited by scattering events. The
most important mechanisms in silicon are phonon scattering, impurity scattering, electron–hole
scattering, and scattering by interface states. In case that the scattering events are independent and
the~k–dependence of their relaxation times are equal, the corresponding scattering probabilities
have to be summed up. The total low field mobility� is therefore given by

1

�low
=
X
i

1

�i
(6.66)

which is known as the Matthiessen rule. Although there are still some doubts about its accuracy,
it is commonly used for mobility modeling. The most significant contributions arise from the bulk
mobility �b accounting for phonon and impurity scattering, the surface contributions�ac and�sr,
and the contribution�eh due to carrier–carrier scattering:

1

�low
=

1

�b
+

 
1

�ac
+

1

�sr

!
+

1

�eh
(6.67)

For each contribution empirical formulas are proposed. The most common of them are briefly
summarized below.

In strong electric fields, however, the linear dependence of the carrier drift velocities on the
driving forces breaks down. Consequently, a saturation of the mobility is observed. This effect
originates from the changes of the effective masses due to the non–parabolic band structure and de-
viations from the equilibrium distribution functions in high electric fields. An empirical model for
the high–field saturation was proposed by Caughey and Thomas [168] and generalized by Canali
[169] who introduced temperature dependent parameters. Thus, the field dependent mobility is
written as

�(Ek; T ) =
�low(T )�

1 +
�
�low(T )Ek
vsat(T )

��(T )�1=�(T ) (6.68)

where the low field mobility�low is given by equation (6.67).

Bulk mobility

Two mechanisms limit the bulk mobility, namely phonon scattering and ionized impurity scat-
tering. As temperature rises, the lattice vibrations increase and cause a decrease of the mobility.
Theoretical analysis predicts a temperature dependence ofT�3=2. On the other hand, the carri-
ers moving faster at higher temperatures are less effectively scattered by the impurity potentials.
Therefore, impurity scattering is expected to be proportional toT 3=2=Ni [170]. An empirical model
of both effects has been proposed by Caughey and Thomas [168] and extended by Masetti [171]:

�b = �min1 e
� Pc
Ni +

�const � �min2
1 + (Ni=Cr)

� �
�1

1 + (CS=Ni)
� (6.69)

The Masetti formula includes the ”lattice mobility”�L = �b(Ni = 0) and the ”impurity scatter-
ing mobility” �I which is obtained in the limitNi ! 1. Although the interpolation is mostly
empirical, it is one of the most commonly employed bulk mobility models.
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Scattering mechanisms at surfaces and interfaces

Especially in the channel region of MOS structures, additional scattering mechanisms significantly
decrease the mobility. The Lombardi model [172] accounts the scattering by surface acoustic
phonons and surface roughness. To describe the former, the deformation potential theory of surface
phonon scattering [173] was applied to express the electron mobility�ac in terms of the normal
electric field:

�ac(E?; T ) = T�1
 
B

T

E?
+ C

1

E
1=3
?

!
(6.70)

In this relation, the effective thickness of the inversion layer is represented by the two parameters
B andC.

Surface roughness scattering is modeled by [174]

�sr(E?) =
Æ

E2
?

: (6.71)

Since surface roughness scattering strongly depends on the crystal orientation and the specific
processing conditions, the parameterÆ has to be adjusted for each device technology.

Carrier carrier scattering

In case of high carrier concentrations a significant mobility decrease arises from electron–hole
scattering. Applying the screening theory of Conwell and Weisskopf [175], Fletcher [176] and
Choo [177] proposed the following model:

�eh =
D � (T=T0)3=2p

np ln [1 + F � (T=T0)2(pn)�1=3] (6.72)

6.3 Numerical methods

Solving the coupled system of the partial differential equations (6.36), (6.37), (6.38), and (6.39)
involves the following steps: Discretization in space and time transforms the partial differential
equations to a nonlinear system of algebraic equations. The whole system is either simultaneously
solved by the direct Newton algorithm or decoupled and subjected to the iterative Gummel scheme.
In both cases, the update of the current vector of unknowns requires the solution of a linear system
of equations. To tackle this problem, a variety of iterative and direct algorithms have been proposed
in the literature (cf. e. g. [178, 143] for an overview).

6.3.1 Discretization

The space discretization is based on the box discretization method [179] (cf. fig. 6.3). Its greatest
advantage is the ability to handle arbitrary geometries and nonuniform meshes. The perpendicular
bisectors of the edges to the surrounding vertices form the boundary of a box around each vertex.
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Figure 6.3: Box discretization
around vertexi.

Then, the partial differential equations are integrated over
the volume of the box, applying the theorem of Gauss to
transform the integrated divergence operators. For example,
Poisson’s equation (6.39) becomes

X
j 6=i

dij"( i� j)=lij = Vi q (ni� pi+N�
A;i�N+

D;i) (6.73)

whereVi represents the volume of the box (in two dimen-
sions, the area of the box),dij andlij denote the area (in two
dimensions, the length) of the perpendicular bisector and the
length between vertexi andj, respectively.

The time discretization scheme is based on the TR/BDF2 method [180]. A trapezoidal differ-
entiation formula is applied to determine the step towards an artificial point of timetn + 
�tn.
Based on this interpolation, the real time step fromt = tn to t = tn+1 = tn + �tn is calculated.
Details can be found in [101, 180].

6.3.2 Solution of nonlinear equations

The solution of a nonlinear system of equations is based on the Newton algorithm. Summarizing
the unknowns in a vectorx, the update�xk of the iteration no.k is calculated from

f 0(xk)�xk = �f(xk) (6.74)

where the vector functionf represents the system of equations.
Two iterative methods are commonly employed for solving the coupled system of the dis-

cretized equations (6.39), (6.36), (6.37), and (6.38): During the decoupled Gummel scheme [181],
the update of the electrostatic potential is calculated from Poisson’s equation, while the quasi–
Fermi levels and the temperature are fixed. Then, the particle balances are solved for the new
quasi–Fermi levels, keeping the electrostatic potential and the temperature fixed. Finally, the tem-
perature distribution is updated and the cycle is repeated with the just computed values as the new
initial solution. During one iteration, the above described Newton algorithm is therefore invoked
four times where each dimension ofx is equal to the number of grid nodes. This method works
well if the coupling between the equations is weak.

A direct coupled solution is gained if all the unknowns are summarized inx and simultaneously
updated by applying the Newton algorithm to the total system of equations. In this case, the
coupling between the equations is included in the Jacobianf 0. Therefore, this method is more
stable and faster than the Gummel scheme, but requires the solution of a fourfold larger linear
system of equations.

Obviously, various modifications of these methods can be imagined [101], for example, a Gum-
mel scheme of two components, namely the heat flow equation and the coupled system of the
electrical equations. In addition, the equations may be solved in different orders or in terms of
another set of variables. However, choosing the variablesn, p, T , and and the direct and coupled
solution of all four equations constitutes the fastest and most stable strategy.



Chapter 7

Analysis of Electrothermal Effects in Power
Devices

The first part of this thesis has been dedicated to a comprehensive discussion of the capabilities
of different internal laser probing techniques. The analysis supported the development of these
methods and significantly improved the accuracy and the reliability of the experimental results.

Thus, the availability of internal probing techniques has opened up promising chances for the
development of power devices and the validation of electrothermal simulation models. While
measuring terminal behavior during static operation or transient switching has been state of the
art in device characterization for many years, these novel techniques reveal the internal carrier
concentration and temperature distribution. Thus, they provide valuable experimental information
about the physical processes in the interior of semiconductor devices and therefore facilitate a much
more comprehensive validation of the theoretical models which are employed for electrothermal
device simulation. This chapter is focussed on a thorough discussion of major electrothermal
models, in particular those governing the electrical behavior in the forward conducting state and
the corresponding heat generation. Based on various experimental evidence, we will judge the
suitability of these models for the predictive simulation of power devices.

It should be mentioned that the analysis of the measurement processes incorporates an elec-
trothermal device simulation (cf. section 3.1) whose calibration, in turn, is based on the results of
these probing techniques. However, it is evident that a first guess calibration (cf. e. g. [126]) is
enabled by the well–established electrical characterization methods supplemented by the currently
available optical measurement techniques [57, 49, 96, 58, 92]. A recalibration with enhanced
accuracy can be carried out by employing the optimized setups of the existing methods and the
additional probing techniques which are currently under development.

7.1 Electrical behavior

Regarding the physical mechanisms which affect the electrical behavior of power devices, we will
now address the following questions: First, which kind of information can be extracted from the
experimental results? And second, does the electrothermal model accurately predict the distri-
bution and the motion of the carriers? In the discussion, the experimental reference comprises
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the measured carrier concentration profile as well as the terminal characteristics during static and
transient operating conditions. As an example of bipolar devices, the investigations apply to a pin
diode that has been subjected to platinum diffusion for lifetime control.

7.1.1 Carrier distribution under high injection conditions

As the first experimental result gained from the optical probing techniques, the carrier distribution
in the weakly doped drift region of the device have been ascertained from laser absorption mea-
surements. It will be demonstrated in this section that this measured carrier concentration profile
provides valuable information about carrier lifetimes and emitter efficiencies.

In the forward conducting state, power devices are operating under high injection conditions.
In this case, the carrier distribution is approximately governed by the ambipolar diffusion equation

�n� n

L2
D

= 0 : (7.1)

Figure 7.1: Carrier distribu-
tion in a pin diode (current
density150A=cm2). The sim-
ulation results are calculated
with different ambipolar car-
rier lifetimes [78].
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Figure 7.2: Carrier distribu-
tion in a pin diode (current
density150A=cm2). The sim-
ulation results are calculated
with different minority carrier
lifetimes �n in the p–emitter
[78].
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In one dimension, it has the general solution

n(x) = nmin cosh
�
x� xmin
LD

�
: (7.2)

Hence, the 1D carrier distribution represents a cosh–function whose curvature reveals the ambipo-
lar diffusion lengthLD. Exploiting the relation

LD =

vuut�amb 2 kT
q

�n�p
�n + �p

; (7.3)

we can directly determine the ambipolar carrier lifetime�amb. As it can be seen from figure (7.1),
the uncertainty of the extracted carrier lifetime�amb is less than a factor of 2, which constitutes
excellent error bounds concerning the measurement of carrier lifetimes.

As mentioned above, a clever adjustment of the charge carrier distribution in a pin diode helps
to improve the trade–off between the forward conductivity and the turn–off behavior. Hence, we
are in particular interested in the symmetry of the carrier concentration profile which is affected
by the anode and cathode emitter efficiencies. For example, as the minority carrier lifetime of the
electrons in the anode increases, the anode emitter efficiency is enhanced, thus raising the carrier
concentration in the upper region of the device (cf. fig. 7.2). However, it can not be discrimi-
nated from the carrier distribution whether a higher emitter efficiency results from an increased
doping dose or an enhanced minority carrier lifetime. The distinction becomes possible only if the
additional information from the transient temperature distribution is included in the investigation.
Further details are discussed in section (7.2.2). Nevertheless, in view of the fact that the figures are
plotted on alinear scale, it is evident that the calibrated simulation is able to reproduce the carrier
concentration profile with very good accuracy.

7.1.2 Forward terminal characteristics

In the forward conducting state, the total voltage drop at the typical rating currents of50A=cm2

to 150A=cm2 is in the order of about 2 V. A significant fraction of it — typically 50 % to 80 %

Figure 7.3: Forward charac-
teristics of a pin diode. The
simulation results are calcu-
lated with different ambipolar
carrier lifetimes [78].
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— drops across the substrate region operating under high injection conditions. Consequently,
the forward characteristics is shifted towards lower voltage drops (cf. fig. 7.3) as the ambipolar
carrier lifetime increases, since the smaller recombination rate results in a higher overall carrier
concentration, thus enhancing the substrate conductivity.

The carrier concentration profile of the investigated device reveals an ambipolar carrier life-
time of about1:2�s (cf. fig. 7.1). However, the corresponding simulated forward characteristics
exhibits a smaller voltage drop than the measured characteristics. Since the mobilities in weakly
doped substrate material are well known, i. e. the experimental uncertainty is too small to account
for the difference, the real device may include additional resistive mechanisms in the heavily doped
emitters or at the contacts which are not covered by the simulation model. Regarding the differ-
ent values of the voltage drop, the additional resistance should be about severalm
cm2, which
is a reasonable order of magnitude. For that reason, the simulation results can be considered sat-
isfying as theysimultaneouslyreflect the measured carrier concentration profile and the forward
characteristics with acceptable accuracy.

7.1.3 Transient switching conditions
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Figure 7.4: Reverse recovery behavior of a pin
diode (reverse current slope1:2 kA=cm2�s)
[182].

As the last, but not least important, issue of
the electrical properties, the transient switch-
ing characteristics will be discussed in this sec-
tion. In practical applications, one of the most
important features of switching diodes is the
reverse recovery behavior, i. e. the turn–off
behavior when a negative voltage is suddenly
applied to the forward biased device. In this
case, the initial slope of the current transient
is governed by the wire inductivities [6]. Un-
fortunately, the calibrated simulator is not able
to reproduce the measured switching behavior
(cf. fig. 7.4). Consequently, we also observe
a large discrepancy of the extracted charges,
i. e. the integrals over the period of negative
current: The calculated and the measured results differ by nearly a factor of 3. This means that
within the real device a larger fraction of the stored charge recombines during the switching pro-
cess.

A possible reason could be an unproper modeling of the recombination via the trap centers.
As platinum introduces a variety of impurity levels in the band gap [160, 158, 161] the single–
level Shockley–Read–Hall formula (cf. eq. 6.58) constitutes a very rough approximation only.
Employing the coupled–defect–level (CDL) model (cf. eq. 6.63 in section 6.2.2), it would be
possible to take into account at least the two most significant levels of platinum. This model would
therefore be preferable although it comprises a lot of additional parameters most of which are
not known with sufficient accuracy. However, it has been demonstrated that including the CDL–
model does not result in a better description of the reverse recovery behavior [182]. The major
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reason is that both the SRH–model and the CDL–model are valid in case of stationary operating
conditions only, since the capture and emission processes of the trap centers are assumed to take
place immediately. To overcome this restriction, several approaches to allow for the dynamic
trapping have been reported (e. g. [137, 138, 183, 184, 185]). The corresponding simulation
results exhibit a delayed turn–off process and a significantly reduced reverse recovery current
[183, 184, 185], thus constituting a much better description of the switching behavior.

7.2 Heat generation mechanisms

The interaction of the charge carriers with the host lattice partly converts the electrical work to
heat, thus raising the temperature within the structure. After the simulation results for the electrical
properties have been discussed above, it will now be investigated whether the electrothermal model
accurately reflects the thermal behavior of the device.

It has been the subject of many discussions in literature which formula represents the heat gen-
eration rate of a self–consistent electrothermal extension of the drift–diffusion model. A variety of
different models have been reported (e. g. [186, 187, 188, 189, 62]). In addition, the electrother-
mal models which are implemented into commercially available device simulators [101, 131, 132]
display considerable differences. For that reason, this section addresses the question of which heat
generation mechanisms are most significant in semiconductor power devices and therefore have to
be included in the heat flow equation. The investigations are carried out by employing the general
purpose device simulatorDESSISISE into which the model proposed in [62] is implemented.

7.2.1 Devices without lifetime control

First, we will focus on devices that have not been subjected to special processing steps for lifetime
control. As a representative example, a Non–Punch–Through IGBT (NPT–IGBT, cf. fig. 1.2) is
investigated, in particular its operation with ohmic load and under short circuit conditions.

At the top surface, adiabatic boundary conditions are assumed since the heat flow across the
bond wires can be neglected. The mounting onto the copper substrate is reflected by a boundary
condition of the third kind at the rear surface of the device (cf. eq. 6.54). However, the model im-
plemented into the simulatorDESSISISE neglects the convective terms and assumes the following
simplified boundary condition:

�sc
@

@~n
T
���
sc
= h(Text � T ) (7.4)

At first, the temperature evolution during transient switching with ohmic load is investigated.
During the on–state, the device conducts a current of an average density of150A=cm2. On top
of the structure, the simulated temperature distribution (cf. fig. 7.5) exhibits the greatest temper-
ature rise which is accurately confirmed by Internal Laser Deflection measurements. However, a
considerable qualitative difference is observed at the bottom of the device: Whereas the simulated
temperature profile continuously drops to minimum temperature rise at the rear surface, the ex-
perimental result exhibits a second temperature maximum there. It obviously originates from an
additional heat source which is not included in the simulation and will be investigated thoroughly
in section (7.3).
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Figure 7.5: Temperature rise
in an NPT–IGBT during a
current pulse of150A=cm2

(pulse duration70�s).
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Figure 7.6: Heat generation within an NPT–IGBT operating with ohmic load at a current density
of 95A=cm2. Due to symmetry only the right hand half of the IGBT cell is shown. Note, that a
vanishing heat generation rate is plotted in gray. Hence, areas in dark gray refer to a positive heat
generation rate whereas areas in light gray correspond to a negative heat generation rate.



112 7. Analysis of Electrothermal Effects in Power Devices

The major effect on the temperature profile arises from Joule heating of the electrons in the
MOS channel and Joule heating of the holes in the space charge region around the reverse biased
junction of the p–well and then�–substrate (cf. fig. 7.6). Due to the large carrier lifetime, the re-
combination heat in this kind of devices is negligible. Another contribution originates from Peltier
heating. Since the Peltier coefficients depend on the carrier density, a positive or negative heat
generation arises from a current flow across a gradient of the carrier concentration. Thus, contri-
butions of both signs are observed at the p–well/n�–substrate junction. However, their absolute
values are about 1 to 2 orders of magnitude smaller than the Joule heat, which therefore constitutes
the governing effect on the temperature evolution within the device.

Figure 7.7: Phase shift sig-
nal (stored heat) for Backside
Laser Probing of an NPT–
IGBT operating under short
circuit conditions with var-
ious collector–emitter volt-
ages.
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As the temperature rise during short circuit operation is too large to be detected by Internal
Laser Deflection measurements, Backside Laser Probing has been employed to ascertain the heat
which is stored within the device (cf. eq. 5.3). Since the Joule heats exhibit a quadratic dependence
on the current density they are expected to be the dominant heat generation mechanism during short
circuit operation. As it can be seen from fig. (7.7), the calculated phase shift signal and with it
the dissipated heat is in excellent agreement with the experimental data, thus giving evidence that
the implemented electrothermal model accurately reproduces the temperature profile in case of
operation with a large power dissipation.

7.2.2 Devices subjected to heavy metal diffusion

In order to improve the trade–off between the turn–off losses and the voltage drop during forward
conduction, power devices may be subjected to specific processing steps for lifetime control, e. g.
proton or helium irradiation or the diffusion of heavy metals such as gold or platinum [158, 159,
190, 191].

As a representative of this kind of devices, a pin diode with platinum doping is investigated.
The temperature profile displays two peaks (cf. fig. 7.8) which are most clearly visible immediately
after turn–on. A narrow peak is located at the top surface while the broader maximum can be found
in the interior of the structure. Analyzing the various contributions to the total heat generation rate
(cf. fig. 7.9) reveals that the temperature rise in the bulk of the device originates from Joule heating
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Figure 7.8: Temperature dis-
tribution within a pin diode
subjected to a current pulse
of 150A=cm2. The simu-
lation results are calculated
with different minority carrier
lifetimes�n in the anode.
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of electrons and holes. Since the carrier distribution is at its minimum in the interior of the device
(cf. fig. 7.1) the corresponding Joule heat attains a maximum there. On the other hand, the most
significant heat generation at the cathode and anode junctions is due to recombination heat since
the carrier lifetime in the highly doped emitters is much smaller than the ambipolar carrier lifetime
in the bulk. Consequently, the resulting temperature peak reveals valuable information about the
minority carrier lifetime in the emitter region (cf. fig. 7.8). At the cathode side, recombination
heat can not effect a local temperature rise due to the large heat capacity of the copper substrate
the sample is mounted onto.

Similar results are obtained for a Punch–Through IGBT (PT–IGBT) (cf. fig. 8.9) incorporating
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Figure 7.9: Heat generation within a pin diode subjected to a current pulse of150A=cm2. The
insert depicts the heat generation rate at thep=n� junction.
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a platinum doping for lifetime control. The temperature profile (cf. fig. 7.10) is governed by Joule
heating of the electrons in the channel and the holes in the space charge region of the p–well. In
addition, a shallow temperature peak is observed at the n–buffer which originates from recombi-
nation heat. Unfortunately, this inhomogeneity is below the resolution of Internal Laser Deflection
measurements. Nevertheless, the calculated temperature profile is in excellent agreement with the
experimental result, thus validating the electrothermal model.

Figure 7.10: Temperature
evolution within a PT–IGBT
with lifetime control by plat-
inum doping. The device is
subjected to a current pulse
of 110A=cm2 (pulse duration
70�s). The simulations are
carried out with different pa-
rameters of the carrier life-
time model (cf. table 8.1 on
page 129). Set C represents
the calibrated model. 0 40 80 120 160 200 240
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7.3 Peltier heating

As mentioned above, an additional heat source at the bottom of the previously investigated NPT–
IGBT must be present which effects the second temperature peak that is detected by the Internal
Laser Deflection measurements (cf. fig. 7.5). As it can be seen from a closer look at the heat
generation in the vicinity of the rear p–emitter (cf. fig. 7.11), the total heat generation rate is
negative and the most significant contribution arises from Peltier heating due to the current flow
across a forward biased pn–junction. However, an additional heat generation takes place at the
metal/semiconductor interface. Figure (7.12) illustrates the various contributions of the carriers
flowing across the pn–junction and the metal/semiconductor interface. An electron in the conduc-
tion band moving across then�/p junction gains energy which is extracted from the crystal heat
by the absorption of phonons. At the transition into the metal contact, the energy difference to the
Fermi level is released, thus giving off heat. The net effect is a positive heat generation rate. Sim-
ilarly, the holes which are emitted from the Fermi level at the semiconductor/metal interface gain
energy during the transition to the valence band and also while flowing across then�/p junction.
Since the p–emitter is much thinner than the thermal diffusion length, the temperature profile is
affected by the sum of all heat generation rates, which is either positive or negative if the electron
contribution is greater or smaller than the hole contribution, respectively.

The numerical model allows for the Peltier heating in the interior of the device by an appropri-
ate contribution in the heat generation rate of the heat flow equation (cf. section 6.1.6). However,
Peltier heating at the metal contact needs to be reflected in the thermal boundary conditions. Due
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Figure 7.11: Heat generation at the rear emit-
ter of an NPT–IGBT operating with ohmic load
at a current density of150A=cm2.
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Figure 7.12: Particles gaining or giving off en-
ergy at the metal/semiconductor interface and
the p–emitter/n�–substrate junction.

to the simplification of the latter [101] (cf. eqs. 6.54 and 7.4) the corresponding heat generation
effect is not covered by the present implementation of the electrothermal model. If the Peltier
coefficients in the metal are neglected since they are about three orders of magnitude smaller than
those of silicon, the missing contribution can be calculated analytically. As the electron current
density is much greater than the hole current density it is positive in sign and amounts to

HContact
Peltier = TP sc

n
~Jn~n + TP sc

p
~Jp~n = +15

W

cm2
(7.5)

at the current density under consideration [123] (Note thatPn is negative). Although it is inter-
esting that this produces exactly the necessary amount of heat to explain the observed difference
between the calculated and the measured temperature profile, there are still some doubts since, for
example, any additional resistances might also give rise to an additional heat generation.

Another experimental evidence is gained from Backside Laser Probing. The examination is
based on the fact that the integral contribution of Peltier heating vanishes under stationary operating
conditions, if the recombination is negligible and the temperature distribution is approximately
homogeneous:

Z
V

HPeltier dV = �
Z
V

~JnT ~rPn dV �
Z
V

~JpT ~rPp dV
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PnT ~Jn d~� +
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Z
@V

PpT ~Jp d~� +
Z
V

PpTr ~Jp dV

= �TPContact
n

Z
@V

~Jn d~� = 0 (7.6)

In other words, as long as we are merely interested in the integral of the temperature distribution
we can add a possibly missing contribution of the Peltier heat by omitting the Peltier effect at all.
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Figure 7.13: Phase shift signal (stored heat)
from Backside Laser Probing of an NPT–
IGBT operating at low power dissipation
(collector–emitter voltage 2 V, pulse duration
50�s).
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Operating the NPT–IGBT at a small collector–emitter voltage of 2 V, the heat within the device
is extracted from the thermal contribution to the phase shift signal of Backside Laser Probing (cf.
fig. 7.13). On the one hand, the default model of the calibrated simulator (cf. fig. 7.5 and 7.7)
yields a thermal contribution which is about 40 % too small (cf. fig. 7.13). On the other hand,
merely setting the Peltier coefficients to zero results in an excellent agreement with the measured
phase shift signal, thus providing another experimental evidence that the missing heat contribution
originates from the neglected Peltier heat at the semiconductor/metal interface.

7.4 Contact resistances and thermal boundary conditions

Finally, a specific issue of the boundary conditions is discussed, namely a possible electrical or
thermal series resistance. While the former is due to a contact resistance, the latter reflects the
thermal coupling to the copper substrate which can be regarded as a heat reservoir.

It has been demonstrated above that the temperature peaks near the emitters of bipolar devices
originate from recombination heat and therefore reveal information about the corresponding mi-
nority carrier lifetimes in the emitters. However, the temperature maximum may also arise from the
Joule heating due to a contact resistance. This assumption would be supported as the voltage drop
of the simulated forward characteristics is smaller than the measured one (cf. fig. 7.3). However, if
the corresponding series resistance is included at a contact with adiabatic thermal boundary condi-
tions, the simulation produces a large temperature rise which is not in agreement with the measured
temperature profile [182] (cf. fig. 7.14). Hence, we conclude that a significant contact resistance
can only be present at contacts that are thermally coupled to a heat reservoir. In this case, most of
the dissipated power is absorbed by the heat reservoir and the simulated temperature profile agrees
with the experimental result (cf. fig. 7.14). The ambiguity of whether a contact resistance has to
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Figure 7.14: Temperature
evolution within a pin diode
(current density150A=cm2).
At the cathode, a contact re-
sistance is assumed which is
determined from the differ-
ence of the simulated and
the measured voltage drop
[182]. The integration con-
stant for the measured tem-
perature profile is extracted
from different boundary con-
ditions.
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be assumed in the simulation cannot be clarified by Internal Laser Deflection measurements only.
The reason is that they are sensitive to the refractive indexgradientsand therefore require the a
priori knowledge of the boundary conditions to determine the integration constant for temperature
profile. However, as the absolute temperature rise significantly depends on the assumed boundary
condition (cf. fig. 7.14), the distinction should become possible by employing a technique which
directly detects the temperature rise. For example, Fabry–Perot transmission measurements (cf.
section 2.2.4) are a suitable method.
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Figure 7.15: Forward characteristics of a pin
diode with a contact resistance at the cathode.

The effect of a contact resistance on the
forward characteristics is plotted in figure
(7.15). While the simulated voltage drop at a
specific current density can be adjusted by as-
suming an additional series resistance, the cur-
vature of the total characteristics is not accu-
rately reproduced. We therefore have to con-
clude that the observed difference cannot be
due to a constant contact resistance only. For
an improved description of the forward char-
acteristics, we rather have to include additional
effects, e. g. a current–dependent contact re-
sistance, an injection–dependent carrier life-
time, or a current–dependent emitter efficiency.

7.5 Summary

The experimental results of internal laser probing techniques enable a more comprehensive vali-
dation of the electrothermal device simulation models. The major results are:

� The carrier concentration profile in the intrinsic region of power devices reveals the am-
bipolar carrier lifetime under high injection conditions and provides a first estimation of the
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adjacent emitters’ efficiencies.

� Calibrating the carrier lifetime model with respect to the carrier concentration profile, the
simulated forward characteristics of bipolar devices with a heavy metal doping exhibits a
smaller voltage drop than the measured characteristics. Although a contact resistance can
explain the difference at a specific current density, the curvature of the whole characteris-
tics originates from additional effects which are not covered by the present model, e. g. an
injection–dependent carrier lifetime or a current–dependent contact resistance.

� Employing stationary recombination models, e. g. the single–level SRH–model or the coup-
led–defect–level (CDL) model, the simulated reverse recovery current of pin diodes is much
larger than the measured one. Dynamic models which take into account the transient cap-
ture and emission kinetics of the impurities promise a better description of the switching
behavior.

� Joule heating of electrons and holes is the most significant heat generation mechanism in
power devices. It constitutes the major contribution to the total heat generation rate in the
channel region of MOS structures, in the space charge region of reverse biased pn–junctions,
and in the intrinsic drift region which is under high injection conditions. In addition, re-
combination heat originates a significant contribution in devices with lifetime control, in
particular in the vicinity of heavily doped emitters. Thus, the local temperature rise reveals
information about the minority carrier lifetime in the adjacent emitter.

� Although the total heat generation is predominantly affected by the Joule heats and the re-
combination heat, Peltier heating constitutes an additional contribution, especially at the
n�–substrate/p–emitter junction of NPT–IGBTs and at the interface between the semicon-
ductor and the metal contact. However, the latter contribution is not covered by the model
implemented into the simulatorDESSISISE due to a simplification of the thermal boundary
conditions. Various results from sensitive laser probing techniques provide experimental ev-
idence that this simplification is the reason for the observed difference between the measured
and the simulated temperature profile, thus validating the rigorous model reported in [62].

� Despite this simplification the incorporated model is able to predict the electrothermal be-
havior of power devices with satisfying accuracy. Since Peltier heating is of minor impor-
tance during operation with large power dissipation, no differences are observed between the
simulated and the measured results for short circuit operating conditions.



Chapter 8

Model Calibration for Predictive Simulation

Since it has been demonstrated that the electrothermal model is suitable for the accurate and predic-
tive simulation of power devices, this chapter is dedicated to the question of model calibration. As
the previously described internal laser probing techniques provide valuable information about the
internal carrier concentration and temperature profiles, the calibration procedure can be founded
on a variety of experimental results, thus promising a more general validity. As representative
examples, we will discuss the model calibration of two different types of commercially available
IGBT devices, namely a 1200 V NPT–IGBT (cf. fig. 1.2) and a test structure of a 600 V PT–IGBT
(cf. fig. 8.9) which has been subjected to platinum diffusion for lifetime control.

The following sections address the most important parameters and their effects on the various
characteristics. Special attention is paid to the forward terminal characteristics and the internal
carrier concentration profile, which reflect most of the required information for the model calibra-
tion. As the final check of the calibrated model, the simulated temperature profiles during transient
switching are compared with the corresponding measurement results. The entire calibration se-
quence is summarized in the last section of this chapter.

8.1 Defining the structure

As a first step, the composition of the investigated structure has to be known, i. e. the layout, the
material distribution, and the doping profiles. Since 3D simulations still require a high compu-
tational effort, device engineers are interested in meaningful 2D simulations for product devel-
opment and optimization. However, the complexity of today’s semiconductor devices requires a
careful choice of a representative cross section and a suitable coordinate system.

Second, the doping profiles have to be known. Although specific measurement techniques,
e. g. secondary ion mass spectrometry (SIMS) or spreading resistance measurements, provide de-
tailed quantitative information, the remaining uncertainty is still quite large, admitting significant
variations of many characteristic features of the device performance. Hence, the following para-
graphs will also address the question of which experimental results facilitate a fine adjustment of
the doping distribution the simulations are based on.
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8.1.1 Choosing the simulation domain

The structure of commercially available IGBT chips is illustrated in figure (8.1). While the p–
emitter at the bottom surface is manufactured by a non–structured diffusion process, the top surface
comprises an array of MOS devices. Thus, the whole IGBT chip can be thought to be composed
of many thousands of identical cells. Each of them is formed by a cuboid with a square base. On
the other hand, the MOS structures are approximately circular in shape since the source of the
MOSFET and the p–well defining the channel length are formed by underdiffusion.

elementary cell

IGBT chip

Figure 8.1: Multi–cell structure of an IGBT chip.

Obviously, performing the simulations in terms of cylindrical coordinates constitutes the most
appropriate description of the MOS structures. However, the square base of the elementary cell is
thus approximated by a circle. The choice of its radius is a crucial issue since it relates the internal
current density distribution to the total terminal current. A correct mapping represents one of the

lines of symmetry

real 3D cell 2D simulation domain

top view

Figure 8.2: Transforming the real 3D device to the 2D simulation domain.
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basic problems in simulating 3D devices on 2D cross sections and has been the subject of many
discussions. On the one hand, the emitter current is composed of the electron current through the
MOS channel and the hole current collected by the electric field at the p–well/n–substrate junction.
It therefore depends on the geometry of the MOS structure, but is ratherindependentof the total
cell size. On the other hand, the collector current is equal to the product of the internal current
density and the total base area since the current distribution at the bottom surface is homogeneous.

The radius of the simulation domain can be chosen half of an edge length or half of the diagonal
length, for example. In the top view, the resulting base area conforms with the inscribed circle or
the circumscribed circle, respectively. Although each approach accurately reflects the distance to
the adjacent cell along the corresponding axis of symmetry (cf. fig. 8.2) they do not conserve the
total cell area. As a consequence, at any given current density either the terminal current or the
internal current density does not agree with that of the real IGBT device. As a third possibility, the
radius of the simulation domain can be chosen as1=

p
� of the edge length, thus forming a circle

whose area matches the square base area of the 3D elementary cell. In the next sections, we will
compare the simulation results obtained by these approaches with different simulation domains
and coordinate systems.

The coordinate system

At first, designing a 2D simulation model includes choosing an appropriate cross section and a
coordinate system. They have to reflect both the geometry of the MOS region as well as the total
cell area as properly as possible. As thesecondstep, the parameters of the carrier lifetime and the
mobility models are adjusted and therefore depend on the former choice of the coordinate system.
For that reason, a meaningful comparison of the different approaches must not be carried out with
the same set of parameters. We rather have to perform a separate calibration procedure as described
below for each simulation domain and coordinate system. The suitability of the approaches is then
judged from the results of the separately calibrated simulations.

Figure (8.3) compares the simulation results for the carrier concentration within the NPT–
IGBT at a current density of145A=cm2. Due to the very large carrier lifetime, we observe alinear

Figure 8.3: Carrier distri-
bution within an NPT–IGBT
(current density145A=cm2).
The simulation results are ob-
tained with different coordi-
nate systems and simulation
domains.

0 20 40 60 80 100 120 140 160 180 200
depth [µm]

   0

   2

   4

   6

   8

   10

ca
rr

ie
r 

co
nc

en
tr

at
io

n 
[1

0
15

cm
-3
]

absorption measurements
area matching, cylindrical
inscribed, cylindrical
inscribed, cartesian
circumscribed, cartesian

top surface bottom surface  

-

cutline

p n

p

n



122 8. Model Calibration for Predictive Simulation

profile in the bulk of the device. Hence, it can be characterized by the two carrier densities at the
rear p–emitter and in the top region (x � 20�m), respectively. Two tendencies are clearly visible
from the figure: First, increasing the cell size with a fixed geometry of the MOS structure raises
the upper carrier concentration, thus decreasing the slope of the profile. This is a consequence of
the two–dimensional current distribution [192]. At a given average current density, the larger cell
has to conduct the larger current. In order to drive the enhanced hole current towards the p–well
junction, a largerlateral concentration gradient at the top surface must be present. Consequently,
at a given depth a larger average concentration is observed within the larger cells.

As the second trend, a lower carrier density at the top surface is obtained from a calculation in
terms of cartesian coordinates. The latter corresponds to a stripe geometry in 3D whose effective
channel width per cell area is greater than those of the array structure. Since enlarging the channel
width per unit area is equivalent to shrinking the cell size with a fixed MOSFET geometry, the
smaller carrier concentration is due to the same reason as mentioned above.

As it can be seen from figure (8.3), the best agreement with the measured carrier distribution
is obtained from the calculation in terms of cylindrical coordinates if the radius of the simula-
tion domain is adjusted to reflect the area of the real cell. This finding is comprehensible as the
cylindrical coordinates best reflect the approximately rotational symmetry of the MOS structure.
Additionally, choosing an adapted simulation radius allows not only the total chip area but also the
number of cells connected in parallel and the channel width per unit area to be equal to those of
the real device.

Figure 8.4: Forward char-
acteristics of the NPT–IGBT
at 15 V gate bias. The sim-
ulation results are obtained
with different coordinate sys-
tems and simulation domains.
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The forward characteristics of the different simulation models are compared with the experi-
mental data in figure (8.4). At a given current density, the lower voltage drop is observed with those
simulation results which correspond to the larger simulation domain and/or the use of cylindrical
coordinates. This tendency originates from the above discussed effects on the carrier distribution
since an increased carrier concentration enhances the substrate conductivity. As contact resistances
are not included in the simulation, the calculated voltage drop must not be higher than the measured
one. For that reason, the simulation in terms of the cylindrical coordinates with the effective radius
of the simulation domain reproduces the experimental characteristics with very good accuracy.
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Channel discretization

Although we aspire that the simulation results are independent of the chosen discretization, a
remarkable effect of the underlying mesh is sometimes unavoidable. For instance, the current
through the channel of a MOS device does not only depend on the mobility model but is also
affected by the mesh in the channel region, in particular by the shape of the elements and the
chosen discretization depth, i. e. the distance between the gate oxide and the first grid line parallel
to the interface (cf. fig. 8.5). Though this dependence saturates for a grid spacing below 0.1 nm,
the corresponding mesh refinement is not desirable for the sake of computational economy. In
addition, we should be aware that the current distribution in the channel is governed by quantum
effects which are not covered by the classical transport model. However, although thecurrent
density distributionin the channel is not properly reflected, an accurate simulation of the overall
IGBT behavior can be expected as long as thetotal channel currentis calculated accurately. But
we should keep in mind that the parameters of the calibrated mobility model depend on the chosen
discretization and therefore their validity cannot be generalized.
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Figure 8.5: Forward characteristics of the NPT–IGBT at 15 V gate bias. The simulations are
carried out with fixed parameters of the mobility models, but different discretization depths in the
channel region using rectangular or triangular meshes, respectively. The right hand figure depicts
the dependence of the collector currents atVGE = VCE = 15V on the discretization depth.

8.1.2 Structure and doping profiles

The exact knowledge of the doping distribution is an indispensable precondition of accurate device
simulations. However, the measured doping profiles suffer from quite a large uncertainty and a
limited spatial resolution. In many cases, this constitutes a significant problem as some of the
device characteristics sensitively depend on specific properties of the doping distribution. This
section therefore deals with the fine adjustment of the doping profiles which are assumed to be
preadjusted within the experimental accuracy of the available probing techniques.
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Doping distribution of the MOSFET

The electrical behavior of the MOS structures depends on the doping profile in the channel re-
gion which is formed by the diffusion of the p–well. In particular, its peak doping concentration
significantly affects the threshold voltage, as it can be seen from the transfer characteristics with
shorted gate and collector, i. e.VGE = VCE (cf. fig. 8.6). Even a variation of 10 % of the peak
concentration, which is quite below the experimental uncertainty of the doping profile, results in a
parallel shift of the transfer characteristics of about 0.4 V, which constitutes a remarkable effect on
the terminal behavior. Hence, the first step of the calibration procedure is the precise adjustment
of the p–well’s peak concentration with respect to the threshold voltage of the MOS structure.

Figure 8.6: Adjusting the peak concentra-
tion of the p–well forming the channel of the
MOS structure. The broken lines represent
the simulation results withVGE = VCE. The
solid lines refer to the experimental charac-
teristics with a fixed gate bias. In this case,
the dots indicate those operating conditions
where the collector–emitter voltage is equal
to the gate–emitter voltage [193].
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It should be mentioned that the MOS characteristics depend on two additional parameters,
namely the channel mobility and the channel length, which is determined by the lateral diffusion
of the p–well. As a longer channel leads to a larger channel resistance, a larger voltage drop is ob-
served from the terminal characteristics. Although a similar tendency originates from a decreased
channel mobility, these effects can be separated by the combined measurement of the transfer char-
acteristics and the carrier concentration profile. Increasing the peak doping concentration of the
p–well results in aparallel shift, while a lower channel mobility decreases theslopeof the transfer
characteristics. On the other hand, a shorter channel length raises the carrier concentration in the
upper region of the device (cf. section 8.1.1). For further details the reader is referred to [193].

Doping of emitters

Similar to the doping concentration of the p–well, also the doping profile of the rear p–emitter is
usually not known with the desired accuracy. Since a variation of 25 % effects a detectable change
of the carrier distribution (cf. fig. 8.7), the doping profile can be adjusted with respect to the carrier
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concentration profile. Note that in case of a shallow and weakly doped emitter the minority carrier
recombination is negligible. Thus, the emitter becomes transparent to the minority carrier current
and its efficiency is hardly affected by the corresponding carrier lifetime.

Figure 8.7: Carrier dis-
tribution within the NPT–
IGBT at a current density
of 145A=cm2. The simu-
lation results are calculated
with different doping doses of
the rear p–emitter [193].
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8.2 Carrier mobility

Among the most important parameters are those of the carrier mobility models. While the bulk
mobilities are well known, there is a large uncertainty concerning the channel mobility in MOS
structures [194, 195, 196, 197]. This is especially true since they sensitively depend on the pro-
cessing conditions. For that reason, the technology–dependent parameterÆ of the Lombardi model
(cf. eq. 6.71 in section 6.2.3) is calibrated with respect to the saturation currents of the forward
characteristics (cf. fig. 8.8).

In practice, this can be done very efficiently by performing a simulation which ramps up the
gate bias with shorted gate and collector. Then, the calculated results have to reproduce the dots

Figure 8.8: Forward charac-
teristics of an NPT–IGBT for
various gate biases. The dots
refer to the operating points
with equal gate and collector
bias [126].
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in fig. (8.8) which mark the operating conditions with equal gate and collector bias. Note that
modifying the channel conductance changes the slope of the transfer characteristics whereas a
variation of the p–well’s peak concentration gives rise to a parallel shift (cf. fig. 8.8 and 8.6).

8.3 Calibration of the carrier lifetimes

Since the flow of carriers is significantly affected by the distribution of the recombination centers,
the calibration of the carrier lifetime models is a crucial preparation step for predictive device
simulations. However, major difficulties arise from a possible heavy metal diffusion for lifetime
control since these impurities introduce a variety of trap levels with different capture cross sections.
For that reason, complicated models of the local lifetime reduction would have to be employed for
a physically rigorous treatment.

However, the goal of this section is to follow another strategy: For the sake of computational
economy, the simple SRH–model is preferable although it merely takes into account a single im-
purity level. Nevertheless, since the particle balances (cf. eq. 6.36 and 6.37) do not directly depend
on the carrier lifetimes but on the total recombination rate, an accurate simulation of the device be-
havior is attained if the total recombination rateR is reflected properly. Thus, the basic challenge
consists in finding a suitable description of the spatially dependent carrier lifetime� := �n=R.

Based on experimental facts and the theoretical conclusion that the solubility of a fundamen-
tal defect is strongly correlated to the doping density, the local lifetime reduction is commonly
described by the empirical Scharfetter formula

�n;p =
� 0n;p

1 +
�
Ni=N

ref
n;p

� : (8.1)

Thus, the spatial dependence of the carrier lifetime is governed by the doping profile.

+

+

p -substrate

n -intrinsic region-
n

p

n-buffer

Figure 8.9: Schematic
sketch of a PT–IGBT.

In the following section, however, we will apply another method-
ology: The fundamental idea is to replace the four parameters� 0n;p
andN ref

n;p by a different set which much better reflects the physics
of the investigated device. In case of a PT–IGBT (cf. fig. 8.9),
for example, the recombination in the intrinsic region is governed
by the ambipolar carrier lifetime�amb , the recombination in the
buffer is governed by the minority carrier lifetime�p(ND;Bu�er) of
the holes, and the recombination in the substrate is governed by the
minority carrier lifetime�n(NA;Substrate) of the electrons (cf. sec-
tion 6.2.2). Choosing the ratio� 0n=�

0
p as the fourth parameter, the

following transformation is obviously appropriate:

� 0n �amb := � 0n + � 0p
� 0p � 0n=�

0
p

N ref
n

()
�S := �n(NA;Substrate)

N ref
p �B := �p(ND;Bu�er)

(8.2)
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The following investigations refer to the ambipolar carrier lifetime in the intrinsic region, the mi-
nority carrier lifetimes in heavily doped emitters, and the ratio� 0n=�

0
p as the independent param-

eters. From these, the values of� 0n;p andN ref
n;p are calculated which are required for evaluating

equation (8.1) during the simulation.

8.3.1 NPT–IGBTs

As a first example, the NPT–IGBT is investigated which has not been subjected to specific pro-
cessing steps for lifetime control. Consequently, we expect a very large carrier lifetime. This is
confirmed by the carrier distribution (cf. fig. 8.10) which exhibits a negligible curvature, thus
revealing that�amb is large. Since the device operation is not very sensitive to the exact values
of the carrier lifetimes, they can be easily adjusted with the required accuracy. Assuming a ratio
� 0n=�

0
p of 5 which is the common experience for this device technology [198], we find� 0n = 70�s

and� 0p = 14�s as suitable set. Furthermore, as the rear emitter is very shallow and weakly doped,
the minority carrier lifetimes have little or no effect. For that reason, the parametersN ref

n;p are kept

Figure 8.10: Carrier distri-
bution in an NPT–IGBT at a
current density of145A=cm2

for different ambipolar car-
rier lifetimes [126].
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Figure 8.11: Transient evo-
lution of the terminal cur-
rent and the voltage drop dur-
ing operation with ohmic load
(current density 145A=cm2

during the on–state, pulse du-
ration 70�s).
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at their default values. The thus calibrated model reproduces the internal carrier distribution (cf.
fig. 8.10), the forward characteristics at different gate biases (cf. fig. 8.8), as well as the terminal
behavior (cf. fig. 8.11) and the temperature profiles during transient switching (cf. fig. 7.5 and
7.7).

8.3.2 Devices subjected to heavy metal diffusion

As an example of devices with lifetime control by platinum diffusion, we will discuss a PT–IGBT
test structure. It exhibits a very interesting feature, namely a region of negative–differential–
resistance (NDR) in the forward characteristics, which occurs at the transition from low injec-
tion to high injection conditions [199, 200]. At a low current density, the forward voltage drops
primarily across the highly resistive intrinsic region while the voltage drop across the combined
n–buffer/p+–substrate emitter structure is low. As the current density increases, the voltage drop
across the emitter structure increases and the voltage drop across the intrinsic region decreases due
to the enhanced injection of carriers. If the latter effect prevails against the former, the total voltage
drop decreases.

However, this phenomenon can only be observed on small test structures. Within large devices,
even small lateral inhomogeneities originate that most of the cells operate at a current density below
or above the NDR region, since the NDR region itself corresponds to unstable operating conditions.
As a consequence, ramping up the total current will increase the fraction of cells operating in high
injection, thus causing a monotonically increasing voltage drop in the forward characteristics of
thewholestructure.
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Figure 8.12: Forward characteristics at 15 V gate bias (left) and carrier concentration at a current
density of140A=cm2 of a PT–IGBT test structure subjected to platinum diffusion [126].
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Figure 8.13: Dependence of characteris-
tic quantities of the discussed PT–IGBT test
structure on the parameters of the carrier
lifetime model [126].
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As mentioned above, the physics of the device is reflected more properly, if the parameters
of Scharfetter’s relation (8.1) are replaced by the ambipolar carrier lifetime, the minority carrier
lifetimes in the heavily doped regions, and the ratio� 0n=�

0
p . The transformation is given by equation

(8.2).
At first, we realize that the simulation results do not depend on the ratio� 0n=�

0
p , thus reducing

the dimension of the parameter space to three.
Model calibration with pure reference to the terminal characteristics leads to parameters (set

A) that are not at all confirmed by the measured carrier distribution (cf. fig. 8.12). Hence, we
follow another strategy for the calibration which is based on combined measurement results. For
that purpose, some characteristic features of the device behavior are chosen, namely the voltage
dropVD at the rating current density of140A=cm2, the widthVNDR of the NDR region (i. e. the
difference between the snapback and the holding voltage), and the carrier concentration in the
intrinsic region at the rating current density. Figure (8.13) illustrates the dependence of the chosen
quantities on the parameters of the carrier lifetime model, thus indicating the strongest correlations.
Proceeding this way yields a consistent set of parameters (set C) which reproduces all experimental
results during stationary operation (cf. fig. 8.12) and transient switching (cf. fig. 7.10 and 8.14)
with satisfying accuracy.

version �amb [�s] � 0n=�
0
p �B [�s] �S [�s]

A 0.7 13:1 0.10 0.038
B 1.4 13:1 0.04 0.038
C 1.4 13:1 0.10 0.038

Table 8.1: Simulation parameters for the PT–IGBT.
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Figure 8.14: Transient evo-
lution of the terminal cur-
rent and the voltage drop dur-
ing operation with ohmic load
(current density 110A=cm2

during the on–state, pulse du-
ration 70�s).
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8.4 Summary

The most important results of this chapter can be summarized by the following statements:

� Since the MOS structures of IGBTs are formed by lateral diffusion, they are approximately
circular in shape. Therefore, the use of cylindrical coordinates is suggested. The best choice
for the width of the simulation domain is1=

p
� of the edge length. Thus, the base area of

the simulated cell is equal to that of the real device.

� NPT–IGBT devices which have not been subjected to specific processing steps for lifetime
control exhibit a linear carrier concentration profile. Its bottom concentration is determined
by the efficiency of the rear p–emitter. With a fixed geometry of the MOS structure, the
upper concentration value decreases with shrinking cell size. Simulating in terms of cartesian
coordinates produces a carrier concentration profile with a lower density in the top region of
the device.

� The calibration of the channel mobility model is not generally valid since the simulated
channel conductivity sensitively depends on the discretization width. In addition, due to ne-
glecting quantum effects the classical model cannot claim to produce the correct distribution
of physical quantities in the channel, e. g. the carrier densities. However, the performance of
the whole IGBT only depends on the integral conductivity of the MOS structure which acts
as a voltage controlled current source. Therefore, accurate simulation results for the bipolar
regions of the device are attainable.

The local reduction of the carrier lifetime can be modeled by the simple Scharfetter relation
if its parameters are chosen carefully. For that purpose, they are replaced by a different set of
parameters which comprise the ambipolar lifetime and the minority carrier lifetimes in the heavily
doped regions of the device. Employing combined measurement results, namely the forward termi-
nal characteristics, the carrier distribution, and the temperature profiles during transient switching
facilitates a comprehensive calibration according to the following strategy:
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� First, the peak concentration of the p–well is adjusted with reference to the threshold voltage
of the MOS structure.

� Second, the ambipolar carrier lifetimes are extracted from the curvature of the carrier con-
centration profiles.

� The channel mobility is calibrated from the saturation currents of the forward characteristics.

� The p–emitter doping of NPT devices can be extracted from the bottom concentration of the
carrier distribution profile.

� The minority carrier lifetimes in PT devices with platinum diffusion is extracted from spe-
cific features of the forward characteristics and the carrier concentration profile.

As a final check, the calculated terminal behavior and the temperature distribution during transient
switching is compared with the experimental data. The latter are accurately reproduced without
any further calibration steps, thus proving the proposed procedure to be suitable.



Chapter 9

Conclusion and Outlook

As their common physical principle, the laser probing techniques discussed in this thesis exploit
the dependence of the complex refractive index on carrier concentration and lattice temperature.
Thus, they provide space–resolved and time–resolved information about the carrier and temper-
ature distribution in the interior of power devices. The first part of this thesis is dedicated to a
comprehensive analysis of these probing techniques. A physically rigorous numerical model has
been developed which facilitates the simulation of the entire measurement process. It includes
an electrothermal device simulation, the calculation of the beam propagation through the sample,
the lenses, and aperture holes, and finally the simulation of the detector response. Together with
analytical investigations, the numerical model has been employed to analyze the capabilities of
these methods and to support their development with respect to a high resolution, a minimum
experimental error, a large measurement range, and a minimum sensitivity to parasitic effects.

The second part of this thesis deals with the validation and calibration of electrothermal device
simulation models, in particular the self–consistent electrothermal extension of the drift–diffusion
model which is derived from the principles of irreversible thermodynamics. It has been demon-
strated that the optimized internal laser probing techniques constitute a valuable supplement to
the well–established electrical characterization methods, thus enabling an advanced and more pro-
found investigation of the governing model equations and their boundary conditions. In addition,
we have elaborated a thorough calibration strategy for the models of the most important material
properties, namely the carrier mobility and the carrier lifetime.

In summary, the following conclusions can be drawn:

9.1 Optical probing techniques

First of all, some general statements apply to all of the investigated probing techniques: One of
the most important results of the theoretical study is that the lateral spreading of the probing beam
does not introduce a significant error, i. e. the interaction of the beam profile with the distribution
of the complex refractive index is accurately reflected by regarding the one–dimensional carrier
concentration and temperature integrals along the beam path. On the other hand, the major source
of error originates from an oblique propagation of the probing beam which may result from the
internal beam deflection or a possible misalignment of the sample. In addition, except for the
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Fabry–Perot transmission measurements, the detector signals are corrupted by multiple reflections
at the polished sample surfaces unless suitable precautions are taken, e. g. depositing an antireflec-
tive coating or employing an incoherent light source.

Thus, the currently available optical setup facilitates the space–resolved and time–resolved de-
tection of the carrier and temperature distribution with excellent accuracy. Designing the samples
according to the theoretically predicted optimum geometry promises absorption measurements
which reveal the carrier concentration profile with an error of only a few percent. Additionally,
Internal Laser Deflection measurements constitute a sensitive and accurate probing technique for
scanning vertical temperature profiles. However, due to the saturation of the detector response
function, the measurement range is limited to temperature rises of only a few Kelvins for typical
sample lengths of some millimeters. For that reason, various demanding problems in physical
research and in the development of semiconductor devices cannot be addressed as they require a
large measurement range rather than a high sensitivity. The most effective way to overcome this
restriction is measuring specific test structures comprising a small active area within a silicon die of
larger size. It has been demonstrated that the resulting heat spreading effects can be approximately
corrected by introducing an effective interaction length which is related to the sample geometry by
simple analytical formulas.

As a useful extension of the existing setup, interferometric techniques with a laterally propa-
gating probing beam can be included. However, their fundamental problem is the internal beam
deflection. As it impairs the superposition of the probing beam and the reference beam, it rep-
resents the limiting effect of the measurement range. Nevertheless, probing the above mentioned
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Figure 9.1: Extension of the experimental setup to facilitate free carrier absorption measurements
(incoherent light source and pin diode detector), laser deflection measurements (incoherent light
source and four–quadrant diode detector), and Fabry–Perot transmission measurements (coherent
light source and pin diode detector).
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test structures enables the desired detection of large temperature rises which typically occur dur-
ing short circuit operation of power devices. Since interferometric techniques do not require a
calibration of the optical setup, as, e. g., the detector response function, they constitute a valuable
supplement to the available methods. Fabry–Perot transmission measurements emerge as the most
appropriate technique which can be easily included in the current setup (cf. fig. 9.1): Employ-
ing the incoherent light source enables simultaneous absorption and deflection measurements. To
avoid distortions of the absorption signal due to the beam displacement on the detector, the trans-
mitted intensity is detected by a separate pin diode while the deflection signal is gained from a
four–quadrant detector. Thus, the gradients of carrier concentration and lattice temperature are
determined together with the absolute value of the carrier concentration. Switching to the coherent
light source results in Fabry–Perot oscillations of the pin diode’s photo current from which the
temperature evolution can be extracted.

In addition to the lateral measurement techniques, Backside Laser Probing has been discussed.
It operates by means of a vertically propagating probing beam and therefore does not permit a
space–resolved scanning of vertical profiles. However, the refractive index within the sample ex-
hibits merely small gradients perpendicular to the optical axis, resulting in a negligible internal
deflection of the probing beam. Since the oscillating interference signal therefore lacks of satura-
tion effects, Backside Laser Probing is capable of detecting temperature rises of some hundreds of
Kelvins. Hence, although this technique provides merely integral information on carrier concen-
tration and temperature, it constitutes one of the most powerful methods for investigating devices
subjected to operating conditions with a very large power dissipation.

The presented model for the numerical simulation of the entire measurement process opens up
interesting perspectives for further investigations: For example, it can be extended to enable inverse
modeling: The internal carrier and temperature distribution is represented by a sufficiently large
number of unknowns, whose initial values are determined by an electrothermal device simulation.
Next, the optical module is employed for calculating the detector signal. Comparing it with the
real measurement signal yields the necessary update of the carrier concentration and temperature
distribution. This procedure is iterated until the extracted updates reproduce the current values.
Although this strategy requires a lot of computational effort, it can be helpful for the evaluation of
measurements on extremely small structures or the determination of 3D carrier and temperature
distributions by two 2D scans inx–y–direction and inx–z–direction (cf. fig. 9.1).

Furthermore, the optical model does not only provide a powerful strategy for the simulation
of probing techniques but is also capable of calculating the operating characteristics of optical
sensors exploiting the thermo–optical or the electro–optical effect [201]. Such kind of devices
have been proposed for monitoring the temperature evolution within microstructures [202, 203,
204]. The Fabry–Perot effect can also be exploited to detect any physical quantity affecting the
refractive index, such as, for example, mechanical stress, provided the corresponding dependence
is sufficiently pronounced. A complete simulation of such a technique is enabled by the presented
model (cf. fig. 3.1) if the electrothermal device simulation is extended to a consistent electro–
thermo–mechanical simulation.
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9.2 Electrothermal modeling

In the second part of this thesis, a thorough validation and calibration of device simulation models
are presented. They are based on the combined evaluation of electrical and optical characterization
methods. The self–consistent electrothermal extension of the drift–diffusion model [62] has proven
to be a suitable description for the accurate and predictive simulation of power devices. Except
for the reverse recovery behavior of pin diodes, the electric properties of the investigated devices
are accurately reproduced by the calibrated simulation, both in stationary operation as well as
under transient switching conditions. The cited models of the carrier mobility turn out to enable an
appropriate simulation of carrier transport. However, major difficulties emerge in modeling carrier
recombination, especially within devices which have been subjected to specific processing steps for
lifetime control. Although the well–known Shockley–Read–Hall formula leads to rather satisfying
results for IGBTs if it is calibrated carefully, the simulated turn–off behavior of bipolar devices
differs from the measured characteristics. To keep pace with today’s technological progress the
available numerical methods therefore have to be supplied by a physical description of the capture
and emission kinetics of the individual trap centers.

As measured temperature profiles have become available, also the thermal simulation results
can be validated directly. The effects of the most significant heat generation mechanisms on the
temperature distribution are confirmed by the experimental results with excellent accuracy. Minor
simplifications of the implementation in the general purpose simulatorDESSIS ISE [101], e. g. the
neglecting of the convective terms in the boundary conditions of the heat flow equation, originate
specific deviations of the simulated and the measured temperature distribution. These differences
are clearly detectable by the sensitive probing techniques. However, they amount to only some
Kelvin and are therefore negligible for practical applications. This is especially true in case of
operating conditions with a large power dissipation where the missing contribution is superim-
posed by the properly modeled Joule heating. Consequently, no differences between the simulated
and the measured results are observed at all and the cited model accurately reflects the coupling
between the electrical and the thermal domain.

*

With shrinking device dimensions, additional physical phenomena will become more and more
important, thus demanding novel physical models. Their validation will gain essential benefit from
the availability of probing techniques which provide space–resolved and time–resolved informa-
tion about the internal distribution of carriers and heat. The demonstrated interaction of experimen-
tal and theoretical investigations has shown to be indispensable for a continuous improvement of
both the characterization methods as well as the theoretical models. Thus, more and more powerful
tools can be developed to tackle the exciting challenges emerging from the increasing physical and
technological complexity of future devices and systems.



Appendix A

Derivation of the Propagator Matrix

This appendix shall describe the discretization of the equations (3.9) and (3.10) and the derivation
of the propagator matrixPn.

First, the differential equations (3.9) and (3.10) introduced in chapter (3)
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are integrated over the interval[zn; zn+1], assuming a linear interpolation ofEF;B and"R. For
example, the first term of the first equation becomes
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Similarly, the other summands comprise products ofEF;B(x; zn;n+1), "R(x; zn;n+1), and ei�zn;n+1.
Sorting byEF;B(x; zn) andEF;B(x; zn+1) transforms (A.1) and (A.2) to a matrix equation of the
following form: 2
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In this equation, the constantsKn and ~Kn are functions of!, �, zn, andzn+1, whileAn(x),Bn(x),
Cn(x),Dn(x), ~An(x), ~Bn(x), ~Cn(x), and ~Dn(x) additionally depend on"R(x; zn) and"R(x; zn+1).
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The second step is the lateral discretization which will be illustrated for the finite difference
discretization scheme:"
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Discretizing the differential operator@2x in the matrices of equation (A.4) atx = xj therefore yields
three terms at each side of the equation which refer to the positionsxj�1, xj, andxj+1:
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The complex2 � 2 matricesM k
n;j can be easily derived from (A.4) by inserting the discretization

rule (A.5). Hence, we finally end up with the desired relation

M1;n~u(zn+1) =M2;n~u(zn) (A.8)

in which the fields have been summarized in a vector

~u(zn) =
h
EF (x1; zn); E

B(x1; zn); : : : ; E
F (xNx ; zn); E

B(xNx ; zn)
iT

=
h
uT (x1; zn); : : : ; u

T (xNx; zn)
iT

(A.9)

andM2;n andM1;n represent band structured matrices with only one occupied superdiagonal and
subdiagonal line:

M1;n =

0
BBBBB@

. . . . . . . . .
M1

n;j�1 M2
n;j�1 M3

n;j�1

M1
n;j M2

n;j M3
n;j

. . . . . . . . .

1
CCCCCA (A.10)

M2;n =

0
BBBBB@

. . . . . . . . .
M4

n;j�1 M5
n;j�1 M6

n;j�1

M4
n;j M5

n;j M6
n;j

. . . . . . . . .

1
CCCCCA (A.11)

Thus, the propagator matrixPn =M�1
2;nM1;n can be calculated very efficiently.



Appendix B

Formulation of Radiation Boundary
Conditions

The boundary conditions of the differential equations (A.1) and (A.2) are extracted from the re-
fraction law at the interfaces which relates the computation variablesEF andEB to the incident
waves (cf. e. g. eq. 3.24). Three approaches are proposed in section (3.3.3) to find a representation
of kXz =

q
"Xk20 � k2x (X = a; b; l; r) in real space: First,kXz can be approximated by

p
"Xk0

which may be regarded as the leading term of a Taylor expansion in terms ofkx. Additionally
including the linear term, we obtain the approximation (3.26). And finally, an exact representation
is gained by the transformation tokx–z–space (cf. eq. 3.29).

lε =1 εr =11.7
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Figure B.1: Incident and outgo-
ing waves at an interface.

In order to compare the accuracy of these approaches, the
refraction at a silicon/air interface (cf. fig. B.1) is consid-
ered. The reflected and transmitted waves are calculated by
employing different formulations of the radiation boundary
conditions. As it can be seen from figure (B.2) the implemen-
tation including the Fourier transformations leads to results
which are in excellent agreement with the analytical Fresnel
formula [119]. On the other hand, merely taking into ac-
count the constant term in the Taylor expansion ofkXz gives
rise to significant deviations for angles of incidence beyond
5o, whereas additionally including the linear term of the expansion constitutes a sufficiently ac-
curate approximation for angles of incidence up to about15o. In this case, the latter approach is
preferable against the Fourier transformation method since the matrix representations of the Taylor
expansions comprise sparse matrices.
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Figure B.2: Reflection and transmission coefficient at a silicon/air interface. Simulation results
obtained with different implementations of the boundary conditions are compared with Fresnel’s
formula.



Appendix C

Analytical Calculation of the Deflection
Signal

C.1 Calculation of the internal deflection

Applying the principles of geometrical ray tracing, the internal deflection within a given distri-
bution of the refractive indexnSi(x; z) is calculated according to Fermat’s principle, i. e. we are
looking for the beam pathx(z) minimizing the Hamilton integral

S =

LZ
0

L(x; x0; z) dz (C.1)

with the Lagragian [205]

L(x; x0; z) = nSi(x; z)
p
1 + x02 wherex0 =

dx

dz
: (C.2)

In the special case thatnSi(x; z) is independent ofz, the Euler integral constitutes a conserved
quantity:

const=
@L
@x0

x0 � L = � nSi(x)p
1 + x02

=: C (C.3)

z

x

0α i
α
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α t

device under test

0x
1

α 2 ∆x

Figure C.1: Internal deflection of a probing beam.
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Its value is determined from the boundary condition

x0(z = 0) = tan(�1) =
sin(�i)q

n2Si(x0)� sin2(�i)
(C.4)

where�i denotes the angle of incidence. Hence, we getC = �
q
n2Si(x0)� sin2(�i). And finally,

solving the first order partial differential equation (C.3) yields

�z =
x(z)Z
x0

dxr
n2
Si
(x)

n2
Si
(x0)�sin2(�i)

� 1
: (C.5)

Either the positive or the negative sign is valid, if the refractive index increases or decreases asx

increases, respectively.
In case of a constant refractive index gradient

nSi(x) = nSi(x0) +
dnSi
dx

(x� x0) ; (C.6)

a complete analytical solution can be derived by carrying out the above integration

x� x0 = l � cosh
�
z � z0
l

�
� l � nSi(x0)q

n2Si(x0)� sin2(�i)
(C.7)

where

l :=

q
n2Si(x0)� sin2(�i)

dnSi=dx
; z0 := l � arcosh

0
@ nSi(x0)q

n2Si(x0)� sin2(�i)

1
A : (C.8)

For example, a temperature gradient of1K=�m leads tol = 21:4mm, z0 = 0 for �i = 0 and leads
to l = 21:1mm, z0 = 3:1mm for �i = 30o.

In case of normal incidence (�i = 0), the total beam shift�x0 and the angular deflection�2
(cf. fig. C.2) become:

�x0 = l � [cosh(L=l)� 1] =
L2

2l
+ O

�
L

l

�4
=
dnSi
dx

� L2

2nSi(x0)
+ O

�
L

l

�4
(C.9)

tan (�2) =
dx

dz
jz=L = sinh(L=l) =

L

l
+ O

�
L

l

�3
=
dnSi
dx

� L

nSi(x0)
+ O

�
L

l

�3
(C.10)

If we are only interested in the field distribution at the rear surface, an equivalent point of view
is to consider a laser beam emerging from the focal plane at an angle�2 and propagating without
being deflected. This beam leads to the same transmitted field distribution if its origin is shifted by
�~x from the optical axis (cf. fig. C.2):

�~x = �x0 � L

2
tan�2 = l � cosh

�
L

l

�
� l � L

2
� sinh

�
L

l

�

= � L4

24 l3
+ l �O

�
L

l

�6
: (C.11)
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Figure C.2: Normal incidence of the probing beam.

C.2 Image formation by a thin lens

In this section, we consider the image formation by a thin lens (cf. fig. C.3). Assuming the paraxial
approximation, Fourier optics (cf. section 3.4) [121] is employed to derive an analytical relation
of the field distribution at plane 0 and the field distribution at plane 3. For simplicity reasons, we
will restrict ourselves to a 2D calculation.

C.2.1 Image formation by a thin lens

E

d1

x

z

0

f

E E E1 2 3

d2

Figure C.3: Image formation
by a thin lens of focal lengthf .

The propagation in free space over the distanced1 is de-
scribed by a phase modulation inkx–space:

~E1(kx) = exp(�i
q
k20 � k2x d1) ~E0(kx)

� e�ik0d1 exp

 
i
k2x
2k0

d1

!
~E0(kx) (C.12)

Inserting the Fourier transformations

~E0(kx) =
1p
2�

1Z
�1

e�ikxx ~E0(x) dx ; (C.13)

~E1(x) =
1p
2�

1Z
�1

eikxx ~E1(kx) dkx ; (C.14)

we obtain by lengthy, but straightforward, algebraic manipulations

~E1(x) =
1

2�

Z1Z
�1

eikxxe�ik0d1e
i
k2x
2k0

d1e�ikxx
0 ~E0(x

0) dx0 dkx

= const � e�ik0d1
1Z

�1

exp

 
�ik0(x� x0)2

2d1

!
~E0(x

0) dx0 : (C.15)
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Since the effect of the thin lens is modeled by a phase shift in real space

~E2(x) = exp

 
i
k0
2f
x2
!
~E1(x) (C.16)

the following relation holds:

~E3(x) = const � e�ik0(d1+d2)
Z1Z
�1

exp

 
�ik0(x� x0)2

2d2

!
exp

 
i
k0
2f
x02
!

� exp
 
�ik0(x

0 � x00)2

2d1

!
~E0(x

00) dx00 dx0 : (C.17)

It is finally transformed to

~E3(x) = const � e�ik0(d1+d2) exp
 
�ik0Vt

2f
x2
! 1Z
�1

exp

"
�ik0

a
(x0 + Vtx)

2

#
~E0(x

0) dx0

(C.18)
where

Vt :=
1

d2=f � 1
and a :=

2d1d2f

d2 � f

 
1

f
� 1

d1
� 1

d2

!
= 2[d1 � f(1 + Vt)] = 2[d1 � Vtd2] :

(C.19)
The parameterVt performs a scaling of thex–axis and therefore constitutes the inverse of the
transverse magnification. On the other hand, the parametera allows for the focussing conditions
and vanishes if plane 3 is the image of plane 0. A physical interpretation is gained if the lens is
considered to form an image of plane 3. Since the latter is located atf(1 + Vt), the parametera
represents twice the distance between plane 0 and the image of plane 3.

C.2.2 Image of a Gaussian field distribution

~
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α
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∆x

optical axis

plane 0

beam
profile2

Figure C.4: Gaussian beam propa-
gating at angle�2.

To calculate the field distribution on the detector dur-
ing laser deflection measurements, we consider the fol-
lowing model: A Gaussian field distribution rotated by an
angle�2 and shifted by�~x (cf. fig. C.4) is emerging from
plane 0 and is projected onto plane 3 by a thin lens (cf. fig.
C.3). This situation reflects the optical setup of laser de-
flection measurements, if plane 0 is chosen as the focal
plane of the focussing lens, plane 3 represents the detec-
tor plane, and the distanced1 is equal tod1 = F +L=2nSi
(cf. fig. 4.22).

The field distribution at plane 0 becomes approximately

~E0(x) = ~E exp

"
� (x��~x)2

w2
0= cos

2(�2)

#
exp [ik0 sin(�2) � x] : (C.20)
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The resulting image distribution at plane 3

j ~E3(x)j = const� exp
2
64�

�
x� a sin(�2)

2Vt
+ �~x

Vt

�2
w2
0

V 2
t cos2(�2)

�
1 + a2 cos4(�2)

k2
0
w4
0

�
3
75 (C.21)

represents again a Gaussian profileexp[�(x � �x)2=w2]. Its spot radiusw and the shift�x are
given by

�x =
a

2Vt
sin(�2)� �~x

Vt
w =

w0

Vt cos(�2)

vuut1 +
a2 cos4(�2)

k20w
4
0

: (C.22)

While the total beam displacement in general is affected by both the internal shift�~x and the
angular deflection�2, two interesting special cases can be adjusted: First, if the image of the focal
plane in the sample (plane 0) is located exactly on the detector (a = 0), the setup is only sensitive
to the internal shift�~x. This condition, however, is hard to realize sincea is in the order of some
mm anda � sin(�2) has to be much smaller than�~x, which is only some microns. Second, if plane
3 is located at the focal plane of the lens (d2 = f ), we obtainVt !1, a!1, a=2Vt ! �f and
the setup is sensitive to the angular deflection only.

Finally, it should be mentioned that the standardized displacement

�x

w
=

��~x + a
2
sin(�2)

w0
cos(�2)

r
1 + a2 cos4(�2)

k2
0
w4
0

�! �k0w0

2
tan(�2) (C.23)

is independent of the magnificationVt. In case of a large parametera, it converges to a limit which
is completely independent of all parametersd1, d2 andf of the optical setup.



Appendix D

Extracting the Phase Shift Signal
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Figure D.1: Measurement signals of interfero-
metric techniques. The sample is subjected to a
current pulse during0 < t < 100�s.

Interferometric techniques are sensitive to
phase modulations of the probing beam. As
temperature rises within the sample, oscilla-
tions of the detected light intensity are ob-
served (cf. fig. D.1). Their evolution is typ-
ically described by the relation

I(t) = C1 + C2 cos['(t)] (D.1)

in which the coefficientsC1 andC2 may ad-
ditionally display a weak time dependence. It
originates from the deflection of the probing
beam on account of the refractive index gradi-
ents perpendicular to the optical axis (cf. sec-
tions 5.2 and 5.3). The desired information
about the evolution of the measurands, i. e. the temperature and the carrier concentration, is in-
cluded in the phase shift'(t). It is obvious, that'(t) is shifted by� if two adjacent extrema of the
detector signal are observed. However, we are interested in a continuous extraction of'(t) which
can be achieved by the following strategies:

D.1 Direct extraction

Equation (D.1) can be solved for the desired phase shift signal

'(t) = arccos

 
I(t)� C1

C2

!
(D.2)

provided that the coefficientsC1 andC2 are known. They can be approximately extracted from
the minimum and maximum detected intensity. However, any kind of noise will thus introduce
an error to the phase shift signal. In addition, in case of a decreasing amplitude (cf. signal A in
fig. D.1) the formula must not be applied to the whole period of time. In fact, within each interval
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between two adjacent extrema a separate cos–function has to be fitted and inverted, thus raising
additional effort.

A similar strategy to evaluate Fabry–Perot oscillations is reported in [98]: In order to interpo-
late between two extrema, a qualitative function (e. g. polynomial or exponential) describing the
temperature evolution is assumed. Its parameters are extracted by exploiting the symmetry of the
oscillations around their extrema.

D.2 Transformation to frequency space

A very comfortable method to evaluate oscillating signals with several periods employs Fourier
transformations and an appropriate filtering in frequency space [206]. To illustrate the principle,
let’s consider an intensity signalI(t) = C1 +C2 cos(') with an approximately linearly increasing
phase'(t) = !' � t. Its Fourier spectrum contains three components, namely the constant offset at
the frequency0 and two peaks at the frequencies�!'. The latter is due to the fact that our original
signal isreal. Multiplying with a band pass filter around!' cancels the offset and the component
with the negative frequency. Thus, the transformation back to time space yields acomplexsignal
~I(t) = C2 exp[i'(t)], the phase of which can be extracted by

'(t) = arctan

 
Im[ ~I(t)]

Re[~I(t)]

!
: (D.3)

Note that an appropriate choice of the filter function is the key for a successful and accurate deter-
mination of the phase evolution.

This strategy implies two remarkable advantages: First, it also works ifC1 andC2 are slightly
time–dependent as these Fourier components are observed at different frequencies. And second,
it can be transformed to an automatically applicable algorithm which is preferable against manual
counting of the interference extrema. However, it fails in case of a slow phase modulation (cf.
signal B in fig. D.1) since it is difficult to separate the constant offset from the component!' in
frequency space.
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a cm a := 2(L=2nSi + F � Vtd2), (cf. eq. 4.26, fig. 4.22, eq. C.19, fig. C.3)

A � standardized absorption signal, i. e. AC component of the transmitted
intensity scaled to its DC component

AD cm2 active area of the device under test

Aj cm�3 expansion coefficient (cf. eq. 4.16)

An; ~An � for the derivation of the propagator matrix: functions depending on!, �,
zn, zn+1, "(x; zn), and"(x; zn+1) (cf. eq. A.4)

b cm b := F � Vtd2 = F � fd2=(d2 � f), (cf. fig. 4.22)

Bn; ~Bn � for the derivation of the propagator matrix: functions depending on!, �,
zn, zn+1, "(x; zn), and"(x; zn+1) (cf. eq. A.4)

Bx Vs=cm2 x–component of the magnetic field

By Vs=cm2 y–component of the magnetic field

Bz Vs=cm2 z–component of the magnetic field

Ba
� � Nx � 2Nx matrices extracting the forward and backward propagating

wave at the entrance plane, respectively, from the vector~u(z1) of the
computation variables in real space

~Ba
� � matrix representation ofBa

� in kx–z–space (cf. eq. 3.23)

Bb
� � Nx � 2Nx matrices extracting the forward and backward propagating

wave at the emergence plane, respectively, from the vector~u(zNz) of the
computation variables in real space

~Bb
� � matrix representation ofBb

� in kx–z–space (cf. eq. 3.23)

c cm=s velocity of light

cn J=Kcm3 heat capacity of the electron gas
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cp J=Kcm3 heat capacity of the hole gas

cL J=Kcm3 heat capacity of the host lattice

ct J=Kcm3 total heat capacity per volume

C F capacitance

Cn cm6=s Auger coefficient of the electrons

Cn; ~Cn � for the derivation of the propagator matrix: functions depending on!, �,
zn, zn+1, "(x; zn), and"(x; zn+1) (cf. eq. A.4)

Cp cm6=s Auger coefficient of the holes

D cm cell width of an IGBT (cf. fig. 4.7)

~D As=cm2 electrical displacement

Damb cm2=s ambipolar diffusion coefficient

Dn; ~Dn � for the derivation of the propagator matrix: functions depending on!, �,
zn, zn+1, "(x; zn), and"(x; zn+1) (cf. eq. A.4)

d1 cm distance between the preimage plane and the imaging lens (cf. fig. C.3)

d2 cm distance between the imaging lense and the detector plane (cf. fig. 4.22
and C.3)

~E V=cm electric field

EB V=cm computational variable representing the envelope of the backward propa-
gating wave

Ec eV conduction band minimum

Ec0 eV conduction band minimum in the absence of an external electric field

EF V=cm computational variable representing the envelope of the forward propagat-
ing wave

Eg eV energy gap

Ei V=cm electric field (y–component) of the incident laser beam at the entrance
plane

~Ei V=cm in the discretized equations: vector comprising the incident beam’s electric
fields (y–components) at the grid nodes of the entrance plane



List of Symbols 149

~Epr V=cm electric field of the probing beam

~Epr;0 V=cm amplitude of the electric field of the probing beam

~Er V=cm in the discretized equations: vector comprising the reflected beams’s
electric fields (y–components) at the grid nodes of the entrance plane

~Er(x; y; t) V=cm field distribution of the reflected wave on the front surface of the sample
at timet

~Eref V=cm electric field of the reference beam

~Eref;0 V=cm amplitude of the electric field of the reference beam

Erel � for virtual experiments: average relative error (cf. eq. 4.8)

Erel;opt � for virtual experiments: minimum ofErel

Et eV in the band diagram of a semiconductor: energy level of a trap

~Et V=cm in the discretized equations: vector comprising the transmitted beams’s
electric fields (y–components) at the grid nodes of the sample’s rear surface

~Et(x; y; t) V=cm field distribution of the transmitted wave on the rear surface of the sample
at timet

Ev eV valence band maximum

Ev0 eV valence band maximum in the absence of an external electric field

~ex � unity vector inx–direction

Ex V=cm x–component of the electric field

~ey � unity vector iny–direction

Ey V=cm y–component of the electric field

~ez � unity vector inz–direction

Ez V=cm z–component of the electric field

Ek V=cm electric field component parallel to the current density

E? V=cm electric field component perpendicular to the current density

f cm focal length of a lens, in particular the focal length of the imaging lens for
the laser deflection measurements



150 List of Symbols

F cm distance between the rear surface of the sample and the imaging lens

Fk different driving affinity

fn(E) eV�1 Fermi distribution function

F1=2(x) � Fermi integral

g cm width of the gap between two segments of a four–quadrant detector (cf.
fig. 4.23)

G cm�3s�1 total carrier generation rate

Gav cm�3s�1 Avalanche generation rate

h W=Kcm2 heat exchange coefficient of an interface

�h eVs Planck’s constant

H W=cm3 total heat generation rate

HeJoule W=cm3 Joule heat of the electrons (cf. eq. 6.41)

HhJoule W=cm3 Joule heat of the holes (cf. eq. 6.41)

HPeltier W=cm3 Peltier heat (cf. eq. 6.43)

Hrec W=cm3 recombination heat (cf. eq. 6.42)

HThomson W=cm3 Thomson heat (cf. eq. 6.43)

Htrans W=cm3 heat generation due to transient carrier injection (cf. eq. 6.46)

i � imaginary unit

I A terminal current

ID(x; y) W=cm2 intensity distribution of the laser light on the detector

Ik(t) A photo current of thekth segment of a four–quadrant photo detector

Ioffk A photo current of thekth segment of a four–quadrant photo detector during
the off–state of the device under test

Ioff W=cm2 light intensity transmitted by the sample during its off–state

Ion W=cm2 light intensity transmitted by the sample during its on–state

It W=cm2 transmitted light intensity
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I0 W=cm2 incident light intensity

jn cm�2s�1 particle current density of the electrons

Jn A=cm2 electrical current density of the electrons

jp cm�2s�1 particle current density of the holes

Jp A=cm2 electrical current density of the holes

jQ W=cm2 heat current density

Js W=Kcm2 entropy current density

Ju W=cm2 energy current density

k eV=K Boltzmann’s constant

Kn; ~Kn cm2 for the derivation of the propagator matrix: constants depending on!, �,
zn, andzn+1 (cf. eq. A.4)

kx 1=cm for the simulation of beam propagation: component of the wave vector
perpendicular to the optical axis

kz 1=cm for the simulation of beam propagation: component of the wave vector
along the optical axis

kaz 1=cm kaz =
q
"ak20 � k2x, i. e. z–component of the wave vector in front of the

entrance plane (z < z1)

kbz 1=cm kbz =
q
"bk20 � k2x, i. e. z–component of the wave vector behind the

sample’s rear surface (z > zNz )

k0 1=cm absolut value of the wave vector of the probing beam

l cm for calculation of the beam deflection within a constant gradientdnSi=dx

of the refractive index:l := nSi(x0)
dnSi=dx

L cm interaction length

La cm length of the active area

LD cm ambipolar diffusion length

Leff;lin cm effective interaction length in case of a linear dependence (cf. eq. 4.31)

Leff;qu cm effective interaction length in case of a quadratic dependence (cf. eq. 4.32)
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Lkj different 3 � 3 submatrices forming the coeffcients of the Onsager matrix (cf. eq.
6.22)

Lj cm 1
Lj

:=
q

1
L2
D

+ 
2j
4
L2

, cf. eq. (4.16)

Ls cm sample length

M � standardized deflection signal (difference between the photo currents
of two opposite segments scaled to the sum of all photo currents of a
four–quadrant detector)

m�
n kg effective mass of an electron at the conduction band minimum

m�
p kg effective mass of a hole at the valence band maximum

Mk
n;j � for the derivation of the propagator matrix:2 � 2 matrices whose

coefficients depend on!, �, zn, zn+1, xj+1 � xj, xj � xj�1, "(xj; zn),
and "(xj; zn+1); range of the indices:1 � k � 6, 1 � n � Nz � 1,
1 � j � Nx (cf. eq. A.6)

M1;n;M2;n � for the derivation of the propagator matrix: band structured matrices
whose coefficients are complex2� 2 submatrices (cf. eq. A.8)

n cm�3 concentration of free electrons

N � for virtual experiments: number of calculated detector signals

N(x) cm�3 with absorption measurements:N(x) := 1
L

L=2R
�L=2

n(x; z) dz

~n � unity vector normal to an interface

�n cm�3 excess electron concentration�n := n� n0

NA cm�3 concentration of acceptors

NA;Substrate cm
�3 acceptor concentration of thep+–substrate of a PT–IGBT

N�
A cm�3 concentration of ionized acceptors

Nc cm�3 effective density of states in the conduction band

ND cm�3 concentration of donors

ND;Bu�er cm�3 donor concentration of then+–buffer of a PT–IGBT

N+
D cm�3 concentration of ionized donors
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nextr cm�3 electron concentration (=carrier concentration) extracted from the detector
signal of an internal laser probing technique

ni cm�3 intrinsic carrier concentration

ni;eff cm�3 effective intrinsic carrier concentration

nie;n cm�3 effective intrinsic electron concentration (cf. eq. 6.31)

nie;p cm�3 effective intrinsic hole concentration (cf. eq. 6.31)

Ni cm�3 impurity concentration

nL � refractive index of a lens

nmin cm�3 minimum concentration of the carrier distribution

N ref
n cm�3 reference concentration in the Scharfetter relation for the electrons (cf. eq.

6.60)

N ref
p cm�3 reference concentration in the Scharfetter relation for the holes (cf. eq.

6.60)

nr � static refractive index

nref cm�3 electron concentration (=carrier concentration) obtained by an electrother-
mal device simulation (reference concentration for the virtual experiment)

nSi � real part of the optical refractive index at the laser frequency of the probing
beam

�
@nSi
@C

�
T

cm3
�
@nSi
@C

�
T
:=
�
@nSi
@n

�
p;T

+
�
@nSi
@p

�
n;T

nSi;0 � real part of the optical refractive index at the laser frequency of the probing
beam during the off–state of the investigated device

Nt cm�3 density of trap centers

Nv cm�3 effective density of states in the valence band

Nx � for the simulation of beam propagation: number of grid nodes inx–
direction, i. e. perpendicular to the optical axis

Nz � for the simulation of beam propagation: number of grid nodes inz–
direction, i. e. along the optical axis

n0 cm�3 equilibrium concentration of the electrons

n1 cm�3 n1 = ni;eff exp[(Et � EF )=kT ]
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p cm�3 concentration of holes

P � for the simulation of beam propagation: propagator matrix between the
entrance plane and the emergence plane (cf. eq. 3.14)

�p cm�3 excess hole concentration�p := p� p0

Pn � for the simulation of beam propagation: propagator matrix between the
planesz = zn andz = zn+1 (cf. eq. 3.14 and appendix A)

Pn V=K thermoelectric power of the electrons

~Pn C=cm2 electric polarization due to a displacement of the electron gas

P ext
n V=K at the boundaries of the simulation domain: electron thermoelectric power

of the external region

P sc
n V=K at the boundaries of the simulation domain: electron thermoelectric power

of the semiconductor

Pp V=K thermoelectric power of the holes

~Pp C=cm2 electric polarization due to a displacement of the hole gas

P ext
p V=K at the boundaries of the simulation domain: hole thermoelectric power of

the external region

P sc
p V=K at the boundaries of the simulation domain: hole thermoelectric power of

the semiconductor

p0 cm�3 equilibrium concentration of the holes

p1 cm�3 p1 = ni;eff exp[(EF � Et)=kT ]

q C elementary charge

Q � slope of the detector response as function of the standardized beam
displacement, i. e.Q := @M

@(�x=w)
j�x=0

~Q cm�1 slope of the detector response as function of the absolute beam displace-
ment, i. e. ~Q := @M

@�x
j�x=0 = Q=w

�Q J heat stored within the device during the duty cycle

QS C excess charge stored within a power devices during its forward conducting
state

~r cm position of a particle
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R cm�3s�1 total carrier recombination rate

RAu cm�3s�1 Auger recombination rate

RCDL cm�3s�1 coupled defect level recombination rate

rf � reflection coefficient at the front surface of a Fabry–Perot resonator

RFP � reflectivity of a Fabry–Perot resonator

rr � reflection coefficient at the rear surface of a Fabry–Perot resonator

RSRH cm�3s�1 Shockley–Read–Hall recombination rate

RSurf cm�2s�1 surface recombination rate

R1 cm radius of the front curvature of a spherical lens

R2 cm radius of the rear curvature of a spherical lens

s J=Kcm3 entropy density of a thermodynamic system

s cm for optical probing techniques: segment width of a four–quadrant detector
(cf. fig. 4.23)

sL J=Kcm3 entropy density of the host lattice

sn J=Kcm3 entropy density of the electron gas

sp J=Kcm3 entropy density of the hole gas

t s time

T K absolute temperature

�T K temperature rise

Text K at the boundaries of the simulation domain: temperature of the adjacent
region

Textr K absolute temperature extracted from the detector signal of an internal laser
probing technique

TFP � transmittance of a Fabry–Perot resonator

TL K lattice temperature

Tn K temperature of the electron gas

Tp K temperature of the hole gas
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�Tpp K temperature rise causing two adjacent maxima of thermally induced
Fabry–Perot oscillations

Tref K absolute temperature obtained by an electrothermal device simulation
(reference temperature for the virtual experiment)

u J=cm3 energy density of a thermodynamic system

~u(zn) V=cm for the simulation of beam propagation: vector comprising the unknown
field components at the planez = zn (cf. eq. 3.11)

uel J=cm3 energy density of the electrostatic field

uL J=cm3 energy density of the host lattice

un J=cm3 energy density of the electron gas

up J=cm3 energy density of the hole gas

V V voltage

V cm3 volume of the device under test

@V cm2 boundary of the volumeV

VCE V collector–emitter voltage

VGE V gate–emitter voltage

vn cm=s drift velocity of the electrons

vp cm=s drift velocity of the holes

vsat cm=s saturation drift velocity of a carrier

vsr cm=s surface recombination velocity

vsr;n cm=s surface recombination velocity of the electrons

vsr;p cm=s surface recombination velocity of the holes

Vt � inverse of the transverse magnification of an optical image formation (cf.
eq. C.19)

vth cm=s thermal velocity

w cm spot radius of the probing beam on the detector

W cm average spot radius of a Gaussian beam
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w(z) cm spot radius of a Gaussian beam

Wopt cm optimum average spot radius of a Gaussian beam which minimizes the
experimental error (cf. eq. 4.10)

w0 cm spot radius of a Gaussian beam in the focal plane

w0;opt cm optimum spot radius in the focal plane which minimizes the experimental
error

�x cm displacement of the probing beam on the detector (cf. fig. 4.22)

�~x cm displacement of the probing beam if the internal deflection is extrapolated
onto the focal plane of the focussing lens (cf. fig. 4.22)

xi cm for the simulation of beam propagation:x–coordinate of thei. vertex
perpendicular to the optical axis

xmin cm position where the carrier concentration is at its minimum

�x0 cm displacement of the probing beam on the rear surface of the sample (cf.
fig. 4.22)

xNx cm for the simulation of beam propagation:x–coordinate of the right hand
boundary perpendicular to the optical axis

x0 cm x–coordinate of the incident probing beam (cf. fig. 4.22)

x1 cm for the simulation of beam propagation:x–coordinate of the left hand
boundary perpendicular to the optical axis

y0 cm y–coordinate of the incident probing beam

zi cm for the simulation of beam propagation:z–coordinate of thei. vertex on
the optical axis

zNz cm for the simulation of beam propagation:z–coordinate of the emergence
plane

z1 cm for the simulation of beam propagation:z–coordinate of the entrance plane

� 1=cm absorption coefficient at the laser frequency of the probing beam
�
@�
@C

�
T

cm2
�
@�
@C

�
T
:=
�
@�
@n

�
p;T

+
�
@�
@p

�
n;T

�n 1=cm ionization coefficient of the electrons in the avalanche generation
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�p 1=cm ionization coefficient of the holes in the avalanche generation

�t � angle between the emerging probing beam and the rear surface of the
sample (cf. fig. 4.22)

�0 1=cm absorption coefficient at the laser frequency of the probing beam for the
off–state of the investigated device

�2 � angle between the internal beam path and the rear surface of the sample
(cf. fig. 4.22)


 � spatial frequency of the expansion (4.12)


j � discrete solutions for
 (cf. eq. 4.15)

Æ(x) 1=cm Dirac’s delta distribution

� cm spatial resolution of free carrier absorption measurements (cf. section
4.2.5)

�(x; y) cm thickness of a lens at position(x; y) (cf. fig. 3.4)

�0 cm maximum thickness of a lens (cf. fig. 3.4)

" C=V cm static dielectric constant

"a � relative dielectric constant in front of the entrance plane, i. e. forz < z1

"b � relative dielectric constant behind the emergence plane, i. e. forz > zNz

"ins C=V cm at a semiconductor/insulator interface: static dielectric constant of the
insulator

"R � relative dielectric constant at the laser frequency of the probing beam

"sc C=V cm at a semiconductor/insulator interface: static dielectric constant of the
semiconductor

"0 C=V cm absolute dielectric constant

�A � angular aperture of the probing beam

�A;opt � optimum angular aperture of the probing beam which minimizes the
experimental error

�(x) � unit step function:�(x) = 0 for x < 0 and�(x) = 1 for x � 0

� 1=cm for the simulation of beam propagation: global parameter for the transfor-
mation to the computational variables (cf. eq. 3.7)
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�sc W=Kcm at the boundaries of the simulation domain: thermal conductivity of the
semiconductor

�t W=Kcm total thermal conductivity

� cm wave length of the probing beam

�ac cm2=Vs contribution to the total mobilbity due to surface acoustic phonon scatter-
ing

�b cm2=Vs bulk mobility of a carrier

�eh cm2=Vs contribution to the total mobilbity due to carrier–carrier scattering

�i cm2=Vs contribution to the total mobilbity due to scattering mechanismi

�low cm2=Vs mobility of a carrier in a weak electric field

�n cm2=Vs electron mobility

�(c)n eV chemical potential of the electron gas

�(ec)n eV electrochemical potential of the electron gas

�p cm2=Vs hole mobility

�(c)p eV chemical potential of the hole gas

�(ec)p eV electrochemical potential of the hole gas

�sr cm2=Vs contribution to the total mobilbity due to surface roughness scattering

�s W=Kcm3 entropy production rate�s := div ~Js + @s=@t

�n cm2 capture cross section of an empty trap capturing an electron from the
conduction band

�p cm2 capture cross section of an occupied trap capturing a hole from the valence
band

�Surf C=cm2 interface charge density

�amb s ambipolar carrier lifetime

�B s minority carrier lifetime of the holes in then+–buffer (cf. eq. 8.2)

�e� s effective carrier lifetime�e� = QS=I

�n s recombination lifetime of the electrons
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� cn s average collision time of the electrons

� 0n s electron lifetime in an intrinsic semiconductor (cf. eq. 8.1)

�p s recombination lifetime of the holes

� cp s average collision time of the holes

� 0p s hole lifetime in an intrinsic semiconductor (cf. eq. 8.1)

�S s minority carrier lifetime of the electrons in thep+–substrate (cf. eq. 8.2)

�SRH s Shockley–Read–Hall carrier lifetime (cf. eq. 6.59)

'(t) � phase shift between the light rays of the ordersn and n + 1 of an
interferometer

'(x; y) � phase shift of the wavefront within a thin lens

�' � phase shift of the probing beam with reference to the reference beam

�n V quasi–Fermi level of the electron gas

�p V quasi–Fermi level of the hole gas

� o with oblique transition of the probing beam: angle of incidence

�Si
o with oblique transition of the probing beam: angle of the propagation

direction in the silicon

 V electrostatic potential

! 1=s laser frequency of the probing beam

�! 1=s �! := !1 � !2

!1 1=s driving frequency of the acousto–optic modulator which determines the
diffraction of the probing beam

!2 1=s driving frequency of the acousto–optic modulator which determines the
diffraction of the reference beam
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