3-D Transonic Flow Dynamics with
Nonequilibrium Condensation

by
Kevin A. Goodheart

Munich 2004









Title Picture: Top: Snapshot of unsymmetric oscillation mode in the 3-D axisymmetric
nozzle, [Ty1=295 K, po1 = 1 bar, ¢p9=95%, f ~ 1350 Hz |.

Bottom: Mach contour on the top surface of the F-16 Fighting Falcon
wing, [T = 295 K, po = 1 bar, M, = 0.9, a = 0°, Njpero = 102 m™3,
R, = 1x107® m, ¢, = 90%, MAC = 2.72 m, Reoo prac = 54.8 10°].



TECHNISCHE UNIVERSITAT MUNCHEN

LEHRSTUHL FUR FLUIDMECHANIK

3-D Transonic Flow Dynamics with
Nonequilibrium Condensation

Kevin A. Goodheart

Vollstédndiger Abdruck der von der Fakultét fiir Maschinenwesen der Technischen Univer-
sitdt Miinchen zur Erlangung des akademischen Grades eines

Doktor-Ingenieurs

genehmigten Dissertation.

Vorsitzender: Univ.-Prof. Dr.-Ing. Dr.-Ing. habil. Rudolf Schilling
Priifer der Dissertation:

1. Univ. Prof. Dr.-Ing. habil. Giinter H. Schnerr

2. Univ.-Prof. Dr.-Ing. Dr.-Ing. habil. Rainer Friedrich

Die Dissertation wurde am 22.10.2003 bei der Technischen Universitéat Miinchen eingereicht
und durch die Fakultét fiir Maschinenwesen am 26.01.2004 angenommen.






Preface

The work in this thesis could not have been done without the understanding and patience
of my wife. I thank her for making it through these times.

I must make a special thank you to Dr. Inz. Slawomir Dykas who took the time to teach
me CFD in regards to compressible flow.

The final thesis was prepared at TU Munich but two years of the work was spent at the
University of Karlsruhe (TH) in the Fachgebiet Stromungsmaschinen and my appreciation
and regards go out to the group there.

The final year of the work was performed at TU Munich in the Lehrstuhl fiir Fluidmechanik
under the direction of Prof. Dr.-Ing. habil. R. Schilling it is his group and ideas that made
my stay here comfortable and fun, I will miss the Kaffeerunden and Sommerfest.

and to

Prof. Dr.-Ing. habil. G.H. Schnerr thank you for giving me the freedom to explore CFD,
we made it through.

Muggensturm, in February 2004 Kevin A. Goodheart






Contents

Symbols

1. Introduction

1.1. Scope

1.2. Literature Overview . . . . . . . . . .. ..

1.3. Thesis Overview

2. Physical Modeling

2.1. Thermodynamic Principals For Moist Air .
2.2. Fluid Dynamic Equations . . . . .. .. ..
Conservation Equations . . . . . ..
2.2.2. Reynolds Averaged Navier-Stokes Equations . . . . . . . ... ...
2.3. Turbulence Modeling . . . . ... ... ...
Wilcox bk —w . . . .. ..o
2.3.2. Menter SST . .. ... ... ....
233. EASM(k—w) . ... ... ... ...
2.4. Condensation Modeling . . ... ... ...

2.2.1.

2.3.1.

24.1.

Moist Air Homogeneous Condensation

2.4.2. Moist Air Heterogeneous Condensation . . . . .. ... ... ...
2.4.3. Nitrogen Homogeneous Condensation
2.5. Frozen Mach Number . . . ... .. .. ..
2.6. Condensation Auxiliary Relations for Moist Air . . . . .. ... ... ...
2.7. Condensation Auxiliary Relations for Nitrogen . . . . . . . . . ... .. ..

3. Numerical Methods

3.1. Equation Transformation . ... ... ...

3.2. Finite Volume Method 3-D . . . .. . . ..
Fractional-Step-Method . . . . . ..
Time Integration . . . ... .. ...
Steady-State Solution 1st Order . . . . .. ... .. ...
Unsteady Solution 2nd or 4th Order Runge-Kutta . . . .
Calculation of the Fluxes - Integration in Space . . . . . . ... ..

3.2.1.
3.2.2.

3.2.3.

3.2.2.1.
3.2.2.2.

3.2.3.1.

Convective Fluxes AUSMD

<

— =

17
17
20
20
21
23
24
25
27
29
29
31
32
34
34
37

39
39
44
44
44
45
47
48
20



II Contents
3.23.2. Viscous Fluxes . . . . ... .. .. ... ... ... .... 53

3.2.3.3. Source Terms . . . . ... .. ... 56

3.2.4. Imitial and Boundary Conditions . . . . . . .. .. ... ... ... 56
3.2.4.1. [Initial Conditions . . . . . . . ... ... ... ... .. 56

3.2.4.2. Boundary Conditions . . . . .. ... ... ... . .... 59

3.2.5. Coupling the System of Equations . . . . . ... ... ... .... 66

3.3. Implementation and Program Structure . . . .. .. ... ... ... ... 67
4. Validation 69
4.1. Steady flow with Condensation . . . . . . . .. ... ... ... . ..... 69
4.1.1. S1 Nozzle-Euler . . . . . ... .. ... 69
4.1.1.1. Geometry and Grids . . . . . ... ... 69

4.1.1.2. Adiabatic . . . .. ... 71

41.1.3. ¢po=372% . . . . .. 72

4114, Go=T713% . . . . . 73

4.1.2. Al Nozzle-Euler . . . . . . . ... ... ... ... .. ... 74
4.1.2.1. Geometry and Grid . . . . . .. ... 74

4.1.2.2. Adiabatic . . . . .. ... 74

4.1.23. ¢o=35.6% . . . . ... 75

4.1.24. Unsteady . . . . . . . . .. 76

4.2, Nitrogen . . . . . . . o 81
4.2.1. CAST-10 Airfoil - Turbulent . . . . . . . .. ... ... ... .... 81
4.2.2. BAIl-Nozzle - Euler . . . . . . .. .. ... ... ... ... .... 90
4.2.3. S1-Nozzle- Euler . . . . . . .. .. ... 92

4.3. Turbulence Modelling . . . . . . . . .. ... oo 94
4.3.1. Sajben Transonic Diffusor . . . . ... ... ... ... ... ..., 94
4.3.1.1. Geometry and Grid . . . . . .. .. ... oo 94

4.3.1.2. Weak Shock pre-shock M ~1.21 .. ........... 94

4.3.1.3. Strong Shock pre-shock M ~135 .. ... ... ... .. 96

4.3.2. RAE 2822 Airfoil . . . . . .. ... 99
4.3.2.1. Geometry and Grid . . . . . . .. ..o 99

4.3.2.2. Case6 presshock M ~123 .. ... ... ......... 100

4.3.2.3. Case 10 pre-shock M ~1.30 .. ... ... ... ..... 102

4.3.3. 3-D Skewed Bump . . . .. ..o 104
4.3.3.1. Geometry and Grid . . . . . .. ... 104

4.3.3.2. Test Case Results. . . . . . .. ... ... ... ... ... 105

4.4. Turbulence and Condensation . . . . . . . . . .. ... ... ... ..... 111
4.4.1. Sl Nozzle . . . . . . . 111

4.5. Validation of Hertz-Knudsen Model . . . . . . . . .. ... ... ... ... 113
4.6. Validation Summary . . . . . . .. ... 118



Contents I11
5. Internal Flow 119
5.1. 3-D Channel with Skewed Bump - Turbulent . . . . . . . ... ... .. .. 119
5.2. 3-D Axisymmetric A1 Nozzle - Euler . . . . . .. ... .. ... ... ... 126
5.2.1. Geometry and Grid . . . . . .. ..o oL 126

5.2.2. Steady . . . . ... 127

5.2.3. Unsteady Oscillation . . . . .. ... ... .. ... ... ... 130

6. Airfoil Condensation 141
6.1. Circular Arc - Euler . . . . . . . . .. 141
6.1.1. Geometry and Grids . . . . . . . . ... 141

6.1.2. Adiabatic . . . . . .. ... 142

6.1.3. Diabatic . . . . . . .. ... 143

6.2. NACAOQ012 - Euler . . . . . . . . . . . 148
6.2.1. Geometry and Grids . . . . . .. ... ..o 148

6.2.2. Adiabatic . . . .. ... .. 149

6.2.3. Diabatic . . . . . . .. ... 150

6.3. RAE2822 - Turbulent . . . . . . . . . . . ... ... . ... ... 154
6.3.1. Geometry and Grids . . . . . . . .. ... 154

6.3.2. Adiabatic . . .. .. .. 154

6.3.3. Diabatic . . . . . ... 155

7. Wing Condensation 161
7.1. Infinite Wing . . . . . . . .. 161
7.2. Atmospheric Flight-ONERA M6 Wing - Turbulent . . . . ... ... ... 164
7.2.1. Geometry and Grid . . . . . . ... ... 164

7.2.2. Adiabatic . . . . ... . 168

7.2.3. Range of Particle Density . . . . . . ... ... ... .. 170

7.2.4. Mean Aerodynamic Chord Influence . . . . ... .. ... .. ... 175

7.2.5. Angle of Attack . . . . . ..o 183

7.3. In-Draft Wind Tunnel Scale-ONERA M6 Wing - Turbulent . . . . . . . .. 190
7.3.1. Moist Air . . . . . . e 190

7.4. Cryogenic Wind Tunnel - Turbulent . . . . . .. . ... ... ... ..... 209
7.4.1. Nitrogen . . . . . . . . . 209

7.4.2. ONERA M6 Wing . . . . . . . . . . .. .. ... .. ... ..., 209

7.5. Atmospheric Flight-F16 Wing - Turbulent . . . . . . ... ... ... ... 217
7.5.1. Geometry and Grid . . . . .. ... 217

7.5.2. Mach =09 . .. .. . . . . . . . 220

7.5.3. Mach = 1.1 . . . . . . . . . . 229

8. Summary 233
8.1. Internal Flow . . . . . . . . . . . . . . 233
8.2. External Flow . . . . . . . . . . . .. 234
8.3. Relationship . . . . . . . . . . 234



IV Contents

8.4. Further Study . . . . . . . . . . 235
Bibliography 237
A. 247

A.l. Binary r Factor . . . . . . . . .. 247

A.2. Metric Factors for Diffusive Fluxes . . . . . ... .. ... ... .. .... 247

A.2.1. Momentum in the x-direction . . . . . . . ... ... ... ... 247
A.2.2. Momentum in the y-direction . . . . . .. . ... ... ... .. .. 248
A.2.3. Momentum in the z-direction . . . . . .. ... ... ... ... .. 249
A.24. Energy Equation . . . . . ... ... ... 249

A.2.5. Turbulence Transport Equations . . . . .. ... ... ... .... 250



Symbols

Latin Symbols:

C

Cr

C

Cp
CD,p
Cr

Sound speed [m/s]

Frozen sound speed [m/s]

Chord length [m]

Drag coefficient

Pressure drag coefficient

Friction coefficient

Lift coefficient

Pressure coefficienct

Specific heat at constant pressure [J/kg — K]
Specific heat at constant volume [J/kg — K]
Concentration of a critical droplet [1/m?]
Variable in the EASM turbulent model
Courant-Friedrichs-Lewy number

Critical collision frequency for a vapor molecule [1/s]
Specific internal energy [J/kg]

Total internal energy [J/kg]

Eddy viscosity ratio [1-10]

Vector for the convective fluxes in the £-direction
Vector for the viscous fluxes in the &-direction
Frequency [1/s]

Favre mass-weighted operator

Turbulent closure coefficients

Blending functions for SST model

Vector for the convective fluxes in the n-direction
Vector for the viscous fluxes in the n-direction
Condensate mass fraction

Gibbs free energy [J]

Vector for the convective fluxes in the (-direction
Vector for the viscous fluxes in the (-direction
Specific enthalpy [J/kg]

Throat height [m)]

Nucleation rate [m3s™!]



VI Symbols

J Determinate of the Jacobian [m?]

k Boltzmann’s constant [1.380622 x 107*3.J/ K]
k Heat conductivity [W/m — K|

k Turbulent kinetic energy [J/kg or m?/s?]

Kn Knudsen number Kn = %

l Characteristic length [m)]

L Turbulence length scale

L Latent heat (heat of vaporization) [J/kg]
m Mass of a specific molecule [kg]

M Mach number

M Mass [kg]

Nhom Number density of droplets [1/kg]
Nhet.05 Phet Number density of particulates [1/m?]
NI, NJ, NK Maximum grid points in x,y, and z direction
p Pressure [Pal

P Turbulent production [N/m? — s]

Pr Prandt]l number

q Heat flux [WW/m?]

Q Time vector

T Droplet radius [m]

T Mean droplet radius [m]

r Critical radius [m]

R Specific gas constant [J/kg-K]

R, Particle radius [m]

R Radius of nozzle wall curvature at the throat [mm]|
Re Reynolds number

Re, Turbulent Reynolds number

S Entropy [J/kg-K]

S Supersaturation: S = p,/ps.co(T)

S Source vector

Sij Strain tensor [1/s]

t Time [s]

t Thickness [%]

T Temperature [K]

T" Turbulent intensity [m/s]

u Velocity compenent in x-direction [m/s]
v Velocity compenent in y-direction [m/s]
% Volume [m?]

w Velocity compenent in z-direction [m/s]

Absolute air humidity: [z = ﬂM]

g’max
Cartesian coordinate [m]

Half the throat distance in a nozzle [mm)|

< 8 8
=
N

% -



VII

<

Dimensionless wall distance
Zeldovich factor

Greek Symobls:

Q
«
Bo, B
~
V1,72
A
K
A
0
v
£, ¢

5%3/527 ,r]m7y7z7 Cx’yzz
p

1 1"

]
1" 1

pu;h

o, %

Angle of attack

Mass accomodation coefficient
Turbulent closure coefficients
specific heat capacity ratio
Turbulent closure coefficients
Operator i = 5, = 1,1 # j,=0
Difference

Constant [k = 0.41]

Free mean path [m]

Dynamic viscosity [kg/m — s]
Kinematic viscosity [m/s?]
General coordinates for computational domain
Metrics [m?]

Density [kg/m?]
Reynolds-Stress tensor [N/m?]

Reynolds heat flux [W/m?]
Turbulent closure coefficients
Surface tension [N/m]

Shear stress [N/m?]

Relative humidity [%)]

Relative humidity at total conditions: ¢g = py,01/Ps,00(L01)

Turbulent closure coefficients
Specific dissipation rate [1/s]
Rotation tensor [1/s]

Subscript Indices:

a
exp
f
F-S
Gy
hom
het
1,7,k
nit

Air

Experiment

Frozen, which relates to a diabatic situation
Model from Fuchs-Sutugin

Model from Gyarmathy

Homogeneous condensation

Heterogeneous condensation

Variable index in the computational domain
Initial values before starting simulation
Liquid

Left extrapolated state



VIII Symbols
m molecular

mac Mean aerodynamic chord

max Maximum value

n Normal component

out Outlet condition

P Particle

R Right extrapolated state

S Saturation

t Turbulent

v Vapor

0 Total conditions (zero velocity)

01 Total conditions at inlet ahead of heat addition
00 Infinite plane

00 Free stream condition

Superscript Indices:

* Kk ¥ ¥

"

Condition at M =1

Critical condition for droplet

dimensionless variable

Primitive variable before boundary condition correction
Mean value

Fluctuation in the Reynolds-Averaging

Fluctuation in the Favre-Averaging

All symbols that are not found in the list are defined in the text.



1. Introduction

1.1. Scope

With advancement of computer hardware and turbulence modeling the effects of conden-
sation with turbulence and 3-D geometries are examined. Two areas of focus are nozzle
flow with self-excited oscillations and external flow around wings in regards to boundary
layer separation.

1.2. Literature Overview

The literature overview section gives insight into the major works in the fields of condensa-
tion and turbulence modeling. It will start with a short history of condensation modeling
with an emphasis on water vapor / carrier gas mixtures followed by 3 sections that de-
tail the different aspects of condensation modeling and their major conclusions. The final
section is a short summary of the turbulence models used in this thesis but in no way a
complete overview of turbulence modeling.

1. Homogeneous and heterogeneous condensation modeling
2. Thermal choking-internal flow

3. Oscillating flows with homogeneous condensation

4. Condensation on airfoils / wings

5. Turbulence modeling

Homogeneous and Heterogeneous Condensation Modelling

Short History

In the late 1800’s work in condensation consisted of atmospheric physics, supersonic steam
nozzle by de Laval, and the Wilson cloud chamber. It was Prandtl though who brought con-
densation to aerodynamics in 1935 at the Volta Congress, where he introduced a schlieren
picture of two oblique shock like patterns near the throat in a nozzle. Wieselsberger re-
marked at the meeting that this structure was dependent on the initial humidity of the
air. So what turned out to be a bug for experimentalist turned into a field of condensation
modeling. The fix for the wind tunnel is to dry the air before entering the experimen-
tal chamber. Hermann in the period between 1934 and 1936 published results on these
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disturbances, calling them “condensation shocks” and noting that close to the throat they
are normal (high humidities) and further downstream take on the X-shape structure (low
humidities). In 1942 Oswatitsch presented a general kinetic and thermodynamic treatment
of condensation in supersonic nozzles. One of the major contributions was that the foreign
nuclei present in the wind tunnel does not play a role in condensation because of the time
scale (cooling rate). Oswatitsch had difficulties with his theory in predicting the onset of
condensation because of the lack of knowledge in surface tension and other properties at
such low temperatures for water. So now at this time it was known that the effect of con-
densation was dependent on nozzle geometry (throat and wall curvature), initial humidity,
and time scale of expansion.

In parallel to the work seen in supersonic wind tunnels, Lord Kelvin showed that the vapor
pressure of a drop is given by

200 1
o = — . 1.1
e =esp () (1)

where o is the surface tension, r is the droplet radius. Equation 1.2 is sometimes referred
to as the Gibbs-Thomson equation. Gibbs introduced the idea of a critical nucleus that
is required to start the growth of a droplet. In 1926, Volmer and Weber first suggested
the theory of homogeneous nucleation, which relates the rate of formation of these critical
droplets in pure vapor. The theory is only applicable in the complete absence of foreign
nuclei or if the cooling rate is high enough where the foreign nuclei do not play a role in
the condensation process. The Nucleation rate from Volmer [96] is

J ~ e RGURT (1.2)

The AG* is the work required to produce one stable droplet of critical size and k is the
Boltzmann constant. Using thermodynamics Gibbs [30] reasoned

16703 u?

AG* =
3R2T2pl 1Il2 (pv/ps)

The kinetic factor AG* in eq. 1.2 was argued by Becker and Doring in 1935 that it repre-
sents the work of a mean growth of a surface. Zeldovich [109] proposed a factor to account
for the concentration gradient of the critical nuclei. Putting everything together the clas-
sical nucleation theory of Volmer[96], Frenkel [28], and Zeldovich [109] for formation of
clusters of critical size in homogeneous condensation is

‘] = ZhOmD;;omO;om : (13)

See chap. 2 sec. 2.4 for details of the terms in eq. 1.3. The above theory of nucleation also
goes by the name of non-equilibrium condensation. The explanation of this is done best
by paraphrasing Wegener and Mack [99]. If a drop accidentally absorbs just one molecule
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the surrounding vapor will become supersaturated and the drop will grow, if on the other
hand the drop loses one molecule the surrounding vapor will be superheated with respect
to the drop, which will then evaporate completely. It is this meta-stable condition that
leads to the collapse of "local” equilibrium with respect to small nuclei formed by eq. 1.3.
A summary of droplet behavior follows from Schnerr [88]

r<r’ cluster unstable
r* nucleus metastable
r>rt droplet stable

With the ground work for a theoretical model it is time to go back to experiments to
validate the theory and begin the task of empirical adjustments. From early experiments
of steady shocks due to heat addition in supersonic nozzles, one must mention the name
of Wegener. In a 1964 paper [100], Wegener and Pouring make a dividing line between
sub- and supercritical heat addition. For any steady diabatic compressible flow there is
a maximum amount of heat addition )., per unit mass of mixture. An expression is
derived for Qe = f(yM), which is valid for @) < Q4 and is derived for a 1-D constant
area flow. A graphical interpretation of the function is provided by fig.1.1.

For any given supersonic Mach number there are two solutions, one is a weak compression
and the other is a shock. As () — Q.4 both solutions approach the Mach 1 line. For
@ > Qmaz for a given supersonic Mach number the flow becomes unsteady. Going back to
the dividing line definition of sub- and supercritical heat addition, for flows with M > 1
it is regarded as supercritical heat addition when a shock occurs due to heat addition,
resulting in a pressure increase. Subcritical heat addition occurs as weak compression for
flows with M > 1 and a weak expansion for flows with M < 1.
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Q<0 N
_____________ o— —
M, >1 - I T Weak
I l Solution
/
Q>0
1 1
\
Y
Q>0
y Strong
Q=0 Solution
______________ v“__ )
Q<0

Figure 1.1.: Possible states involved in heat addition or cooling for supersonic flows, Schnerr
[89].

Wegener then applies the equation of motion in 1-D, which results in 6 unknowns, p, A,
u, p, T, and q, but using results from experiments the pressure and area are known, thus
the continuity, momentum, energy, and q as a function of Mach number are solved. With
q known the mass fraction can be then obtained. Thus using experimental data and fluid
equations one can then compare results based on nucleation theory. One problem faced by
Wegener was if the latent heat was between vapor-liquid or vapor-solid phase transition.
The final statement of the paper in comparing the nucleation theory with experiment was
that for a weak condensation zone the current theory was adequate with adjustment of the
condensation coefficient o but for a higher humidity with a condensation shock the current
theory needs to be re-analyzed or a fresh start made. From the current point of view, the
problem faced by Wegener in 1963 was not entirely the nucleation theory but rather being
able to properly resolve shocks.

Also during the time of Wegener, with more emphasis on numerics was the development
of the Hill [40] equations for homogeneous condensation. Which consisted of solving a set
of 4 transport equations based on the surface averaged droplet radius.

Going back into the direction of experiments the work of Schnerr [81] is fundamental to
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the advancement of the physical models. The work includes quality Schlieren pictures of
steady and unsteady condensation dynamics as well as the development of a similarity
law for onset condensation Mach number which is a function of relative humidity and
temperature gradient [81, 83]. More on Schnerr et al. findings is found in the following
detailed sections of condensation.

The group of prof. Hoeijmakers in the Netherlands, Put[71] and van Noordenburgl[60] is
involved with research in real gas effects and condensation in vortex flow using structured
or unstructured grids. The group of prof. van Dongen in the Netherlands, Luijten[52, 53],
Prast[69], Peeters[64, 66], and Lamanna [46] consists of experimental and numerical re-
search in condensation dealing with the nucleation process in gas/vapor carrier mixtures
and pure vapors.

So far the discussion has been limited to homogeneous condensation but for example, at-
mospheric flight or steam turbines, heterogeneous effects must be considered. A few of the
main papers dealing with heterogeneous condensation that focus on a transitional model for
droplet growth include Gyarmathy [35], Young [107, 108], and Kotake and Glass [45]. For
these models they are trying to take into account the complete range of Knudsen numbers,
from free molecule to continuum limit for vapor / carrier gas mixtures as well as pure vapor
(steam). The Knudsen number is the ratio of the mean free path of the gas and the di-
ameter of the droplet. Thus the assumption for vapor / carrier gas mixtures the Kn > 1.
The different regimes can be classified as the free molecular level where droplet growth
is dominated by a pressure difference between the surrounding vapor and the saturation
pressure of the liquid droplet, corrections can be applied to go from a flat liquid-vapor in-
terface to a spherical interface. Here the surface tension is the important variable. At the
continuum regime the droplet growth is dominated by a temperature difference between
the droplet and the surrounding vapor where conduction and diffusion coefficient play a
role. Kotake and Glass go into detail of the droplet structure with two mechanism of direct
impingement of a simple molecule and impingement by desorption of the already existing
absorbed molecules. The nucleation equation then takes on an added factor that is a func-
tion of the radius of the solid particle, radius of the absorbed molecule and contact angle.
The growth equation is similar to that developed by Gyarmathy. Chirikin [15] takes on a
slightly different approach for heterogeneous condensation in the sense that an arbitrary
size distribution of particles are used. The nucleation rate is the classical approach but
the droplet growth law is from Oswatitsch, which is very similar to the Hertz-Knudsen law
except for the addition of the latent heat. As a first approximation for vapor / carrier gas
mixtures the Hertz-Knudsen model can be applied since the solid particle radius plus the
condensate formed on the particle is still less than the mean free path of the vapor, see
sec. 4.5.

Thermal choking-internal flow

In nozzle flows with or without the presence of foreign nuclei, condensation nuclei form
in the vapor phase itself, if the characteristic timescale of the cooling is comparable to
the time scale of the agglomeration of vapor molecules. In flows with fast expansion the
development of the liquid phase is dominated by homogeneous condensation. If the con-
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densation Mach number is in the transonic regime, the flow is near the maximum mass
flux density and small changes due to heat addition can affect the flow, with excessive heat
addition or higher humidities the flow can become thermally chocked producing condensa-
tion shocks in a nozzle with no back pressure compared to adiabatic shocks in nozzle with
back pressure [22].

Schnerr [[81],[83]] has done experiments on 6 different types of supersonic nozzles. Two
groups can be formed, 3 nozzles with a constant y*/R* ratio of 0.3 and 3 nozzles with
a constant cooling rate or 1/y/y*R* at 8.14K/cm or 6000mm?. From these experiments
many outstanding Schlieren pictures of condensation phenomena, similarity law for the
condensation onset Mach number, and a deeper understanding of the physics of condensa-
tion in nozzles has been discovered. Some of the main conclusions between the two nozzle
groups are

1. For a constant time scale —(dt/dx)* the increase of relative humidity will cause a
decrease in the condensation onset Mach number.

2. For a constant y*/R* ratio of 0.3 the nozzle with the higher cooling rate, 2y* = 30
compared to 2y* = 120, the condensation Mach number is higher and the disturbance
is further downstream.

3. Decreasing the radius of wall curvature, while keeping y*R* constant, the throat
height increases and thus between the 3 nozzles the "X-Shock” is more pronounced
for the larger throat at a constant ¢y.

Oscillating flows with homogeneous condensation

The occurrence of self-excited oscillations in slender nozzles with moist air as the medium
was discovered and visualized by Schmidt [78]. Barschdorff [6, 7] continued this research
and obtained frequency data in homogeneous condensing flow with moist air and steam.
A similarity law for dimensionless frequency based on throat height, expansion rate, and
stagnation conditions was derived by Zierep and Lin [110].

The first numerical 1-D results were performed by Saltanov and Tkalenko [77] which mod-
eled unsteady two-phase nozzle flows with non-equilibrium condensation of water vapor.
Guha and Young [34] also performed calculations for two different oscillation modes.

The first 2-D Euler unsteady results were performed by White and Young [102] for wet-
steam flow in a slender Laval nozzle.

Mundinger [59] improved a numerical scheme to simulate unsteady 2-D condensation in
circular arc nozzles. The method was applied to a systematic investigation of the frequency
dependence on the relevant parameters; nozzle geometry, time - scale of expansion, and
reservoir conditions.

Adam [1] performed experiments and numerically modeled unsteady transonic flow with
non-equilibrium phase transition. The nozzle is called the A1 nozzle with a parallel outflow
constant Mach number M, ;;, =1.2. The nozzle characteristics are 2y* = 90 mm, radius of
wall curvature at throat R* = 300 mm, and cooling rate —(dt/dx);,, = 5.13 K/cm. Flow
patters in the supersonic nozzle include unsteady perfect symmetric shocks and unsym-
metric moving oblique shock patterns. The difference between the A1l nozzle and circular
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arc nozzles found in [81] is that the temperature gradient in the A1 nozzle after the throat
decreases with a strong nonlinearity toward the exit compared to nearly constant for the
circular arcs. From a detailed numerical study by Adam the following characteristics are
determined for the plane Al nozzle. At ¢y < 40.0% and with enough humidity thermal
choking develops and a steady symmetric shock appears. At 40 < ¢ < 68.0% the system
is self excited and an unsteady symmetric shock moves to the throat disappears, reappears
downstream of the shock and the process starts again. At ¢y > 68.0% there are two dif-
ferent frequencies for the same humidity. There is a frequency difference by a factor of
2 or more, where the higher frequency is an unsymmetric oblique shock system and the
lower is the symmetric system. At ¢ > 92% there is only one oscillation pattern, the
solution jumps immediately to the unsymmetric shock system. Since a numerical code can
not model the unsymmetric oscillation in the hysteresis regime a linear disturbance for all
primitive variables at one instant in time is applied to the symmetric solution, letting the
code continue from there the unsymmetric solution evolves. To the right of the hysteresis
regime the code is able to model the transition from a symmetric to unsymmetric mode, in
a sense the symmetric mode is not stable or does not even exist at high enough humidities.
It is possible that a disturbance is not needed if one is willing to wait for many days are
if there is enough numerical error during the calculation, which means that one can use
numerical error to amplify the inherent instability in the flow.

In regards to the experimental work of Adam, the hysteresis regime is much narrower com-
pared to what was found from numerical simulations, but the structures (symmetric and
unsymmetric) existed and were stable during the experiment.

Condensation on airfoils / wings

The photographs of condensation on airplanes reveal the flow structure on the plane and
provide some fascinating pictures. What the pictures do not tell is how the performance of
the plane is affected by the condensation, perhaps by talking with the pilot it is possible
to learn, but for now the author must rely on numerical simulations. To begin the discus-
sion of condensation on a wing lets start by examining some wonderful photographs of the
different types of condensation.

Figure 1.2 shows two examples of a large supersonic region with condensation. The con-
densation front is produced due to large expansions, large temperature drop, followed by a
sharp evaporation due to the shock that must occur to return to subsonic flow conditions.
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Figure 1.2.: Left: Condensation on a F-14 Tomcat during level flight at M., = 0.9 [13] Right:
Condensation on a F-18 Hornet, photo by Nich Chinn, at Moffet Field airshow, 2001 [19]

Figure 1.3 is another clear example of the large supersonic region and it is occurring on a
larger airplane, where the cooling rate and length are some of the important parameters
for condensation. The F-14 has a swept back wing span around 11.55m where the B1-B
Lancer has a swept back wing span around 24m. The chord lengths are more important
for condensation but the wing span gives an idea of the magnitude of the wing size. Also
in figs. 1.2 and 1.3 the canopy has a large expansion giving rise to condensation. It is
postulated that the type of condensation occurring during this low-altitude level flight is
heterogeneous condensation.
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Figure 1.3.: Condensation on a B1-B Lancer, photo taken by Gregg Stansberry at Pensocola
Beach, Florida, July 12, 2002 [90]

Lift-generated condensation usually occurs when the airplanes are at high angles of attack
and large accelerations due to maneuvers. Figure 1.4 shows two examples of the condensa-
tion occurring on the wing. The flow is accelerated on the wing reaching local supersonic
conditions, which coincides to large expansions thus enabling the water to condense. The
water vapor is then terminated by a shock (compression increase in temperature). The
shock is an adiabatic shock based on the assumption that the plane is traveling subsonic,
therefore the flow must return to subsonic. For lift-generated condensation the type of
condensation is most likely homogeneous, which is forming at the leading edge and then
being convected downstream.

E.Jvan Koningsveld (C)
www.sky-flash.com

Figure 1.4.: Left: Lift condensation on a Tornado GR1 and Right: on a F-16 Falcon [90]
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As the angle of attack is increased one can see a combination of lift-generated vortices and
condensation on the top part of the wing appear, fig. 1.5. Cramer [19] uses the name
Gullwing condensation cloud to describe the condensation on the top part of the wing in
fig. 1.5 right.

Figure 1.5.: Left: Condensation on a RAF Tornado, photo taken by Peter Steehouwer, at the
International Air Tattoo. air show, 1998 [19] Right: Condensation on a F-15E Strike Eagle, [90]

Going to larger angles of attack the condensation cloud in fig. 1.6 starts to break up, most
likely due to separation, also the wing tip vortices are visible in the figure on the right.

Figure 1.6.: Condensation on a F-18 Hornet at large angle of attack [90]
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Copyright © 1971 MeDonnell Douglas Corporatipn. All Riphits Reserved.

Figure 1.7.: Condensation on a F-J4J Phantom II. The following paragraph is text that was
written on top of the photo: This one of a kind photo was shot by Mr. Harry Gann, of McDonnell
Douglas, at the Point Mugu Naval Air Station on 23 October 1971. The aircraft, a McDonnell Douglas
F-4J Phantom II "Black Bunny” from Navy flight test squadron VX-4, was captured on film while flying at
near supersonic velocity. However, the local velocity on parts of the aircraft were supersonic, causing the
two distinctive, diamond-shaped shock wave cones around the leading and trailing edges of the aircraft. A
photograph like this is rare, it required split-second timing and a large amount of luck. ”At the time, I was
using a motorized Nikon F-2 camera, with a 300mm lens,” states Mr. Gann, ” I shot about four frames.
The film was Ektachrome 400. As I remember, I was standing about 70 yards from the taxiway during
the pass.” [90]

Figure 1.7 is one of the best pictures in the authors view to describe condensation for a
level flight at low altitudes. Below the figure is a description given by the photographer and
most likely an employee of the former McDonnell Douglas. In fig. 1.7 with condensation
one sees the supersonic expansion (sloped condensation front) followed by a strong normal
shock at the trailing edge (nearly normal evaporation front), referred to as a diamond
shock by the photographer. Again the canopy has condensation due to the flow expansion
in the area. Noting that the region of condensation is not symmetric could mean that this
is one frame from an unsteady behavior, where at the next second it is possible that the
situation is reversed, (larger supersonic region on the top), which keeps the flight level. It
is postulated that this type of condensation is dominated by heterogeneous effects.

The first set of numerical results for airfoils or wings with condensation to try to under-
stand the effect on atmospheric flight was performed by Campbell, et.al.[13]. Side note:
There is a long history of numerical condensation calculations in wind tunnels on airfoils
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and such, but this was done for tunnel calibration, data accuracy, etc. In the Campbell
paper they do not try to model the exact process of condensation but rather from the adia-
batic solution they use relative humidity as a qualitative indicator for where condensation
is to occur or evaporate. Thus the governing equations for fluid flow are decoupled from
the transport equations for condensation. The numerical simulations include RAE2822
airfoil, NACAO0012 airfoil, 76 degree slender delta wing, and a swept wing-body config-
uration (Boeing 747-200). The main focus of the paper is examining the different types
of flow structures using condensation, shock waves, expansion, wing-body strake vortices,
glove vortices. Schnerr and Dohrmann [82] coupled the Euler equations with 4 transport
equations based on Hill [40] for homogeneous condensation. The test cases involved a
circular arc and NACAO0012 airfoil but with chord lengths based on wind tunnel models
(0.08m and 0.1m). The purpose here was not to calibrate a wind tunnel but to simulate the
change in drag due to homogeneous condensation. The main conclusion being an decrease
in drag for the circular arc and an increase in drag due to condensation for the non-lifting
NACAO0012 airfoil. The decrease in drag is a result of a double shock forming which in-
creases the pressure after the maximum thickness, thus reducing the drag. For the airfoil
the heat addition occurs near the maximum thickness thus increasing the pressure, which
increases the pressure drag. A different approach by Schnerr and Mundinger [84] couples
the Euler equations with a similarity law where the heat source is specified by its strength
and location. Comparisons are made with the coupled Euler and condensation transport
equations. The main conclusions based on five different NACA profiles is that heat addi-
tion near stagnation points reduces the drag for non-lifting airfoils and around maximum
thickness increases the drag. In another paper by Schnerr and Dohrmann [85] the same
calculations for the circular arc and NACAQ012 are performed but with the addition of a
NACAO0012 with a 1.5m chord with atmospheric flight parameters. Two different angles of
attack were studied, 1.25° and 2.5°. The free stream humidity was set to 95% to achieve
maximum effect. With the large angle of attack the supersonic region was increased, by
shifting the shock further to the trailing edge. There is a slight decrease (5-10%) in lift
for both angles of attack compared to the adiabatic conditions. Another technique exam-
ined was equilibrium condensation, this was performed by increasing the free stream Mach
number from 0.8 to 0.834, which means the vapor becomes saturated in the free stream.
In this case there is a lift increase of 30% but a drag increase of 200%. The missing link
in the [85] paper is taking into account heterogeneous dominated or a mixture of homo-
geneous/heterogeneous condensation. So far we have discussed 2-D Euler flows for airfoils
and now Yamamoto et. al. [105] brings turbulence as well as 3-D. The paper examines
the RAE 2822 airfoil and ONERA M6 wing. The relative humidity is changed and results
are compared with the adiabatic experiment. The geometries are model size scaled, for
example a MAC of 0.646 m for the ONERA M6 wing. For both the RAE2822 and ONERA
M6 wing the lift to drag ratio is decreased as the relative humidity is increased from 30 to
90%. Only homogeneous effects are considered. Another group Lee and Rusak [47] studied
hetereogeneous/homogeneous condensation around a thin airfoil in atmospheric flight. The
model is based on transonic small-disturbance theory with the addition of condensation
parameters. For all the cases the freestream relative humidity is assumed to be a 100%
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and thus comparisons are made by changing the free stream temperature. Lee and Rusak
[47] state for each angle of attack there is a maximum lift coefficient for a given Mach
number (Moo maz). The range of freestream Mach numbers evaluated are 0.3-0.9. If M, <
(Moo maz) then condensation will have the effect of increasing the lift and drag coefficient,
on the other hand if My > (Moo maz) then there will be a decrease with the lift and an
increase in the drag coefficient. Also comparisons are made between homogeneous and
heterogeneous condensation on the NACAO0012 airfoil with zero angle of attack. Compared
to the adiabatic solution, heterogeneous condensation has the effect of moving the shock
toward the trailing edge and increasing pressure drag, whereas homogeneous condensation
is local, occurs ahead of the shock, with only a slight change of the shock wave position
and pressure drag.

Turbulence Modeling

Heiler [39] was the first Ph.D. student in our group to bring together turbulence modeling
and condensation. He implemented the Goldberg k£ — R [31, 32] model with damping
functions to be able to handle integration to the wall. Even though this was 4 years ago a
lot has changed with turbulence models and computer hardware, thus enabling turbulence
models to be applied to more advanced geometries and applications.

The 3-D solver that our current code is based on is from Benetschik [8] which uses a k — ¢
with two different low Reynolds approaches (Chien [14] and Biswas & Fukuyama [9]). It
was decided not to implement a k — ¢ model because most of the flows in this thesis deal
with walls and sometimes involve separation (due to a high pre-shock Mach number in
transonic flow). It is well known that the k — e model is not fit for separated flows and even
though some of the fixes available could provide adequate results it was decided to go with
k — w based turbulence models. k& — w turbulence models are superior for wall bounded
flows and separation, in fact the standard k£ — w with no fixes can achieve superior results
compared to a k — € model. Also for a CFD code it is not advisable to have only one
option for a turbulence model because each one has its advantages and disadvantages. For
example the standard k£ — w takes less time to calculate the source terms compared to the
SST or EASM model, so in a simple unsteady flow it is advisable to use the & — w model,
but for a steady solution around a complex 3-D body then the EASM model is the model
of choice. One disadvantage of turbulence modeling is that when this thesis is printed, it is
likely that the turbulence models are outdated or have been improved whereas the classical
nucleation theory for condensation still holds true after many decades.

The three turbulence models implemented in the code are the Wilcox k£ — w, SST, and
EASM(k — w). A distinction is made for EASM because there is also a k — € version
available. The SST model is a hybrid & — w-k — € model but near a wall the mixing
functions return to 100% the k — w characteristics. Outside the boundary layer, the core
flow, or in the wake, the SST model takes on k — € characteristics. The details of the
mentioned models can be found in chap 2, sec. 4.3.
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1.3. Thesis Overview

The current two-phase, turbulent, 3-D Navier-Stokes CFD code pulls resources from many
different fields and experiences. The quality of the condensation models found in phase
CD are used [1, 23, 59, 39]. The RANS compressible equations are discretized using a
3-D node-centered finite volume method based on the work of Benetschik[8]. The code
is written from a post-doctorial (Habilitation) report done by Benetschik which was de-
veloped for turbo machinery simulations at the RWTH Aachen. The report details how
to determine the metrics, convective and diffusive fluxes, and boundary conditions. Thus
Benetschik was used as a starting point for our code, where additions/alternations were
added to accommodate for our research. Examples of additions include; k-w based tur-
bulence models compared to k-¢, condensation transport equations, boundary conditions
for external flow, and the AUSMD scheme instead of the ROE scheme for the convective
fluxes. The turbulence models [55, 75, 103] and upwinding AUSMD [97] scheme are found
from journal articles and implemented with the EASM involving a few e-mails for clarifica-
tion. The thesis involves validating the research code for condensation and turbulent test
cases. The test cases for condensation involve nozzles with heat addition forming steady/
unsteady condensation shocks. The test cases for the turbulence model involve internal
and external flow in the transonic regime. The test cases involve boundary layer flow with
and without separation.

Chapter 2 covers the aspects of the physical models used to define a fluid with turbulence
and heat addition. The equations and assumptions are presented in a way to give as much
as possible the complete view of what was implemented.

Chapter3 shows how the physical models in chap. 2 are transformed to be solved numer-
ically. Much work is needed to create a model and likewise the same amount of work is
needed to solve them. The chapter also mentions where there are numerical problems and
how they are solved.

In order to gain confidence in the results from the numerics, chap. 4 compares several test
cases with known experimental data. To find and have an experiment is one aspect but it
is also important to have all the information that is required by the numerical model. For
example if the back pressure is not known for a nozzle flow with a shock, then this adds
a degree of uncertainty because one can not compare the shock position if one can change
the back pressure to match the correct shock position. Thus the test cases were chosen
based on having enough information to begin a numerical test case.

Chapter 5 begins the first set of results for internal nozzle flow. The 2-D plane Al nozzle
used as a test case for validation in Chapter 4 is changed into a 3-D axisymmetric nozzle
to see the effects of condensation when another degree of freedom is added to the system.
For external flow chap. 6 examines the effect of homogeneous condensation around the
2-D circular arc (¢t = 0.1), NACA0012, and RAE2822 airfoils. The humidity is changed
from 30-70% and a discussion follows as to why drag is either increasing or decreasing due
to condensation. In chap. 7 two different wing configurations are examined, the ONERA
M6 and the F-16 Falcon wing. For the ONERA M6 wing the effects of condensation are
examined for different chord lengths and angles of attack. The ONERA M6 is a model size



1.3. Thesis Overview 15

test wing from a wind tunnel experiment, thus the chord length is changed to match that
of atmospheric flight. Also with the ONERA M6 wing calculations are performed for a
wind tunnel configuration, thus a smaller chord and different type of condensation occurs.
The F-16 wing geometry is not changed because the actual wing size is used but the angle
of attack is varied to see what different types of condensation occur.
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2. Physical Modeling

2.1. Thermodynamic Principals For Moist Air

The main principles for moist air modeling are taken from the thesis of Adam [1] but for
completeness a short description is given here. The system is a vapor/carrier gas mixture
containing mostly dry air. Due to the high latent heat of water for a phase change from
vapor to liquid, this can not be ignored in the energy equation. For example if there is
stagnant moist air at 295 K with 50% relative humidity and 75% of the vapor were to
condense to liquid the stagnation enthalpy would be increased by 5% based on a mixing
ratio of 0.83% (M, /M).

The air and water vapor are treated as perfect gases. The small vapor mass and high cool-
ing rates give droplet radii on the order of 5x10~% m, which allow for the approximation of
neglecting the droplet volume and slip between the vapor/air and droplets [2].

The total mass of the system is given by the sum of the mass of air, vapor, and liquid

M = M, + M, + M, . (2.1)

The fraction of liquid condensate to the total mass is defined

M M,

= = ) 2.2
I=M = M, + M, + M, (22)
The possible maximum fraction of liquid condensate to total mass is
Mv 0
mar — 7 . 2.3
g i (2.3)
The relation between ¢, and the absolute air humidity is
M’U max
p=—0 = 9 . (2.4)

Ma 1- Imax

The volume of liquid from condensation is magnitude orders less than the gas phase
thus the total density can be assumed as function of air and vapor

Pa T Po
= ) 2.5

17
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The components of the air density p, and vapor density p, are

Pv = (gmam’ - Q)P 3
Pa = (1 - gmax)p

For the gas phase one can make the following assumptions

T = T,=1T, )

P = DPatDv

The total pressure is the sum of the partial pressure of air and vapor where the temperature
of the two phases are identical. The partial pressure can be obtained from the ideal gas

equation for each component

Pa = paRaTa )
Pv = pvRUTv

The thermodynamic variables for the mixed state are defined by the following:

_g)RU )

+
11— 9Imaz )Cva + (gmaw - g)cvv )
_l_

( )

( )

(1 = Gmaz)Cpa + (Gmaz — 9)pv
(1 = maz) Prma + (maz — 9) P
(1 = 9maz) Pria + (Gmas — 9)Pre
(1 = gmaz)Ya + (Gmaz — 9) Vo

It is more efficient in the numerical code to calculate the above thermodynamic variables
only once at the beginning of the simulation (thus not a function of g). This means the
caculation is based on the following simplified eqs. 2.18-2.23.



2.1. Thermodynamic Principals For Moist Air 19

Ry = (1= 9gma)Ra+ GmaaRo (2.18)
o = (1= gmar)Coa + GmacCon (2.19)
o = (1= gmaz)Cpa + GmacCpr (2.20)
Pry, = (1= gma)Prma + 9mas Prme (2.21)
Pri = (1= gmaz)Pria + 9mas Priv , (2.22)

Y = (1= gmaz)Va + Gmaz o (2.23)

The perfect gas equation is updated at each time step with the -g factor. The perfect gas
equation for the mixture and specific enthalpy in the code are:

p = pT(Ry— gRy,) , (2.24)
Y op

- TP 9.25

vy—1p (2.25)

For turbulent flow, the turbulent kinetic energy contributes to the mean pressure field, so
instead of solving the turbulent term separately in the momentum equation it is added to
the mean static pressure term

~ 2
p=pT(Ro—gRy) +zpk (2.26)

The pressure in the specific enthalpy equation must be the static pressure so the %k‘ term
is subtracted out.

h:L(Q_E)_gL _ (2.27)

vy—1\p 3

For the physical constants and thermodynamic functions refer to sec. 2.7.

In the case of nitrogen modeling the value of g4, is set to 1 and parameters that involve air
go to zero and the parameters that involve vapor become the single gas phase Ny. The pa-
rameter absolute air humidity must also be switched off. The appropriate thermodynamics
variables R,, ¢y, Cpy, ..etc. must be changed, which are found in sec. 2.7.
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2.2. Fluid Dynamic Equations

2.2.1. Conservation Equations

The compressible Navier-Stokes equations in vector form are:

oU OE OF 0G

—+—+—+—=—=0 2.28
o Tor Tyt es ! (2.28)
where the vectors are given by
p pu
pu pu2 TP~ Tax
U= pv| E= PUV — Ty (2.29)
pw PUW — T,
pE (pE + p)u — UTgy — 'UTxy — WTg + qz
pv pw
PUU — Tgy PWU — Ty,
F = pv? +p— Ty G = PWU — Ty,
PVW — Ty, pw? +p—T..
(pE 4 p)v — uTyy — vTyy — WTy, + ¢y (pE + p)w — uTy, — UTy, — WT,e + ¢,
(2.30)
1
E:h—£+§(u2+v2+w2) h=e+p/p (2.31)
p
The components of the shear stresses and heat fluxes are given by
2 Ou Ov Ow
Tow = (25— oy 2 (2.32)
2 Ov Ou Ow
2  Ow Ou Ov
T = g2y -5 8_y> : (2.34)
ou Ov
T. Y lu(ay ax) Y ( )
ou Ow
L = — ) =T , 2.
re = ot S =7 (2.36)
ov  Ow
Tyz = M(& a—y) Tzy s (237)
ar
e = —k— , 2.38
e ox (2.38)
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or
aT
= —k— . 24

2.2.2. Reynolds Averaged Navier-Stokes Equations

In order to solve a turbulent flow problem using equation 2.28, it requires direct numerical
simulation of the entire turbulent spectrum. For the Reynolds number range and geomet-
ric length scale used in this study an approximation of the governing equations must be
applied since the grid requirements are out of the scope of the resources available to the
author. The dependent variables are thus cast into a mass averaged quantity and a random
fluctuating quantity. The Favre mass-weighted operator is defined by

~ 1"

f=f+f . (2.41)

where f Sy is the mass-averaged part and f~ is the fluctuating part

The Favre operator can take on any scalar value of u, v, w, T', h, but p and p or treated
without the multiplication of p, which is usually called Reynolds averaging. The mass
weighted operator is then used to replace all the dependent variables in equation 2.28 and
a time averaging on the entire equation is performed. Time averaging is appropriate for
stationary turbulence, which means that the turbulent flow on average does not vary with
time, which is acceptable for the flows encountered in this thesis. The continuity equation
will be used to demonstrate the averaging procedure:

replace dependent variables,

op 8p opu; Ouyp  Opu;  Opu;
- T o7 =0 2.42

time average entire equation,

05 0p Opu; Oup Opu, Op'ul
—_ —_ — 0

(2.43)

using the following definitions, p' = 0; pf” = 0;}~ = f:pf,=0;

the second and fourth term in equation 2.43 are zero by definition and the last two terms
can be combined to pu;' which is also zero. From the above procedure the averaged conti-
nuity equation in tensor notation can be written as
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op _ opiy,
at ale

-0 . (2.44)

The main advantage of mass averaging is that the term p’u; can be avoided, but it should
be kept in mind that this is a mathematical technique not necessarily a physical one [103].

The mass averaged momentum equation in tensor notation is

8‘] 8_~i~' 8_ a BN
pu pu U] P —(?ij — pul uj) = O

ot ﬁxj 8@ B @Ij ’

where T;; = i, [(g—g; + g—?@) — %&jg—g’;}

Equation 2.45 neglects fluctuations in molecular viscosity and a second simplification can
be used to neglect all viscous terms involving fluctuations in the shear stress term based
on order of magnitude arguments. The last term in equation 2.45 is a result of the time
averaging process and is called the Reynolds-Stress tensor. A closure model must be pro-
vided which is usually the Boussinesq assumption, which states that the turbulent shearing
stresses might be related by a mean strain through a scalar turbulent eddy viscosity [94].
This turbulent eddy viscosity is the reason for the need of a turbulence model which is
explained in sec. 4.3. Equation 2.45 can be re-written after applying the Boussinesq as-
sumption

(2.45)

opu;  Opu;u; — Op o -
Oy i )turd) = 2.4
ot + 837]' + 837; 8.Tj ((Tz])m + (ng)turb) 0 , ( 6)

T = — du; , 0, 2 ¢ Ouy
where (Tij)m = Tij = fim Kaxj * axi) ~ 3% _axk}

- _ ou; | 0, 2¢ 0u 2

(TigJeurs = 1 Kaxj * 8:10:) - g%a—x’;] — gpkoy;

The Reynolds averaged form of the energy equation is given by

0, ~ 0, ~ 0 —  _ [ 7

a(PE) + 8—3:]-(/)qu + plj) + T%(P“jh +7;) — a—%(ﬂ‘juz‘ +u;Tiy) =0 . (2.47)
One of new terms from averaging equation 2.47 is pu;-' h" which is called the Reynolds heat
flux term. The closure model is given by

— oty OT
—ou'h =2 2.48
P Pry Ox; (2.48)
Using the definition of ¢; = —km% where k,, is the molecular part defined by k£ = C;;’?f U
7 m
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making the same assumption for 7;; as in equation 2.45 and assuming that u; 7;; is negligi-
ble, equation 2.47 can be rewritten as

0, _~ 0~ G, e e | OT o _
~Z(BE) + —(pu.E ) Lmo P L (Faa) = (24
at (p ) _l_ al_] (pu] + pu]) ax] (Cp |:Prm + P?"t:| ax]> ax] (TZJU’Z) 0 ( 9)

Summary of RANS

Continuity :
dp  Opu;

5’t @Ij

=0 (2.50)

Momentum :
opu; — Opu;, op _ i
ot ai[)j 8:62 al’j

((Tij)m + (Tij)ewrs) =0, (2.51)
Energy :

0 ~ 0~ 0 e e | OT o _ .
a(pE) + ?(pqu+puj) (cp {Prm + Prt] 8@) " s, (T4;U;) = 0. (2.52)

2.3. Turbulence Modeling

Three complete turbulence models are presented, the Wilcox k& — w, Menter shear stress
transport (SST), and the EASM(k — w) (explicit algebraic stress model). All three models
are k — w based because the simulations in this thesis involve wall-bounded flow with the
potential for separation. Thus it has been shown by ([37],[55],[56],[103]) to name a few
that the standard k — w model is superior to the standard k — e for wall bounded flow with
separation. Of course with modifications and damping functions it is possible for the k — €
model to show improvements in separated flow. The Wilcox k — w is the least complex of
the other two models and the source terms require the least work units. The SST model
involves a few more computations due to the blending functions, and the EASM is the most
complex due to the cubic equation for turbulent eddy viscosity. The following equations
are based on statistical quantities where the bar and tilde have been left out.
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2.3.1. Wilcox k —w

The turbulent viscosity and two equation model are defined by [103]

k
m=5 (2.53)
0(ok) = O(pujk) Ju; . 0 . Ok
_ 0w 9 K 9.54
ot | oa, Tigy, ~ Pkt (Wt Tmas s (289
Iow)  Olowjw) — w_ Ou; , 0 Ow
o T e aTTy o7, Bpw” + oz, (e + U'ut)(?xj . (2.55)

The second term on the left hand side of equations 2.54 and 2.55 are the convection of
turbulent kinetic energy (k) and specific dissipation rate (w). The right hand side consists
of two source terms and diffusion. The 7; 9ui term is known as turbulent production and

the turbulent portion of the stress tensor inaﬁqe momentum equation 2.46 ((7;;)us) is used
Tijg—z =P= {m ngj + gff) - gaijg—i:] - %pkdj]} g—Z . (2.56)
The closure coefficients and auxiliary relations are: [103]
o=, B=0fs B =0ifs, 0"=0=05
Bo= 0072, f5= g Xﬂ,z‘% ,
f*=0.09, fg = {1, if xx <0, }12728;“%, if x5 > 0} Xk = ﬁ%%

where: (2;; and S;; are the mean rate of rotation and strain tensors

i =3 (axj - asz-)’ =2 <a—xj+a—x§)

The main difference between the closure coefficients above and an earlier version of the
k — w model [104] is the addition of fz and fsz-. These relations make improvements for
free shear flows whereas in boundary layer flow w is very large and thus the y, and Y
terms will be very small.

The boundary conditions for £ and w will be described in chapter 3 section boundary con-
ditions. For external flows with stagnation points the value of production eq. 2.56 and
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w must be limited due to the large jump in velocity and grid resolution. The limit on
production is defined by [54]

P, = min(10¢, P) : (2.57)
The limit on w is [58]

1
!
I

W =Imax § w

(2.58)

One advantage of the £ — w model is that it can be provide a converged solution without
any alteration when using the above relations in a Low Reynolds approach (integrating the
fluid equations through the boundary layer ). A k — ¢ model requires damping functions
and they are usually a function of y™ which can give problems for complex geometries,
for example a wing-body junction. The author found that improved results can be gained
by using a functional dependency of Re; (turbulent Reynolds number) for § and * for
boundary layer flow problems. The functional dependencies were derived for predicting
transition but it also works for this Low-Reynolds approach. The Low Reynolds closure
coefficients are: [103]

« __ ar+ Rey/Ry,

@ =7 + Rey/ Ry, ’ (2.59)
1300+ Rey/Ry 1
=517 Rey/Ry (@) (2.60)
.9 4/15+ (Rei/Rp)*, .

* 1 1 1
5:mfﬁa 0 =0=739, 04023507 Qo =g )

Rs=8, R,=6, R, =295

In the core or mean stream flow the functions return the fully turbulent value of the closure
coefficients, but near the wall and at the start of a stagnation point the approach to the
turbulent values is controlled by Rg, Ry, and R,

2.3.2. Menter SST

The shear stress transport (SST) model is a combination of the & — € and k — w turbulence
model. The idea is to combine the advantage of the k — € free stream independence in
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the far field and the k — w near the wall behavior. Mixing relations are used to determine
where in the flow field each model should be used.
The turbulent viscosity and two-equation model are defined by [55]

a1 pk
- 2.62
H max(aw; QFy) ’ (2.62)
k) Oouk) w0 o

ot + 81‘]' = Tij 8!Ej B pwk + aZL'j (M+0kﬂt)axj ) (263)

Oow) | Olouw) _ py_ Ou; , 0 O
L Or P 2.64
5 - o, utﬂ]a%‘ Bpw +8xj (,u+awut)axj (2.64)

1 0k Ow

21 — F1)poos— — oo
+2 1)po 2w8xj Oz,

The main differences between the £ — w and SST models are the last term in eq.2.64,
which is a cross-diffusion term from the transformation, the closure coefficients, and the
definition of turbulent viscosity.

The model constants are defined by a linear mixing relation

¢=Fi¢1+ (1 — F1)2 ; (2.65)

where ¢ is a general term representing oy, o, 3, 3%, and .
The constants for set 1 (Wilcox k — w) are

or =085 o, =05 B =.075 a =031
6* = 009, R = 041, Y1 = 61/5* - O'wlliz/\/F

The constants for set 2 (standard k — €) are

o = 1.0, 0,9 = 0.856, [ = 0.0828
B*=0.09, k=041, v =Bs/B* — 0uar’/V/P*

Ou, : : : :
The Tija—u term in eqs. 2.63 and 2.64 is the same as in the kK —w model and is defined by eq.
L
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2.56. The blending function £} used for the constants and cross-diffusion term is defined by

Fy = tanh(arg}) : (2.66)

\/E 500V> 400w2k] , (267)

where y is the distance to the next surface and C' Dy, is the positive portion of the cross
diffusion term in eq. 2.64

1 0k Ow
CDy, = 200,2—=———; 107 2.68
i max( oL~ Dz, Oz, ) (2.68)
The blending function F5 in the turbulent viscosity definition is defined by
Fy = tanh(arg3) (2.69)
_ Vk . 500v

When integrating the SST model to the wall the Low Reynolds terms defined by egs. 2.59
to 2.61 were found not to have any effect on the solution, which is most likely due to the
definition of turbulent viscosity eq. 2.62. The limitation on production eq. 2.57 and w eq.
2.58 are also used in the SST model. The w limitation was written for the standard k — w
model but since it is used near a wall there is no danger of the correlation being used when
the SST model coefficients are the standard k — ¢ model.

2.3.3. EASM(k — w)

The explicit algebraic stress model (EASM) is a non-linear model in the sense that the
turbulent stress tensor is a function of strain and two additional terms. The EASM model
is the most complex and requires the most work units for an iteration compared to the
Wilcox & — w and Menter SST models.

The turbulent viscosity and two equation model are defined by [75]

* Pk
py = CM% : (2.71)
d(ok)  Olouk) 0wy o ok
o oz; oz, fapwh + oz, (nto Mt)axj , (2.72)
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O(ow) = O(pujw) w  Ouy , 0 o Ow
e A A 7 il L@

J

At first glance the above equations look familiar to the Wilcox & —w model but three main
differences occur, in the definition of w, the turbulent stress tensor, and the definition of
turbulent viscosity. In the EASM model w absorbs §* or C),, (depending on which book
or paper one chooses to read)

WEASM = sz’lcoa:ﬁ * . (2-74)

This is very important to keep in mind when initializing the domain, boundary conditions,
the w limiter and so on.

The turbulent stress tensor is the same as in the first two turbulence models but with two
additional terms [75]

Tij = 2puSij — 3

gpk‘(sij — aga4(Sikaj — Qiksk]’) + 2a3a4(SikSkj — %Sklslkéij) s (2.75)
where €);; and S;; are defined above as the mean rate of rotation and strain. a, and as are
constants but a4 is a function of the parameter (C}) in eq. 2.71 for turbulent viscosity. a,
and a3 are defined following the turbulent viscosity. Rumsey and Gatksi [75] rewrite the
parameter C as a1 /7 (7 = 1/w) and is obtained by solving the following cubic equation
at each point in the flow field

(ar/7)* +plar/7)* +qlen/T) +7 =0 (2.76)
where

_ ..M

b=y

1 % * 2
q= 7(27727278)2 (712 — 2?2 kay — 377272a§ + 2R2n272a§>

= 731%2“ 2

(2n°7m5)

The solution of /7 is obtained by solving the smallest real root of eq. 2.76. A limiter on
¢}, must be used in the form of

C, = —(a1/7) = min(0.187, max(C};, 0.00005) : (2.77)

I

The remaining constants and parameters are defined by
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7’]2 = SQ = Siij’L') W2 = Qiijia R2 = —W2/S2

= 5(§ —0.36), ay=5(2-0.4)

1 T
=112 -
% = 3 o) [ — 296 (/7))
) ) 1.83 — 1.44
Yo = 1—287 M= %3"” (m)

(2.78)
The same limitation for production eq.2.57 and w- eq. 2.58 are used.

2.4. Condensation Modeling

Two types of condensation models are implemented, homogeneous and heterogeneous con-
densation. Homogeneous condensation requires a specific cooling rate and length scale for
droplets to suddenly form in an air water vapor mixture. Heterogeneous condensation re-
quires the input of a number density of particles with a particle radius, to allow seeding of
condensation to occur on the particles. It is also possible to have both types of processes
simultaneously occurring.

2.4.1. Moist Air Homogeneous Condensation

Theory of Volmer, Frenkel, and Zel’dovich and Hertz-Knudsen
Two additional transport equations must be written to solve for homogeneous condensa-
tion, the equations are

9 (0Ghom) n 9 (0gnomt;) _

at 813]'
4 * _ thom
gﬂ'Ql (rho?njhom + Bgnhomrh%m dt ) (279)
a om a om Wy
<th ) + (th uj) = Jhom . (280)

875 8[Ej

Equations 2.79 and 2.80 are time dependent with convection of the condensate but no
diffusion and the right hand sides consist of source/sink terms. In eq. 2.79 the source/sink
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term consists of two parts where the first part is the critical volume times J, the nucleation
rate which is purely a source term for g, the second term takes into account the growth
or decrease of a droplet that is already present. The source term for ny,,, is the nucleation
rate. The following source terms are defined below.

In order to model homogeneous condensation one must know a nucleation rate and a
droplet growth to be able to predict the amount of condensate formed. The first step is
to calculate all the thermodynamic parameters, liquid density p;, saturation pressure ps,
and surface tension, o,. In order for the water to condense numerically there must be a
critical radius which is defined as

20
rE = = . if(py > ps , 2.81
hom piR,Tin(p,/ps) fpo > p) (2.81)

Thom = 0, if(py<ps) . (2.82)

If there are droplets already present then the droplet radius is

1/3
Thom = <gh7m) . (2.83)

4
§7Tplnhom

where 1y, is the droplet number per kg and gpo,, is the homogeneous condensate mass
fraction.

The classical nucleation theory of Volmer [96], Frenkel [28] , and Zel’dovich [109] was out-
lined in general form in sec. 1.2 eq. 1.3.

J = ZyomDi Clo (2.84)

hom™~"hom

7 is the Zeldovich factor

My AG*
1

gﬂr;‘fgm oV 3mkT

7 =

Dy is the critical collision frequency for a vapor molecule on a critical droplet size for
growth to begin

*2 Py

Dho = AT o e BT

b om Tepresents the concentration of the critical droplet and is the most important term

because the exponential term is the dominant factor in the theory of eq. 2.84

* pU e AG}kwm
= —— X _—
hom = m, P kT
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Combining all the terms and using the definition for AG*

* *2
AG" = 3 hom 7o

5o 2 <—47r7"*2000>
J — —%&6 BRvmvT , (285)
Ty, Pl

which is appropriate for the nucleation rate J in vapor/carrier gas mixtures for steady as
well as unsteady flow [59].

J is the rate of nuclei formation per unit volume per unit time. The most important variable
in eq. 2.85 is the surface tension o because it is raised to the 3rd power when combining eq.
2.81 with eq. 2.85. In the past it was unknown if o should be a free parameter in regards
to liquid or solid condensate, but for the present only the ¢ function for liquid condensate
is used. Also in eq.2.85 m, is the molecular mass of water vapor divided by Avogadro’s
number (m,, = 2.991 - 1072% kg), also note that R,m,, is Boltzmann’s constant.

The droplet growth rate is given by the Hertz-Knudsen formula

Equation 2.84 becomes

AThom _ @ Pv —Ds ' (2.86)
dt  p27R,T

Dohrmann [23] and Mundinger [59] have shown by comparison with experiments the value
of a should be set to 1 for moist air. The Hertz-Knudsen law is valid for a vapor/carrier
gas mixture because 1) the droplet size remains smaller than the mean free path and 2) the
high mass fraction of inert carrier gas keeps the temperature gradients to a minimum in
the environment. From these two points the diffusion of the vapor molecules to the droplet
surface is what controls droplet growth, thus a microscopic law is valid.

2.4.2. Moist Air Heterogeneous Condensation

With heterogeneous condensation only one additional transport equation is required be-
cause the number of particles is specified as an initial condition and remains constant. The
transport equation for gpe; is [39]

0 (0gnet) | O (0ghetu;) _y dTpe
8tt + &vjt 12 = 4qp nhetrfwt# ) (2.87)

In the time-dependent eq.2.87, there is a convection term and one source term for the
growth/evoporation of condensate on a particle. In Heiler [39] there is another more
complicated model for heterogenous condensation based on the work of Kotake and Glass
([43],[44],[45]). Heiler [39] made comparisons between the two models in a nozzle with
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moist air for different contact angles and particle densities. For a contact angle of 30° the
results were identical but for 90° there were differences in which the effect of heterogeneous
condensation would dominate over homogeneous. For the most part the two models showed
the same trends and thus to reduce the complexity of parameters the simpler of the models
was chosen.

The number of particles per m? (1) is

Nhet = ]\[het,Oi ) (288)

Po1

where Nje o is a constant usually around 1 -10'? [m™3].
The radius of the droplet is given by

pg e
Thet = (# + r§> . (2.89)

3T PIMhet

Equation 2.89 is identical to 2.83 except for the value of r,, which is the radius of the solid
particle taken to be 1- 1078 [m]. The droplet grow rate, dF.;/dt is based on the Hertz-
Knudsen growth law, eq.2.86. The radius of the particle with the addition of condensate
is still smaller than the mean free path of the vapor/gas carrier mixture.

2.4.3. Nitrogen Homogeneous Condensation

The classical nucleation theory of Volmer [96], Frenkel [28] , and Zel’dovich [109] can also
be used for nitrogen condensation with the appropriate change in parameters.

The most important term in the nucleation model is the value of ¢. In the literature there
are many different functions for (0., = f(T)), which are plotted in fig. 2.1. The E6tvos
function can be found in [99], the ASHRAE comes from [50], the Dotson formulation from
[24] and Diiker and Koppenwallner [26]. Since the ASHRAE, Dotson, and Diiker and
Koppenwallner functions are nearly the same the ASHRAE function for surface tension is
used. The applicable temperature range for the ASHRAE function is between 64 K — 125
K. If the temperature goes below 64 K a constant value of 0.0185 is used [26]. Since the
interest lies in low temperature operation, values above 125 K are not encountered.
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Figure 2.1.: Surface tension of Ns.

Since there is no carrier gas it is very likely that the mean free path of the gas is less than
the droplet radius, thus a droplet growth law that takes into account a wider range of Kn
numbers is required. Recall, to use the Hertz-Knudsen droplet growth law, Kn >> 1. One
method is during the simulation to compare the droplet radius with the free mean path
and if 7 < A use Hertz-Knudsen, if 7 > X then use [25, 87|

dr k

—=—"T,,—-T) |, 2.90

dt L,oﬁ( ’ ) (2.90)
where k is the conductivity (J/m-s-K), 7 is the Hill average droplet radius, and Ty, is the
saturation temperature at the pressure of the gas corrected by Thompson-Gibbs formula

20 1
P, T <_ >
T T — e T plCRT : (291)

assuming ps, = Ps.co-
Another method available is to use a droplet growth law established for a wider Kn number

range, thus regardless if 7 z A. The modified Gyarmathy-Model is such a growth law [39]

dr kRT?
= st (U ) () 242
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where the correction factor fr_g is given by

1+2Kn r
e AT 2.93
fr-s(Kn) 7(1 + 3.42Kn + 5.32Kn?) ( r ) .

2.5. Frozen Mach Number

Due to two phases the definition of the Mach number must be altered to what is called
the frozen Mach number. The following relations were presented by Mundinger[59]. The
definition of the speed of sound is

0 0
2 = (—p) + (%—p) . (2.94)
/.. g p? Oe g
Equation 2.94 is equivalent to the frozen speed of sound
Op
ct = <—> : (2.95)
! dp oo

By defining the latent heat as a function of temperature the above relation can be written as

p

¢ = G =I=, (2.96)
p

cpo — g(dL/dT)

ith T
b coo + 9(Ro — (dL)dT))

(2.97)

With the frozen speed of sound known the frozen Mach number can then be defined as

2 2 2
My =Y +CQ; e (2.98)

For practical purposes in moist air the values of the frozen Mach number are nearly equiv-
alent to that of the standard definition of Mach number.

2.6. Condensation Auxiliary Relations for Moist Air
Above it was mentioned that the first step in the condensation model is to calculate the

thermodynamic variables of o, p;, and p,. The definition of these variables as a function
of temperature are provided.
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Surface tension

Dohrmann [23] matched the experimental results of Peters and Paikert [66] with the fol-
lowing functional relationship for surface tension for liquid condensation

(76.1 4 0.155(273.15 — 1)) - 1073,  [N/m)]

for T'>249.39 K
0o(T) = (2.99)
((1.1313 — 3.7091 - 10737 T* - 10~* — 5.6464)10°%  [N/m]
for T'<249.39 K

Liquid density

From Pruppacher and Klett [70] the liquid density is

Ag + Ayt + Aot® + Ast® + Ayt + At [kg/m?] for t>0°C

p(T) = 1+ Byt
Ag + Azt + Agt? [kg/m?] for t<0°C
(2.100)
with t in °C and the constants
Ap = 999.83960 As = —393.2952 - 10712
Ay = 18.224944 A = 999.84
Ay = —7.922210-1073 A7 = 0.086 (2.101)
Az = —55.44846 - 107  Ag = —0.0108
Ay = —149.7562 - 107° By = 18.159725 - 1073
Saturation pressure
The saturation pressure for water vapor is based on Sonntag and Heinze [92]
2 Co 2
Ps,co = €XP Ag + AloT + AHT + Blln(T) + ? [N/m ] s (2102)
with temperature in K and the constants
Ay = 21.1250 By =2.4576
Ay = —2.7246 - 1072 Cpo = —6094.4642 (2.103)

AH == 16853 . 10_5
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Latent Heat

The latent heat of water vapor to liquid is best approximated by a linear equation. This
allows the pressure to be calculated without having to do an iterative process, for example a
Newton method. The Clausius-Clapeyron linear approximation is good for the temperature
range of 200-300 K with the maximum error around 0.05% [1]. The latent heat equation is

L(T) = 3105913.39 — 2212.97T [J/kg] (2.104)

with 7' [K].
Mean free path

A generic definition for the mean free path is

L V27 RyT

A
2 p

(2.105)
The gas-gas and gas-vapor collisions are neglected for water droplet growth and thus the
pressure in the denominator of the mean free path is the vapor pressure. This assumption
follows from Wegener and Mack [99]. The line of reasoning behind this is that the water
droplet grows with respect to the vapor that it reacts with. The mean free path of the
vapor is thus given by

1 /21 RO

Ao ,
2 Do

(2.106)
where p1,,, and Ry are based on the mixture properties.

Knowledge of the droplet radius (r) with the definition of the mean free path the Knudsen
number is defined as

— Av
S 2r

Young and van Dongen state that neglecting the gas-gas collision is not valid and thus in
eq. 4.4 the pressure should be based on the total pressure. Using the total pressure leads
to a mean free path that is about 10 times smaller for a vapor/carrier gas mixture, which
then puts the Knudsen number in the range of one. The Hertz-Knudsen droplet growth
model would then in tendency be overpredicting droplet growth.

Physical Constants

Kn (2.107)

The physical constants for air and water vapor are

R, =287.04 [J/kg— K] R, =461.52 [J/kg— K]
Coa = T17 [J/kg — K] Con = 1397.5 [J/kg — K]
Cpa = 1001 [J/kg — K] Cpw = 1859 [J/kg — K]
Yo = 1.4 Y = 1.33

(2.108)
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2.7. Condensation Auxiliary Relations for Nitrogen

Surface tension

The formulation for surface tension of liquid nitrogen is a curve fit from tabular values in

ASHRAE [50]

0.0315687 — 0.000360049T + 8.49031x107"T2, [N/m]

for T > 63.15. K
0oo(T) = (2.109)
0.0185 [N/m]
for T < 63.15 K

Density

The formulation for density is from Wagner [98]

1155.0 — 4.5T,  [kg/m? for T >63.15. K
p(T) = (2.110)

1026.5, [kg/m?] for T <63.15 K
Diiker and Koppenwallner [26] suggest a constant value of liquid density at 808.4 kg/m3,

but the difference between the temperature dependent function and a constant value have
little effect on the solution.

Saturation pressure

The formulation for saturation pressure is given by Wagner [98]

8705 - 10°e~L7/T [ Pa)] for T >63.15. K
Ps,o(T) = (2.111)
61970 - 10°%e~826:9/T [ Pq] for T < 63.15 K
Latent Heat
For an ideal gas the latent heat of Nitrogen is assumed a constant, [98]
208093.5,  [J/kg] for T'> 63.15. K
L= (2.112)
245432.2,  [J/kg] for T'< 63.15 K

Dotson [24] uses a curve fit which is a function of temperature for the Latent heat of vapor-
ization but to stay consistent with the ideal gas assumption the formulation from Wagner
is chosen.

Mean free path
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The definition for the mean free path of a pure substance is defined as

A= %“mivj:ROT , (2.113)
where all substances are defined for the gas phase.
Physical Constants
The physical constants for Nitrogen are
R =296.81 [J/kg — K]
Con, = T43.57 [J/kg — K] (2.114)

cpn, = 1041 [J/kg — K]
YNy, = 1.4



3. Numerical Methods

The Euler and the Navier-Stokes (N-S) equations will be solved depending on the type of
flow problem. Some test cases can be solved with the Euler equations but if there is shock-
boundary-layer interaction, separation, or wake flows to name a few, the N-S equations
must be solved. Some major differences between the Fuler and N-S is the requirement for
fine meshes near the boundaries and the addition of the viscous terms. The fine meshes
create large aspect ratios which produces larger truncation errors and decreases the rate
of convergence [4]. Also in the N-S equations it is important to reduce the amount of
numerical dissipation far below the physical dissipation, note condensation is also a form
of physical dissipation.

3.1. Equation Transformation

The governing fluid equations (2.50, 2.51, 2.52), condensations models (2.79, 2.80, 2.87)
and the choice of the turbulence model are cast into dimensionless form. The advantage
being that one can independently vary Mach number, Reynolds number, or Prandtl num-
ber. Also this technique normalizes the flow variable between a limit of 0 and 1. The
dimensionless form is done by the following relations

U s U F_ W
W= VT e W Co1 ’
— T =+, Br=2L  p =L
pOlC(%l T(]l ’ Co1 ’ Po1 ’
[ «_ k- S
= Tor k= cor © Y T Yeor o (3.1)
« _Tp x I3 * _ I3
p = T+ Thom = ThomP01t" 5 Thero = Thet, 00"

where [ is a characteristic length, examples include chord length, nozzle throat height, ..etc.

The Reynolds number can then be derived to give

(3.2)

39
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It must be kept in mind that the above Reynolds number is purely a numerical one, for ex-
ample when one calculates the flow around a wing, it makes no sense to report a Reynolds
number based on total parameters, thus the physical Reynolds number should be reported
but the numerical one must be used in the code to fit with the dimensionless procedure.

The physical domain on which the mesh was generated is transformed to the computational
domain using a general transformation of the form

§=¢(v,y,2) , n=nryz2) , (=((2,y,2) : (3.3)

This procedure is done because one can have a general computational domain and at the
same time it generates the volume and cell faces necessary for the finite volume method.
For example, the inverse of the Jacobian of the transformation is the volume of the cell.
Using the coordinates &, 1, and (, the generalized transformation of the RANS equations,
the turbulence model, and the condensation equations written in vector form is:

10Q 0B oF, oG 1 (8EV+8FV+6GV):§ : (3.4)
Jot 9 On  0C  Rep \ 0 on ¢ J
where J is the determinate of the Jacobian
J = &myC — Gne) + 1a(Gs — €G) + Geléyne — m€e) (3.5)
The metrics are:
fx:g—i, €y=g—§, &z% (3.6)
m:%, ny:g_Z7 nz:% (3.7)
G G5 Gg 39
The contravariant of the velocity components U, V, W are defined as
U=&Lu+§ut+&w , V=nut+nv+nw , W=_CGu+ G+ Gw ) (3.9)

To demonstrate the entire system of equations, the Wilcox k-w turbulence model will be
used and the SST and EASM models can be inferred. The time vector Q, the convective
vectors (E, F, G), viscous vectors (Ey, Fy, Gy) in the & 7, and (¢ direction and the
source/sink vector (S) are:



=

=

§$7—$$ + gyTyac + ngza:
frTyx + gyTyy + szyz
£szx + éysz + £szz

o (gazww + gywy + SZWZ)
0

0
0
0

0
NeToaw + NyTyz + 12Tea
NaTyz + NyTyy + 12Ty
NaTzz + Ny Tzy + N2Tzz

Nk(nwkm + ’f]yky + 77sz)
Mw(nxwx + Nywy + n.w:)
0

0
0
0
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0 oU oV oW
ou oul + &p ouV +n.p ouW + (p
ov ovU + &yp ovV + nyp ovW + (yp
ow owU + &.p owV +n.p owW + (.p
oE _ 1| (eE+p)U pol]| (E+pV _1| (eE+pW
ok J okU ’ J okV J okW
ow owlU owV owW
O9hom QghomU Qghomv QghomW
OMpom thomU thomv thamW
OGhet 0GnetU 0GhetV 0GnetW
0

Eo(UTpy + Uy + WTee + @) + & (uTye + 0Ty + WTye + @) + E(UTow + Vo + WToe + q2)

Ny (UTpz + VTgy + WTas + @) + 0y (UTye + 0Ty + WTye + qy) + 102 (UToy + 0Ty + WTe + )
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=

0
C:L‘Tm: + CyTya: + CZTZI
C:ETy:v + CyTyy + CzTyz
Cszz + Cysz + Cszz
Co(UTae + VTay + WToo + ¢o) + G (UTye + 0Ty + WTye + @) + G(uTy + 0Ty + T2 + ¢2)
Mw(Cxwx + Cywy + Czwz)
0

o O O

o O OO

0
S = P — pG*kw
oz%P — Buw?
%WQZ (T:LO?YL Jhom + 3thom7h%m dT:iltom)
Jhom

47y (nh@tF%et dgid )

The source/sink terms can be found in chapter 2 sec. 2.3.1 and sec. 2.4. The shear stress
and heat fluxes are defined in sec.2.2.1, eq.2.32 - 2.40, but with the transformation the
equations change, so it is helpful to examine at least one term of each and from that the
others can be derived. The shear stress term 7., in Cartesian coordinates is

. g(um ) [2 (%) _ov_ 6_w} , (3.11)

The shear stress term 7., transformed to general coordinates becomes

'um:]i_ﬂt{ <§ma§+nxan+gr C) )
(fyaﬁ’f?yanJrCy C) (€Za§+nz%§§+@%—?)} . (3.12)

wWino

Ta: T

(3.10)
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The heat flux ¢, in cartesian coordinates is

Hm He 1 oT
. 1
e = (Pr - Prt> — 10z (3.13)

The heat flux g, transformed to general coordinates becomes

(B 1 (9T oT
qx—<PT+Prt> _U{fx 3¢ gy + G C} . (3.14)

Note that the general trend of the transformation is to convert one partial derivative into
a sum of three with the metrics in front.
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3.2. Finite Volume Method 3-D

The finite volume method is implemented on eq.3.4. The two main reasons for using a
finite-volume method over a finite difference is because for complicated geometries the
physical domain can be divided into small volumes and the mass, momentum, and energy
equations are conserved when solved in integral form [4]. One of the main differences of
this code from other codes is that it is a node-centered finite-volume scheme compared to
a cell-centered, this means that there are nodes on the boundaries and no extrapolation is
required (see fig. 3.2).

3.2.1. Fractional-Step-Method

The vector eq. 3.4 is split into a Fractional-Step-Method from Oran and Boris [61]. The
two equations are

adiabatic equation:

l@+a_E+a_F+@_ ! 8EV+6FV+6GV _ s (3.15)
Jot o0& On  OC Rey \ O¢ on ac ) T '
diabatic equation:
0Q 4
v Qeon 1
5 =S (3.16)

The S™ is the two turbulent source/sink terms in row 6 and 7 of the S vector and the
Send is the homogeneous and heterogeneous condensation terms in row 8, 9, 10 of the S
vector. The Fractional-Step-Method is required because the growth of condensation in the
beginning requires a very small time step and thus to impose such a small CFL number on
the whole system of equations would be computationally too expensive. Thus, within each
time iteration the condensation source term time interval is split according to the growth
of droplets.

3.2.2. Time Integration

The compressible N-S equations are a mixture of hyperbolic-parabolic equations in time
and the steady N-S equations are a hyperbolic-elliptic mixture. Due to this nature the
steady solution is sought by marching in time to reach the steady solution, which is called a
time-dependent approach. The solution of eq. 3.4 is sought explicitly in time. The different
techniques available are, 1st order, 2nd order Runge-Kutta, and a 2nd order 4-stage low
storage Runge-Kutta scheme.
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3.2.2.1. Steady-State Solution 1st Order

The steady state solution is obtained by using a 1st order explicit technique. The 1st order
approach on eq. 3.4 containing the RANS and turbulence model is

(n+1) _ o) Alijk [Lm) (n) (n) (n)
1,5,k
1
g™ g o2 (E(”). g™ 3.17
i,5,k+1/2 i,5,k—1/2 A‘/z i k:R€01 v, i+1/2,5,k v, i—1/2,5,k ( )
(n) (n) (n) (n) turb,(n)
Fv, ij+1/2,k Fv, i,j—1/2,k + Gv, igk+1/2 Gv, i,j,k—1/2,k) + i,k }

In order to obtain a stable solution for eq.3.17 a proper At must be specified. Instead
of specifying the At, a parameter called the CFL is given and a At is calculated from
this. CFL stands for Courant-Friedrichs-Levy, sometimes it is referred to as the Courant
number. The calculated At is thus

CFL

At’l,j,k —
( Splul + 8, 0] + 8w + ¢\ /527 + 0% + 522)

(3.18)

i7j7k

with: 0y = |&u| + [72| + |G|, 0y = [&] +[nyl + 1G], and 6. = [E.[ + [n:] + ¢

There are empirical ways to calculate a maximum stable CFL number but the technique of
set and see was used. The range of CFL numbers for explicit 1st order in space is around
0.4 - 0.7 and for 3rd order in space 0.1 - 0.3, where this range depends strongly on the
mesh. Unfortunately one has a double penalty for finer meshes usually a smaller CFL
number is required, the double penalty coming from a finer mesh already requires more
CPU time. The most conservative approach would be to use the At that is the minimum
from the entire domain, but for steady state it is possible to use a technique called local
time stepping. Where each grid point is advanced in time by the At that was calculated
for that volume.

With At defined above, the idea of fractional time stepping can be better understood.
Recalling that the source term for the homogeneous condensate mass fraction is

4 dr
SS = gﬂpl (Jrzom + pnhoﬁﬂ%wm%) ) (319>

Aty is defined to be a fraction of the time step At¢ from the CFL relationship. The time
splitting is done according to an empirical relationship
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At; = min(1-107*/Sg ; 1-107*/Syo)
k= INT(At/Aty) +1
Aty = At/k

INT is an intrinsic FORTRAN subroutine that returns only the value of the integer from
the division command. The values of g and n are updated in time according to

Jhom = ghom+SSAtf )
Nhom = nhom+SQAtf )

Ghet = Ghet + S10Aty

The fractional time step is finished when the sum of At is equal to At

sumpag, = sumag, + Aty ) (3.20)

To be consistent with the above notation in eq. 3.17, the 1st order scheme for the conden-
sation model is

1) _ ) Alijr [m)
Qi,j,k - Qi,j,k: B A‘/z‘jk [ i+1/2,5,k

() 1 () (n)
G igk-1/2 T AV, ;xReo (Ev, i+1/2,5,k Ev, i—1/2,5,

—E;_ +F2j+1/2k: F i,j—1/2,k

ey LHFM—(321)

i,5,k+1/2 v, 4,5+1/2,k

Atf At

(n) (n) (n) cond,(
Fv, 1,j—1/2,k + Gv, ig,k+1/2 Gv, i,j,k71/2,k>:| AV Z Ath 5,5,k
i-g,k Atp=0

The main difference in eq. 3.21 compared to eq. 3.17 is that the S vector is outside the main
bracket of At/AV which corresponds to the idea of having a fractional time step for the
source term.

It is possible to calculate the steady state solution using higher order schemes in time, with
the advantage that a higher CFL could be used, but usually the increase in CFL does not
cover the extra cost of CPU time for higher order time schemes.
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3.2.2.2. Unsteady Solution 2nd or 4th Order Runge-Kutta

For unsteady flows it is best to use a 2nd or higher order scheme for the time derivative.
The 2nd order Runge-Kutta or improve Euler method which is given in [12]

To save space and to emphasize the technique let R equal the vectors (E, F, G, E,,
F,, Gy) which also contains the differences on the cell faces.

RANS and turbulence model

m+1/2) ) Alijk [om) | qturb,(n)
Q i3,k - Q”k - AV;,M [R + S i3,k )
(n+1) (n) Atz, j,k n turb,(n+1/2) n turb,(n)
Qiin = Qijx— ijjk [R( B L8y +R™ 487 .(3.22)
Condensation model
At Atf At
n n gk cond,(n)
QY = QY - AR AL ,
1.]? 7.]7 A-‘/ljjjk Avjjk A;O 1]’
(nt1) ) Alijk rmme1/2) | pm)
Qi,j,k = Qi,j,k - SN [R + R } + (3.23)
7]
Atf At/?
cond (n+1/2) cond( )
A 2 A (s et

In the above formulation two steps are taken noting the intermediate step by n+1/2; the
scheme also requires an additional storage array to remember the fluxes at n and n+1/2.
Since the diffusive fluxes take about 50% of the total CPU time for one time step it is pos-
sible to freeze the diffusive fluxes, so only calculate them at n and reuse them for n+1/2.
Splitting the R vector into R, (convective) and R, (viscous) notation, eq.3.22 can be
written as

RANS and turbulence model

n Atl j,k turb,(n)
QE +1/2) QZ i [Rc(n) + Rv(n) + Sz‘ b, :
Jik Jik Avm,’k Jhk
n Atz urb,(n
Q;j?}:l) - Q” i QAijk [Rc(n+1/2) + R, 12 Sfj Z( +1/2) (3.24)
Z?J

4,5,k

1R.™ + R,™ 4 glut() } . (3.25)
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This assumption can save CPU time without much risk in losing time accuracy. Equation
3.24 follows in the same way. It is also possible to use 4th order time accuracy for un-
steady calculations. The Runge-Kutta method can also be obtained for 4th order but then
memory must be allocated for 4 R vectors instead of two, for 3-D problems involving half
million grid points this can degrade the performance of the calculation. Techniques have
been developed for low storage 4th order schemes. The low storage 4th order scheme on
the RANS and turbulent model, using freezing of the viscous terms is [57]

RANS and turbulence model

my  0.11AL

Ql(fj),k‘ == Qi,j,k} - [R n) _'_R (n) +Stu7‘b :| ’

AV Ik
Qi Qi T AV + 5, . :
() (n) 0.5A%; .k 2 (n) turb,(2)
Qi = Qijx— AV, |:Rc +Ry™ + 8, % } , (3.26)
l?]?

0,7,k
AV,J k J

The key points to notice in eq. 3.26 are the coefficients in front of the At / AV term and
the next time step uses the solution from the previous step, so no additional storage is
required. The author noticed that the 4th order scheme was not at a great advantage
because the increase in CFL was not enough compensation in regards to taking 4 internal
steps before one step in time. The flows encountered in this thesis were adequate for the
2nd order scheme to capture the unsteady behavior. The 4th order scheme was used only
as a check at some conditions to validate the 2nd order scheme.

3.2.3. Calculation of the Fluxes - Integration in Space

In the above formulations for the time integration it is required to know the fluxes on each
cell face. For example, F; /s, The solution of the convective fluxes are done on each
face at a time, (1-D numerical scheme) so first in the i, then j, and finally the k-direction.
In the case of shocks it is important that the shock is somewhat normal and tangential to
the grid lines for the 1-D numerical scheme assumption to be valid. The convective fluxes
and diffusive fluxes will be described in the following sections.

Extrapolation — MUSCL-Technique

Before calculating the convective fluxes the primitive variables on the cell boundary must be
extrapolated. The MUSCL (monotone upstream-centered schemes for conservation laws)
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scheme is used to extrapolate the values on the cell boundaries to produce higher order
schemes in space. The technique provides an extrapolation for the "left” and "right” state.
The technique for the i-direction is given by [8]

L
Qi+1/2,j,k = Qi,j,k+

(ol en ) e o), v

R
Q12 = Qijkt

- (el o))

(Ad)ijk = Qivrjr — Qijik (3.29)

(Am)ije = Qijk — Qi-1,5k (3.30)

(Ap)ijk = Qirrjk — Qigajk (3.31)

$i =/ ((@iv10 — Tijr)? + Witk — Yigw)? + Zivrgn — Zign)?) (3.32)

sm =/ ((@igh — Tic1g ) + Gigs — Yicrge)? + (Zigw — 2im158)?) (3.33)

$p =V ((@ir1k = Tivo i) + Wir1jh — Yirogn)? + (Zivgn — 2zivagn)?) - (3.34)

One main difference in the above MUSCL approach from the standard seen in the litera-
ture is the taking into account the grid spacing by s;, s, s,. The constant x can be used
to easily switch between different extrapolation techniques. For x = -1 the scheme is 1%
order upwind, x = 1 it is central difference 2" order, and for x = 1/3 it is 3" order. The
x term is very important for the MUSCL scheme with discontinuities, because for a higher
order scheme with shocks it will produce oscillations [4]. The x term is called a limiter
that switches the extrapolation technique to 1st order (upwinding) near discontinuities and
retains the higher order in smooth regions. The limiter used is this case is called the Van
Albada limiter [95]

2 S5, TE

(5)+ (3m) +

The parameter ¢ is used to avoid a division by zero and is € = 1075,

X = (3.35)
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3.2.3.1. Convective Fluxes AUSMD

The solution of the fluxes is known as solving the Riemann problem using one of two tech-
niques Flux Difference Splitting (FDS) and Flux Vector Splitting (FVS). The FDS uses
an approximation of the local Riemann problem, while the FVS splits the flux vector into
an upstream and downstream travelling component. Of the FDS methods the Godunov
[33] is the exact solution of the Riemann problem, but since this is a solution of a non-
linear equation it requires an iterative procedure. The most popular of the FDS schemes
is the ROE scheme [74], which is the solution of the linearized Riemann problem. The
advantage of the ROE scheme is that it can capture a single stationary discontinuity with
no numerical dissipation. The disadvantage is, it can generate a nonphysical expansion
shock, which can be fixed using an entropy fix. Another serious problem is the carbuncle
phenomenon, which is a numerical instability in capturing strong shocks, but it is not the
only scheme to suffer from this problem. Other FDS schemes include Osher and Solomon
[62] and Harten-Lax-Van Leer-Einfeldt (HLLE)(38].

For the FVS schemes the flux function is split into a positive and negative portion

F(g)=F(q)~+F(o" . (3.36)

Early schemes of FVS or Steger-Warming [93], were each portion of eq.3.36 has a single
propagation direction. The eigenvalues of the flux Jacobian matrix give the proper flux de-
pending on the sign of the eigenvalues. These early schemes had problems at the sonic line
and stagnation points. Another technique proposed by Van Leer [95] to compensate for the
problems in the Steger-Warming scheme is by defining flux terms that were continuously
differentiable through sonic and stagnation zones [4]. The Van Leer works but it has high
numerical dissipation, which leads to significant errors in viscous calculations. A technique
developed by Liou and Steffen called advection upstream splitting method (AUSM) [51],
which uses a cell-face advection Mach number to define the upwind extrapolation. There
is no numerical dissipation and it can capture strong shocks but behind the shock is has a
numerical overshoot. A recent version of the AUSM scheme called AUSMD [97] redefines
the mass flux difference which takes into account the density after the shock which it did
not account for in earlier versions. The AUSMD scheme is used for the calculations in this
thesis because of its robustness, lack of numerical dissipation, a linear problem, and its
accuracy. The following is summary of the scheme [97]:

The mass flux is defined by

(pu)rj2 = uppr+ugpr | (pu)iy2) [= abs((pu)yy) | (3.37)

where u} and uj, are defined to yield a stationary and moving contact discontinuity
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ur + ¢y, 2 ur+ | u .
. aL{(—Lllcmi)}—k(l—aL)%) if | up |< em ,
u; = (3.38)
%\u“ otherwise ,
— 2 J—
O{R{_(UR C;m) }+(1—QR>UR ‘2’ UR|) lfluR|§ Cm )
up = : (3.39)
UR%M otherwise ,
where
o, = — 2®/P) op - 2Wwlo)n (3.40)
(p/p)r + (p/P)r 7 (p/p)r + (p/P)r 7
and
Cm = max(cr, Cg) (3.41)
The pressure flux is thus defined by
pip=pf +Pp (3.42)
where
ur, + Cp, 2 .
N pL{(ﬁ%%i)}(Q—g—n{:) 1f|UL|§Cm s
pf = (3.43)
%W otherwise ,
UR + Cmy 2 .
) pR{(RCm )}(2_2‘—713) if | ug |< ; (3.44)

%ﬁml otherwise

With the mass and pressure fluxes known, the numerical convective fluxes on the i or &
cell face for the RANS equations, 2-equation turbulent model and condensation models are

given by
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B, = 5((pu)yo(1+ D)= | ((pu)y2) | (1 - 1)) (3.45)
Eo = 5((pwyalus +un)— | (o)) | (ur — us) + Eapryo (3.46)
B, = 5((pu)yalvn +vr)— | (p)iye) | (vr — vr)) + Epasa (3.47)
By = 5((pu)yalws +wr)— | (pu)1y2) | (wr —wi)) + Epyys (3.48)
Ew = 5((pu)ye(Hy + Hi)— | (pu)1y2) | (Hr — Hy)) (3.49)
By = 5((puhyalks + kr)— | (pwhiy2) | (ki — kr) (3.50)
By = 5((puw)(ws +wr)— | (o)) | (wr — wr)) (3.51)
B = 500112 Ghomi. + Ghom)— | (00)12) | (Ghomre — ghoms))  (3.52)
Enp = 5((00)1/2(Nnomz, + Nooma)— | (00)1/2) | (Nnome = Noomz))  (3.53)
g = S((pw)12(gnets + greei)— | (00)12) | (Ghetn — gherr)) -+ (3.54)

where hy, and hg are the enthalpy, which can be calculated from

Tor = YPLR/PLR ;

9L,k = Ghom,L,R t Ghet,L,R )
y-1 2
hprg = ——(pLr— 3PL. rkpr)/pr.r — 9. L(Te rTo)/coy (3.55)

Remembering L is the function derived for latent heat (eq.2.7) and since the function
requires a temperature of K, the 77 r is multiplied by the total temperature and the L
function thus returns a value with units which must be converted to dimensionless form
by the speed of sound squared at total conditions.

The values of E are then related by +E for i and -E for i+1, then the next step in the i
direction (i+1) it becomes +, thus closing the system. The same equations are used for
the y or n direction F vector and z or ( direction G vector with the only change being &
— n or ( in eqgs. 3.46-3.48.

A numerical note is the convenance of the AUSMD scheme, the original paper did not
discuss how to do the fluxes for a condensation or turbulence model but it is easy to infer.
For example, u;, and up in eq.3.46 become ghom, . and Gnom,r €q.3.52. Also what makes
this scheme easy is the use of an explicit time step and naturally the perfect gas law helps.
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3.2.3.2. Viscous Fluxes

When reading about how to implement the viscous fluxes it almost makes one rethink that
Euler is not so bad, but once the initial shock is over and the pattern is seen it is a matter
of just being consistent. The viscous fluxes Ey, F,, Gy are calculated by using something
called help cells, which is generated by translating the face &, 7, or { in a half increment A&
/2, An /2,or AC /2. The method is 2nd order accurate in space. The following numerical
description of the viscous fluxes technique is a summary from [8]. A notation is used to
represent the new coordinates of the help cells, N, S, E;, W, T, and B. On a small note in
[8] one would find a different notation for example O instead of E, where the German word
for east is Ost.

Diffusive fluxes in ¢-direction

Figure 3.1 displays the geometry of the help cell and the location of the new coordinates.
Important points are that the volume of the help cell is the average of the V, ; , and Viiq
and the new coordinates N, S, T, and B must be calculated from the surrounding points.

Figure 3.1.: Diagram of help cell for the discretization of the diffusive £ - fluxes

Part of the interpolation for the new coordinates is as follows
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1 _ 1

Q} = §(Qi,j+1,k + Qz’+1,j,kz) Qy = §(Qi,j,k + Qi+1vj+1ak) ’
1 1

QF = Qi+ Qirryrn) Qs = 5(Qugrk + Qivigr)
1 1

Qr = @ik +Qivrgn)  Qr = 5(Qujk + Qivignrr)

1 1
QE = a(Qi’j’k 4+ Qi—l—l,j,k—l) QB - i(Qi,j,k—l + Qi—l—l,j,k)

The new coordinates are determined by a binary factor r which determines the diagonal
interpolation that is dominant. So for a 90° cube it does not matter but for a skewed vol-
ume the r factor will determine which interpolation to use, the 4+ or the —. The equation
for the coordinates is thus

Qv = myQy+ryQy Qs =75 Q5 +755 Qs (3.56)

Qr = ryp Qp+ryp @p @ =ryy Qf + 135 Qp

The binary factor r is defined in section A.1. With the help cell parameters determined
the diffusive flux term E, on the cell face ;11,2 is thus given by

m _ (pti)igr /2 &m &m Em &m &m &m
EY = Vs |UEX3E — Uw Oy + VEQ3p — Vw sy, + WEQGp — Wy Oy,

+un S5 — usBse + unBin — vsBie + wnBin — wsfie

FunBS7 — B + ey —vpBSE +wrdF —weiff) | (3.57)

{% (p% + &> }M/z = (TEQEEL — Twoy + Ty — Tsfig + TrBiy — T35§E>
(kiafs — kwalfy + kn O — ks OS5 + ke — kudSy )

wpoffy — ww ol +wn B — wsBE +wrty — wsBy)

The parameters o and 3 are functions based on the metrics, which are given in completeness
in section A.2. m is used as a short hand notation to represent the diffusive fluxes in the
momentum (2-4), energy 5, and turbulence model 6, 7. As an example a2 is zero because
there is no diffusion of turbulent kinetic energy in the momentum equation.
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Diffusive fluxes in 7-direction

The technique for the n direction follows the same pattern as &, except now N and S are
at j and j+1 and E;, W, T, and B must be interpolated, with the help cell shifting in the j-
direction instead of the x. The diffusive flux in the 7-direction on the cell face 7,41/, is thus

(Btpe) j41/2 nm nm nm nm nm nm
Fy = 222 [uyagy — ustg + ungy — UsQag + WOy — Wl

v Viti/2
+uplbyg — uw By + vefsg — vw By +webly — wwBiy
+urfyy — upPyp +vrfyy — velsy +wrlyy — weBgl; . 3-58)
{& (B #2)} )75 (Twoli = Tsall + Tolly — TG + Trily' = To)

po )} (ool — kol kel — kB + k83— kpBig)
J

Far )} ool —wsaly +upBl —ow R+ wrfl - wsiy)
J

Diffusive fluxes in (-direction

The technique for the ( direction follows the same pattern as &, except now T and B are at
k and k+1 and E, W, N, and S must be interpolated, with the help cell shifting in the k-
direction instead of the x. The diffusive flux in the (-direction on the cell face (j41/2 is thus

m _ (tut) g2 ¢m ¢m ¢m ¢m ¢m ¢m
Gy = TVins |UTQsr — UBQ3p + vrQ3p — VBQsE + Wrdr — WROGR

+upBap” — uw By + veB5E — vw By + weBiy — ww B

Fun 5y — usB55 -+ onBE — usO5E +un B —wslE| | (3.50)

+ {% (% + %) }k+1/2 ﬁ (TTO‘E)T - TBaSB + TEﬁE)E - TWﬁE)W + TNﬁsN - TSﬁsS )

+{E (n+ )}, , (hraf — kool + kS — b + kni355 — K355

+{b (n+ )}, , (wrals - waaly +wsBy — wwbli + B - wsB)

Programmers note: In writing the above diffusive fluxes, the E, was written and then
cutting and pasting was done for the other two, so in writing the above equations there
were errors and it took about 3-4 proof reads to find hopefully them all. This was a long

process in debugging, thus going slow and reducing distractions is suggested when coding
diffusive fluxes.
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3.2.3.3. Source Terms

The source terms in the vector S can be found in chapter 2. The first 5 terms are zero, Sg
and Sy can be found in sec. 4.3 depending on the turbulence model chosen and Sg - S1g
can be found in sec. 2.4

3.2.4. Initial and Boundary Conditions

Initializing is very important in regards to starting with a stable solution and accelerating
the calculation. For example if one were to initialize a nozzle with all values being zero it is
likely the program would crash or even if just the velocity is zero and the thermodynamic
variables are at total conditions. It is thus a question of what is the optimum starting point?
The initialization of the domain depends on the type of flow problem (external or internal).
For external flow the parameters are set to the free stream conditions. For internal flow
the pressure on the inlet and outlet is used. A linear approximation is used between the
two pressures to find the values in between, then the 1-D adiabatic compressible equations
are used to solve for temperature, density, velocity and so on.

Boundary conditions in the authors view are the second most important factor in CFD,
with the grid being number one. If the program is not working right, the first question,
Is there a problem with the grid? For example, zero or negative volumes. The second
question being are the boundary conditions implemented correctly.

3.2.4.1. Initial Conditions
Thermodynamic variables

In an external flow problem the initial conditions are quite simple. The variables are set
to the free stream conditions calculated based on the 1-D compressible adiabatic relations
between total, static, and free stream Mach number. With the total temperature, pressure,
Mach number and angle of attack the domain can be initialized using the following relations:

1
1
T. = Tu (1 + %Mi) , (3.60)

v—1

-1

Density ps is obtained from the perfect gas law and the velocity components are deter-
mined by the speed of sound and Mach number. The velocity components are given by

Use = Moo/ VPoo/Poo cOS(¥) : (3.62)
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Voo = Mo/ VPoo/Poosin(a) , (3.63)
Woo = 0. . (3.64)

where « is the angle of attack and the w-component of velocity is simply set to zero. For
internal flow the inlet Mach number is a parameter that is usually not known from experi-
ment but it is approximated to get an inlet pressure. On the other hand the outlet pressure
is usually known. Using eq.3.61 with a guess for the Mach number the inlet and outlet
pressure are used for a linear approximation to get the pressure throughout the nozzle.
With pressure and total parameters known the following procedure for domain initializa-
tion is done:

Do i = 1, Iend

Dinlet — Poutlet

Di = DPinlet — (Z - 1) Tend — 1

Di ~
pi = (—Pm)7
Po1

END DO |

where hg1 = %%. For each level of j and if 3-D for each level of k this procedure
is done. Another technique could be to use the compressible area relation equation to
solve for the function of pressure as a function of area and then from pressure derive
the other variables. No optimization tests were done to see if a better starting procedure
would provide a faster converged solution, the above procedure worked and nothing further
was done. Note if the outlet is supersonic then an outlet pressure is not needed but for
initialization the outlet pressure is chosen to give a Mach number greater than 1, which

can be calculated before starting the simulation.

Turbulence variables

The two turbulence parameters k£ and w must also be specified in the entire domain for the
calculation to properly begin without problems. The idea is to specify a relative turbulence
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intensity (7"”) and a ratio (E,q,) of turbulent viscosity (i) to molecular viscosity (g, ).
The turbulence intensity is related to k and given by

v %) (3.65)

The range of relative turbulent intensities is around 1 to 0.5%. The value of k;,,;;. for most
problems in transonic flow is around 2m?/s?.
The initialization of w follows from

Winit. = Pinit.Kinit. [ 1 for k —w or SST model ,
Winit. — 009plmtk1mt/ut for EASM(]{Z - w) model . (366)

The turbulent viscosity p; is solved from the given ratio and p,, is based on the Sutherland
law which is a function of temperature

Tonie. \ "> (27315 + 110.4
L = L + 17175
273.15 Tiniz, + 110.4

He = Eratioﬂl

The FE,q, range is between 1 — 10 with higher values for the EASM model because of
the 0.09 absorbed into w. With this range there were no numerical problems after the
initialization.
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3.2.4.2. Boundary Conditions

One of the most important factors in CFD is putting boundaries on the numerical problem.
Adding a wall, airfoil, wing to the problem creates a disturbance in the flow which must
be handled, but also this disturbance is carried to other boundaries in the flow, being inlet
or outlet and must also be taken into account.

One main feature of this code is that there are nodes on the boundary (node-centered
scheme) compared to a cell-centered scheme so no extrapolation is required.

- Nye2k .
ny‘(2,2,k) . . .
E)(,(2‘2)()
n
*— @ 9 ¢ - - - - y,(1,1,6) o
T’I E)@(Z,Z‘k)
y.(1,1.K)
2><‘(().1,k) . Ex,(l,l,k) . .
Ex‘(o,l‘k) H
x,(1,1,K)
Yy e ) & — — — -y Nyaok o
Nyaok \ \
X,i i
Boundary Boundary

Figure 3.2.: Comparison between node-centered (left) and cell-centered scheme (right)

Figure 3.2 compares the difference between the node-centered and cell-centered scheme in
2-D, also the metrics are on the figure to give an idea of the notation used for counting
and what they represent. If there are 5 nodes then there are 6 faces, which is the reason
for the matrix to begin with 0 instead of 1. In this case fig. 3.2, &, &., 1,, and 7, are zero.
The technique used in this code is to have a general boundary condition for the fluxes, thus
for a wall, inlet, outlet, etc.. it is the same boundary condition and after the time integra-
tion is finished, the primitive variables are corrected according to the type of boundary.
From a programming point of view this technique makes adding and subtracting boundary
conditions very easy when using a module form.

Fluxes

In sec. 3.2.3.1 the fluxes were derived but only for cell faces on the interior. The general
boundary condition for the fluxes at i=1 and i=NI is as follows:

Uvu = Ué-x 0 + Ugy 0 + U)gz 0 (367)

I

1
HH = hp+ §p(u2 + v + w?) (3.68)
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E, = E, % pUU (3.69)

E, = E,F1 puUU+E o p (3.70)
NI ' NI

E, = E,F:. poUU+E o p (3.71)
NI Y, NI

Ey, = Ey,F1 pwUUA+E o p (3.72)
NI P NI

By = EpF HHUU (3.73)

E, = E,F. pwUU (3.75)

NI

Eghom = Eghom :F}\]I pghomUU (376)

ENhom = ENhom :F}VI pNhamUU (377)

Eghez = Eghet :F}VI pghetUU . (378)

At i =1 (the index i = 0 is for the cell face), the flux is subtracted whereas at i= NI the
flux is added, which follows from the closure scheme given in sec. 3.2.3.1. For the j and
k-direction the only change is from & — 1 and ¢ and keeping constant at j=1 and k=1
the flux is subtracted and at j=NJ and k=NK it is added. The general scheme makes the
boundary condition for the fluxes very simple and easy to implement.

Inlet

For a subsonic inlet there are 4 characteristics for the Euler equations and one goes out
in 3D Navier-Stokes (turbulence and condensation equations will be discussed at the end
of the section). For both internal and external flow the total temperature Tp; and total
pressure pg; are usually known and thus they are two of the characteristics specified. For
external flow the free stream Mach number is usually known, which can be the third char-
acteristic. Specifying the total conditions and the free stream Mach number requires the
inlet to be far away from the wing or airfoil, because this boundary condition acts like a
wall, if the disturbance due to the wing or airfoil approaches the inlet it will be reflected.
Having the boundary far from the body requires larger grids and thus more computation
time, so a scheme that allows the free stream conditions to change at the inlet is an ad-
vantage. This is done by solving a set of 3 equations with 3 unknowns, which results
in a non-linear equation that is solved with Newtons method. Even though this type of
boundary condition takes more computational time, it is still at an advantage by using
smaller grids. For example, an airfoil calculation usually requires an inlet that is 20 times
the chord, but with the quasi "non-reflecting” boundary condition the inlet used is 8 times
the chord. The following are the set of equations used for the inlet boundary condition:
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C C
N2 = -2 for Inlet at j=1 3.79
Uy po— un - or Inlet at j (3.79)
u}"v+2vc_1 = uy+2—— for Inlet at j=NJ (3.80)
Po1 P
L (3.81)
Por P
Y Po1 Yy p 1, 2 2
— 2 = S (WPl 3.82
Y= 1pn y—1p 2( ) (3:82)

The * variables represent the primitive variables that were just solved at the recent time
step and the primitive variables on the right hand side represent the corrected variables.
Equation 3.79 or 3.80 is the normal momentum equation where uy represents the velocity
normal to the cell face. Equation 3.81 assumes there is no entropy production between
the total and free stream (static) variables. Equation 3.82 assumes there is no energy loss
between the total and free stream (static) variables. Since the shocks do not in general
reach the inlet boundary and there is no heat addition the above assumptions are valid.
The metrics are used to convert the normal velocity into its components and then the
three equations are combined to reduce it to one unknown. Another assumption is that
the w-component of velocity is zero, which is not entirely true for 3-D wing calculations
but the magnitude of the w-component is much smaller than the v and v with an angle
of attack. To include the w-component would require setting up another equation, most
likely the tangential momentum equation. Using the metrics the normal velocity is

Up = NpU + Nyv + 1w . (3.83)

The above equation is for an inlet of j=1, if it is i or k then the metrics are changed to &
or (. The v-component of velocity is then related by

v=utan(a) . (3.84)

Casting egs. 3.79 or 3.80 - 3.82 into a function only of v and then using Newtons method,
the primitive variables are updated by

u = u (3.85)
v = wutan(a) (3.86)
w = 0. (3.87)
1,2 .2
Lu? +
p = pou 5407 (3.88)
y—=1pn L 2o
7= Loy
p = Py (3.89)

5
Po1



62 3. Numerical Methods

The turbulence variables £ and w on the inlet can be specified by using the equations for
the initialization, eq. 3.65 and eq. 3.66. Also different techniques were used where the value
of k and w at the inlet were set equal to the value at one cell in from the inlet or no
correction at all was done. It seems for the test cases used in this thesis there was not a
strong effect on how &k and w were specified on the inlet.

Since the inlet boundary conditions are based on adiabatic conditions the values of gpom,
Ghet, and np,, could be set to zero, but it was found that no correction also worked. No
correction uses the idea that since there are nodes on the boundary, the governing equations
for grom, Gnet, and np,,, are being solved on the boundary and thus no correction is required.

Wall

Depending on the type of flow investigated (Euler or N.S) the wall boundary condition
must be adapted. For Euler it is assumed there is slip between the wall and the fluid, in
another words the wall has a velocity vector, but the mass flux is zero. The pressure and
density is solved based on the tangential momentum equation and entropy. For N.S. the
velocity is zero and thus slip between the wall and fluid, the pressure and density is based
on conserving energy between the * states and entropy.
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Euler Wall (Slip)
For an Euler wall the mass flux is zero and thus the velocity vector is tangent to the wall.
The following set of equations define the boundary condition for an Euler wall:

Tr = y/ni+m2+n2

TX = Nz / TT ’
TY = Ty / TT )
TZ = 1 / TT )
. P
c = Y x )
p

Uj*w == TXu* + TyU* -+ Tzw* s

u = u —TxU}L , (3.90)
v = v =TyU; : (3.91)
w = w'—=T;Ur , (3.92)
2/(y=1)

* —1 *

e i—72 Ur
p=p|— , (3.93)

c
v
R (ﬁ) | (3.94)
p

The * represent the values of the primitive variables before correction. The =+ in eq. 3.93
refers to a minus for the wall at j=1 and a plus for the wall at j=NJ. If the wall happens
to be at the boundary of i or k then only 7 is changed to & or (, also the same rule is used
for the + sign in eq. 3.93.

N.S. Wall (No-Slip)
For a N.S. "adiabatic” wall all velocity components are set to zero and the pressure and
density are defined by

S = ;V ,
1
p—*i+l(u*2+v*2+w*2) ﬁ
o = (£t 2SJ_ (3.95)

p = p'S . (3.96)
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With the use of a turbulence model the turbulent kinetic energy and specific dissipa-
tion rate must be corrected. The following is the method for correcting the turbulent
parameters:[103]

k= 0. (3.97)
dn = \/(x”k — Tija1k)? + Wigk — Yigzrk)? + (Zijk — Zijz1k)?
110.4
1+ 0
_ Tn L5
Ha 7 104
Y Ty
100
w = s for k —w and SST (3.98)
pdn?
100
w = —"0.0895 for EASM . (3.99)
pdn?

T, is the temperature at the wall and the £ sign in the dn equation is plus at j=1 and
minus at J=NJ, if the wall is at i or k then the only change is in the dn term, which will
be i+1 or k+1.

Outlet

At the subsonic outlet there are 3 outgoing characteristics and 1 is incoming for the 3D
Navier-Stokes equations, so 1 characteristic must be specified. The turbulent and conden-
sation equations do not require a boundary condition at a subsonic outlet. The typical
parameter at the outlet is the pressure. The pressure being the free stream (static) or
back pressure for a nozzle. For internal flow the given back pressure is set constant for
the entire outlet geometry. For external flow the outlet back pressure is more difficult
because of the vortex or wake from the trailing edge of the airfoil or wing. In this case
the average pressure on the outlet is the free stream pressure, thus allowing for a variation
in pressure on the outlet[39]. The first step is to solve for the average pressure on the outlet

| > pl) (&)
/p(y) dy ~ ———— . (3.100)
0 Z(&r)]

=1

i1
|
o~ =

The above equation is only valid for an outlet geometry that is perpendicular to the x-axis,
but simple adjustments can be made to account for a general outlet geometry.

The local pressure is then related by
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Poo,ou
D(i,jk) = Pli£l,5.k) 5 d : (3.101)

Once the pressure is known the other primitive variables can be derived by the following
procedure

Tr = /& +E&+E2

Tx = Tx/TT
Ty = Ty)TT
T, = T,/TT

U;w = U*TX + U*Ty + w*TZ

. |
C - k
P

1

1

p = p' (3) (3.102)

P
[
c = il
p

Wy = (Uf% (¢ ~0))

v = v — Ty(Uj*w - WN) (3104)
w = w—Ty(Us—Wy) . (3.105)

The =+ sign in the definition of Wy is minus for i=1 and plus for i=NI. If the outlet
boundary lies in j or k instead then the only change is from & to n or (.

The above scheme for the outlet is independent of Euler or N.S.. For supersonic outflow
the technique of do nothing is required, simply comment out the call to this subroutine and
that is the outlet boundary condition. For turbulent calculations the question arises what
to do for the boundary layer because it is partially subsonic. One idea was to find the sonic
point, extrapolate pressure and then use the above routine for points that were subsonic.
So far the author found that also doing nothing was adequate for the calculations in this
thesis. A physical interpretation of the doing nothing technique for a subsonic boundary
layer outlet is thought to be equivalent to zero gradient.
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The technique for specifying the value of k£ and w on the outlet was the do nothing technique,
which means £ and w follow from the solution of the time step. This is one of the advantages
of having a node-centered scheme.

Periodic

The periodic boundary condition is the easiest to implement. This boundary condition is
needed in the c-grid connection after the trailing edge. An example of how it works is to
examine an airfoil boundary for a c-grid, which might run from i=35 to i=179, there is
then two nodes at the same x, y, z location. The boundary condition is simply to average
the two values and then set them both equal to their average. When zooming into the
connection a small kink is noticed, many techniques were implemented to try to remove
this kink but in the end it was found to have little affect on the solution.

3.2.5. Coupling the System of Equations

The numerical procedure requires the solution of 5 equations for Euler, 7 for turbulence,
8 for Euler-condensation, and 10 for turbulence-condensation. The system of equations
is closed through the definition of pressure, which is a relation between static pressure,
turbulent kinetic energy, and the fraction of condensed water.
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3.3. Implementation and Program Structure

The following is a summary of the program structure.

Begin Program
Read INPUT and GRID files
Initialize domain or read RESTART file
CALL NONDIM (cast into dimensionless terms)
CALL GEOMETRY (calculate metrics and volume)
Begin Time Iteration
CALL TIMESTEP (calculate global minimum or local time step for each volume)
IF (Navier-Stokes) then
IF (Turbulence) then
IF (WILCOX) CALL WILCOX
IF (MENTER) CALL MENTER
IF (EASM) CALL EASM
ENDIF
CALL FLXIDIFF
CALL FLETDIFF
CALL FLZEDIFF
ENDIF
CALL FLXICONV
CALL FLETCONV
CALL FLZECONV
Update primitive variables in time
CALL XI1 (boundary condition for ¢ at i=I1)
CALL XIM (boundary condition for & at i=NI)
CALL ET1 (boundary condition for n at j=1)
CALL ETM (boundary condition for n at j=NJ)
CALL ZE1 (boundary condition for ¢ at k=1)
CALL ZEM (boundary condition for ¢ at k=NK)
Update thermodynamic variables (T, Dyap, pvap, )
End Time Interation
CALL NONDIM (cast into dimensional terms)
Write RESTART file
Write OUTPUT data file
End Program
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4. Validation

4.1. Steady flow with Condensation

4.1.1. S1 Nozzle - Euler
4.1.1.1. Geometry and Grids

The S1 nozzle was developed by Schnerr [81] as one of many nozzles to test and understand
the physics of shocks due to heat addition, steady as well as unsteady. The S1 nozzle has a
high curvature and thus is good for Euler simulations due to the boundary layer growth is
suppressed by wall curvature. Figure 4.1 shows the geometry of the nozzle and appropriate
boundary conditions. Since it is an Euler simulation it is not needed to model the full
geometry of the nozzle and channel test section, for example the curvature of the nozzle is
terminated by a parallel wall in the experiment. Likewise a short parallel section is only
needed before the nozzle curvature begins. The Euler assumption is tested in sec. 4.4.

Euler Wall
Supersonic Outlet

Inlet *
TopPo V=0 2y’=120 mm

Euler Wall

R*: 100 mm

Figure 4.1.: S1 nozzle geometry

69
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130,x140; 150,x140;

Figure 4.2.: S1 nozzle Fuler grids

After the first condensation calculation using the 130,x140; grid, good results were ob-
tained with experiment and since most of the condensation is occurring after the throat it
was decided to change the density of the grid after the throat rather than just doubling
the whole grid to check grid independence. Figure 4.3 shows a closeup of the two grids
after the throat, thus one can see the Ax is ~ % in the 150;x140; grid. The main reason
for checking grid independence is to see if there is a difference in the Schlieren picture be-
tween the two grids, which is the reason why only the i-component of the grid was changed.

130x140 150x140

Figure 4.3.: Grid comparison: solid line 150;x140;, dotted line 130,x140;
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4.1.1.2. Adiabatic

Figure 4.4 left, shows a numerical Schlieren picture of the adiabatic expansion flow in the
S1 nozzle. The adiabatic flow field with no back pressure (supersonic outlet) is very simple,
smooth gradients and is used as a template to show there are no underlining errors when
going to flows with complex structures due to heat addition. Figure 4.4 right is the Mach
number and temperature gradient distribution at the centerline. At Mach one the 2-D
numerical temperature gradient is 6.52 K/cm, where the 1-D approximation is 8.14 K/cm,
and the experiment is 6.85 K/cm.

numerical Schlieren centerline Mach and temperature gradient
(dTIdX)=6.52 PR 4
2 ~
/
/ N 1
L / NAe6
/
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r 4
7 dT/dx 1
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0E 7 ! | ! !
10 5 0 5 10
X [cm]

Figure 4.4.: Expansion adiabatic flow, left: numerical Schlieren picture, right: along center line,
[T()l = 295 K, Po1 = 1 bar].

In the following figs.4.5-4.6 the features due to heat addition in the numerical Schlieren
picture are not as distinct or sharp as the experimental pictures. The former code PhaseCD
was better at capturing the features of heat addition in a nozzle. For example in fig. 4.6 the
shock is weaker compared to the experiment. A possible reason for this difference is that
PhaseCD was a 2-D code compared to the current 3-D code that requires two cell volumes
in the z-direction. The two side walls require a boundary condition which adds error to
the numerical simulation by having a w-component of velocity that is non-zero. This small
difference in velocity could effect the peak value or location of nucleation rate, where if a
little more condensate is produced, the shock due to heat addition would be stronger.

-dT/dx [K/cm]
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4.1.1.3. ¢o = 37.2%

grid 130;x140; grid 150;x140;

Figure 4.5.: S1 nozzle comparison between experiment and different grid densities, [Ty = 295
K, po1 = 1 bar, ¢g = 37.2%, humid air|.

top : experiment [81]

bottom : numerical Schlieren picture
At @9 = 37.2% the classical "X-Shock” is produced. Due to the high latent-heat release
of water vapor condensing in air, weak oblique shocks extend from the nozzle wall just
after the throat. At the centerline a weak normal shock exist, marking the center of the
"X-Shock”. Downstream of the weak normal shock are again oblique shocks due to heat
addition. The numerical Schlieren results (fig.4.5 bottom) reproduce the 2-D structure
found in the experimental Schlieren photograph (fig.4.5 top).
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4.1.1.4. ¢y = 71.3%

grid 130;x140; grid 150;x140;

Figure 4.6.: S1 nozzle comparison between experiment and different grid densities, [Tp; = 286.8
K, po1 = 1 bar, ¢ = 71.3%, humid air|.

top : experiment [81]

bottom : numerical Schlieren picture
As the humidity or water content of the air is increased the formation of compression waves
extend from the wall before the throat [83], fig. 4.6. This occurrence was previously pointed
out by Bratos and Meier [11]. The compression wave is characterized by subcritical heat
addition, it is not a shock. The shock due to heat addition occurs further downstream
(normal and oblique components), also present are weak compressions before the normal
shock. Again the numerical code is able to capture all the 2-D structures found in the
experimental Schlieren photograph.
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4.1.2. A1 Nozzle - Euler

4.1.2.1. Geometry and Grid

2-D Plane Al Nozzle
221,x41,

2-D Plane Al Nozzle

Inlet .
Ty PorV=0 2y =90 mm

S EaEEENEaEN
-

Parallel Walls Outlet

Expansion for
Supersonic Oulet
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Figure 4.7.: Al plane nozzle geometry and grid.

The A1 nozzle consists of a relatively small curvature after the throat with a parallel outflow
constant Mach number of M, ;; =1.2. The nozzle characteristics are 2y* = 90 mm, radius
of wall curvature at throat R* = 300 mm, and temperature gradient —(dt/dx);,,, = 5.13
K/cm. The grid in fig. 4.7 (right) is one of the grids used by Adam in his thesis. Adam
also did a grid study using 440,x40; and 440,x80;, but found at maximum a 2% difference
in frequency. The small expansion on the outlet is used to obtain a supersonic outlet since
the back pressure is not known. In Adam [1, 2] comparisons were made with and without

this small expansion, no differences in frequency or flow structure were found.

4.1.2.2. Adiabatic

The adiabatic flow through the nozzle is simply a smooth expansion followed by a constant
outlet Mach number. A side note, notice there is no large bump or small compression when
the expansion ends which shows that Adam designed an efficient nozzle. The numerical
Schlieren fig. 4.8 right shows the smooth features of the nozzle and there is no background
numerical error. Figure 4.8 (right) shows the centerline Mach number and temperature
gradient, which compares quite well with the experimental value of 5.13 K/cm.
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Centerline
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Figure 4.8.: Expansion adiabatic flow in the A1 nozzle, left: numerical Schlieren picture, right:
along center line, [Ty; = 295 K, pp; = 1 bar, humid air].

4.1.2.3. ¢y = 35.6%

The steady case for the Al nozzle, using a relative humidity of 35.6% obtains a steady
shock due to heat addition near the throat. The experimental Schlieren picture fig.4.9
(top) shows a slightly higher curvature in the shock wave than the numerical but position,
expansion (dark area before shock), and shock wave agree with experiment. Also note that
the numerical solution is Euler, which shows that good agreement can be obtained since
there is no separation.

experimental Schlieren picture [1]

numerical Schlieren picture

Figure 4.9.: Steady shock due to heat addition, [Ty; = 298.7 K, po1 = 1 bar, ¢y = 35.6, humid air|.
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The Schlieren pictures provide a qualitative comparison whereas the pressure distribution
(fig. 4.10) shows if the model is obtaining the correct shock strength and back pressure.
Unfortunately the model is over predicting the strength of the shock wave by having a
larger compression, but the rounding of the pressure followed by the linear decrease in
pressure is obtained in the model. Since the shock strength is larger, the back pressure is
also higher by this amount. Also in fig. 4.10 is a comparison of the present model with that
of Adam [1].

centerline pressure ratio distribution centerline nucleation rate and wetness fraction
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Figure 4.10.: Steady diabatic flow in the A1 nozzle, [Ty, = 298.7 K, po1 = 1 bar, ¢y = 35.6%).

4.1.2.4. Unsteady

To test the unsteady part of the code the Al nozzle is an excellent test case. Adam [1] has
done extensive experiments and numerical simulations on this nozzle and thus only a small
part of what Adam has done is reproduced to test the unsteadiness. The unique geometric
feature of the Al nozzle compared to other nozzles of our group is the parallel outflow
section that produces a constant exit Mach number. Also the stability limit is lower due to
the lower temperature gradient at the throat which comes from the nozzle shape compared
to circular nozzles.



4.1. Steady flow with Condensation 7

experimental Schlieren pictures [1] numerical Schlieren pictures

Figure 4.11.: Unsteady symmetric oscillation in the Al nozzle, [fpum. = 262 Hz, feyp = 225
Hz, Toy = 292.8 K, pp1 = 0.998 bar, ¢9 = 51.6%, humid air].

Figure 4.11 compares experimental and numerical Schlieren pictures for the symmetric flow
oscillation. The symmetric oscillation is well established, it is due to the strong latent heat
release which produces shocks that then move upstream into the nucleation zone. The
interaction with the nucleation zone reduces the amount of condensate which allows for
higher supersaturation downstream, which forms a new shock to start the process again
[86]. The shocks in the numerical Schlieren pictures fig. 4.11 (right) are not as resolved
as the experimental photographs but the trend and structure match with the experiment.
The frequency is not well captured compared to other test cases, a likely reason is due to
the weaker instabilities are harder to duplicate.
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experimental Schlieren pictures [1] numerical Schlieren pictures

Figure 4.12.: Unsteady unsymmetric oscillation in the Al nozzle, [frum. = 843 Hz, fezp. = 905
Hz, Toy = 288.2 K, pp1 = 1 bar, ¢9 = 82%, humid air].

Figure 4.12 compares the experiment and numerical Schlieren for the unsymmetric oscil-
lation. At the time of Adam’s doctorate work this was a new type of phenomenon with
unsteady condensation in nozzles. The pattern here is a Mach reflection in the region of
the nozzle throat before the upstream shock becomes more curved. The shock weakens
and dies out as it travels upstream through the throat. The process alternates between
the upper and lower wall [86]. Again the numerical Schlieren is not as resolved as the
photographs but the 2-D structure is evident and the frequency is that of the experimental
range.

A very important numerical point here is that a linear disturbance eq. 5.1 was applied to
the symmetric oscillation mode found at the above operating conditions in fig. 4.12. This
linear disturbance enabled the unsymmetric oscillation to evolve. It is possible due to nu-
merical error that the system would involve into the unsymmetric oscillation given enough
time, but the disturbance equation is a better control mechanism.
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numerical Schlieren pictures numerical Schlieren pictures

Figure 4.13.: Unsteady flow pattern in the Al nozzle, [, Tp1 = 295 K, po1 = 1 bar, ¢9 = 90%,
humid air].

left : symmetric Jrum. = 446 Hz, frum. Adam=44T7 Hz

right : unsymmetric fhum = 1091 Hz, frum. Adem=1068 Hz

A unique flow feature in the A1 nozzle occurs at a certain threshold value of ¢, where there
are two possible oscillation structures at identical reservoir conditions. The two structures
being a symmetric and unsymmetric flow oscillation. In fig. 4.12 there was also a symmetric
oscillation but only the unsymmetric was shown.
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Figure 4.14.: Pressure fluctuations at the throat, bottom wall in the A1 nozzle, [Ty = 295 K,
po1 = 1 bar, ¢9 = 90%, humid air].

top . locations where data is sampled for frequency curve

bottom : top half of the graph shows the frequency history of the
pressure ratio at the bottom station

bottom : bottom half of the graphs shows the frequency history of
the pressure ratio "difference” between top and bottom station

Figure 4.14 displays the graphs from which the frequency is derived. A numerical station
is placed at the throat to write out pressure ratio measurements every 150 iterations at
the top and bottom wall. The top time series shows the pressure fluctuations at the
bottom wall from the start of the simulation to the unsymmetric oscillation. The bottom
time series shows the pressure difference, which is zero until the start of the transition
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region and then reaching a consistent pattern that matches the unsymmetric oscillation.
The physical interpretation of the bifurcation is the instability of the interaction between
transonic flow with homogeneous condensation [2, 86]. The case of 90% humidity is at the
border of the upper end of the hysteresis regime. The hysteresis regime is only found from
numerical simulations, whereas in the experiment it is either symmetric or unsymmetric,
it was not possible to add a disturbance during the experiment to see if the unsymmetric
oscillation would evolve. From Adam’s numerical simulations at 90% humidity there are
both solutions but for this case. In figs. 4.13-4.14 no disturbance was needed, because at
this high humidity or water content the additional transport equations for condensation add
numerical uncertainty into the time scheme that the flow can go directly to the unsymmetric
mode without a disturbance. Whereas for 82% humidity and Ty; =288.2 K, a disturbance
was needed to obtain the unsymmetric oscillation.

4.2. Nitrogen

4.2.1. CAST-10 Airfoil - Turbulent

To go from a moist air model to a pure nitrogen system is relatively easy, it is only a matter
of changing the thermodynamic functions and realizing there is no longer p, and pg;,. but
just pyn,, no carrier gas, thus the blending functions for ¢, ¢,,, ..etc are not needed. Since
there is no carrier gas the assumption of the Hertz-Knudsen droplet growth model may not
be valid because the droplet radii are greater than the mean free path of the nitrogen gas.
The experimental data for a transonic numerical test case with nitrogen condensation is
very limited and if one is found it usually dates back to the early 80’s. The first test case
found was by Hall [36] at the NASA Langley 0.3m cryogenic wind tunnel. The main prob-
lem with using this as a test case, is because heterogeneous condensation is speculated to
play a role because the onset of condensation occurs with a small supercooling, (AT ~ 3°).
Also these experiments were some of the first results, based on the prototype wind tun-
nel. Two more experiments from Diiker [25](European Transonic Wind tunnel ETW) and
Wegener [101] (NASA Langley 0.3m) are for a nozzle with nitrogen condensation. Here
the problem is, the expansion of nitrogen goes below the triple point, thus it is likely the
condensate is a solid particle. It is of interest to study this type of condensation but for the
ONERA M6 wing the focus will be on operating above the triple point. The experiment
of Dotson [24] is based on the CAST-10 airfoil at the NASA Langley 0.3m cryogenic wind
tunnel, the conditions are above the triple point and since the ONERA M6 will be studied
an airfoil is an ideal test case compared to a nozzle. It is not to say that this test case is
problem free, but the problems can be worked around.

Figure 4.15 shows the geometry and grid used for the CAST-10 airfoil. The transonic
airfoil is unsymmetric with a 12.18% thickness and 0.152m chord.



82 4. Validation
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Figure 4.15.: CAST-10 geometry and grid around the airfoil, the trailing edge is similar to the
RAE2822 airfoil, see fig.4.37 right.

Table 4.1.: Total and free stream conditions for the CAST-10 airfoil simulation.

Total Freestream Miscellaneous

T), =99 K Too= 9129 K ¢'=0.152 m

phy = 5.066 bar  poo= 3.81 bar  Qeup. = 6.° oy, = 4.75°

so = 0.706 M1 = 0.65 Rec.oo = 43.79 million
Seo = 0.968

t specified by experiment [24]

Table 4.1 lists the conditions from the experiment and the values used in the simulation.The
first problem encountered was trying to match the adiabatic experimental data. The
problem is the airfoil is at a 6° angle of attack with a chord of 0.152m inside a 0.3m
octagonal test section. It is not known for sure if the 2-D plane channel was installed at
this time of the experiment but for sure wall interference correction was later than 1983.
Thus the airfoil was modeled under free stream conditions and the angle of attack was
slowly changed to match the experimental data. Changing the angle of attack is much
better than actually modeling the wind tunnel because 1st, the exact geometry of the
tunnel is not known (even if for sure it is the octagonal shape there are still gaps between
the plates that are unknown and 2nd it increases computation time because now it is a 3-D
problem instead of 2-D. Figure 4.16 compares the adiabatic free stream solution with the
experimental data. Pressure data was not given for the complete airfoil because they were
only interested in the onset of condensation, which should occur near the leading edge.
By adjusting the angle of attack the correct expansion is modeled with a slight deviation
before the shock, but with all the uncertainties this is a good match.
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Figure 4.16.: Adiabatic calculated pressure coefficient and experimental data [24],[ N2, Tp1=99
K, po1 = 5.066 bar, My, = 0.65, ¢ =0.152 m, Re; 099k = 43.79 million, a = 4.75°]

Now turning on the condensation model, there was no condensation regardless of the droplet
model until the Tolman correction factor was used in the nucleation equation

1
o= am@ . (4.1)
r

The use of the Tolman correction decreases the value of sigma which in turn increases the
nucleation rate which forms condensate. The value of § was regarded as a free parameter
that was changed until the right amount of condensation occurred. The value found is
0.5x107%m. Wegener and Mack [99] regard § as the constant for a given liquid which is
approximately equal to the intermolecular distance of the liquid with a value of 1.x1071%m.
Although Dotson [24], also changed the value of § to 0.25x107%m.
The results in fig. 4.17 (left) are based on the modified Gyarmathy droplet growth model,
with the value of 0.5x107m for § in the Tolman correction term. The y-axis is the

difference in the pressure coefficient between the adiabatic and diabatic case

Acy, = Cpad. — Cpdi. - (4.2)

Changing the total temperature to 101 K produced no condensation in the experiment and
fig. 4.17 (right) shows the model without any further changes is able to predict when no
condensation should occur. The bottom line in fig. 4.17 (right) is the pressure difference on
the pressure side, it should be zero since no condensation occurs there. Two possible reasons
for this is that the condensation on the top surface causes an upstream disturbance that
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slightly alters the angle of attack or most likely numerical noise because the same situation
occurs for the To; = 101 K case without condensation.

To1 = 99K To1 = 101K
S0 = 0.706 So = 0.614
Soo = 0.968 Soo = 0.831
0.15 0.15
0.125 i upper airfoil surface 0.125 i
0.1+ 0.1+
° L
0.075 o S _ 0.075
® Experiment L
o =3
(&] Q L
3 0.05 3 0.05 I
0.025 lower 0.025 i . lower
0 @ 0 '—i
1 E [ = OE .
-0.025 - -0.025 o xperiment
L | upper airfoil surface
-0.05 L L L L L | -0.05 L L L L L |
0 0.1 0.2 0.3 0 0.1 0.2 0.3
xlc xlc

Figure 4.17.: Pressure coefficient difference between adiabatic and diabatic case, [Na, po1 =
5.066 bar, My, = 0.65, Rec o099k = 43.79 million, Re; oo, 101x = 42.47 million].

109, o =20.3 M3 s

Gpo =0.035

=1.0m?s*

Oimax = 1 AIngJ
Ag = 0.0025

hom

Figure 4.18.: Homogeneous condensate and nucleation rate, [N2, Tp1=99 K, pp; = 5.066 bar,
My =0.65, ¢ =0.152 m, Re; o0 99k = 43.79 million, o = 4.75, sg = 0.706, soc = 0.968].

Figure4.18 shows the amount of homogeneous condensate formed and where, with the
corresponding nucleation rate. Figure4.19 verifies the use of the modified Gyarmathy
droplet growth model because the droplet radius is greater than the mean free path of the
gas phase. The values of A, , Thom, and r* are from the streamline in fig. 4.22 (top left)
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Figure 4.19.: Verification of modified Gyarmathy droplet growth model due to the average
homogeneous droplet radius is greater than the mean free path of the Ns.

Another set of experimental results consists of a lower total temperature and pressure, To;
=94, 96 K and py; =3.6 bar. Without changing the model, fig. 4.20 shows good agreement
with the experimental data for condensation and again predicts when no condensation
should occur.

Tor = 94K To1 = 96K

so = 0.732 so = 0.626

Soo = 1.04 Soo = 0.874
0.15 0.15
0.1251- upper airfoil surface 0.1251-
0.1~ 0.1~
0.075 0.075

Experiment

J0.05 J0.05(- upper airfoil surface
0.025 0.025
0 (\ P — 0
[ Experiment
0,025 lower 0,025 pe
-0.05 L L L | -0.05 L L L |
0 0.1 0.2 0.3 0 0.1 0.2 0.3
x/c x/c

Figure 4.20.: Pressure coefficient difference between adiabatic and diabatic case, [pg; = 3.648
bar, My, = 0.65, Rec o094k, = 34.14 million, Re. o 96x = 33.05 million].
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Tor = 99K Tor = 94K

Experiment, dry Experiment, dry
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Figure 4.21.: Pressure coefficient for the two cases with homogeneous condensation.

Figure4.21 gives a complete picture of the difference between the adiabatic and diabatic
test case for the temperatures that produce condensation. From the ¢, plot it is seen that
the effect of condensation is small but present. Also at 99K the pressure decrease is slightly
greater than 94K.

To understand better the physics of condensation a Mach, J, and g distribution as well as a
p-T diagram based on the values extracted from a streamline near the boundary layer edge
fig. 4.22, are constructed. The main difference between the two cases of 99K and 94K is
that the total condition for the 94K test case is already super-saturated, by noting that the
01 point is left of the saturation line. Due to the pressure difference of 5.1bar and 3.6bar,
the bottom right figure is shifted below the bottom left. An important similarity is that
both have approximately the same amount of supercooling, ATy = 22.3K and ATy =
22.6K. For both cases after the shock (point 4), the flow is still super-saturated also with
respect to 7, thus the condensate remains and flows into the free stream past the trailing
edge (point 5). The amount of supercooling in fig. 4.22 indicates the condensation is purely
homogeneous, even if foreign nuclei are present they would not influence the amount of
condensation because the time scale of cooling for this chord length is comparable to the
time scale of nucleation.
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Figure 4.22.: Thermodynamic discussion of the two cases with condensation.
top : Mach contour (M > 1) with streamline near boundary layer edge
middle : Mach, Jyom, and gpom values extracted from streamline.
bottom : p-T diagram based on streamline.
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To understand why a 2° change in the total conditions did not produce condensation the
same thermodynamic plot as fig. 4.22 is used. Figures 4.23 and 4.24 (right) shows a distinct
difference between the 99-101K and 94-96K test cases. One difference being at the Wilson
point in the p-T diagram the higher temperature decompresses nearly along the expansion
line. Also note 2° increase is at a constant pressure. The main reason for no condensation
is "not” found in the p-T diagram but rather in examining the nucleation rates, (figs. 4.23
and 4.24 (left), here for the higher temperatures nucleation is present but not high enough
to produce a sufficient high concentration of critical clusters for the formation of droplets.

Jhom p-T diagram
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Figure 4.23.: Jp,,, distribution and p-T diagram comparison between two different total condi-
tions, [po1 = 5.066 bar, Mo, = 0.65, Rec o099k = 43.79 million, Re. oo 101x = 42.47 million].
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ditions, [po1 = 3.648 bar, My, = 0.65, Re¢ o094k = 34.14 million, Re. 96k = 33.05 million].
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A comparison is now made between the current model and a previous modeling technique,
see subsec. 4.2.2 for details of the model differences.
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Figure 4.25.: Pressure coefficient/difference for the two cases with homogeneous condensation.
To1=99K - pg1 = 5.066 bar, so = 0.706, Re; o = 43.79 million
To1=94K - pg1 = 3.648 bar, so = 0.732, Re; = 34.14 million

The main conclusion from fig. 4.25 is that the E6tvosHKMac models tend to overestimate
the effect of condensation by producing more condensate, which increases the pressure in
the ¢, plots.
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4.2.2. BAII-Nozzle - Euler

The BAII is a circular arc nozzle that has been used as a test case for moist air [59] and
nitrogen [87]. The name comes from Barschdorff which follows BAI that was used for steam
calculations and by Zierep for humid air. The geometry and grid are shown in fig. 4.26.
A comparison is now made between the model calibrated with the experiment using the
CAST-10 airfoil (sec.4.2.1) and the modeling technique used by Schnerr and Dohrmann
given in [87]. Important note: The numerical code for Nitrogen is not used from Schnerr
and Dohrmann, thus a replica is generated from the models specified in the paper. The
main difference between the two models is the use of the o relationship and the droplet
growth law. In the CAST-10 validation the ASHRAE o (fig.2.1) function is used with
the modified Gyarmathy model eq.2.92, whereas from [87] the Eotvos o (fig. 2.1) function
is used and depending on the mean radius size a macroscopic law (eq.2.90) or the Hertz-
Knudsen formula is applied. For notation to distinguish between the results the following
is used

e ASHRAEModGya: o function ASHRAE, % modified Gyaramthy model

e EotvosHKMac o function Eotvos, % Hertz-Knudsen 7 < A\ or macroscopic law

>\

One last very important difference between the two modeling techniques is the value of the
Tolman constant ¢ in eq. 4.1. For the ASHRAEModGya model the value is set at 0.5x1071°
and for EstvosHKMac it is 1.x10719.

Geometry Grid 114; x 51;

114,x51,
Euler Wall ~

Supersonic Qutlet

Inlet
TOl’ pOl’ VZO

2y’ =60 mm

Euler Wall R = 260 mm

Figure 4.26.: BAII geometry and grid.
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Figure 4.27.: Mach contour and p, Jhom, Ghom center line distribution,[Tp;=91.1 K, pp1=3.604
bar, ¢9=91.7%)].

Figure4.27 compares the Mach contour and centerline pressure, nucleation, and wetness
fraction for the BAII nozzle. The differences are minor with nucleation starting earlier
for the ASHRAEModGya and having a larger envelope, but the peak values are nearly
identical. It is interesting that the peak values are the same because of the different
o functions used but what is important is that the Tolman correction term is changed,
which compensates this difference thus producing somewhat equal nucleation rates. At the
peak value of nucleation (Jyo,) the growth of gpem, starts and also the deviation from the
adiabatic expansion. The location for the start of gy, is identical but the deviation for the
EotvosHKMac models is slightly greater at the beginning which is noted by the plateau
region in pressure. In regards to the original results from Schnerr and Dohrmann [87] the
compression is slightly stronger than what has been calculated (fig.4.27, right) using the
current code with the same condensation models as [87]. Also the nucleation zone is larger
in fig.4.27 (right) compared with [87]. In [87] the nucleation rate ends at about 0.3m,
which means the growth of gn.,, is not as strong, which relates to the weaker compression
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found in the current simulation. Although the peak value of the nucleation rate and the
location of condensate formation are the same as [87]. The most likely reason for a slight
difference is because the FVS scheme is not the same, Schnerr and Dohrmann [87] use a
2nd order upwind flux-extrapolation technique without any additive dissipation compared
to the 3rd order upwind AUSMD scheme used in the current code, also something as small
as approximating the metrics could make this small difference.

4.2.3. S1-Nozzle - Euler

The geometry (fig.4.1) and grid (fig. 4.2, right) for the S1 nozzle used in the Ny calculation
is the same as in subsec.4.1.1.

ASHRAEModGya EstvosHKMac
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Figure 4.28.: Mach contour and p, Jhom, ghom center line distribution,[Tp;=91.1 K, pg;=3.604
bar, ¢o=91.7%)].
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For the S1 nozzle (fig.4.28) both models predict very similar results compared with the
BAII nozzle in the previous subsection. The peak values of nucleation are the same with
slightly different distributions. Like in the BAII nozzle the EstvosHKMac models shows
a greater plateau in the diabatic pressure distribution which results from slightly higher
condensate formation.

Comparing the original calculation from Schnerr and Dohrmann [87] for the S1 nozzle, the
Mach contour plot of the EstvosHKMac model in the current code agrees with [87], except
for a slightly larger compression then the current code. This difference is similar to the
BAII nozzle comparison. The reason for the difference follows the same line of reasoning
presented at the end of subsection 4.2.2.
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4.3. Turbulence Modelling

The notation Sarkar(k-w) in the following figures, represents the Wilcox k-w model pre-
sented in chap. 2 sec. 3 with the Sarkar correction given in [103].

4.3.1. Sajben Transonic Diffusor

The Sajben transonic diffusor experiment was conducted by McDonnell Douglas Corpora-
tion in the 80’s to study the effects of unsteady, transonic flow in diffusors. The experiments
also provided data for steady results involving weak and strong shocks, where the strong
shock produces a separation bubble which is valuable for turbulence modeling testing.

4.3.1.1. Geometry and Grid

The 2-D plane converging-diverging duct has a maximum divergence angle of 8.8°. The
experimental data include time mean wall static pressure on the top and bottom wall,
velocity profiles at 4 locations in the diffusor, and the separation and reattachment locations
were obtained with oil flow techniques.

Figure 4.29 displays the geometry and grid used for the transonic diffusor. At first glance it
would appear to be only half of a nozzle but the bottom wall is a Navier-Stokes wall, not a
symmetry boundary. The grid seems coarse but adequate results can be obtained and thus
it is a very good test case to get quick results when checking new ideas for a turbulence
model, also using this grid, results can be compared with other CFD codes. The geometry,
grid, and electronic form of the experimental data was obtained from [91] but for a hard
copy reference one could look into [10] or [76].

2.882h° 6.34h"

—
1.4h h 1.5h

-4.040 0 | 8.65h

Figure 4.29.: Sajben transonic diffusor geometry and grid (81;x51;), h*=.044m, plane 2-D.

4.3.1.2. Weak Shock pre-shock M =~ 1.21

The first test case is a weak shock, which is obtained by specifying a back pressure of
1.11 bars, R = 0.862, where R is the ratio of exit plane static pressure to reservoir total
pressure. To get acquainted with the flow, fig. 4.30 is plot of the Mach and numerical
schlieren contour. The maximum Mach number is around 1.22, which occurs downstream
of the throat and the numerical Schlieren relieves a normal shock.
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Mach contour

numerical Schlieren picture

Figure 4.30.: Mach contour and numerical Schlieren picture using the k-w turbulence model,
[T01=277.8 K, po1 =1.35 bar, poy;=1.11 bar, Rep+ o1 = 1.42 million].

Figures 4.31 and 4.32 are the pressure distribution on the top and bottom wall and two
velocity profiles at x/h* of 2.822 and 6.34. All turbulence models are able to capture the
correct pressure distribution. The peak in Figs.4.31 and 4.34 (right) is due to the coarse
grid and skewed grid cell near the wall which can be seen in fig.4.29 (right). The rise in
pressure at the beginning is because the inlet boundary condition requires the total energy
to be constant and since the wall boundary condition requires the velocity to be zero, the
pressure ratio must approach 1, where as in the experiment it is not a numerical inlet /wall
boundary condition. The velocity profiles for both locations are underestimated by all
turbulence models by about 4%, similar velocity profiles were obtained with the WIND
and NPARC code [106].
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Figure 4.31.: Comparison of pressure distribution between experiment and turbulent models,
[T01=277.8 K, po1 =1.35 bar, poy:=1.11 bar, Rep« o1 = 1.42 million].
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Figure 4.32.: Comparison of two velocity profiles in the nozzle between experiment and turbulent
models, [T(1=277.8 K, po1 =1.35 bar, py,;=0.97 bar, Rep+ o1 = 1.42 million].

4.3.1.3. Strong Shock pre-shock M =~ 1.35

The strong shock case is obtained by lowering the back pressure to 0.97 bar, R=0.722,
which moves the shock further downstream of the throat which increases the supersonic
region, thus pre-shock Mach number. Figure 4.33 is again a plot of the Mach and numerical
Schlieren contour. Here a larger pre-shock Mach number of 1.38 and a large separation
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region on the top wall occurs. The numerical Schlieren also reveals a change in the shock
structure which looks to be the beginning of a lambda shock.

Mach contour

numerical Schlieren picture

Figure 4.33.: Mach contour and numerical Schlieren picture using the k-w turbulence model,
[T01=277.8 K, po1 =1.35 bar, po,;=0.97 bar, Rep+ o1 = 1.42 million].

In fig. 4.34 left, all turbulence models have a slight curvature to the pressure distribution
on the top wall after the shock in the separation region. From pressure it seems all models
have the same results but looking at the separation and reattachment location and velocity

profiles; different trends are present.

bottom wall top wall

Allmodels = the same
Sarkar(k- w), SST, EASM

Allmodels =the same
Sarkar(k- w), SST, EASM

oL I
Experiment

05 05

04— 0.4

Figure 4.34.: Comparison of pressure distribution between experiment and turbulent models,
[T01=277.8 K, po1 =1.35 bar, po,;=0.97 bar, Rep+ o1 = 1.42 million].

Figure 4.35 left is just after the separation point, here on the top wall all models have
the negative velocity, with the EASM having a slight advantage with reproducing the core
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flow. In fig. 4.35 (right), the flow has reattached but the SST model still has the separation
region which can be seen by the negative velocity. All turbulence models have a slightly
different slope for the velocity distribution from the top wall to the core flow, fig4.35(right).
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Figure 4.35.: Comparison of two velocity profiles in the nozzle between experiment and turbulent
models, [Tp1=277.8 K, po1 =1.35 bar, pouw=,0.97 bar, Rep« o1 = 1.42 million].

Table 4.2 compares the different turbulent models used in this code and with the Wind
model of NPARC. For both codes using the SST model, the separation point is predicted
but reattachment is too far down stream. For the £ — w model without the Sarkar correc-
tion the separation zone is greatly reduced and with the Sarkar correction there is much
improvement in increasing the separation region. The EASM gives the best overall results
for predicting separation and reattachment points. An interesting point is that for the
Wind model it uses a 2nd order ROE scheme for the convective fluxes, with a minmod

limiter for extrapolation and still the same results are obtained for the SST model using
AUSMD with Van Albada limiter.

Table 4.2.: Separation and reattachment locations for various compressible correction correla-
tions and turbulence models.

Separation | Reattachment | Length | %Length Error

k — w Sarkar 2.13 6.44 4.31 7.31

k — w Wilcox 2.41 5.50 3.09 -23.21

k — w Zeman 2.31 5.63 3.31 -17.57

k — w No Correction 2.41 5.35 2.94 -26.90
SST 2.07 6.78 4.70 +16.92
EASM(k — w) 2.10 5.95 3.85 -4.23

k — €[106] 2.20 5.96 3.76 -6.17
SST[106] 2.00 6.79 4.79 +19.15
Experiment 2.00 6.0 4.02
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4.3.2. RAE 2822 Airfoil

The RAE2822 airfoil is a classical test case for external flow, it is based on the experiments
of [18]. The experiments involved changing free stream Mach number and angle of attack.
The two test cases involve a normal shock with and without boundary layer separation.
The data includes surface pressure measurements and mean flow boundary layer and wake
profiles. The tests were conducted in the RAE 8ft. by 6ft. continuous, closed circuit
transonic wind tunnel.

4.3.2.1. Geometry and Grid

The RAE2822 supercritical airfoil has a nose radius of 0.00827 chord and a maximum
thickness of 0.121 chord, the experimental chord length is 0.61m.
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Figure 4.36.: RAE2822 geometry and grid (349,x40;),plane 2-D, 8:1 ratio based on chord length.
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Figure 4.37.: Closeup of RAE2822 airfoil grid

4.3.2.2. Case 6 pre-shock M ~ 1.23

Table 4.3 lists the conditions for case 6, note the change in o from experiment to corrected,
which is a correction for calculating free stream conditions. The correction is an empirical
relationship based on the lift, momentum coefficient, channel height, and constants derived
for this particular wind tunnel. The chord length was changed to 0.1m only for convenance.
A stagnation temperature of 293K was chosen based on the information that the tunnel
operates in the range of 290 K to 323 K, with the Mach number and specified Reynolds
number the total and static pressure were calculated.

Table 4.3.: Parameters used to describe case 6 of Cook [18].

Total Freestream Other
To1 = 293 K Two=2651K c¢=01m
por = 4.95 bar  peo= 349 bar af =3.92 a.., = 2.31

exp.

M1 =0.725  Re!_ = 6.5 million

T specified by experiment

Figure 4.38 compares the experimental pressure coefficient with three different turbulence
models. The shock for the EASM model is a little further to the right and for the SST
there is a small decrease in the pressure near the trailing edge. For this case the Wilcox
k — w with Sarkar compressible correction gives the best pressure distribution.



4.3. Turbulence Modelling 101

k-¢o Sarkar

= Experiment

B Casv‘e 6 (cool‘<, et. aI.,‘1979) | | | | | | |
1 1 1 1 1 1 1 1 1 1

0 01 02 03 04 05 06 07 08 09 1
x/c

Figure 4.38.: Comparison of turbulence models with experiment using the pressure coefficient.

Examining the total velocity profiles in the boundary layer before and after the shock, fig.
4.39, the SST model slightly over predicts the velocity but for velocity profiles all three
models are adequate. The kinks in the velocity profiles indicate mesh points, which shows
the number of grid points in the boundary layer are at a minimum. Knowing the minimum
in the 2D case will help create an optimum grid for the 3D case in regards to quality versus
computational time.
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Figure 4.39.: Comparison of turbulence models with experiment using the total velocity on the
suction side of the airfoil.
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4.3.2.3. Case 10 pre-shock M =~ 1.30

Table 4.4.: Parameters used to describe case 10 of Cook [18]

Total Freestream Other

To1 =293 K  T,=2634K c¢=0.1m

po1 = 4.63 bar  pe=3.19bar ol = 3.19 Qe = 2.8
Ml = 0.75 Re! . = 6.2 million

t specified by experiment

Case 10 is a stronger pre-shock Mach number compared to case 6, which introduces a small
separation region. Figure 4.40 shows a plot of ¢, around the airfoil, the SST model predicts
a much larger separation region, where EASM(k — w) gets the correct shock position but
the recovery pressure is too high. The k-w model with Sarkar correction does a slightly
better job with the recovery pressure but the shock position is wrong. Surprisingly all
three models predict a slightly different pressure side distribution. Figure 4.41 examines
the total velocity before and after the shock, The SST does the best job due to the large
separation region and the k — w model with Sarkar correction and EASM(k — w) are over
predicting velocity because the recovery is too soon. Here is a fine example of the difficul-
ties in modeling, good pressure distribution but wrong velocity, good velocity but wrong
pressure, but since the interest is more in pressure drag than viscous drag and lift for this
airfoil, the one with the best pressure distribution is needed.
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Figure 4.40.: Comparison of turbulence models with experiment using the pressure coefficient.
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Figure 4.41.: Comparison of turbulence models with experiment using the total velocity on the
suction side of the airfoil.
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4.3.3. 3-D Skewed Bump

The final adiabatic turbulent test case is based on the experiment of [68] where the goal
of the experiment was to study the effect of shock-wave/boundary-layer interaction and
provide a test case for CFD and turbulence models. The experimental data was sent by
electronic form, which included wall pressure distributions on the top and bottom wall
and a 3 component LDV system giving mean velocity, velocity fluctuations, and turbulent
shear stresses at ten longitudinal planes (z = 10 to 110 mm). From the journal paper [68],
computed skin-friction line patterns were scanned to compare flow topology with computed
results. The journal paper also had surface flow visualization by oil-flow technique but the
quality from the paper was too low to make a comparisons with.

4.3.3.1. Geometry and Grid

Figure 4.42 displays the geometry and grid used for this simulation. The geometry is a
skewed bump enclosed in a rectangular channel (120mm x 100mm), the bump creates a 1st
throat and then a 2nd throat is used to accelerate the flow to supersonic. The contoured
bump is swept 30° from the upstream flow condition which aids in creating 3-D effects.
The strong interaction between boundary layer and shock wave is induced by the second
throat which can be adjusted to provide the right blockage effect.

The grid dimensions are comparable to simulations performed by Leschziner et. al. [49],
120;x55;x60y. For the top and bottom wall there is approximately 12-14 grid points in the
boundary layer when it was not separated, with the first grid point Ay, of 5x10~%m

Figure 4.42.: Geometry and grid (114;x60;x53) sections of the skewed bump.
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4.3.3.2. Test Case Results

Table 4.5 list the parameters used for the skewed bump test case. With the given throat
height and total conditions a transonic flow problem is established. Before beginning
with the main results tab. 4.6 list the average y* value for all 4 surfaces and the different
turbulence models. The larger y™ values on the side walls is because the first grid point
is 1x107°m instead of 5x107%m for the top and bottom wall. The reason for the larger
distance is because the flow is less complicated (no separation) on the side walls and the
width is about 20mm wider than the height.

Table 4.5.: Parameters used to describe the skewed bump test case [68].

Total Misc.
To1 = 300 K h*=0.08 m
po1 = 0.92 bar  Rep+ g1 = 1.613 million

Table 4.6.: Summary of average y* values on all 4 surfaces of the skewed bump channel.

Surface EASM(k —w) SST Sarkar(k —w) k-—w

Bottom 1.36 1.35 1.37 1.37
Top 1.29 1.28 1.30 1.30
Wall B 2.33 2.32 2.36 2.41

Wall A 2.24 227 234 2.33
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Figure 4.43.: Mid-plane Mach and numerical Schlieren contour.

Figures 4.43 - 4.45 examine the physics of the flow at the mid-span. Near the bottom wall
there is an expansion terminated by an oblique shock, then another expansion terminated
by the normal leg of the lambda shock, small expansion but due to the second throat a weak
compression and then expansion to a supersonic outlet. The top wall pressure experiences
a expansion terminated by a normal shock but there is separation as seen by the small
plateau in pressure (fig.4.45 right), then a weak compression terminated by a Prandtl-
Meyer expansion to supersonic outlet. The lambda shock is reproduced in all turbulence
models and the maximum Mach number is nearly the same. Figure 4.44 shows a closeup
and comparison with experiment of the Mach contour in the region just after the bump.
The SST model shows a much smaller area of separation on the top wall and the lambda
shock for the EASM(k — w) model does not have the normal foot like the experiment.
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Figure 4.44.: Closeup view of the Mach number distribution and comparison with experiment
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Figure 4.45.: Mid-plane pressure distribution on the top and bottom wall.
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On the top wall fig.4.45 (left) only the EASM(k — w) model shows a slight flat region of
pressure in the separation zone. In fig.4.45 (right) the EASM(k — w) model is not able
to reproduce the correct post-shock recovery pressure but the EASM(k — w) model does
predict the second and third expansion line for the bottom wall. The Wilcox k& — w model
with Sarkar correction almost reproduces the two peaks and it does capture the correct
recovery pressure.

Figure 4.46 examines the u-component of velocity at the mid-span. The EASM(k — w)
model overall matches the data best, especially in the region of the lambda shock but it is
over predicting velocity after the shock.
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Figure 4.46.: Mid-plane u-component velocity distribution at 4 different stations.
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Above: Computed skin-friction lines calculated from the wall shear stress eqgs. 2.35-2.37
which are then cast into the three vector components where streamlines are drawn from.

Figure 4.47.: Flow topology on the front wall (left), top wall (middle), and bump wall (right).
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Examining the flow topology is important to see if the turbulence models can reproduce
the flow structure on surfaces. The computed skin friction lines are calculated based on
the wall shear stress eqs. 2.35-2.37. In fig. 4.47 (left) all models have relatively the same
structure with the half saddle point on the bump, the half saddle point on the top wall
but the second one is missing or it has been combined somewhere. For the second half
saddle point on the bottom, the k — w does the best job reproducing this one. Also in the
topological interpretation is a full saddle point but for the turbulence models, it seems to
be producing a focus point. For the focus point near the top, the SST model shows a good
representation.

On the top wall fig. 4.47 (middle) there are three foci with two symmetric in the core flow
and two half saddle points on side wall A. The k—w does the best overall job in reproducing
the top wall, the foci are not in the correct location but compared to the other two models
it is in good agreement. The models lack to show the continuous flow at side wall B and
the focus near side wall A. Figure 4.47 (right) shows us that all three turbulence models
can reproduce the focus on the bump wall and at the same position. Although the shape
of the focus is better with the EASM(k —w) and SST models. The models also capture the
two half saddle points on the bump wall but at different locations, with SST the shortest
and EASM(k — w) the furthest. Figure 4.48 shows the complete 3-D view of the computed
skin friction lines on the bump wall compared to the top view in fig. 4.47 (right).

Figure 4.48.: 3-D flow topology view.
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4.4. Turbulence and Condensation

4.4.1. S1 Nozzle

The S1 grid and geometry must change for the turbulent case to capture the oblique shock
and separation region. With Euler the geometry stopped somewhere along the line of the
wall curvature, but for a turbulent simulation more of the real geometry must be modeled
because the parallel wall acts like a stagnation point causing the separation to occur, not
any effects due to heat addition. From the experimental Schlieren picture the location of the
parallel wall is approximated by knowing one real dimension in the picture (throat height).
Figure 4.49 displays the grid for the turbulent calculation. Unfortunately the real geometry
from the experiment is not known outside the Schlieren picture, so a certain distance of
parallel wall is assumed, followed by an expansion to create a supersonic outflow, which is
useful because the back pressure is not known. In regards to grid density, the same grid
density in the core flow is used for the turbulent and Euler calculation, only more points
near the wall and for the extended geometry are required.
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Figure 4.49.: S1 nozzle grid for the turbulent calculation (195;x150;)

In sec. 4.1.1 the S1 nozzle was computed using Euler, which was adequate because the main
condensation occurs in the core flow and the high wall curvature suppresses boundary layer
growth. In the experimental picture fig. 4.50 (top) there is a region of separation which
is also captured in the turbulent calculation, but in both cases of humidity the separation
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point is independent of the amount of water content in the air. Therefore, this is not the
best test case to compare the effects of turbulence with condensation because they are
occurring independent of each other. On the other hand this test case shows that the
turbulence model is not effecting the condensation solution and it is again able to capture
a separation point with the right angle for the oblique shock.

Figure 4.50.: S1 nozzle comparison between experiment and turbulent (EASM(k — w)) simula-
tion. [Top: experiment [81], h* = 0.12 m, pg; = 1 bar Left: Ty = 295 K ¢ = 37.2%, Rep1 p+ =
2.69 million, Right: Ty = 286.8 K ¢ = 71.3%, Reg1 5+ = 2.79 million]
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4.5. Validation of Hertz-Knudsen Model

The Hertz-Knudsen droplet growth model chap.2 sec.2.4 is normally applied for flows
which are dominated by homogeneous condensation with large cooling rates and most
important in a vapor/carrier gas mixture. The Hertz-Knudsen model is now extended
to an application for homogeneous / heterogeneous condensation under atmospheric flight
conditions. Heiler [39] has applied the Hertz-Knudsen droplet growth law to flows in nozzles
with various particle densities. The main concern is that since the fluid contains particles
of a finite diameter, is the radius of the particles with condensation below the mean free
path of the vapor?

A generic definition for the mean free path is

- 1 /21 RT

=,

The gas-gas and gas-vapor collisions are neglected for water droplet growth and thus the
pressure in the denominator of the mean free path is the vapor pressure. This assumption
follows from Wegener and Mack [99]. The line of reasoning behind this is that the water
droplet grows with respect to the vapor that it reacts with. The mean free path of the

vapor is thus given by

1 /27 RO
2 p, ’
where p,,, and Ry are based on the mixture properties.
Knowledge of the droplet radius (r) with the definition of the mean free path the Knudsen
number is defined as

(4.3)

A (4.4)

— Av
o
Young and van Dongen state that neglecting the gas-gas collision is not valid and thus in
eq. 4.4 the pressure should be based on the total pressure. Using the total pressure leads
to a mean free path that is about 10 times smaller for a vapor/carrier gas mixture, which
then puts the Knudsen number in the range of one. The Hertz-Knudsen droplet growth
model would then in tendency be over predicting droplet growth.

Kn (4.5)

Two different wings, ONERA M6 and F-16 Fighting Falcon were calculated under at-
mospheric flight conditions. Since both simulations involve the same conditions of tem-
perature, pressure, angle of attack, particle radius, and particle density, only the F-16 is
analyzed to show the Hertz-Knudsen is a valid model for droplet growth in atmospheric
flight.

For a nozzle one would show the centerline distribution of mean free path A, critical radius
r*, and particle radius 7, but for a wing a streamline must be used. A streamline is created
close to the boundary layer edge on the suction side of the wing. The starting point for
the streamline is near the nose at 38% and 77% span, which are then projected into a 2-D
plane. The values of A\, r*, and 7 are extracted from the streamline and presented in a 2-D
plot.
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Figure 4.51 shows the streamline around the wing at two cross-sections, 38% and 77%
span, which are to scale with the 77% about 2/3 the size of 33%. As a backdrop for the
streamlines, is the Mach contour (M > 1).

Figure 4.52 shows that the particle radius with and without condensation is less than the
free mean path of the vapor. Note the horizontal portion of 7y, corresponds to R, = 10~%m.
Since the effect of condensation can increase with a higher angle of attack the simulations
for « = 3 and 6° are checked. Figures 4.53 and 4.55 show the contour plot and streamline
from which the data is extracted and plotted in figs. 4.54 and 4.56. The same trend exists
for a streamline further from the boundary. At 77% span a portion of homogeneous con-
densation occurs which is seen by the appearance of Ty, in fig. 4.54 right. At a = 6° for
both cross-sections the homogeneous portion is also present, but most important is that
both 7pom and 7pe are less than the mean free path of the vapor.
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38% span 77% span

Figure 4.51.: Projected streamlines around two cross-sections of the F16 wing, [To, = 295 K,
Poo = 1 bar, My = 0.9, a = 0°, ¢poo = 90%, Npero = 102 m™3, R, = 1x10~5m].
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Figure 4.52.: Streamline values of free mean path A, critical radius r* and average particle radius
Thet close to the boundary layer, [T, = 295 K, poo = 1 bar, My = 0.9, a = 0°, ¢oo = 90%,
Npeto = 102 m™3, R, = 107%m, cy49 = 2.79 m, cgo, = 1.81 m |.
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38% span 77% span

Figure 4.53.: Projected streamlines around two cross-sections of the F16 wing, [To = 295 K,
Poo = 1 bar, My = 0.9, a = 3°, ¢poo = 90%, Npero = 102 m™3, R, = 1x10~%m].
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Figure 4.54.: Streamline values of free mean path A, critical radius * and average particle radius
Thet close to the boundary layer, [T, = 295 K, poo = 1 bar, My, = 0.9, @ = 3°, ¢ = 90%,
Npero = 102 m™3, R, = 107%m, cy49 = 2.79 m, cgo = 1.81 m).
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Figure 4.55.: Projected streamlines around two cross-sections of the F16 wing, [To = 295 K,
Poo = lbar, Moo = 0.9, a = 6°, ¢oo = 90%, Npeto = 102m =3, R, = 1x10~8m).
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Figure 4.56.: Streamline values of free mean path A, critical radius r* and average particle
radius Tpet close to the boundary layer, [T, = 295 K, po = 1bar, My = 0.9, a = 6°, oo = 90%,
Nhero = 102m=3, R, = 1078m, ¢y = 2.79 m, cggey = 1.81 m.
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4.6. Validation Summary

From the validation of the condensation models to the turbulence models a short summary
is in order before moving onto the main results. For the condensation models it is sufficient
to use the classical nucleation theory of Volmer, Frenkel, and Zel’dovich for steady as well
as unsteady simulations as seen from the results with the S1 and Al nozzle. In regards
to atmospheric flight with particles the Hertz-Knudsen droplet growth model is adequate
since the mean free path of the vapor is larger than the droplet radius.

In regards to the turbulence models, the three produced adequate results with all the test
cases with the EASM(k —w) having slight advantages in some areas. The Sarkar compress-
ible correction is able to obtain benefits when it is needed and remain neutral when not.
The k — w model with Sarkar seems to have an advantage over the SST and EASM(k — w
with regards to the post shock recovery pressure, especially in areas of separation. For an
unsteady calculation involving Low Reynolds, the best model would be the & — w because
it involves less work units to calculate the source terms and provides adequate results. For
steady 3D flows involving complex geometries the EASM(k —w model is the best out of the
ones tested because there are no blending functions dependent on geometry and it seems
to be more stable for flows with non-optimum grids. The current version of the code can
only handle a single block, thus comprises must be made when creating 3-D grids. For
example creating the grid around the tip of the wing, which results in grid cells that have
angles which are skewed.
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5.1. 3-D Channel with Skewed Bump - Turbulent

In chap. 4 sec. 4.3 the skewed bump channel was used as a test case for turbulence models
but it is also of interest to see how condensation will effect the 3-D structures in the flow.
The same total conditions are used from tab.4.5 [Ty = 300 K, pg; = 0.92 bar, h* = 0.08
m, Rep+o; = 1.613 million] with the only addition of adding 50% relative humidity to
the air. This is also a good case for humidity because the throat is only 80mm which
corresponds to temperature gradients for homogeneous condensation. Table 5.1 compares
the temperature gradient at Mach 1 for 3 different streamlines starting along the z-axis
(spanwise with bump).

Table 5.1.: Computed temperature gradient at Mach 1

Start of x = Omm y = 50mm
streamline z = 30mm z =60mm z = 90mm
- (le—f) [K/cm] 4.31 4.25 3.92
x-location at M=1 0.216 m 0.211 m 0.207 m

The trend of the temperature gradient matches that of the geometry of the skewed bump
because the throat is further downstream for z=30mm compared to z=90mm, which allows
for a larger expansion slope and thus a higher temperature gradient. Figureb.1 starts by
comparing the Mach and numerical Schlieren picture distribution at the mid-plane. A
distinct difference has occurred due to condensation where the shock has weakened and
moved closer to the throat and a disappearance of the lambda shock which is seen in
the numerical Schlieren picture. Before the shock it seems a weak compression is formed
because of the heat addition. Looking at the pressure distribution on the top and bottom
wall, fig.5.2 the condensation has smoothed out the two expansions in the adiabatic case
(bottom wall) and the weak compression due to heat addition is seen on the top wall.
Very important is that on the bottom wall the shock has moved further to the throat
which has increased the separation zone but due to the increase in pressure, reduction in
Mach number, the separation zone on the top wall has been reduced. Figure 5.3 shows
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the u-component of velocity at 4 different x locations. At 250mm the station is on the
downward slope of the bump but before the shock, already the effect of heat addition can
be seen by the decrease in the core flow velocity. 300mm is the end of the bump with the
shock already occurring at the bottom wall but still not on the top wall, for the diabatic
simulation, the velocity on the bottom is recovering from the separation. At 350mm the
adiabatic portion is in the lambda shock region the diabatic case is already recovering from
the shock at the top wall. 400mm downstream from the entrance the flow is recovering
from the shock system and preparing for expansion to supersonic.

0.15 r . .
Adiabatic M
0 0.15 0.3 045 06 0.75 09 105 1.2 135 15 1.65
01 X = — ,Jf’i
_ :
é 0.05
>
0 L
oos L M. .. = 1.66 ‘ ‘ ‘ ‘ ‘ ‘
0 0.1 0.2 0.3 04 0.5 0.6 0.7
x (m)
0.15 -(po - 50%
0.1
~—~
B U
g 0.05
0 .
M_. =145 ‘ ‘ ‘ ‘ ‘ ‘
0 0.1 0.2 0.3 4 0.5 0.6 0.7
X (mg

0151 Adiabatic

] 0.1 02 0.3 X 05 0.6 0.7
x (m

Figure 5.1.: Mid-plane Mach and numerical Schlieren contour gg, [To1 = 300 K, pg1 = 0.92 bar,
h*=0.08 m, Rep- o1 = 1.613 million, ¢pg=50%], Myqs is the maximum Mach number reached at
the mid-plane.
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Another way to examine the flow is to look at ¢y on all 4 surfaces at different cross sections.
Figure 5.4 (top-half) shows c¢; on the bottom (bump wall) and top wall, whereas the
bottom-half is the two flat side walls. The most interesting result is that cy is increased
due to condensation on the top surface because of the increase in static pressure which
is also a decrease in pre-shock Mach number. On the bottom wall, bump surface c; is
decreased. The decrease is a result of the shock being moved closer to the throat or higher
on the bump surface. Like the top wall the pre-shock Mach number on the bottom wall is
less but since this is occurring on a curved surface compared to a flat surface, the separation
zone is increased. Refer again to fig. 5.1 Mach contour at the mid-plane to see the increase
in separation. On the side walls condensation is mainly decreasing c; only for y=86.9
m is it increasing and the effect of condensation is moving the peak value closer to the
throat. An average height is used in fig. 5.4 (bottom-half) because the ¢ plot on the side
walls follows from 1 grid line, j=15, j=30, and j=45, due to the bump these grid lines are
not at constant height. Figure 5.5 helps to determine why the shock has moved closer
to the throat and why there exists a weak compression before the shock in the numerical
Schlieren picture. Nucleation starts before the throat and with the growth of g there is a
weak compression but not a diabatic shock, the diabatic static pressure deviates from the
adiabatic one with this growth of g, the shock occurs at a smaller pre-shock Mach number
compared to the adiabatic case which usually decreases the separation zone but since the
shock is occurring on a curved surface it increases the separation region by occurring earlier
on the bump. The shock for the diabatic case is moved to the left of the adiabatic one
because condensation increases the static pressure, it acts like a higher back pressure on
the nozzle exit, which can be seen on fig. 5.5 (bottom).
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line pressure, nucleation, and condensate mass fraction distribution (bottom),[Tp; = 300 K, po1
= 0.92 bar, h*=0.08 m, Rep+ g1 = 1.613 million, ¢o=50%).

A final comparison between the adiabatic and diabatic solution uses the computed skin
friction lines to observe the flow topology on the four surfaces of the nozzle (fig. 5.6). For
the most part the structure of the adiabatic case is repeated in the diabatic with a slight
shift to the left. On the bump surface the large focus has shifted to the right but the
separation line has shifted to the left and extended higher into the core flow. On the top
wall the structure has been decreased in width, which corresponds to the decrease in c;
on the top. The start of the shock position is given for the bump and top wall to show
the shift and relation to the separation line. The two side walls show very similar patterns
with only a slight shift.
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The computed skin friction lines are calculated based on the wall shear stress eqs. 2.35-2.37, which are

then cast into the three vector components where streamlines are drawn from.

Figure 5.6.: Computed skin-friction lines, [Ty = 300 K, pp1 = 0.92 bar, h*=0.08 m, Rep- 1 =
1.613 million, ¢p=50%], refer to fig.4.42 for location of side wall A and B.
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5.2. 3-D Axisymmetric A1 Nozzle - Euler

5.2.1. Geometry and Grid
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Figure 5.7.: 3-D Al nozzle geometry.

221,x41,

Figure 5.8.: 3-D Al nozzle grid.

The geometry (fig.5.7) and grid (fig.5.8) of the 3-D A1 nozzle is obtained by rotating the
2-D plane A1 nozzle found in chap. 4 subsec. 4.1.2. The full 3-D grid is calculated because
unsymmetric solutions are sought. One numerical note is that for a structured grid there
must be no overlap or identical nodes, thus it appears that in fig.5.8 (left) the grid comes
to a point at the centerline axis but in fact there is a small circle there. In a sense it can
be thought of as a cylinder or rod, which requires a boundary condition. An Euler wall
was not chosen because this would eliminate the chance for flow to cross the rod, thus it is
assumed that all variables on the rod are equal, this is done by finding the average value
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around the rod and then setting the nodes equal to this value. More sophisticated codes
handle this problem by having an o-grid on the outside and an h-grid for the inside, with
interpolation techniques to handle the interface between the two grid types.

5.2.2. Steady
Adiabatic

The adiabatic pressure gradient for the 3-D Al nozzle is compared with the 2-D plane
in fig. 5.9 (right-top). The conclusion from this figure points out that the 3-D A1l nozzle
as a higher slope compared with the 2-D plane. Also the static pressure is lower for the
3-D nozzle which means a higher Mach number is achieved in the parallel section of the
nozzle. Table 5.2 compares the M = 1 temperature gradient between the 2-D and 3-D A1l
nozzle. The larger temperature gradient means that the flow in the 3-D nozzle has a higher
stability limit, which translates too, it takes higher humidities to get the flow in the nozzle
to become unsteady. Figure5.9 (left-top) shows the numerical Schlieren picture in one
plane for the axisymmetric nozzle, the importance here is the smooth gradients toward the
throat, but in the pressure plot after the throat the 3-D axisymmetric pressure distribution
is wavy until the outlet. When looking at a close up of the numerical Schlieren picture
and a smaller contour range of the density gradient from the throat to the outlet fig. 5.9
(bottom), waves are picked up. The white areas are small compressions which corresponds
to the small peaks in the pressure distribution from the throat to the outlet.
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Figure 5.9.: Supersonic adiabatic flow in the 3-D A1 nozzle, [Ty1 = 295K, po1 = 1bar].

top left  : numerical Schlieren of one plane in the 3-D axisymm. nozzle
top right : center line pressure ratio distribution between 2-D plane and 3-D axisymm. nozzles
bottom  : numerical Schlieren closeup view of the outlet of the 3-D axisymm. nozzle.

Table 5.2.: Comparison of the temperature gradient at M = 1 along the centerline for the plane
and axisymmetric Al nozzle, [Ty = 295K, po1 = 1bar].

exp. num.

Nozzle (_%)i—D (_%);—D (_%);—D
[K/em]  [K/em]  [K/cm]

2-D plane 5.43 5.13 5.25

3-D axisymm. 7.68 N/A 7.30




5.2. 3-D Axisymmetric A1 Nozzle - Euler 129

Humidities

Three humidities of 35, 45 and 55% are plotted in fig. 5.10, all are steady results. At the
lowest humidity weak compressions are present, with a 10% increase resulting in a shock
due to heat addition that is moved closer to the throat at 55%.

3-D view cross-section at center line

Figure 5.10.: Steady numerical Schlieren for different humidities, [To; = 295 K, po1 = 1 bar |.
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5.2.3. Unsteady Oscillation

Before going into the results of the unsteady oscillations, a discussion on the disturbance
must be made. For the symmetric oscillation no disturbance is required, the system is
self-excited. As seen in the 2-D case it is not necessary to add a disturbance to go to the
unsymmetric oscillation if high enough humidity is used. For the case of the 3-D A1 nozzle
due to the higher temperature gradient at the throat, the system is more stable in regards to
getting to the second unsymmetric oscillation. Figure 5.11 shows 4 out of 25 of the k planes.

Throat

i=221

Throat_|
k=19

=2

j=1—
4 pressure stations for
unsteady data

Figure 5.11.: Graphical view of 4 out of the 25 k planes in the 3-D A1 nozzle, also shown are
the pressure stations from which data is sampled during the unsteady simulation, at the throat
on the wall.

The first attempt at reaching the unsymmetric oscillation was to add a linear disturbance
in the k=1,13 plane fig. 5.12. The disturbance is added at one instance in time throughout
the entire plane. Figure5.12 shows an example with p using a contour plot before and after
including the distribution at the inlet, throat, and outlet. The same disturbance is added
to u, v, w,p. Also important is that the disturbance was added to a solution that contains
a shock due to heat addition. For example taking the symmetric solution at ¢g = 95%.
For the linear disturbance in the k=1,13 plane the system went back to the symmetric
oscillation (see fig.5.14).
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Figure 5.12.: Visual means to show the procedure for a linear disturbance in one plane, [T =295

K, po1=1 bar, ¢g = 95%, ajj = 0.5].

top : contour plot of p before the linear disturbance
middle : contour plot of p after the linear disturbance
bottom : linear disturbance at the inlet, throat, and outlet

The next step was to add a linear disturbance in the k=1,13 and k=7,19 plane, for example
a cross, again the system went back to the symmetric oscillation at ¢y = 95%. In both
of the cases the linear disturbance was only a function of j. Equation5.1 represents the
disturbance factor (DF), which takes on the simple form
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o
DF = (1+ajj)—§jj_/1~(j—1) fork < Tandk > 19

if2

DF = 14—
nj —

j—1) fork > T7andk < 19 (5.1)

where: ajj — 0.1 —0.5

The next step for the linear disturbance is to go from f(j) to one of f(j, k). The disturbance
equations then become

akk = 1.+ (k+6)/48  fork <7

akk = 1.4 (k—18)/48 fork > 19
0.25 .

DF = akk (15— — 1-(]—1)) fork=1,6&k = 19,25 (5.2)
nj —

akk = 1.+ (k—6)/48. fork > 7and k < 19
0.25

nj—1

DF = akk (1. + (j— 1)) fork=17,18 . (5.3)

Important point in eq. 5.2 is that the disturbance is the same at k = 1 and k = 25 since
these planes are identical, similar to the c-grid connection after the airfoil. The value of
48 was chosen arbitrary resulting in a maximum value of akk = 1.25 at the k=6 and k=18
plane, with a minimum value of 1.02 at k=7 and k=19. Note that the disturbance does
not uniformly increase as one goes from the k=1 plane to the k=24 plane but rather there
are smooth changes from the k=1 to k=6 plane with an abrupt change between k=6 and
k=7. Figure5.13 is similar to Fig.5.12 which shows the disturbance in two planes k=1,13
and k=7,19, this shows the distinct difference which creates the unsymmetrical flow field.
With this type of disturbance (egs.5.2-5.3) the unsymmetric oscillation was achieved for
humidities above 90%. In the authors view there are certainly other possible combinations
for a disturbance in the j and k plane to create the unsymmetric pattern, but it is not
likely that a different disturbance structure will change the value of the humidity where
the unsymmetric pattern first occurs.
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Figure 5.13.: Visual means to show the procedure for a linear disturbance according to Eqgs. 5.2-
5.3 in two planes, [T51=295 K, po1=1 bar, ¢ = 95%, ajj = 0.5].

a) : contour plot of p in the k7-k19 plane using Eq.5.2

b) : contour plot of p in the k1-k13 plane using Eq.5.3

¢) : linear disturbance at the inlet, throat, and outlet

The unsteady data was taken at 4 different stations at the throat in the k=1,7,13, and 19
plane. Figure5.11 shows a plot of the four stations.

Figure 5.14 shows two humidities of 75 and 85% where the disturbance was added but the
solution returned to the symmetric oscillation. At a close look the symmetric oscillation
after the disturbance is not as perfect as before, but the frequency and amplitude are the
same. The main reason for this is that the numerics are not able to fully recover after such
a disturbance. A disturbance has been added to an Euler system thus there is no way for
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it to die out over time, thus this noise remains.
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Figure 5.14.: Pressure ratio at throat-wall versus time, {symmetric - disturbance - return to
symmetric}.

Moving to a higher humidity of ¢o=95% fig.5.15 (left) the time series after the disturbance
takes on a new unsteady repeating pattern. Also important is that by cutting the distur-
bance in half fig. 5.15 (right), it still results in the same unsteady unsymmetric pattern.
This unsymmetric pattern is a shock that forms in half of one plane, then spirals into
other planes and through the throat. A graphical view is presented in fig. 5.19. A closeup
view of the unsymmetric part in fig. 5.15 (left) is shown in fig. 5.16. The trend is that the
peaks in each plane are separated, thus showing the shock due to heat addition is spiraling
throughout the 3-D nozzle.

Figure 5.17 is a summary of the main features of the 3-D nozzle for operating at total
conditions of 295K and 1 bar. After 60-65% the flow becomes unsteady with a symmetric
oscillation, at 87.5-90% humidity there is the lower branch of the hysteresis regime where
the system can have more than one solution. If the total temperature was increased by
10—15° it is likely that the stability limit and beginning of the hysteresis would shift to the
left. In the 2-D plane nozzle at higher humidities 2 95% the symmetric solution no longer
exist and goes straight to the unsymmetric oscillation, but for the 3-D nozzle since the
temperature gradient is higher it is not possible to solve for the upper end of the hysteresis
regime. It is then an open question in fig.5.17 if there exist an upper limit in the hystere-
sis. When going to humidities above 100% it is likely that subsonic heat addition occurs
and the shock due to heat addition near the throat would not occur, which is driving this
interesting flow field. With the 2-D A1l plane nozzle the symmetric frequency was around
446Hz for 90% humidity and for the 3-D nozzle it is ~ 850 Hz, unsymmetric 2-D is ~ 1091
Hz and 3-D is &~ 1350 Hz. The frequency for the unsteady oscillations are greater for the
3-D nozzle. The reason for this is because of the higher cooing rate in the 3-D nozzle. This
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trend of a higher frequency also agrees with the reduced frequency formula found in Adam

1]

Since the 3-D nozzle has a higher cooing rate it thus must also have a higher frequency to
have the same F} value as the 2-D plane nozzle.

Figures 5.18 and 5.19 show a time series of the symmetric and unsymmetric oscillation.
The full 3-D nozzle is shown by creating a numerical Schlieren picture with limits that
only show the shock structure, where the time series on the right shows a full numerical
Schlieren picture of a 2-D cross-section.

$0=95% $0=95% 3 Disturbance Intensity

4 | I | I | | J 4 | I | I | | J
0 0 5 10 15 20 25 0 0 5 10 15 20 25

t[ms] t[ms]

Figure 5.15.: Pressure ratio at throat-wall versus time for two different disturbance intensities,
{symmetric - disturbance - unsymmetric}.
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Figure 5.16.: Close up of the pressure ratio at throat center line versus time for unsymmetric
pattern.
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Figure 5.17.: Frequency versus humidity for the 3-D A1l nozzle, [To; = 295 K, pp1 = 1 bar].
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3-D view cross-section at center line

w t=042.-T

t=0.58-T

t=071-T

Figure 5.18.: Unsteady symmetric oscillation, [Tp; = 295K, po; = 1 bar, ¢g = 95%, f ~ 942Hz |.



138 5. Internal Flow

3-D view cross-section at center line

t=0.79-T

Figure 5.19.: Unsteady unsymmetric oscillation, [T = 295 K, po1 = 1 bar, ¢9 = 95%, f ~ 1350Hz |.
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In fig. 5.19 the shock rotated in the counter clockwise direction looking in the direction of
the flow, when the disturbance method was created this was not taken into account, thus
to see if the shock can rotate in the clockwise direction the disturbacne was rotated by 45°.
The disturbance equations (egs. 5.4-5.5) then become

akk = 1.+ (k)/48 fork > 7Tand k < 13
akk = 1.4+ (k—12)/48 fork > 13and k < 19
2
DF = akk (1.5 - O iy (7 — 1)) fork =7,18 (5.4)
nj—1
akk = 1.+ (k)/48. fork <7

A+ (
akk = 1.+ (k—12)/48. fork > 19
(k-

akk = 1.+ (k—24)/48. fork =25

0.25

DF = M%(L+ 1«j—u) fork=1,6&k=19,25 . (5.5)

Now the maximum values of akk are at the k=12 and k=24 plane compared to k=6 and
k=18 in egs. 5.2-5.3. Figure 5.20 compares the original disturbance and the rotated. It can
be seen that the same intensity is used but the k=1 plane becomes the k=7 plane and the
k=13 becomes k=19.

Original-egs. 5.2-5.3 Rotated—egs. 5.4-5.5

0507091113151.71921

Figure 5.20.: Comparison between two different types of disturbances using a contour plot of p.

From the rotated disturbance the shock now rotates (fig. 5.21) in the clock wise direction
with the same frequency.
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3-D view cross-section at center line

t=0.29-T

t=054-T

Figure 5.21.: Unsteady unsymmetric oscillation, rotated disturbance,
[T()l =295 K, Po1 = 1 bar, (;50 = 95%, f ~ 1350Hz ]



6. Airfoil Condensation

6.1. Circular Arc - Euler

6.1.1. Geometry and Grids

Previous work by Dohrmann and Schnerr [23], [81], [82], and [85] have done extensive 2-D
Euler numerical simulations and experiments of homogeneous condensation on the circular
arc bump with thickness (t=0.06, 0.1, 0.12) for zero angle of attack. It is the purpose here to
recalculate the t=0.1 condition for a range of humidities to verify the new 3-D code predicts
the same trends as the previous PhaseCD code used by Dohrmann. Important note is that
the comparison is made between two numerical solutions, no experimental data is available
for the conditions specified, but on the other hand there has been extensive experimental
work on the circular arc in a transonic wind tunnel, which shows the structures seen in
the numerical prediction. The purpose here is not to validate the code is able to predict
the wind tunnel conditions, ex. top and side wall interference, back pressure, non-uniform
inlet velocity...etc, but rather to predict the structures that were seen in the experiments.

The grid used by Dohrmann [23] is not available and no pictures of the grid could be
found, but what is stated in [23] is that it was an O-grid, which was generated by a
Poisson equation, with clustering at the stagnation regions. In this case an H-grid will be
used on half the domain, the top boundary was made to slope slightly, thus taking on the
characteristics of a c-grid, where the inlet curves around the airfoil. Figure6.1 shows the
boundary relations and grid used for the simulation. The ratios are consistent with what
the code has demonstrated to handle and using a H-grid is a very simple way to achieve
high grid quality around the arc fig.6.2. Since the angle of attack is zero only half the
domain is calculated and with Euler it is possible to use an Euler wall before and after the
circular arc. Another technique would be to use an H-grid where the top boundary is the
bottom side of the arc and the bottom boundary is the top surface, using periodicity for
the line before and after the circular arc, but in this case it is not needed.

141
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Figure 6.2.: CA-1 grid around the circular arc.

6.1.2. Adiabatic

The adiabatic solution for the CA-1 at M., = 0.87 is presented in fig.6.3. The shock
strength and position match exactly with Dohrmann [23] or [82]. The predicted drag is
also similar to Dohrmann with a 2% difference. The supersonic Mach contour shows the
shock is normal at the wall which is then curved to match with the streamlines, where the
shock is always perpendicular to the flow.
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Figure 6.3.: ¢, distribution and mirrored supersonic Mach contour around the CA-1 airfoil,
[Tor =293 K, po1 = 1 bar, ¢ = 80 mm, My, = 0.87, a = 0°]

6.1.3. Diabatic

Moving to flow with heat addition the total conditions are kept constant and the humidity
is increased from 30-65%. Figure 6.4 shows the supersonic Mach contour for the different
humidities and the maximum Mach number reached. The adiabatic case is put in the cen-
ter as a reference. As the humidity is increased it has the effect of increasing the pressure
which lowers the maximum Mach number. At 30% the shock is reduced and shifted to
the left, with a disturbance in the Mach contour near the shock from heat addition. At
40% the pattern is similar to 30%. At 50% the formation of the double shock is becoming
present, also the structure of the adiabatic shock is altered. The double shock system is
present at 65% with the first shock due to heat addition and the second shock the adiabatic
shock. The maximum Mach number between 50% and 65% is similar where a minimum
was reached at 60% (not shown). In all cases except at 65% the supersonic Mach contour
matches that of Dohrmann [85]. The main difference at 65% is that in the current sim-
ulation the shock due to heat addition does not extend to the airfoil, this is also seen in
Dohrmann but not as distinct in the current code, in that the Mach 1 line is continuous
compared to the double shock seen on the NACA0012 airfoil(fig.6.10).
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b0 = 30%, Mpmae = 1.24 do = 40%, M ez = 1.30

Adiabatic, M,,., = 1.43

m
\Yf\\\\\

¢O = 50%7 Mf,maz =125 ¢0 = 65%; Mf,ma:v =124

Figure 6.4.: Supersonic Mach contour mirrored around the CA-1 airfoil, [To; = 293 K, po1 =1
bar, ¢ = 80 mm, My, = 0.87, a = 0°, AMy = 0.015].

Figure 6.5 examines a p-T diagram and Mach, Jyop,, and gpe, distribution from a streamline
close to the airfoil surface. Two humidities of 50 and 65% are compared. At 50% the
freestream is super-saturated which then compresses back to 2 but not to the 01 point
because for the circular arc the sharp leading edge has not a real stagnation point and the
streamline is not intersecting this point. Again an expansion around the airfoil to point
3, but condensation starts before the shock, so there is a slight increase in temperature
and decrease in Mach number to point 4. The shock, compression is after 4, which passes
the saturation line causes the growth of gn.m, to be cut off. Finally a small compression
at 5 where gp,,,, decreases due to the trailing edge, but eventually increases and reaches a
constant value in the wake.
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Figure 6.5.: Thermodynamic discussion along a streamline near the airfoil, [To; = 293 K, po; = 1
bar, ¢ = 80 mm, My, = 0.87, a = 0°]

top . Mach 1 line and streamline near airfoil from which data is extracted
middle : p-T diagram with saturation line
bottom : Mach, Jyom, and gpe, distribution along streamline



146 6. Airfoil Condensation

For the case of 65% humidity the streamline was moved further away from the profile to
pick up the double shock system. The main difference from 50% is the existence of a weak
shock due to heat addition from 3-4. The weak shock cuts off the growth of Jy,,,, but
then another expansion from 4-5 with the growth of gp..,, the heat addition increases the
temperature like in the p-T diagram 3-4 for 50% but is less in the p-T for 65%, thus the
temperature is decreasing due to the expansion. The adiabatic shock from 5-6 does cuts
off the growth of g, but does not decrease or cause evaporation but rather a constant
value that flows into the freestream. The reason for g, not to decrease is because the
streamline is further from the profile, also the maximum value of g, is smaller for the
65% case but that is also because of the streamline location.

10 —

- ———s=—— CurrentCode
ode — —O— - Dohrmann

210 —

-20 —

o
S
- L
Q
Q
40 —
-50 — Cd,q:O,currentcode = 00421
L Cd,q=0,Dohrmann = 004314
0 \ \ \ \ \ \ ! |
0 10 20 30 40 50 60 70 80
0
&, [%]

_ Cdg>0 — Cdq=0
Acd = —Cd,q:O

Figure 6.6.: Pressure drag increase due to homogeneous condensation on the CA-1 airfoil, [T =
293 K, po1 = 1 bar, ¢ = 80 mm, My, = 0.87, a = 0°].

Figure 6.6 is a comparison to the former work of Dohrmann [85] in regards to the pressure
drag coefficient. The main conclusion is that due to homogeneous condensation the pres-
sure drag is decreasing for all humidities, which is the opposite trend for the NACA0012
(fig. 6.12). The reason for the decrease in drag is because the heat addition is causing the
shock to occur earlier and the heat addition is occurring after the maximum thickness (see
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fig.6.5 bottom). The movement of the shock causes an area of high pressure to increase
after the maximum thickness. Also the heat addition is occurring in supersonic flow which
results in a static pressure increase, thus also helping to increase drag. Unfortunately
the drag comparison between Dohrmann [85] and the current code is remarkably different
compared to the NACA0012 case (fig.6.12). The adiabatic drag comparison is in good
agreement thus the use of a different grid is most likely not the reason. At 50% Dohrmann
reports a drag coefficient of c¢q,=0.03281, the current code calculates cq,=0.0237, making
a difference 0f 30%. In the NACA0012 drag the current code was consistently calculating
higher drag values which means the effects of condensation were higher which matches the
theme here because if condensation is higher the reduction is greater. Since the pre-shock
Mach numbers are much higher than the NACA0012 case any small change in the shock
location will have a much larger effect on drag. Thus it is not the case that the NACA0012
case is showing a better comparison than the circular arc case but instead the difference
is amplified in the circular arc case. Looking into differences between the modeling of
Dohrmann and the current code, there are no differences in the physical parameters, o,
p1, L,..etc or in the use of droplet growth law and classical nucleation theory. The only
difference in the condensation models is Dohrmann used 4 additional transport equations
based on the work of Hill [40], where the current code uses two additional transport equa-
tions based on the condensate mass and droplet number from Heiler [39]. The most likely
reason for the difference is in the calculation of the thermodynamic variables themselves,
thus in using 3rd order in space for the convective fluxes instead of 2nd order and the
AUSMD scheme instead of the flux interpolation scheme of Eberle [27]. A small difference
in the calculation of density and pressure changes the amount of condensate formed, where
a small difference in heat addition for the strong shocks relates to large differences in drag.
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6.2. NACAO0012 - Euler

6.2.1. Geometry and Grids

Previous work by Dohrmann and Schnerr [23],[82], and [85] have done extensive 2-D Eu-
ler numerical simulations of homogeneous condensation on the NACA0012 airfoil for zero
and small angles of attack. It is the purpose here to recalculate some of the conditions
to verify the new 3-D code predicts the same trends as the previous PhaseCD code used
by Dohrmann. Important note is that the comparison is made between two numerical
solutions, no experimental data is available. On the other hand there has been many ex-
periments that show the development of a double shock on a curved surface in a wind
tunnel. Besides the comparison with previous work it is also an important issue for com-
pleteness in the thesis, thus before going to a complex solution of condensation on a 3-D
swept wing it is important to examine the physics of condensation on a 2-D airfoil.

The grid used by Dohrmann [23] is not available but what is known is that it was an O-grid
which used 192;x64; nodes. Figure 6.7 shows the boundary relations to the NACA0012
airfoil and the grid. Due to early inexperience in grid production, the boundary relations
are not typical for a freestream calculation of an airfoil because the outflow is shorter than
the inflow. Although, with the boundary conditions used for the inlet and outlet see sub-
sec. 3.2.4.2 the simulations provide good results in relation to adiabatic shock position and
drag. Figure 6.8 shows a closeup of the Euler grid near the airfoil and around the nose.
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Figure 6.7.: NACAO0012 geometry with relation to boundaries and grid
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Figure 6.8.: NACAO0012 grid around the airfoil

6.2.2. Adiabatic

The adiabatic solution for the NACAO0012 at M., = 0.8 is a well known test case for the
shock position and drag (tab.6.1). The shock occurs at 50% chord, the grid and numerical
code are able to capture the correct position of the shock, which can also be seen in fig.6.9
(left). Figure 6.9 (right) shows the supersonic Mach contour around the airfoil, which gives

an idea of the supersonic region and the quality of the code to resolve a shock.

Table 6.1.: Comparison of the pressure drag coefficient with other researchers.

Cq

Current Code
0.00862

Dohrmann[82]
0.00845

Jameson[42]

0.0086
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Figure 6.9.: ¢, distribution and supersonic Mach contour around the NACA0012 airfoil, [Ty =
293 K, po1 = 1 bar, ¢ = 100 mm, My, = 0.8, a = 0°]

6.2.3. Diabatic

Moving to flow with heat addition the total conditions are kept constant and the humidity
is increased from 30-70%. Figure6.10 shows the supersonic Mach contour for the different
humidities and the maximum Mach number reached. The adiabatic case is put in the
center as a reference. As the humidity is increased it has the effect of increasing the static
pressure which lowers the Mach number, at 50% a distinct difference has occurred with
60% starting to show the double shock system. The trends found in fig. 6.10 matches that
of Dohrmann [85]. Up to 60% the shock is an adiabatic shock due to the freestream con-
dition is subsonic and the local supersonic flow on the airfoil must return to subsonic, but
at 70% a weak shock due to heat addition first appears and then the flow re-accelerates to
supersonic, followed by an adiabatic shock.

Figure 6.11 examines a p-T diagram and Mach, Jyo,,, and gpep, distribution from a stream-
line close to the airfoil surface. Two humidities of 50 and 70% are compared. At 50%
the freestream is super-saturated which then compresses back to the saturation line at 2
but not exactly to the 01 point because the streamline is not going into the stagnation
point. Again an expansion around the airfoil to point 3, but condensation starts before
the shock, so there is a slight increase in temperature and decrease in Mach number. The
shock, compression is from 4-5, which passes the saturation line causes the growth of gpnom
to be cut off. Finally a small compression at 6 where g,,, decreases due to the trailing
edge, but eventually increases and reaches a constant value in the wake.
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P = 50%, My mar = 1.17

o = 60%, M pap = 1.14 do = T0%, My pmae = 1.13

Figure 6.10.: Supersonic Mach contour around the NACA0012 airfoil, [To1 = 293 K, po1 = 1
bar, ¢ = 100 mm, My, = 0.8, a = 0°, AM; = 0.015].

For the case of 70% humidity the main difference is the existence of a weak shock from 3-4
and a slightly stronger shock from 5-6. Also the growth of g, is much steeper, which is
the reason for the weak shock due to heat addition and since it occurs early on the airfoil,
the flow has enough time to expand to supersonic for the adiabatic shock (5-6). Again it
is this adiabatic shock (5-6) that cuts off the growth of gpom
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Figure 6.11.: Thermodynamic discussion along a streamline near the airfoil, [Tp; = 293 K,

po1 = 1 bar, ¢ = 100 mm, My, = 0.8, a = 0°]

top

middle

bottom

Mach 1 line and streamline near airfoil from which data is extracted
p-T diagram with saturation line
Mach, Jhom, and gpem distribution along streamline



6.2. NACAQ0012 - Euler 153

Figure 6.12 is a comparison to the former work of Dohrmann [85] in regards to the pressure
drag coefficient. The main conclusion is that due to homogeneous condensation the pressure
drag is increasing for humidities > 30%. The main reason for the increase in drag is due to
heat addition (static pressure increase) before the maximum thickness of the airfoil. The
second conclusion is that small differences appear in the pressure drag coefficient between
the former work of Dohrmann and the current 3-D code. See the end of the previous section
for possible reasons for the difference in drag.
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Figure 6.12.: Pressure drag increase due to homogeneous condensation on the NACA(0012
airfoil,[Tp; = 293 K, po1 = 1 bar, ¢ = 100 mm, M., = 0.8, a = 0°].
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6.3. RAE2822 - Turbulent

6.3.1. Geometry and Grids

The RAE2822 airfoil was used as a validation test case for turbulence models in sub-
sec.4.3.2. The same geometry and grid (fig4.36 and 4.37) are used in this section. The
aim of the RAE2822 is to examine the effects of homogeneous condensation on a super-
critical airfoil at a small angle of attack with viscous flow. The EASM(k — w) turbulence
model is used to model the effects of turbulence which are small for this case at the given
angle and Mach number. The main difference here from the NACA0012 is the airfoil is no
longer symmetric, viscous effects, and there is now lift involved.

6.3.2. Adiabatic

The adiabatic solution for the RAE2822 at M, = 0.75 is also a standard test case for
testing CFD models. In subsec.4.3.2 an angle of 2.31 was used with M, = 0.75 and
good agreement was obtained between experiment. Here the angle will be rounded up
to 3° because the interest lies in the how the adiabatic solution is altered due to heat
addition. Figure6.13 shows the ¢, distribution and supersonic contour on the profile. A
small compression exists near the nose, followed by a slight expansion to the adiabatic

shock.
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Figure 6.13.: ¢, distribution and supersonic Mach contour around the RAE2822 airfoil, [Ty =
293 K, pp1 = 1 bar, ¢ = 100 mm, My, = 0.8, o = 0°]
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6.3.3. Diabatic

Moving to flow with heat addition the total conditions are kept constant and the humidity
is increased from 30-70%. Figure6.14 shows the supersonic Mach contour for the differ-
ent humidities and the maximum Mach number reached. For the supercritical airfoil the
supersonic region is only on the top compared with the NACA00012. As the humidity is
increased it has the effect of increasing the static pressure which lowers the Mach number.
At 50% the supersonic region has been reduced with a lowering of the maximum Mach
number, at 60% a second shock region is forming and the compression near the nose is
becoming more distinct. At 70% like in the NACA0012 case there are two distinct shocks,
where the first shock is due to heat addition and the second is the adiabatic shock.

oo = 30%, M mae = 1.25 oo = 50%, M mae = 1.21
f’ f7

Adiabatic, M,,., = 1.30

$o = 60%, Mpmas = 1.20 G0 = T0%, M mas = 1.18

Figure 6.14.: Supersonic Mach contour around the RAE2822 airfoil, [Ty = 293 K, pp1 = 1 bar,
¢ =100 mm, My, = 0.75, @ = 3°, Reoo = 1.34 million]
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Figure 6.15.: Thermodynamic discussion along a streamline near the airfoil, [To; = 293 K,
po1 = 1 bar, ¢ =100 mm, My, = 0.75, o = 3°, Rex = 1.34 million]

top : Mach 1 line and streamline near airfoil from which data is extracted
middle : p-T diagram with saturation line
bottom : Mach, Jyom, and gpnom distribution along streamline
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Figure 6.15 examines a p-T diagram and Mach, Jj,,,, and gpon distribution from a stream-
line close to the airfoil surface. Two humidities of 50 and 70% are compared. A difference
between the RAE2822 airfoil compared to the NACA0012 (fig. 6.11) is at point 3 there is
the expansion but then a recompression along the expansion line, where with the growth of
Jhom, the deviation to point 4 begins. The adiabatic shock 4-5 cuts off the growth of gnom,
with the addition of a decrease in gpom. At 70% the same trend as the NACA0012 fig( 6.11,
right) is present but the compression around the leading edge is much stronger than in the
50% case, also the shock due to heat addition is stronger compared to the NACA0012 at
70%. The nucleation rate is altered by the strong compression, which then begins to rise
again until gp.,, begins to grow. Again the adiabatic shock cuts off and decreases gpom.
With the NACA0012 the drag increased for all cases compared to the adiabatic (fig.6.12)
but for the RAE2822 (fig. 6.16, right) the drag actually decreases and then increases pass-
ing through zero somewhere between 60 and 70% humidity. Since lift is present it is also
possible to see the effect on lift, which shows a decrease in lift for all humidity cases. This
trend also matches that found by Dohrmann|85] for the NACA0012 at o = 1.25°. Although
with the NACA0012 there was a decrease in lift to a minimum (¢o = 60%) and then it
started to increase, whereas for the RAE2822 lift is only decreasing. A possible reason for
this difference is the NACA0012 at o = 1.25° still has a supersonic region on the pressure
side which starts to decrease at 60%, thus the static pressure increase on the pressure side
could take away from the negative effect of static pressure increase on the suction side due
to heat addition.
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x/c (0}

~ Cdg>0 — Cdq=0
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Figure 6.16.: ¢, and drag/lift comparison between adiabatic and diabatic flow, [Tp; = 293 K,
po1 = 1 bar, ¢ =100 mm, My = 0.75, a = 3°, Reso = 1.34 million)]



158 6. Airfoil Condensation

0 01 02 03 04 05 06 07 08 09 1 0 01 02 03 04 05 06 07 08 09
x/c x/c
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Aghom = 0.0003, ghom.maz = 0.0059 Aghom = 0.0003, Ghom.maz = 0.0064

Figure 6.17.: Comparison between NACA(0012 and RAE2822 airfoil in regards to drag, [To; =
293 K, po1 = 1 bar, ¢ = 100 mm].

top : ¢, distribution for adiabatic and 50% humidity with the x-location of the
maximum thickness of the airfoil.
bottom : Mach 1 line and gp,,,, contour to see the effect where heat addition starts

on the airfoil.

It is also of interest to examine why there is a decrease in drag for the RAE2822 airfoil at
50%, where there is an increase in the NACAO0012 for the same humidity.

From the graphs in fig. 6.17 the following conclusions are drawn. The heat addition before
Tmae Tesults in a +Acy for both airfoils. Also the shock occurring earlier or closer to
the leading edge due to heat addition results in a —Acy for both airfoils. In regards to an
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Euler simulation the adiabatic shock occurring earlier due to heat addition is much weaker,
resulting in a higher ¢, compared to with no heat addition, thus increasing drag, noted
by the second +Ac, in fig. 6.17 top-left. Whereas, with a viscous simulation the shock is
smeared and this difference is not as distinct. It is also not an easy thing to only compare
the areas between the adiabatic and diabatic ¢, plot because the angle of the surface is very
important in saying how much of the pressure is contributed to drag and how much goes
to lift. Another important benefit for the supercritical airfoil with heat addition is that
the flow is altered in a way to increase the pressure side as humidity is increased, shown in
fig. 6.16, left. The change in drag due to heat addition is a complicated phenomena that
depends on ¢, shape of the airfoil, a;, and M.
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7. Wing Condensation

7.1. Infinite Wing

The main idea of the swept wing was developed independently by two people, Adolf Buse-
mann in 1935 and R.T. Jones in 1945 [5]. Figure7.1 shows the plane view of a straight
and swept infinite wing with a corresponding airfoil. If the wing is then swept by 45° the
normal Mach number M,, is reduced and in this case it is reduced below the critical Mach
number for a NACA0012 airfoil, which is around 0.72. The lower critical Mach number
means the wing can undergo a higher free stream Mach number without the huge increase
in drag due to compressibility effects (shocks). The above theory is well known and has
been in practice since WW 1.

Homogeneous-Wind Tunnel Scale

The new point is how condensation effects the lift to drag ratio due to the sweeping of
the wing. If the critical Mach number is reduced due to the sweeping effect it is most
likely that the condensation onset Mach number is also reduced. In the straight wing case
homogeneous condensation would occur near the sonic line, increasing the static pressure
which would increase drag. In the case of the swept wing, due to the disappearance of the
supersonic region it is reasonable to assume no condensation would occur, thus no increase
in drag. In fig. 7.1 the p-T diagram shows the difference in the super-saturation of the air,
both cases have the same total, freestream and saturation point, but it is the T},;, that
is different, the less super-saturation the less likely homogeneous condensation can occur.
The open circle in the p-T diagram is in regards to that for a swept wing the stagnation
line still has a component of velocity that is not zero, so it does not match with the 01
point. For this case the airfoil is symmetric and the angle of attack is zero, thus no lift.
For the straight wing, if lift were present homogeneous condensation would decrease the
lift due to the static pressure increase on the suction side. In general the swept wing delays
or prevents condensation from occurring, which prevents the decrease in the lift to drag
ratio.
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M.=0.8

e

NACA0012

M, . =My .cosf

M, =0.80.71 £ 0.57

Figure 7.1.: Schematic diagram of a straight and an infinite swept wing with airfoil section.
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Heterogeneous-Atmospheric Flight Scale

In fig.7.1 it is shown that the supersonic region is reduced or disappears due to the sweep-
ing effect. In the case of heterogeneous condensation it is possible that if a supersonic
region exist, the presence of heterogeneous condensation can enlarge the supersonic region
by shifting the shock further to the trailing edge, which increases lift. If the sweeping effect
prevents condensation then it prevents this benefit of increased lift. Although heteroge-
neous condensation requires less of a super-saturation, it is still possible that condensation
would occur in the p-T diagram, fig. 7.1 (bottom). With heterogenous condensation there
is also a pressure increase which increases drag for this increased lift, so the lift to drag ratio
can either be increased or decreased depending on the angle of attack, amount of water
vapor, amount of particulates in the air, size of particulates, ..etc. Thus it is necessary to
perform numerical simulations of heterogeneous condensation to see the effect on the lift
to drag ratio.
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7.2. Atmospheric Flight—-ONERA M6 Wing -
Turbulent

7.2.1. Geometry and Grid

The ONERA M6 [79] is a swept backed wing with zero twist, no body fillets or strakes.
The airfoil is symmetric with a 9.7% thickness at the root. Figure 7.2 displays the top
view of the wing and root profile. The test case was designed for three dimensional effects
from low to transonic speeds at high Reynolds number. The experimental data include
pressure measurements at 7 spanwise locations for a range of Mach numbers between 0.7 -
0.93 and angles of attack between 0° and 6°. Figure 7.3 shows the wing in the experimental
chamber.

Aspect ratio 3.8
Taper ratio 0.562
MAC 0.646m

1196.3 mm

Root profile

0 -~——————————805.9mm }
(x/c) = 0.4—]

74.2°

~———805.9mm —#

Figure 7.2.: Geometry of the ONERA M6 wing based on experiment.
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Figure 7.3.: Picture of the experimental setup for the ONERA M6 Wing [79).
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7. Wing Condensation

Figures 7.4 and 7.5 show different angles of the grid. The cross-section of the wing shows the
dense clustering near the airfoil, first grid point 1x107% m, which is needed for integration
to the wall with Reynolds number in the range of 1 to 50 million. In the far field the grid
is very coarse since gradients in the primitive variables are nearly zero.
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Figure 7.4.: Side view cross-section of wing i=273 and j=40 nodes, [Aywqii—1st gridpt. = 1x1076
m, which is &~ 12-15 grid points in the boundary layer], Left: entire cross-section, Right: closeup

view around the airfoil.

The top view of the wing (fig.7.5, right) shows clustering of cells near the root and tip. The
grid in (fig.7.5, left) was left out before and after the wing, so the wing can be distinguished,

thus showing the beginning of the tip to the far field.

Figure 7.5.: Top view of wing, Left: wing and k,qzpiane,

i
////////////////////////////////

oy’
FE
F

/ ////////////////////////////////////
/////////////////////////////II/IIIIII

i
]
///////////////////////////IIIIIIIIIIIIIIII
Wil 11

z,k[

Right: wing top view k=25 nodes.
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Figure 7.6.: Boundary ratios from wing surface, Left: 2-D cross-section at 44% span, Right: top
view.

Figure 7.6 shows the boundary ratio to the wing surface for a 2-D cross-section and top view.
The ratios are more than enough for the boundary condition implemented. Also important
is the assumption that the w-component of velocity is zero on the inlet, this adds some
reflecting characteristics but with the given ratios it is an adequate assumption. Figure
7.7 shows the location of the boundary conditions for the ONERA M6 wing calculation.
Due to the C-C-Grid configuration, periodic conditions are needed at k4, and jq. before
and after the profile. The inlet consists of the entire surface around the C-C grid (fig.7.7,
right). An Euler wall is assumed for the k=1 surface which is located at the root of the
profile. Note there is a gap between the inlet and the leading edge of the wing, this is
because there is no boundary, it is the stagnation plane due to the c-grid mapping, thus
no boundary condition is required.

< Euler Wall

Inlet

! Outlet
Wing NS wall

.

Periodic

Outlet

Figure 7.7.: Cross-sections of boundaries.
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7.2.2. Adiabatic

For all of the following results the EASM(k — w) turbulence model was chosen based on
findings from Chapter 4 section 2 and the following. Since the code requires a single-block,
the grid is not optimum in all places especially near tip of the wing. The SST and standard
k — w turbulence models produced simulations that did not converge for this grid whereas
the EASM(k — w) model did. One can conclude from this that the EASM(k — w) model
is more robust for non-optimum grids. The robustness might come from the lower and
upper bound placed on C),. If the solutions did not match so well with the experimental
data then a new type of grid would have been developed but with the following results
confidence in this single-block grid were obtained.

Before beginning with condensation results a comparison is made between experimental
data and two different grid densities. The two grids are A=213i x 35j x 25k and B=213i x
70j x 47k. The i-component was not doubled only the j and k since these components were
very coarse. Figure 7.8 compares two different ¢, plots at 44 and 80% of the span. There
are small differences in the ¢, plots but not enough to warrant the extra computational
time.

44% Span 80% Span

1.25 125

0.75 0.75

051 0.5

&0.25 o025

-0.25 -0.25

05§ -0.5 |-

. ! ! ! | r ! ! ! |
0.75 ‘ : : 0.75 _

Figure 7.8.: Comparison of pressure coefficient between two different grid densities and com-
pared with experiment [79], [T, = 293.15 K, poo = 1 bar, M, = 0.840, Remae = 18.92 million,
Cmac = 1 m, a =3.06°, y* = 0.9 for both grids].

A=213i x 35j x 25k

B=213i x 70j x 47k

It is known that condensation requires denser grids compared to adiabatic calculations,
thus for one set of operating conditions condensation was also calculated for both grids.
Table 7.1 is a comparison of the drag and lift coefficient for different particle densities
between the two grids. The main difference lies in the drag coefficient with a maximum
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difference around 7%, whereas the lift coefficients are nearly the same. Also both grids
show the same trend, for example at the maximum difference of 7% Nhet,gzlxlme%, the
relative change between the diabatic and adiabatic case is 8.8% for grid A and 9.2% for
grid B, thus the relative change is consistent. Even though there is a slight difference in
results between the two grids, the remaining computations will be based on the 213i x 35j
x 25k grid. The smaller grid also takes about 30 hours for a solution compared to around
72 hours for the larger grid using a PIV 1.5GHz processor.

Table 7.1.: Grid comparison using the drag, lift, and friction coefficient for different condensing
flows, [Too = 293.15 K, poo = 1 bar, My, = 0.840, R, = 1x107%m, Repmae = 18.92 million, M AC
=1 m, a =3.06°] A=213i x 35j x 25k; B=213i x 70j x 47k.

Grid  Npero [m™3]  cpy cr, cy
A 0 0.0656 0.290 0.00336
B 0 0.0608 0.292 0.00321
A 1x10° 0.0663 0.287 0.00328
B 1x10° 0.0612 0.291 0.00315
A 1x10'? 0.0683 0.310 0.00327
B 1x10'2 0.0637 0.312 0.00320
A 1x10'6 0.0714 0.338 0.00326
B 1x10'6 0.0664 0.337 0.00312

Since the angle of attack is also changed a comparison is made with experiment using the
smaller grid for @ = 1.07° and 6.06° (figs. 7.9 and 7.10). The lower angle of attack has a
weaker second shock and the model is able to capture the position and strength, whereas
for the larger angle of attack the double shock system is present near the root chord but
moving to the tip there is a separation zone which can be seen by the pressure coefficient at
80% span (fig. 7.10, right). The separation point is accurately predicted but the recovery
pressure is too high and then too low as it reaches the tip.
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44% Span 80% Span

0.8
0.6
0.4

0.2

02 1%

04F 04
06} -0.6 |-
08y | | | | 081 I | | |
0 0.25 0.5 0.75 1 0 0.25 0.5 0.75 1
x/c x/c

Figure 7.9.: Adiabatic pressure coefficient for an angle of attack of 1.07° compared with exper-
iment [79], [Th = 293.15 K, poo = 1 bar, My, =~ 0.84, Reyee = 18.96 million, MAC = 1 m, "
< 1.0].
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Figure 7.10.: Adiabatic pressure coefficient for an angle of attack of 6.06° compared with ex-
periment [79], [Tso = 293.15 K, poo = 1 bar, M = 0.84, Repqe = 18.79 million, M AC = 1 m,
a =6.06°, y+ < 1.0].

7.2.3. Range of Particle Density

For all the below test cases the humidity is set equal to ¢y = 16% which corresponds to a
free stream humidity of ¢o.= 95%. This was chosen to get the maximum effect from con-
densation. One could lower the humidity to 60 or 70% and then increase the free stream
Mach number to 0.9 instead of 0.83 to see similar effects but the lower Mach number was
chosen to stay within the framework of the adiabatic experiments.
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The first set of results compares the effect of changing the particle density whiling keeping
the mean aerodynamic chord constant at 1.0m and the angle of attack at 3.06°. The three
particle densities are 1x10°, 1x10'2, 1x10'® m=3. The lowest value corresponds to very
low concentrations that is used as a lower bound to allow for pure homogeneous to occur
if conditions exist. The middle value is typical for atmospheric conditions. The upper
value of 1x10' m™3 is unrealistic for real flow conditions but is used as an upper bound
to reach equilibrium condensation. The physical upper bound on the particulate density
using a R,=1x10"® m assuming spherical particles is 2.4x10* m~?, this would be the sit-
uation where no gas is possibly only particles flowing, thus 1x10'® m~3 is still way below
this physical limit. One other interesting point is to examine what the typical range of
heterogeneous nucleation rates are based on the particle densities and flows encountered.
Using an adiabatic result based on a MAC=1.0m, angle of attack & = 3.06° and the pro-
jected streamline from fig. 7.18 (top-center) two heterogeneous nucleation rates along the
streamline are generated. The nucleation rates are approximated by the following equation

du poo
o= —"2Np, 1
Jht dS o1 het,0 (7 )

where du is the total velocity and ds is a length scale along the streamline path.

Figure 7.11 shows a typical range for the heterogeneous nucleation rate outside the bound-
ary layer along the wing top surface, At 10 m~2 a range of 18-21 m~3s~! is achieved and
at 10'2 m~3 this value is decreased to a range of 14-17 m~3s~! which matches the decrease
from 10* m~2 to 102 m~3. The lower value at 102> m~3 explains why there is a combi-
nation of homogeneous and heterogeneous condensation present because the homogeneous
nucleation rates will dominate at large expansions near the leading edge.
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Figure 7.11.: Mach and Jp; along streamline from fig. 7.18 (top-center), [Th, = 293.15 K, pso
=1 bar, My, = 0.84, R, = 1x1078m, Remqe = 18.92 million, MAC = 1 m, a =3.06°].
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Figure 7.12.: Pressure coefficient for different particle densities, [Too = 293.15 K, po = 1 bar,

My =~ 0.84, Repqe = 18.92 million, R, = 1x1078%m, MAC = 1 m, a =3.06°, 5~ < 1 for all].
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Going back to tab. 7.1, besides the grid comparison it is also shows that the lift and drag
increases with particle density. By examining c, plots one can see where this increase comes
from. Figure 7.12 compares the change in ¢, due to different particle densities at 44 and
80% span.

At a particle density of 10® m™3 (dashed line) there is a small decrease in ¢, at the leading
edge but the position of the second shock is unchanged. The reason for this is that the flow
is dominated by homogeneous condensation and the large acceleration at the leading edge
causes a small amount of homogeneous condensation (subcritical heat addition M > 1).
At a particle density of 10'2 m™ the flow field is a combination of homogeneous / hetero-
geneous where homogenous condensation dominates at the leading edge and heterogeneous
condensation dominates before the second shock on the suction side. The heterogeneous
condensation pushes the second shock closer to the trailing edge and thus increases lift by
delaying the increase in pressure due to the shock. Note that the pressure is higher before
the second shock (fig.7.12) which decreases lift but since the supersonic region is increased,
the overall change is an increase in lift. The drag is increased because of the condensation
occurring on the leading edge, which increases the static pressure (sub-critical heat addi-
tion M > 1) and also the increased supersonic region after the maximum thickness on the
suction side.

At a particle density of 1016 m =3 the flow field is dominated by heterogeneous condensation
at the leading edge, before the second shock, and a small amount is forming on the pressure
side. Here the supersonic region is extended more than the 10'2 m =2 case. The small bump
on the pressure side has two negative effects; it increases drag and decreases lift. The drag
is increased because of subsonic heat addition M < 1, where the pressure decrease occurs
mostly after the maximum thickness. The maximum thickness is around x/c = 0.4. Drag
is also greatly increased on the leading edge by the sub-critical heat addition M > 1 .
Figure 7.13 shows the condensate mass fraction for gom or gner and the Mach 1 line at 44%
chord. These plots give an idea of how much condensation is occurring and what type.
There is no figure for gne: at 10% and gpom at 108 m =3 because this type of condensation
does not occur. The key elements of fig. 7.13 is the increase in the sonic region with
particle density and the different types of condensation. The wavy structure at low values
of gper is purely numerical due to the coarsening of the grid away from the profile.



174 7. Wing Condensation

Nheto = 1x1012 m=3 Nheto = 1x1012 m=3

= 0.0054

g het,max

= 0.0093,

g hom,max

=0.0078

g het,max

6. = 0.0063 Jye = 0.0068

Agpom = 0.004 Agper = 0.002
Gmaz = 0.134

Figure 7.13.: Homogeneous (left) and heterogeneous (right) condensate mass fraction and Mach
1 line at 44% span, [To = 293.15 K, poo = 1 bar, My ~ 0.84, Repge = 18.92 million, R, =
1x1078%m, MAC = 1 m, a =3.06°].
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7.2.4. Mean Aerodynamic Chord Influence

At 10° m=3 the effect of homogeneous condensation is very small for different MACs. The
maximum value of logig Jhom at 44% span for a MAC of 0.5m, 1.0m, 2.0m, and 4.0m is
22.4,19.8, 21.1, and 18.5 [m~3s71]. A MAC of 0.5 is not a realistic wing size but it is used
to see how trends are developing and perhaps there are some components of a plane with
this type of size. The smallest MAC of course has the largest Jy,, because the smaller
length scale has the largest cooling rate, but with this difference there is no noticeable
difference in c,.

For 10'm™3 there are large differences in ¢, for the range of MACs, which translate to
differences in drag and lift. Table 7.2 is a summary of the change in the drag, lift, and fric-
tion coefficient for different MACs. The drag and lift are both increasing with an increase
in MAC. The ¢ coeflicient decreases which corresponds to the increase in Reynolds number.

Table 7.2.: MAC comparison on condensation using the drag, lift and friction coefficient, | T
= 293.15 K, poo = 1 bar, M ~ 0.84, o =3.06°, Npero = 1x1012m 3]

MAC [m] Repae X 10°  ¢p, cr, cy
0.5 9.46 0.0668 0.294 0.00361
1.0 18.92 0.0683 0.310 0.00327
2.0 37.84 0.0697 0.326 0.00305
4.0 75.68 0.0705 0.323 0.00278

Figure 7.14 demonstrates the trend of increasing lift and drag found in tab.7.2, but the
difference in lift between 2 and 4m begins to plateau. In the ¢, plots, 4m was not graphed
because it follows the same trend as 2m and thus it avoids a crowded graph. At a MAC
of 2.0 or 4.0m the supersonic region is the largest and the leading edge is experiencing
the greatest static pressure increase, which increases the drag. The fig. 7.14 caption
also shows the difference in 7' for the different MACs, which means the grid was rescaled
and thus the distance of the first grid point also increases, but the values are still below 2.5.
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Figure 7.14.: Pressure coefficient for different MACs, [T, = 293.15 K, poo = 1 bar, My, ~ 0.84,
a =3.06°, Npeto = 1x102m ™3, R, = 1x1078m, 7" = 0.5-MAC=0.5, 3+ = 0.9-MAC=1.0, " =
1.6-MAC=2.0].
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Figure 7.15.: Wind top and side wall pressure distribution, [T, = 293.15 K, ps = 1 bar,
Moo = 0.84, a = 3.06°,Nper o = 1x102 m=3, R, = 1x10~5m)].
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Figure 7.16.: Pressure coefficient for different MACs, [T, = 293.15 K, poo = 1 bar, M, ~ 0.84,
a =3.06°, Npeto = 1x102m ™3, R, = 1x1078m, 7" = 0.5-MAC=0.5, 3+ = 0.9-MAC=1.0, " =
1.6-MAC=2.0].
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Figure 7.15 shows the wing top and root profile pressure distribution for different MACs.
Compared to the adiabatic case (center-top), for the same particle density (Npero =
1x10?m=3) and with an increase in the MAC, the supersonic region increases by moving
the second shock further to the trailing edge and the leading edge static pressure slightly
increases.

At 10'% m =3 there is somewhat the same trend as 10'2 m™3 but it is on a smaller scale.
There are large differences between 0.5m, and 1m to 2m but the difference between 1m
and 2m is relatively small, which can be seen in fig. 7.16.

The reason behind the change in pressure distribution which translates to a change in drag
and lift comes from the heat addition. The following graphs in fig. 7.17 show the location
of the heat addition and the mass fraction of available water vapor that condenses. The
analysis is based on a cross section at 44% span. At 80% span the same trends exist but
slightly different amounts of heat addition. The first set of graphs fig.7.17 (top 2-rows)
shows the mass fraction of homogeneous condensation at different MAC lengths. As the
MAC is increased the mass fraction slightly decreases for the 10 m =3 case because of the
decrease in cooling rate but the position is nearly the same. As for the 1012 m=3 case there
is a decrease in the amount of g, because of the g, present and again the same trend
of a decrease in gpom with an increase in the length scale. Note for 10'¢ m =3 there is no
ghom DPresent because of the dominance of the particles (equilibrium condensation).
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Repmae = 9.46 x 10° Repmae = 18.92 x 10° Repmae = 37.84 x 10°
Nyeto MAC=0.5m MAC=1.0m MAC=2.0m
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Figure 7.17.: Homogeneous and heterogeneous condensate mass fraction with Mach 1 lines, [T
= 293.15 K, poo = 1 bar, M, = 0.84, a = 3.06°, R, = 1x10~8m, cross-section is at 44% span,
Gmaz = 0.0134].
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Figure 7.18.: Supersonic Mach contour and temperature gradient values extracted from pro-
jected streamline, [T = 293.15 K, poo = 1 bar, My ~ 0.84, o = 3.06°, R, = 1x10~%m, cross-
section is at 44% span)].

The increase in the supersonic region fig. 7.17 (bottom 2-rows) is due to heterogeneous
condensation. For the heterogenous mass fraction, there is none present at 10¢ m=3 but
for 1012 m™3 (fig. 7.17 3rd row) there is a large increase in gj; as the length scale is
increased. It is speculated that the larger chord length increases the time for heterogenous
condensation to occur. Also notice in fig. 7.17 (row 2-4) the supersonic region increases
as the MAC in increased. For fig. 7.17 (row-4) the flow is dominated by heterogeneous
condensation and the effect of increasing the MAC is not as pronounced but the same
trend is present.

Figure 7.18 (top) shows too scale at 44% span the three different MACs with a projected
streamlines close to the boundary layer edge. Figure 7.18 (bottom )shows the adiabatic
Mach number and temperature gradient along each streamline. Homogeneous condensation
as seen by fig. 7.17 (top 2-rows), shows that the condensation starts near the leading edge,
which is donated by L.E. in fig. 7.18. Here the temperature gradient is largest for the
smaller of the MACs and decreases by approximately half as the chord is doubled. Thus
the smaller MAC has the largest homogeneous condensation and the smallest heterogeneous
compared to the opposite trend for the larger MAC, this trend is related to what is shown in
fig. 7.18. Note this trend is in regards to particle densities < 10?m™ After the first shock,
where heterogeneous condensation begins the temperature gradient is nearly constant. At
the trailing edge there is another small peak due to the small compression at the trailing
edge.
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Figure 7.19.: Effect on drag, lift and the lift to drag ratio for the different MACs and particle
densities, [T = 293.15 K, poo = 1 bar, My ~ 0.84, a =3.06°, R, = 1x10~®m).

The lift to drag ratio is used as a final analysis to compare the effects of particle concen-
tration on MAC length. Again at 10'2m 3 the largest difference is present with a trend of
a small increase in the ratio as particle density increases. To be numerically honest fig.7.19
is an expanded scale with a maximum difference between adiabatic and condensing flow
of ~ 5%, thus care must be taken in determining how much condensation is effecting the
flow under these conditions.
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7.2.5. Angle of Attack

Table 7.3.: Angle of attack comparison on condensation using the drag, lift, and friction coeffi-
cient, [Too = 293.15 K, poo = 1 bar, My ~ 0.84, R, = 1x10~%m, M AC = 1.0m).

o Niero [m™2]  cpy cr, cy
1.07° 0 0.0272 0.099 0.00336
3.06° 0 0.0656 0.290 0.00336
6.06° 0 0.1277 0.547 0.00297

1.07° 1x10° 0.0272  0.099 0.00336
3.06° 1x10° 0.0663 0.287 0.00327
6.06° 1x10° 0.1273 0.534 0.00295
1.07° 1x10"2 0.0306 0.108 0.00333
3.06° 1x10"2 0.0683 0.310 0.00327
6.06° 1x10"2 0.1258 0.587 0.00315
1.07° 1x101° 0.0348 0.122 0.00328
3.06° 1x1016 0.0714 0.338 0.00326
6.06° 1x10'¢ 0.1273 0.584 0.00311

Table 7.3 compares condensation effects with three different angles of attack for a MAC of
1m. At the lower angle of attack there is an absence of homogeneous condensation on the
leading edge because of the decrease in acceleration around the leading edge, thus the drag
and lift is unchanged from the adiabatic case. Like in the different MAC lengths subsection
7.2.4, the same plots of gnom and gper with Mach 1 lines are plotted (figs 7.20 and 7.21). At
1.07° 10°m =2 there is no homogeneous condensation present which was noted from table
7.3 but as the angle of attack is increased for the same particle density the fraction of
homogeneous condensation increases (fig. 7.20), which is due to the larger acceleration
around the leading edge. The most interesting result comes from looking at gnom at 80%
span for an angle of 6.06°. At this point there is separation on the wing and thus one
can see the condensate de-attach and break up. This occurs only for the case of 106 m=3
because at 10'2 m =3 the higher particle density suppresses the separation zone at the tip
but the shift in shock on the curved surface begins a new separation zone near the trailing
edge, this will also be clarified further with (fig. 7.22).
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Figure 7.20.: Homogeneous condensate mass fraction and Mach 1 lines, [T, = 293.15 K, poo =
1 bar, My, =~ 0.84, R, = 1x10~%m, M AC = 1.0m).
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Figure 7.21.: Heterogenous condensate mass fraction and Mach 1 line, [T, = 293.15 K, pso = 1
bar, My = 0.84, R, = 1x10~%m, M AC = 1.0m).
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For heterogeneous condensation with the variation in angle of attack the condensation frac-
tion increases which is due to the larger supersonic region caused by increasing the angle
of attack (fig. 7.21). At a low angle there is condensation present on the top and bottom
part of the wing. For 10'? m =3 note that near the surface of the airfoil there is a gap be-
tween the surface and the beginning of the heterogeneous mass fraction which corresponds
to the presence of the homogeneous condensation that is convected from the production
at the leading edge. At 10'® m™ a new separation line is reemerging which can be seen
by the wedge shaped cut off of heterogeneous condensate (fig. 7.21, bottom right). Even
the though pre-shock Mach number is less than the adiabatic case around 1.35 (adiabatic)
compared to 1.2 (diabatic-10'% m=3) the shock is occurring at a higher slope of the airfoil
which is causing the separation to occur.
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The computed skin friction lines are calculated based on the wall shear stress eqs.2.35-2.37, which are

then cast into the three vector components where streamlines are drawn from.

Figure 7.22.: Wing top computed skin friction lines (bold lines) overlaid on a contour plot of
the pressure ratio, [Too = 293.15 K, poo = 1 bar, My, = 0.84, a = 6.06°, R, = 1x10~%m, M AC
= 1.0m].

An interesting result with the higher angle of attack (6.06°) is that the drag is relatively
constant except for the 101 m ™2 case and again the same trend for lift increasing as Nper o
increases. The drag for the higher angle of attack is partially dominated by the separation
occurring near the tip. Figure 7.22 shows the pressure distribution and computed skin
friction lines for the adiabatic case, notice the large separation region near the tip, which
is also present in the experiment. Unfortunately no oil flow pattern pictures were in the
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report, thus the separation zone is inferred from the ¢, data. As condensation is increased
fig. 7.22 from top to bottom, it has the effect of decreasing the separation region which
decreases drag but due to the heat addition at the leading edge, drag is increased, so this
balance is observed. It seems at 10'?m ™2 this is optimum for drag because the separation
region is decreased at the tip but it does not shift the shock too far on the curved surface,
which is developing a second separation region (10'%m ™2 case.

The skin friction lines for the angle of attack of 3.06° is very different from 6.06°. In
the adiabatic flow there is no separation region and for particle densities of 10° and 10'2
m~3 there is no noticeable difference from the adiabatic flow. Figure 7.23 compares the
adiabatic and 10'6 m =3 skin friction lines for an angle of attack of 3.06°.

Adiabatic

Figure 7.23.: Wing top computed skin friction lines (bold lines) overlaid on a contour plot of
the pressure ratio, [T = 293.15 K, pos = 1 bar, My = 0.84, o = 3.06°, R, = 1x10~8m, MAC
= 1.0m].

For the final analysis the drag to lift ratio is computed and compared between angle of
attack and particle densities. In fig. 7.24 the low angle of attack 1.07° shows a constant are
slightly decreasing function for the lift to drag ratio, whereas for 3.06° and 6.06° there is an
increase. Also the contribution of friction is more for the low angle of attack, accounting for
about 10% of the total, compared to 5% and 2.5% for 3.06° and 6.06°. Again an expanded
scale is used for fig. 7.24 like fig.7.19, but with a@ = 6.06° there is a maximum change in
the ratio of about ~ 10%, where one can argue that there is definitely an effect on wing
performance with condensation.
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Figure 7.24.: Effect on drag, lift and the lift to drag ratio as a function of particle density for
different angles of attack, [Too = 293.15 K, poo = 1 bar, My ~ 0.84, R, = 1x10~%m, MAC =

1.0m].
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7.3. In-Draft Wind Tunnel Scale-ONERA M6 Wing -
Turbulent

7.3.1. Moist Air
a = 3.06°

For the in-draft wind tunnel, the free stream conditions for the atmospheric flight become
the stagnation conditions (Tp; = 293.15 K, po1 = 1 bar). The wing is then scaled down
to model size with a MAC of 0.1m and a span of 0.185m. The effect of condensation is
pure homogeneous, even with foreign nuclei present they do not cause an effect because the
time scale of cooling is equal to the time scale of the agglomeration of the vapor molecules.
The range of humidities used is 30-99%. The high humidities are not realistic for operating
wind tunnels which conduct experiments on external bodies but it is calculated for a purely
scientific reason to see the effect of heat addition on this scale. To avoid condensation in
an in-draft wind tunnel, the air is usually dried before entering the experimental chamber.
Even with 30% relative humidity an effect can be seen compared to the adiabatic case.
Figure 7.25 shows the pressure coefficient at 44 and 80% of the span. In this case com-
pared to fig.7.12 the heat addition increases the static pressure at the leading edge, which
moves the second shock position toward the leading edge, compared with heterogenous
condensation which increases the supersonic region by moving the second shock closer to
the trailing edge. Also in fig. 7.25, as the humidity is increased to 70% the second shock
is smeared and as humidity is increased further, the second shock reappears. For example
a ¢p of 50 and 90% are nearly identical.
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Figure 7.25.: Pressure coefficient for adiabatic flow and for different relative humidities. [T =
293.15 K, po1 = 1 bar, Mo =~ 0.840, Remae,0o = 1.41 million, a = 3.06°, M AC = 0.1m)].
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When the pressure drag and lift coefficient ratio differences are plotted versus humidity,
there is minimum in lift near 75% and a maximum in drag (fig.7.26 left). In large scale
wings, the friction coefficient (c¢f) was on the order of 5% the total drag but in fig.7.26
the friction drag is around 1/3 the total, which decreases as humidity is increased thereby
decreasing the total drag as humidity in increased. The percent difference between the
adiabatic and ¢y of 70% is ¢y, = -22% and cp = -4.1%. Examining the lift to drag ratio
with and without friction (fig. 7.26 bottom) the trend follows that of the lift coefficient
and the decrease in friction drag with humidity causes the difference between the min and
max to decrease.
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Figure 7.26.: Effect on lift and drag, [3.06°].
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Figure 7.27 shows the nucleation rate and condensate mass fraction with Mach 1 lines.
One major difference between the scale model condensate fraction and that of large scale
wing (MAC=1m) in atmospheric flight is the condensate remains after the second shock
compared to fig. 7.13 (left). Also as the humidity is increased from top left to bottom
right the supersonic region is decreasing and at 90% humidity there is condensate in the
freestream before reaching the airfoil. A similarity between the model wing and atmospheric
wing geometry is the large angle of 3.06° is responsible for the large nucleation rates near the
leading edge causing most of the condensate. A second nucleation region does occur before
being terminated by the second shock, where this region is not present in the large scale
wings at low particle densities of 106m=3. At 70% fig. 7.27 the nucleation region around the
airfoil is larger compared to the 90% case, this is because there was already nucleation at
the inlet, responsible for condensate forming fig. 7.28. The formation of condensate before
the airfoil results in a slightly lower free stream Mach number, which is why the 70% - 75%
percent has the largest effect, it results in the most sub-critical heat addition, thus having
a minimum in the lift to drag ratio.
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Figure 7.27.: Nucleation rate (top 4) and Homogeneous condensate mass fraction (bottom 4)
with Mach 1 lines. [T = 293.15 K, po1 = 1 bar, Mo, ~ 0.840, Remac,0o = 1.41 million, a =
3.06°, MAC = 0.1m, cgye, = 0.1m)].
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Figure 7.28.: Nucleation rate and homogeneous condensate mass fraction in the far field.
[Tor = 293.15 K, po1 = 1 bar, My = 0.840, Renmqge,00 = 1.41 million, a = 3.06°, M AC = 0.1m,
b0 = 90%)].

An important numerical point about fig. 7.28 is that the inlet boundary condition is based
on the 1-D adiabatic compressible relations, thus having large amounts of condensate on
the inlet would not cause the program to necessarily crash but the correct boundary con-
ditions are not being applied because they are based on adiabatic conditions. Fig. 7.28
(right) shows that the condensate on the inlet is around 0.00035 (g/gmas ~ 3%) which is
not zero, but very small.

The contour plots give much information but it is also interesting to examine some ther-
modynamic variables along a streamline. Figure 7.29 (top) shows a projected streamline
for the adiabatic case, on the left is 44% span and the right is 80% span, note beside the
chord length being slightly smaller, the nose radius and thickness is reduced. The stream-
line is started near the nose at the boundary layer edge. The adiabatic Mach number and
temperature gradient is plotted in fig. 7.29 (bottom) from the above projected streamline.
At the freestream the temperature gradient is zero and then a large negative peak for the
expansion around the nose, followed by two positive peaks which coincides with the double
shock system. Interesting is that at Mach 1 the temperature gradient is nearly the same
for the two chord lengths, with the smaller chord having a slightly larger peak value at
the expansion. The four set of figures (figs. 7.30 - 7.33) include a streamline plot of Mach
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contour (M > 1), p-T diagram, Mach (M), nucleation (J), and condensate mass fraction
(g) for humidities of 30-90% for two spanwise locations (44% and 80%). As the humidity is
increased the p-T diagram shifts higher on the logiy p, axis. The 30% case is very similar
to the adiabatic with the distinct double shock system. As the humidity is increased this
double shock system weakens which was also shown in the ¢, plots (fig. 7.25). For all cases
the flow is super-saturated in the freestream, after the first shock the states return to the
saturation line or even past, but not enough to evaporate the entire condensate which was
seen in the contour plots of gnem (fig.7.27). The differences between Jyo, and gpem, in the
two spans are minor, with major differences in the Mach number. The small difference is
mainly based on the way the streamlines were created because they do not necessarily pass
through the maximum of J,,, and gnom, at each span.
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Figure 7.29.: Adiabatic Mach and  temperature gradient streamline  values

[ To1 = 293.15 K, po1 = 1 bar, M ~ 0.840, Remac,co = 1.41 million, o = 3.06°, MAC = O.Im].
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Figure 7.30.: Thermodynamic discussion of properties along a streamline at 44% and 80% span,
[P0 = 30%, To1 = 293.15 K, po1 = 1 bar, My, & 0.840, Rémac.0o = 1.41 million, a = 3.06°, MAC = 0.1m].
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Figure 7.31.: Thermodynamic discussion of properties along a streamline at 44% and 80% span,
[ o = 50%, To1 = 293.15 K, poy = 1 bar, Mo ~ 0.840, Remac.0o = 1.41 million, a = 3.06°, MAC = 0.1m].
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Figure 7.32.: Thermodynamic discussion of properties along a streamline at 44% and 80% span,
[P0 = 7T0%, To1 = 293.15 K, po1 = 1 bar, My, &~ 0.840, Remac.0o = 1.41 million, a = 3.06°, M AC = 0.1m].
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Figure 7.33.: Thermodynamic discussion of properties along a streamline at 44% and 80% span,
[ o = 90%, To1 = 293.15 K, poy = 1 bar, Mo ~ 0.840, Remac.0o = 1.41 million, a = 3.06°, MAC = 0.1m].
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a = 6.06°

The same trends as for the a = 3.06° are present in 6.06°, with the supersonic region
shrinking on the suction side as humidity is increased but after 70% it stabilizes are slightly
increases, fig. 7.34. This should not be a surprise since the saturation point is the same,
only the angle of attack has been changed. The only difference with the higher angle of
attack is that it produces larger nucleation rates and more condensate. Like in fig. 7.26,
fig. 7.35 shows the same trend of decreasing lift with humidity, reaching a minimum around
70-75% and slowly increasing. For the larger angle of attack the adiabatic friction drag is
only 20% of the total drag compared to 37% for 3.06°. At 6.06° the pressure drag dominates
the total drag and thus a trend of slight increasing to a maximum around 70-75% like in
the cp, of fig. 7.26 (left). The lift to drag ratio fig.7.35(bottom) again follows the same
trend as the lift.
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Figure 7.34.: Pressure coefficient for adiabatic and different relative humidities. [Ty = 293.15
K, po1 = 1 bar, My ~ 0.840, Remqc,0o = 1.41 million, o = 6.06°, M AC = 0.1m)].
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Figure 7.35.: Effect on lift and drag, [6.06°].

Figure 7.36 shows the condensate mass fraction at 44 and 80% of the wing span, at 44%
(top 4) a much larger condensate zone is present compared to fig. 7.27 and at 80% (bottom
4) the separation region is decreased with an increase in humidity, which is visualized by
the condensate remaining more attached to the profile as the humidity is increased (top
left to bottom right). The same trend was present for atmospheric flight with an increase
from 10° to 10'2m =3 particle density, fig. 7.20

The computed skin friction lines and pressure distribution are shown in fig. 7.37 which can
be compared with fig. 7.22 in the atmospheric flight section. In the adiabatic flow (top
center) a large separation region is present from about 60% span to the tip. The increase
in humidity does not remove the separation entirely but decreases its strength and shifts
it slightly closer to the tip.
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Figure 7.36.: Homogeneous condensate mass fraction and Mach 1 line. [Ty = 293.15 K, po; =

1 bar, My =~ 0.840, Remac,0o = 1.41 million, o« = 6.06°, MAC = 0.1m, cyy = 0.1m, cgoy, =
0.082m].
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The computed skin friction lines are calculated based on the wall shear stress eqs.2.35-2.37, which are

then cast into the three vector components where streamlines are drawn from.

Figure 7.37.: Wing top computed skin friction lines (bold lines) overlaid on a contour plot of
the pressure ratio, [T = 293.15 K, pg1 = 1 bar, M ~ 0.840, Remac,00 = 1.41 million, o = 6.06°,

MAC = 0.1m)].
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a=1.07°

At a low angle of attack the effect of condensation is delayed until around 50% humidity
(fig. 7.38) compared to the above cases (figs. 7.25 and 7.34), which is reasonable for lower
expansions around the leading edge. At higher humidities > 70% the second shock is
smeared, which actually caused longer iterations for a converged solution. At first is was
thought the flow became unsteady but looking at a time series of ¢, it reached a steady
solution.

Figure 7.39 shows the nucleation rate and condensate at 44% span for humidities 30-90%.
At 30% the expansion is too weak and no condensate is present, likewise at 50% the effects
are very weak. At 70 and 90% humidity, condensate is visible on the pressure side, which
reduces the lift. Nucleation rates (fig. 7.39) are similar to that found at 3.06° (fig.7.27),
thus even though nucleation rates are similar, the expansion is not supercooled enough to
allow for large amounts of condensate to form.
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Figure 7.38.: Pressure coefficient for adiabatic and different relative humidities. [T = 293.15
K, po1 = 1 bar, Mo =~ 0.840, Remae,0o = 1.41 million, @ = 1.07°, M AC = 0.1m)].



206 7. Wing Condensation

oo = 30% ¢o = 50%

Log 10 Jth =

ALogioJhom = 0.5 [m™3s7!]

¢0 == 30%

S
W

M.ga. =1
Gy =0.0014

Omax =0.00438 e =0.00730
oo = T0% oo = 90%
M, =1
M =1 adia,
Gyom = 0.0076 // N // ™, Gpom =0.0088
Mf:\/ // \
Oy = 0.0102 0,0 = 0.0132

Aghom = 0.0025

Figure 7.39.: Nucleation rate and homogeneous condensate mass fraction with Mach 1 lines.
[To1 = 293.15 K, po1 = 1 bar, My ~ 0.840, Remgeos = 1.41 million, o = 1.07°, MAC = 0.1m,
Ca4% = Olm]
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The pressure drag and lift (fig. 7.40, left) exhibit the same behavior of a local minimum
around 70% humidity as (figs. 7.26 and 7.35), except here the friction coefficient is greater
than the pressure drag coefficient. Since the friction drag is decreasing the total drag
decreases with an increase in humidity, like the 3.06° case fig.7.26 (left). Figure 7.40
(bottom) shows the lift to drag ratio with and without friction, the curve maintains the
behavior of lift but the difference between the min and max is altered between the two
curves because of the positive benefit with the friction drag. Without taking into account
friction the maximum deviation from adiabatic is 32% compared to 24% with friction.
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Figure 7.40.: Effect on lift and drag, [1.07°].
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Summary

Schnerr and Dohrmann [85] have computed simulations for a NACA0012 airfoil in an in-
draft wind tunnel environment. The chord length was 100mm, with a M., = 0.8 and an
angle of attack a = 1.25°. Even if the flow is mostly 2-D for the 3-D wing at low angles of
attack the time scale is different for each span segment because the chord length is changing
throughout the span, thus the MAC is 100mm, but the root chord is 124mm and the tip
chord is 70mm. Therefore, it is not possible to conclude the 3-D wing should have the same
effects as a 2-D case. From [85] the lift coefficient decreased by around 35% and reached a
minimum at 60% relative humidity and then began to increase which is the same trend for
the 3-D wing with all angles of attack. The decrease in lift for the 3-D wing is around 32%,
28%, and 30% for o 1.07°, 3.06°, and 6.06°. In regards to the drag, [85] reports a decrease
in drag of about 25% until 60% relative humidity and then begins to increase. For the 3-D
wing the drag remained relatively constant for all angles of attack with a slight increase
for 3.06° and 6.06°.
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7.4. Cryogenic Wind Tunnel - Turbulent

7.4.1. Nitrogen

The main reason for using a pure N, wind tunnel is to achieve a flight Reynolds number
based on a small scale geometry. The advantage here is that mass flow is kept small because
of the model geometry and the Reynolds number is increased by using the dependence of
gas viscosity. Gases becomes less viscous if the temperature is reduced, therefore higher
Reynolds numbers are reached when working under cryogenic conditions compared to gas
at room temperature. The optimum design is to have the lowest temperature possible to
reduce tunnel size but then the question arises, if there will be condensation onset at this
low temperature near saturation?

The following results for the ONERA M6 wing are based on the model validated in sub-
sec.4.2.1. The main points of the model are, the modified Gyaramthy droplet growth law,
the ASHRAE function for o, and the Tolman correction factor § of 0.571° are used.

7.4.2. ONERA M6 Wing
a = 3.06°

Figure 7.41 shows the pressure coefficient at 44 and 80% of the span. The adiabatic line
matches that of the experiment even for the slightly altered Reynolds number and physical
constants. Under the given operating conditions, condensation of Ny is slightly present,
which is seen by the deviation of the pressure from the adiabatic case near the leading edge.
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Figure 7.41.: Pressure coefficient for adiabatic and diabatic case, [Ty = 99.0 K, pp1 = 5.07 bar,
50=0.70, Mo =~ 0.840, a = 3.06°, MAC = 0.1m, Repac,00 = 31.4 million].
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Figure 7.42.: Nucleation rate and homogeneous condensate mass fraction with Mach 1 line at
44% span, [To1 = 99.0 K, po1 = 5.07 bar, sp=0.70, M ~ 0.840, a = 3.06°, M AC = 0.1m,
ReMAC,oo =314 million].

Figure 7.42 compares the nucleation rate and homogeneous mass fraction at 44% span.
A streamline starting just outside the boundary layer edge near the nose is projected in
the 2-D cross-section (44% span), fig. 7.43 (top) with the supersonic Mach contour as the
background. The streamline values of Mach, Juom, gnom are plotted in fig. 7.43 (bottom
left) and as well as a p-T diagram (bottom right) with the related state points. In the
CAST-10 simulation for these conditions the free stream was not saturated but due to the
higher Mach number of 0.84 compared to 0.65 the flow at 1 is already saturated. From 1
to 2 is a small compression upon reaching the airfoil but remaining super-saturated. There
is an expansion around the airfoil from 2 to 3 but then the growth of condensate begins
at point 3. From 3 the growth of g, begins to reduce J and the shock from 3-4 cuts
off the growth of gn,, which then remains constant. A small expansion from 4 to 5 and
then the state passes the saturation line at the trailing edge. Although the compression
beyond the saturation line is not enough to completely evaporate the condensate. After
the compression the state returns closely to state point 1, which is super-saturated.
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Figure 7.43.: Thermodynamic discussion of properties along a streamline at 44% span,[Tp =
99.0 K, po1 = 5.07 bar, 50=0.70, My =~ 0.840, a = 3.06°, MAC = 0.1m, Repac,oo = 31.4

million].
top . Mach contour and projected streamline near the boundary layer edge.
bottom left . Mach, Jhom, and gpom values extracted from streamline.
bottom right : p-T diagram based on streamline.

At 80% span the same trends are visible except for the small expansion from 4-5 is not as
distinct, of course there are small differences in the state points but the overall shape is
the same.
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a = 6.06°

At a higher angle of attack 6.06°, condensation of N, is also present which is expected due
to the higher expansion compared to 3.06°. The deviation from adiabatic is seen in the c,
plots at 44 and 80% span (7.44).

Figure 7.45 compares the nucleation rate and condensate fraction at 44 and 88% span. At
80% span there is separation, which also occurred for the atmospheric and model test case.
In the atmospheric flight condition for low particle density fig. 7.20 and the wind tunnel
fig. 7.36 the condensate broke off with the separation zone but here the condensate remains
attached to the trailing edge. Also under higher humidities and particle concentration the
separation zone was reduced or moved but here the effect is very small. The reason for this
is most likely due to the fact that N, condensation is much smaller due to the latent heat
of vaporization is = 10 times smaller compared with water.

Figure 7.46 shows the pressure distribution and computed skin friction lines for the suction
side of the wing surface, similar plots were made for moist air in atmospheric flight fig. 7.22.
Figure 7.47 examines the thermodynamic properties along a projected streamline near the
boundary layer edge at two spanwise locations. In fig.7.47 (top left) the streamline abruptly
changes upward after the shock which indicates the separation region at 80% span. As gnom
begins and increases, Jyon, is cut off and thus a very narrow peak for the nucleation rate
exists. In the p-T diagram fig. 7.47 (bottom) the state is super-saturated like in fig. 7.43
crossing the saturation line after the second shock and returning to the super-saturated
state in the freestream.
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Figure 7.44.: Pressure coefficient for adiabatic and diabatic case, [Tp1 = 99.0 K, pp1 = 5.07 bar,
50=0.70, M ~ 0.840, a = 6.06°, M AC = 0.1m, Repac,0o = 31.4 million].
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Figure 7.45.: Nucleation rate and homogeneous condensate mass fraction with Mach 1 line, [Tp;
= 99.0 K, po1 = 5.07 bar, 50=0.70, My, ~ 0.840, o = 6.06°, MAC = 0.1m, Repac,co = 31.4
million].
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Figure 7.46.: Wing top computed skin friction lines (bold lines) overlaid on a contour plot of
the pressure ratio,[Tp; = 99.0 K, pg; = 5.07 bar, s0=0.70, M, ~ 0.840, a = 6.06°, M AC' = 0.1m,
Repac,0o = 31.4 million)]
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Figure 7.47.: Thermodynamic discussion of properties along a streamline,[Ty; = 99.0 K, pp1 =
5.07 bar, s0=0.70, M ~ 0.840, o = 6.06°, M AC = 0.1m, Reprac,0o = 31.4 million].
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Mach contour and projected streamline near the boundary layer edge.
Mach, Jyhom, and gpom values extracted from streamline.
p-T diagram based on streamline.
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a = 1.07°

At o = 1.07° the angle of attack is too small which means the expansion around the airfoil
is too low to produce the growth of condensate. Nucleation is present, but only at about
Logyo J of 17 [m=3s71], which is not enough for Ny to condense.

Summary

As a summary the drag, lift, and lift to drag ratio for all cases are compared. Figure
7.48 (left) shows a steep decrease in the lift due to condensation as the angle of attack is
increased, whereas drag is nearly constant. Figure 7.48 (right) shows the difference in the
lift to drag ratio due to condensation. Here the effect of condensation is always negative
mainly due to the decrease in lift on the suction side. The normal trend for this type of plot
is an increase in the lift to drag ratio as « increases, but due to the adiabatic separation
at 6° the data points decrease after 3°, which shows the maximum operating angle for the

o

Mach number is somewhere between 3° — 6°.
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Figure 7.48.: Effect on lift and drag,[Tp; = 99.0 K, pp1 = 5.07 bar, M ~ 0.840, ¢pee = 0.1m,
Renac,co = 31.4 million].

left  : percent change in the pressure drag, lift, and total drag.

right : difference between the adiabatic and diabatic lift to drag ratio.

In the beginning of this section it was stated that the advantage of a cryogenic Ny wind
tunnel is to achieve flight Reynolds numbers for a small chord length. The reason for this
can been seen in examining the lift to drag ratio. Table7.4 shows the difference in the lift
to drag ratio for the corresponding Reynolds number. The large difference is between the
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model size wing using an in-draft wind tunnel with air as the medium, compared to the
cryogenic and atmospheric flight condition. The smaller Reynolds number of 1.41 million
increases the friction drag by a factor of 10, which lowers the lift to drag ratio.

Table 7.4.: Comparison of the adiabatic lift to drag ratio for different operating conditions,
[Ms =~ 0.840, o = 3.06°].

Atmospheric In-Draft Wind Tunnel Cryogenic Wind Tunnel

Air MAC=1.0m Air MAC =0.1m No MAC =0.1m
T..=293 K T..=293 K Ty =99 K
L 4.20 2.89 4.23

CD
ReMAqOQXlO6 18.92 1.41 31.4
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7.5. Atmospheric Flight—-F16 Wing - Turbulent

7.5.1. Geometry and Grid

The F16 Falcon wing consist of a NACA64A204 airfoil at the root and tip. The airfoil has
a thickness of 4% with a sharp leading edge. The airfoil is a supercritical type and the
main reason for the NACA64A204 instead of the designed NACA64204 is because due to
manufacturing limitations the designed version could not be made, so the A stands for the
modification. The wing has a leading edge sweep angle of 40° with a straight trailing edge.
Figure 7.49 displays the wing planform geometry and airfoil shape at the root and tip. A
very important point must be clarified as to what is modeled at the root profile. As seen
from fig. 7.50 top and middle the beginning and end of the root profile is not so clear due
to the wing body junction. Thus for the below computations a wing-body junction is NOT
modeled, for the time being an Euler wall is assumed at the root profile.

Ci,=1.21m
B —e——
Tip
Airfoil: NACA64A204
t=4%
3.25m
409
Root
— —
c_.=3.78m

root

Figure 7.49.: Geometry of the F16 wing.

The only data that could be found for the geometry of the wing was luckily the airfoil
shape, wing span and leading edge sweep. The root and tip lengths were derived from the
middle picture in fig.7.50. Figure 7.51 shows the graphical procedure for determining the
neutral point on the wing planform for which the MAC passes through. The MAC from
the graphical procedure is 2.72m, which is 1.35m from the root profile.
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Figure 7.50.: F16 schematic. [3]
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Figure 7.51.: Diagram depicting how the MAC chord is determined from the wing planform,
[MAC = 2.72 m].
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The grid for the F16 wing consist of 233i x 40j x 26k, which is very similar to the ONERA
M6 wing grid, but with more points at the tip of the wing, 10 instead of 6. Figures 7.52 and
7.53 show different perspectives of the F16 wing grid. The wing top surface is coarse for
most of the span but strong w-components of velocity are not expected in this region and
thus more points were clustered at the tip. For the primitive single block code that is used
and solving a system of 10 equations, the grid is an optimization of both CPU time and
quality of results. From the experience with the ONERA M6 wing grid and comparisons to
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Figure 7.53.: Grid of the F16 wing, Left: k4, plane, Right: wing top grid.
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The boundary conditions are the same as in the ONERA M6 wing case sec.7.2.1 but to be
complete fig. 7.54 shows the F16 ratios from the wing to the boundaries. The ratios are
much shorter than the ONERA M6 case because the F16 wing grid was made after the
"non-reflecting” free stream boundary condition was developed.
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Figure 7.54.: Boundary ratios from wing surface, Left: 2-D cross-section at 38% span, Right:
top view.

7.5.2. Mach = 0.9

Since the F16 wing airfoil thickness is so small, a free stream Mach number of 0.9 was used
as the starting point to achieve a large enough supersonic region, which is needed to see the
effect of condensation. For this wing only atmospheric flight conditions will be analyzed,
since the interest lies in the effect of how lift and drag are effected due to condensation on
the real wing geometry of the plane. Most of the analysis will consist of 2-D plots at various
cross-sections (38, 77, and 99%). The chord length associated are 2.79, 1.81, and 1.22m.
The diabatic parameters are a particle concentration of 10?m~3, radius R, = 1x10™®m,
and a free stream humidity of ¢o, =90%. Figure 7.55 shows the pressure coefficient at 38,
77, and 99% span for the adiabatic and diabatic case with varying angle of attack.

For a = 0° and 3° the supersonic region is extended due to heterogenous condensation
occurring in this region, also there is a pressure decrease after the leading edge for a = 3°,
near the tip a double shock system is forming on the wing. At a higher angle of attack the
shock position is unchanged due to condensation being produced only at the leading edge,
which is why there is a much larger pressure increase at the leading edge compared to the
previous two angles. An important point here is that at this high angle of attack there is
an absence of heterogeneous condensation, thus the flow becomes pure homogeneous. To
understand these ¢, plots further it is necessary to examine contour plots of gne: and grom
at these cross sections.
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For o = 0° (fig. 7.56) the flow is pure heterogenous condensation because there is not a
strong enough acceleration (supercooling) around the nose, thus with heterogeneous the
shock is moved further to the trailing edge. At an angle of 3° (figs. 7.58 and 7.57) the flow
is a mixture of homogeneous and heterogeneous but only near the nose is homogeneous
condensation present. The heterogeneous condensation is present on the upper surface near
the second shock. The largest amount of heterogeneous condensate is occurring at 77%
because there is a stronger acceleration compared to 38% but not strong enough to cause
homogeneous condensation which would reduce the amount of heterogeneous condensate.
At a = 6° (figs. 7.60 and 7.59) the wing system has moved to complete homogeneous
condensation because of the large acceleration. Also important is the larger nucleation
rates near the nose and thus higher condensate concentrations, which is the reason for the
large static pressure increase.
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Figure 7.55.: Pressure coefficient, [T = 295 K, po = 1 bar, Mo, = 0.9, ¢oo = 90%, Nheto =
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Figure 7.56.: Heterogeneous condensate mass fraction and Mach 1 lines, [T = 295 K, poo =1
bar, Mo, = 0.9, ¢oo = 90%, Nheto = 1x10'2 m=3, R, = 1x10~%m, o = 0°].
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Figure 7.57.: Nucleation rate and homogeneous condensate mass fraction with Mach 1 line,
[Too = 295 K, poo = 1 bar, Mo = 0.9, ¢oo = 90%, Npero = 1x10'2 m™3, R, = 1x10~%m, a = 3°,
99% span].
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0y =0 .0032
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Figure 7.58.: Heterogeneous condensate mass fraction and Mach 1 lines, [T = 295 K, poo =1
bar, Moo = 0.9, ¢oo = 90%, Npeto = 1x1012 m™3, R, = 1x10~%m, o = 3°].
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Figure 7.59.: Nucleation rate and Mach 1 lines, [T, = 295 K, poo = 1 bar, M, = 0.9, ¢oo = 90%,
Npero = 1x1012 m—3, R, = 1x107%m, a = 6°].
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Figure 7.60.: Homogeneous condensate mass fraction and Mach 1 lines, [Too = 295 K, poo = 1
bar, Mo, = 0.9, ¢oo = 90%, Npeto = 1x10'? m™3, R, = 1x1078m, o = 6°).
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Figure 7.61.: Lift to drag ratio, [Toe = 295 K, pos = 1 bar,

My = 09) d)oo = 90%7 Nhet,O =

1x102 m™3, R, = 1x107%m, MAC = 2.72 m, Repac,0o=54.8 million].

The ¢, plots already give an idea to what drag and lift are d

oing but by calculating the drag

and lift, the entire wing surface can be analyzed. Figure 7.61 (top) displays the drag and
lift for the 3 angles of attack. For example, in the lift graph +10% at o = 3° means the lift
has increased by 10% due to the effects of condensation. At o = 0° the drag experiences

the greatest change due to condensation and the friction
of the total drag. As the angle of attack is increased the

coefficient makes up about 1/3
effect of condensation becomes

less. At a = 6° the static pressure increase at the leading edge is balanced by the static
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pressure increase after the maximum thickness of the airfoil thus there is no net change in
drag. Also for all angles the friction drag is relatively constant. In regards to lift there is
an increase in lift due to the supersonic region increasing, but then at o = 6° the lift is
decreased because of the static pressure increase at the leading edge and no heterogeneous
condensation occurred, which usually moves the shock to the trailing edge increasing the
supersonic region. Looking at each component is not enough, what is most important is
the lift to drag ratio (fig. 7.61, bottom). Due to the high increase in drag at o = 0° the
ratio decreases compared to the adiabatic case. Only at o = 3° is there a benefit with
condensation.

To visualize the change in Mach contour (supersonic region) due to condensation, the
entire 3-D surface on the suction side of the F16 wing under Mach 0.9 conditions is plotted
(M > 1, fig.7.62). For a = 0° and 3° the supersonic region is shifted to the trailing
edge and is enlarged. For a = 6° (bottom) there is no shift to the trailing edge and the
supersonic region is decreased because of the homogeneous condensation occurring at the
leading edge. In chap. 1 sec. 1.2, the discussion condensation on airfoil/wings, pictures are
presented which show the different types of condensation during different flight conditions.
At low angles there were large envelopes of condensation whereas for smaller angles the
condensation is refined to a thin layer. Figure7.63 is an attempt to show numerically
what is presented in the flight pictures. One contour level (0.001) of the homogeneous or
heterogeneous mass fraction is chosen for the different flight angles, fig.7.63. At a = 0°
only heterogenous condensate is present, showing the distinct diamond shape found in
figs. 1.2(left) and 1.7. At a = 3° the heterogeneous condensate is larger compared to 0° by
starting earlier and having a larger envelope, also present is homogeneous condensate near
the tip. Going to o = 6° heterogenous condensate is no longer present with homogenous
starting at the leading edge and then evaporating through the shock, this situation is very
similar to the flight picture 1.4(left).
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Adiabatic Diabatic

Figure 7.62.: Supersonic region on the upper surface of the F-16 Falcon wing, [To, = 295 K,
Poo = 1 bar, Mo = 0.9, oo = 90%, Npero = 1x1012 m=3, R, = 1x107%m, MAC = 2.72 m,
RepAC,00=54.8 million].

top : a=0.0°
middle : a=3.0°
bottom : a =6.0°
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Homogeneous Heterogeneous

Figure 7.63.: Homogeneous/Heterogeneous condensate mass fraction on the upper surface of
the F-16 Falcon wing, [T = 295 K, ps = 1 bar, My = 0.9, ¢ = 90%, Nheto = 1x10'2 m—3,
R, = 1x107%m, MAC = 2.72 m, Renac,0o=54.8 million].

top . a=0.0°
middle : o =3.0°
bottom : o =6.0°



7.5. Atmospheric Flight-F16 Wing - Turbulent 229

7.5.3. Mach = 1.1

So far only subsonic free stream conditions have been analyzed, consisting of a local su-
personic pocket on the wing. The next set of results examines a free stream Mach number
of M = 1.1. M = 1.1 was chosen to ensure a complete supersonic free stream and wake
leaving the domain but not high enough to get into real gas effects.

because calculating at exactly M = 1 is numerically impossible for this code and if M =
1.01 is used, the program is able to run but then the outflow boundary is a mixture of
subsonic and supersonic. Since the problem of interest is not to handle difficult boundary
conditions, the Mach number was chosen at 1.1

Figure 7.64 compares the ¢, distribution at the same 3 span stations as in the M = 0.9
case for a = 0 — 6°. Since the free stream is supersonic it is not possible for heterogeneous
condensation to extend the supersonic region on the wing because the shock is at the
trailing edge. As « is increased the same trend of a larger distance between the pressure
on the lower and upper side is present, but with condensation the ¢, on the suction side
is always lower than the adiabatic case. Also as « is increased the deviation from the
adiabatic ¢, line occurs closer to the leading edge, thus condensation is occurring earlier on
the profile as «v is increased. To see where the increase in pressure on the suction side comes
from, fig. 7.65 shows at 3 span wise locations the heterogeneous portion of condensation
and M = 1 line. As the angle of attack is increased the subsonic pocket at the leading edge
increases but these is purely an adiabatic trend, in fact the M = 1 line between adiabatic
and diabatic is indistinguishable. Again as « is increased the amount of heterogeneous
condensate increases, but instead of shifting the shock like in the M = 0.9 case it just
lowers the shock strength at the trailing edge.
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Figure 7.64.: Pressure coefficient, [T = 295 K, poo = 1 bar, Mo, = 1.1, ¢oo = 90%, Nheto =
1x10'2 m™3, R, = 1x1078%m, MAC = 2.72 m, RepAc,00=67.0 million].

top a = 0.0°
middle a=30°
bottom o =6.0°
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38% span 77% span 99% span
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Figure 7.65.: Heterogeneous condensate mass fraction and Mach 1 line, [To, = 295 K, poo = 1
bar, Mo = 1.1, ¢ = 90%, Npero = 1x10'2 m™3, R, = 1x107%m, MAC = 2.72 m,
RenAc,00=67.0 million].

top o a=0.0°

middle : o =3.0°
bottom : a =6.0°
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In regards to the drag and lift coefficient fig. 7.66 (top) there is a decrease in drag for 0°
but for 3° and 6° there is relatively no change. The big difference comes in the decrease of
the lift coefficient, which can be informed in the ¢, plots. Since the drag is not changing
that much the lift drag ratio (fig. 7.66, bottom) is dominated by the lift coefficient, which
also exhibits a decrease. Thus for supersonic flight on the F16 Wing under the range of
angles of attack applied, condensation has a negative impact on flight.
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Figure 7.66.: Lift to drag ratio, [T, = 295 K, poo = 1 bar, Mo = 1.1, ¢poo = 90%, Npero =
1x10'2 m=3, R, = 1x10~%m, MAC = 2.72 m, Reac,00=67.0 million)].



8. Summary

Homogeneous condensation of moist air is produced if the timescale of cooling is equal to
the timescale of the agglomeration of the vapor molecules (~ 1us), whereas if foreign nuclei
are present, they can prevent the process of the meta-stable state or result in condensate
for smaller expansion rates. A wide range of flows have been calculated, ranging from 2-D
Euler to 3-D turbulent separation. In regards to unsteady internal flow with heat addi-
tion it has been shown that disturbances in an axisymmetric nozzle can change the flow
from an oscillating symmetric shock system to an unsymmetric shock surface that spirals
through the nozzle. For low-altitude transonic flight on the ONERA M6 and F-16 Falcon
wing with heterogeneous condensation, the lift to drag ratio can be influenced by as much
as 20%. If the wing is experiencing separation, condensation can improve the lift to drag
ratio, whereas for attached flow with small flight angles, condensation reduces the lift to
drag ratio.

From this study no new general law has been established which says, if given these pa-
rameters this will happen. Thus instead of putting all the different characteristics of how
condensation effects the flow into one box, they will be kept separate and looked upon as
individual events that may have some relationship.

8.1. Internal Flow

In the 3-D Al nozzle the same trend as in the 2-D plane nozzle was present with the
symmetric shock due to heat addition moving toward the throat and then disappearing
to re-establish itself downstream, thus starting the process again. With the addition of a
disturbance the symmetric shock system became unsymmetric for the 2-D case and with the
right disturbance rotated for the 3-D A1l axisymmetric nozzle. Adding a third dimension
to the system enabled the shock to spiral.

The 3-D skewed bump test case showed that on the flat surface (top wall) condensation
reduced the separation region but on the swept bump it moved the shock closer to the throat
increasing the separation region. It can not be concluded though, that condensation on a
curved surface in a nozzle increases the separation region because in regards to the 2-D
test case of the transonic nozzle, condensation reduced the separation zone. This finding is
based on side calculations, which are not included in the thesis. The curvature of the bump
in the transonic diffusor is very different and the separation bubble is along the entire span
but for the swept bump, it is only on half the bump surface. In conclusion it is safe to say
on a flat or smooth curved surface, condensation will reduce the separation bubble, but for
a bump or nozzle with high curvature the separation bubble can be increased.

233
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8.2. External Flow

For external atmospheric flight conditions a wide variety of simulations were performed. In
regards to the ONERA M6 test case wing, the chord, angle of attack, and particle concen-
tration were changed to see their effect. By increasing the mean aerodynamic chord length
from 0.5m to 2m, the effect of heterogeneous condensation was increased. At higher angles
of attack 3° and 6° a mixture of homogeneous and heterogenous condensate are present.
Also by having a low concentration of particles, homogeneous is more dominate where for
higher concentrations heterogeneous dominates. Moving to the F-16 wing only the angle
of attack and free stream Mach number were changed to see the effects of condensation at
different flight conditions. More emphasis should be placed on the F-16 wing because the
airfoil cross-section is more realistic than the ONERA M6, but each one serves its purpose
because the ONERA M6 is a well establish test wing with available pressure data. Table 8.1
highlights the percent change in the lift to drag ratio of the two wings at different angles
of attack.

Table 8.1.: Lift to drag ratio change due to condensation, [ Too=295 K, pos = 1 bar, ¢ = 90%,
Npeto = 1x102 m™3, R, = 1x1078 m)].

Wing 0° 1° 3° 6°
F-16 [M=0.9] 17.0% +6.0% | -17.0%
F-16 [M=1.1] -21.0% -8.8% | -8.2%
ONERA M6 [cprac=1m] “1.6% | +3.0% | +9.0%
ONERA M6 [cprac=2m] +4.0%

For supersonic flight on the F16 wing, condensation has a negative impact for any angle,
whereas at a subsonic freestream for a = 3° there is slight increase in the lift to drag ratio.

8.3. Relationship

Is there a relationship between the physics of unsteady homogeneous condensation and
steady heterogeneous condensation? The main points of homogeneous condensation are a
non-equilibrium process, temperature gradient, time scale of cooling, and a fast expansion.
For heterogeneous it is an equilibrium process that strongly depends on particle concen-
tration and particle size distribution.

One natural phenomena that comes to mind, outside the lab, not on a wing surface, but
simply the formation, the life span, and decay of a tornado. What are the processes
involved in tornado formation? Is there a bifurcation point? With the rotational wind
speeds, what Mach numbers are reached? What does temperature gradient and time scale
of cooling/heating attribute? For sure particle size and concentration play an important
role in the visualization of a tornado but is there more. A summary of Rasmussen and
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Markowski [73] is given below

For a tornado to form it is postulated that two main ingredients must be present; strong
rotating updrafts and nearby downdrafts to bring the rotation to the ground. One main
reason for a rotating updraft near the ground is because of a contrast in temperature
over a short distance (sounds familiar, one of the factors of homogeneous condensation
is temperature gradient). To bring the rotation to the ground there must be a sinking
current of air, but it is not entirely known why this occurs. One idea is that it is related
to the presence of a thin curtain of rain. Even with the rotation and downdraft a tornado
can not form, the downdraft must be special, it must be a warm downdraft compared to
a thunderstorm downdraft caused by the evaporation of rain (heat must be absorbed to
evaporate the rain to vapor), which produces a cool wind that flows out away from the
rainy area. It is postulated that these "uncool” downdrafts happen when the air near the
ground is very humid, thus the water can not evaporate as much into warm, humid air
(again familiar, condensation and bifurcation is strongly dependent on humidity).

From the above paragraph there are some strong connections between heat addition due
to condensation and the event of tornado formation. The purpose here is not to say with
the current code presented in this thesis one can begin tornado modeling but rather trying
to show a relationship between homogeneous and heterogeneous condensation outside the
context of a controled experiment.

8.4. Further Study

From a numerical point of view, the first step for further advancement is to catch up
to current numerical techniques by developing a multi-block scheme to handle complex
geometries. From the step of multi block, parallelization should be performed to lower
computational time. In regards to external flow, advances in numerics to handle an airfoil
or wing with flap to see how the condensate convected from the airfoil or wing interacts
with the use of a flap, this is especially important at high angles of attack at low altitudes
(landing configuration).

In regards to the physical modeling, not much can be done to improve the classical theory
of nucleation for homogeneous condensation beyond what van Dongens group has done but
with heterogeneous condensation there is room for improvement and understanding. One
step is to implement a model which takes into account a particle size and concentration
distribution. For a 2-D nozzle or airfoil, what happens if the size and concentration dis-
tribution change with time? Another scope would be to cooperate with an agency that
conducts experiments with particles in transonic flow, where the goal of the experiment
is to better understand droplet growth on particles and set up a numerical test case for
heterogeneous condensation models.
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A.

A.1. Binary r Factor
The binary r factor for the ¢ diffusive flux terms is given by
m+ 1 &m m— 1 &m

where SIGN is a FORTRAN statement that returns the value of the first argument with
the sign of the second argument. The term + is given by

VN = o5 B s = oSSy (A.2)
Vp =08 B s = o8By (A.3)

where 1
of" = S(efp+afi) (A4)

Thus the binary factor r reduces to a function of metrics, which are defined in sec. 3.8.

A.2. Metric Factors for Diffusive Fluxes

A.2.1. Momentum in the x-direction

The metric coefficients are

B = g @y Oy + @y ey (A
52 = €y @igisy T )t Gy + @iy Gagiy - (A0)
B = @My + @)Wy (A7)
= 2@y gasy + )t Gapar (A8)
- O RN MR ST US USSR (A9)
5 = e @pey @y @iy (A.10)
o, = €& 6@ @@y (A1)
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2
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A.2.2. Momentum in the y-direction

The metric coefficients are

2
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A.2.3. Momentum in the z-direction
The metric coefficients are
B = (s )iy et — 2 ()i (0)isa e (A.23)
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A.2.4. Energy Equation
The metric coefficients are
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A.2.5. Turbulence Transport Equations

Finally the metric coefficients are

A N (A42)
S S S

A (A43)
B B B

o= o= oy . (A44)
o= o= off . (A45)



