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Summary

Summary

The stellar production of nuclei heavier than oxygen takes place at high temperatures which oc-
cur in massive stars and violent explosive events. While the bulk of the nucleosynthesis of the
heavy elements is believed to proceed through neutron capture reactions in the so-called sand r
processes, there is strong evidence of proton-capture reactions contributing considerably for nu-
clei up to Tellurium. To understand, how the so-called rapid-proton capture process evolves from
the CNO cycle, a quantitative knowledge of reactions like **O(a,p)*F is essential.

The *O(a,p)''F reaction is largely controlled by the properties of unbound states in the com-
pound nucleus **Ne. While a direct measurement of the **O(a,p)*’F reaction at the relevant
energies appears difficult, the time-inverse ’F(p,a)'*O reaction (Q = 1.19 MeV) is experimen-
tally better accessible. In inverse kinematics, i.e. using a *’F beam bombarding a hydrogen target,
reasonably high *'F beam energies can be used to study astrophysically relevant resonances in
®Ne. In a measurement of the *’F(p,a)**O reaction, however, only the ground-state to ground-
state contribution of the astrophysical **O(a,p)*’F reaction rate can be determined. The influence
of the transition to the excited state (**O(a,p))*"F**®) requires a measurement of elastic and ine-
lastic proton scattering on *'F.

Within this thesis, we have developed a technique to study the **O(a,p)*’F and similar reactions,
starting from the production of a radioactive beam using the in-flight technique to the design of a
highly efficient detector system.

For the first time, a *’F beam (T, = 65 s) was produced in the laboratory using the in-flight tech-
nique. The *’F ions were generated via the d(*°O,"’F)n reaction by bombarding a nitrogen-cooled
deuterium gas cell with an intense °0 beam. The secondary *'F ions were separated from the
primary *°0O beam with a bending magnet and the transport efficiency was maximized by refo-
cusing the produced *'F ions in angle and energy with a superconducting solenoid and a pair of
superconducting RF-resonators. The setup provided *’F beams with intensities up to 2-10° *'F/s
and an energy resolution of ~500 keV, corresponding to 28 keV in the *'F + p center-of-mass
frame.

We have designed and assembled a new detector setup for the simultaneous measurement of the
YE(p,a)**o, YF(p,p)*'F and 'F(p,p)*'F**® reactions. It consisted of a highly segmented silicon
detector array, detecting the light reaction products (p and a) and an annular Bragg-type ion
chamber/PPAC combination for the detection of the heavy particles (*'F,**0). The system pro-
vides a detection efficiency of typically 60% for the *’F(p,a)*O reaction. The generated data
were analyzed using a custom-devel oped 3D-Monte Carlo ssimulation package.

Using this setup, we were able to measure directly astrophysically relevant total and partial
widths of particle unbound states in *®Ne. The results show that, contrary to previous assump-
tions, the state at Ex = 7.35 MeV in *®Ne plays only aminor role in the stellar production of *'F at
all temperatures. From the measured widths of G, and Gy we conclude that the first and only ex-
cited state (495.3 keV, 1/2") in *F does not play a significant role for the **O(a,p)*'F reaction
rate.

With the presented approach, we were able to demonstrate that measurements with radioactive
beams produced in the in flight technique can provide valuable data for both nuclear physics and
astrophysical questions.







Introduction

1 Introduction

Since Hans Bethes groundbreaking work® in 1938, the fields of nuclear physics and astrophysics
have been deeply intertwined: Nuclear Reactions were identified to be the source of energy of the
stars, and the CNO cycle propose. In the past 60 years, complicated networks of nuclear reactions
were identified as the underlying mechanism of nucleosynthesis, taking place in a variety of dif-
ferent classes of cosmological objects. Today, nuclear astrophysics provides a largely consistent
picture of the processes taking place in stars of different masses in all stages of their existence’.
Many nuclear physics measurements had to be carried out to provide the necessary input pa-
rameters. These measurements, while technically challenging, could be performed with existing
equipment at nuclear physics laboratories using standard nuclear physics techniques.

About half of the chemical elements heavier than oxygen originate from explosive nucleosynthe-
sis. The term stands for all violent processes that take place at the end of the life of a star. Here,
half-lives of specific isotopes with respect to reactions are as short as milliseconds, thus these
reactions proceed much faster than most beta-decays. As a consequence, participants of important
reactions are known?® to be isotopes outside the valley of beta stability. To investigate these proc-
esses in a laboratory, radioactive ion beams or radioactive targets are required. They are the key
tool to a detailed understanding of the reaction networks in objects like novae, supernovae, Wolf-
Rayet-stars, red giants or X-ray bursts. This is one of the maor motivations for building new,
universal radioactive beam facilities. They will provide a large variety of exotic ion beams for
experimental stations that combine large detection efficiency and good background suppression.

While proposals are written and planning committees meet, the community of nuclear astrophysi-
cists aready performs experiments with the limited beams provided a a few existing first
generation facilities. Another approach is to use novel setups at stable beam facilities to generate
radioactive beams for use in a specific type of experiment. This thesis reports on the effort of a
group at Argonne National Laboratory to develop light, proton-rich heavy ion beams at the
ATLAS" linear accelerator. Our main focus was on the production of a *’F beam, the develop-
ment of a high-efficiency detection scheme and the study of the **O(a,p)*’F reaction via the time-
reversed process, 1'F(p,a)**O.
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2 Nucleosynthesisand Nuclear Astrophysics

Nucleosynthesis is the term used for the sum of al the processes that transform nuclel in the
cosmos from one species to another. A thorough understanding of these processes is the key to
the interpretation of the abundances of the isotopes in the universe. The main sites of nucleosyn-
thesis are stars. Nuclear reactions occur mostly in their cores, but in some instances aso on their
surface and even in their close vicinity.

Depending on the initial nuclear abundances and mechanical properties like mass and angular
momentum, a cosmic object stabilizes at a certain density, temperature and mode of energy gen-
eration. The energy generation itself depends on the cross-sections of nuclear reactions, the
density of the reaction partners and their energy distribution, i.e. their temperature. In many in-
stances, a stable state of nuclear burning results with minimal change over time. Stars in the main
sequence are a typical example. However, the initial parameters of the system change over time,
either because the burning process itself or because of external influences like mass-flow from or
to another star in a binary system. As a result, a change in character of the object occurs. Either
another semi-stable burning phase starts or a catastrophic event like a nova or supernova explo-
sion is triggered.

(07)"F(PB) " Op,o) s-process-path
100%
NO- 15 /16
CNO f 0
CyCIe Tiz=1222s /’
(P J/ 4 L(J%gf’% 119In | 120in
13 14 15
N N
Tiz=9.97m
(p.y) B (p,01) 99.95%

12 13 (P.7) 109A 110Ag

Fig.21 The CNO-Cyclesand the s-process both involve reactions on stable or very long lived reaction partners. Thereaction rateis
limiting the speed of the process.

The theoretical treatment of steady-state burning of stars is non-trivial because of the complex
issues of fluid dynamics within the rotating plasma with its magnetic fields. However, the num-
ber of nuclear reactions of importance is limited and involves essentially only stable isotopes. All
b-unstable reaction products decay back to a stable isotope before the next reaction step occurs.
An example is the CNO-cycle (Fig. 2.1, left), the major source of energy in massive main se-
quence stars. In a catalytic process, it fuses four protons via three proton captures, two b*-decays
and one (p,a) reaction to a “He nucleus. Another example is the s-process (Fig. 2.1, right). At
temperatures of no more than Ty = 0.1, nucleosynthesis of heavy elements occurs only via this
slow neutron capture mechanism. The s-process is expected to take place in AGB stars (Asymp-
totic Red Giants), in which neutrons from (a,n)-reactions are captured until a beta-unstable
nucleus is reached. Then, a b™-decay takes place. Thus, in a low accumulation of nucleons, the s-
process walks up along stable nuclel on the neutron-rich side of the valley of stability.

" Ty denotes temperature in units of 10° K. This notation is widely used in nuclear astrophysics.
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The r-process is the rapid analogue to the s-process, which involves a dense neutron-bath as as-
sumed for a certain phase of Type Il supernova explosions. In an equilibrium between neutron
capture, photo-disintegration and b™-decay, nuclei far from stability are produced. After the hot
phase of the supernova-event is over, the very neutron-rich nuclei produced decay back towards
the valley of stability. It is assumed to be responsible for the production of neutron-rich isotopes
located on the right side of the s-process path (e.g. '°Cd, see Fig. 2.1). It is known® since the
1950s, that combined s- and r-process calculations reproduce the observed distribution of iso-
topes fairly well, but fail to explain the large abundance of a certain isotopes (e.g. **Ni) on the left
side of stability.
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Fig.22 TheHCNO-Cycle and the rp-process consist of fast proton capture reactions until thesereactionsdo not lead to a particle-

stable product any more or the beta-decay is fast enough to compete with the proton capture. Here, a b-decay or areaction

with an a-particle hasto be waited for. Without an alpha-induced reaction, thereis no way out of the HCNO-cycle since a pro-

ton capture on *N leadsto an (p,a)-reaction and ***°F are not bound.
In the case of very hot and dense systems, capture-reactions of charged particles may process
nuclei on shorter time scales than their b-decay half-life. Especially (p,g)-reactions, due to their
relatively low Coulomb-barrier, can reach very fast reaction rates in such environments. The
rapid proton capture (rp) process contributes to the nucleosynthesis by forming nuclei on the
proton-rich side of the nuclide chart by a sequence of proton captures and b*-decays aong the
N=Z-line. As shown in Fig. 2.2, nuclel are transformed quickly starting from the Ne-region into
heavier isotopes while large amounts of energy are released®. The details of the pathway are tem-
perature-dependent. Shown here is a high-temperature X-ray-burst scenario that leads up all the
way into the Sn-region and strongly favors (a,p)-reactions over b*-decays for lower-Z nuclei.
Since, independent of the temperature, no more proton captures are possible at the proton drip-
line, the processis largely controlled by the b-half-lives and the cross-sections of competing pro-
cesses at these waiting-point nuclel.
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While there are many detailed questions left, the existence and basic structure of the rp-process
are well established. However, one of the unsettled questions is concerned with its onset, starting
from a CNO-hydrogen burning system. At sufficiently large temperatures in the range of 0.2 <
Ty < 0.5, the CNO-cycle described above changes its structure dlightly, now being called hot
CNO cycle (HCNO-cycle). The *N-b* decay (T, = 598s) is bypassed by the *N(p,g)**O reac-
tion. Under such conditions, the limiting factor of the cycle is the b* decay of **O (T, = 70.6s)
and 0O (Ty, = 122.25). The capture of another proton on the two oxygen isotopes is, independ-
ently of the temperature, impossible, since *°F and ‘°F are particle unbound. Therefore the hot
CNO-cycle is also called b-limited CNO cycle. Like the standard CNO-cycle, it catalytically
fuses four protons to one “He nucleus in one turn. With proton capture reactions alone, the car-
bon, nitrogen and oxygen nuclei cannot leave the circle. To feed the rp-process and bridge the
gap between 0 or 0 to *Ne, at least one intermediate reaction involving an a-particle is re-
quired.

2.1 Breakout form the HCNO Cycle

Since the haf-lives of nuclel involved in the rp-process are short ( Tizp+ < 1 S) compared to the
half lives in the hot CNO cycle (T12p+ > 1min), its potential energy generation is far greater.
Thus, the system quickly heats up even more as soon as the break-out into the rp-process is pos-
sible and additional channels open up, allowing additional mass flow from CNO-isotopes into the
rp-process. For the initial breakout from the CNO-cycle, two reaction paths are likely to contrib-
ute. One leads through the °O(a,g)*°Ne reaction directly to a nucleus that has, under stellar
conditions, no reaction path back into the CNO-isotopes. Alternatively, the
%0(a,p)*'F(p,9)*®Ne(a,p)*Na reactions provide a possible path to larger masses, that is expected
to dominate at high temperatures.

possible

break-out 18 v 19

12 13
C C \ hot CNO-cycle

Fig. 2.3 Possible break-out paths from the hot CNO cycle into the rp-process. Once the dotted lineis crossed, no astrophysical reaction
leads back into to the (hot) CNO cycle.
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In the break-out process, the **O(a,p)*’F reaction potentially plays a role at different tempera-
tures. At Tg > 0.4, it might increase the energy production in the system by starting to bypass the
140 b*-decay with the **O(a,p)*"F(p,9)*®Ne(b*)**F(p,a)**>O sequence. This increased energy pro-
duction’ by a factor of about 1.6 leads to a rise in temperature and might trigger the breakout via
the °O(a,g)®Ne reaction. At even higher temperatures, in the phase of a beginning thermonu-
clear runaway as expected in novaexplosions and X-ray bursts, the mass-flow will mostly
proceed through the **O(a,p)*'F(p,9)*®Ne(a,p)*Na path, since the °O(a,g)-reaction is suppressed
by the relatively small a-width in the resonant channel. Part of the goal of this thesisisto put the
knowledge about the **O(a,p)*’F on firmer experimental grounds.

Besides novae and type | X-ray bursts, several other systems might be sites of the rp-process.
Outer shells of supernova-explosions and accretion disks of massive black holes are among them.
Also Thorne-Zytkow objects, massive stars with a neutron-star like degenerate core, are men-
tioned in the literature®.

2.2 S-factor and Gamow Window

To calculate an actual astrophysical reaction rate n, one needs to know the concentrations of the
reaction participants, the cross-section of the reaction as a function of energy and the temperature
of the system. Temperature herein is defined as long as the reaction participants, i.e. the ions, are
in local thermal equilibrium, which can be assumed even in supernova-explosions. In general, for
the charged reaction partners | and m, one writes

3
. _nn 8 &l &\, E nn
=—tm |~ 0Fs ,(Eje TAE =" (s,v
i 1+d|m pmmek-l_gcjE Im( ) 1+d|m< |m> (2.1)

0

Herein, mn, is the reduced mass of theions| and m, di, is the Kronecker-symbol and <s;mv> is the
rate-coefficient which has the dimension of [volume/time] and represents a reaction rate per par-
ticle pair. The v in <sv> stands for velocity and stems from the initial integration over velocity in
a Maxwell-Blotzmann distribution rather than over energy as in equation 2.1. For a given combi-
nation Im, <s;v> is only a function of the temperature. Even in very hot stellar systems,
temperatures do not exceed a few 10° K. This trandates to KT of afew 100 keV at the most. The
Coulomb energy Ec for the system O and a, however, is located above 4 MeV. At energies be-
low Ec, the **O(a,p)*’F reaction has to proceed through tunneling. The probability to tunnel
through the Barrier for the charged particle pair Im is described by the Gamow-factor in the
Cross-section.

S Im(E)u e' Gim , le - EO,Im
E
with E,, = 2m WLZEY ) ong MM (2,2, YIMev] 2.2)
JIm mg B m +rnm 1=m .

In the last approximation, the masses are in [u]. From here on, the indices | and m are dropped.
The Gamow-factor dominates the magnitude of astrophysical cross-sections of charged particles.
Therefore, the following definition of the astrophysical S-factor iswidely used:
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E E
S(E) =S (E)e_G »S (E)W (23)
e VE
The last approximation refers to the 1*O + a system. Having taken out the phase space factor and
the penetrability, S[E) contains the structural part of the nuclear cross-sections. It is expected to

be only weakly dependent on energy for non-resonant processes. Writing <sv> using SE), one

obtains
3
_[8@l @igpryiee
(sv)= ol OS(E)e  TdE (2.

mékT g o

The exponential function in equation 2.4 dominates the energy dependence of the integrand. It
forms a temperature-controlled peak that determines the energy range, in which the S-factor of a
reaction contributes to the reaction rate n in a stellar plasma. The peak is called Gamow-peak,
and is shown in Fig. 2.4 for several temperatures. Its magnitude varies extremely with tempera-
ture. In the system O + a, it increases by 35 orders of magnitude when the temperature is
increased from Tg=0.1t0 To= 1.5.

To describe the dightly asymmetrical Gamow-peak, its maximum Eg and width at half maximum
DEg is used by approximating its shape with a Gaussian.

£ @E-Eg o
e‘ﬁ'G»e DEg /25
2
e — KT & KT
Ee:g\/%?;; DE; =4 TEG (2.5)

Eg is called Gamow-energy, and DEg is the width of the Gamow-window, shown as a function of
To in Fig. 2.4, right part. In first order, only the SE)-factor of a reaction within the Gamow-
window contributes to an astrophysical reaction rate at a given temperature.
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Fig.24 Gamow-Peaksfor the™O + a - system at different temperatures. L eft: The exponential term in equation 2.4 for different tem-
peratures. Right: The Gamow-energy Eg (solid line) and the width of the Gamow window, DEg (filled area).
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3 TheNuclear Physicsof Y'F(p,a)**O

The energetics of the Y'F(p,a)**O- and **O(a,p)*'F reactions are shown in Fig. 3.1. The heavy
ions involved in the process are *'F, *O and the compound nucleus **Ne. While excited states of
140 cannot play arole since they are high above the energy range of interest, the excited state in
YF a E,=495.4 keV is apossible final state of the **O(a,p)*'F process. The excited statesin **Ne
are candidates for resonances in a compound reaction.

1* excited state 6049 keV

3875 keV

7620 keV

1* excited state 5173 keV

7350 keV

3104 keV

0.60 MeV-

7060 keV
6353 keV

Energy region
of interest for

6297 keV

“0(a,p)F

6150 keV

5.11 MeV
4.52 MeV.

16 495.3 keV
O+2p ©

17
F + p 3.92 MeV

Fig.3.1 Theenergeticsof the*O(a,p)*"F-reaction.

1887 keV

- At least 9
more states -

(1% 2" state)

18Ne

Both the **O(a,p)*’F-reaction, and also its time inverse counterpart can take place as a direct re-
action or via the compound nucleus *®Ne (Fig. 3.2). The cross-section of the direct mechanism
shows a weak energy dependence, described by the overlap of an incoming and an outgoing
wave-function and a penetrability function. The resonant contribution exhibits a strong energy
dependence with the details depending on the structure of the compound states in **Ne. Since the
single particle does "not know", from which reaction mechanism it originates, the two amplitudes
have to be added. Thereis interference, independently for each value of J°.

resonant reaction

Fig.3.2 For theF(p,a)**O-reaction, there are two independent reaction mechanismslikely to contribute to the total cross-section.
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3.1 Direct Reaction Mechanism

A simple estimate of the direct contribution from stripping to the **O(a,p)*’F reaction or the in-
verse process can be achieved by using an optical model DBWA-code like DWUCK?®. However,
while reproducing the angular distributions fairly well, such calculations are known to underesti-
mate the total cross-sections by huge factors'®.

An dternative way to describe the process is to assume a preformed a-particle in the target nu-
cleus that is knocked out by the incoming proton. Here, the direct knock-on process can be seen
as adirect capture, in which the excess energy is directly transferred to the preformed a-particle.
The model has produced reasonable estimates for angular distributions and a-energy spectra for
nuclei in all mass ranges, if the a-pre-formation factor in the target nucleus is known. Unfortu-

nately, this is generally not the case and the measured numbers scatter quite substantially™**2.

Direct contributions for the
- cross-sections of “F(p,a)

S direct [m b]

M=o
eas a“\eépa‘ 180 M®
0.01f D\NUCKA{,-‘ 0 eV
VNl
WPt
0.001f
0.0001 . . . . : .
3 3.2 3.4 3.6 3.8 4 42 4.4

E, [MeV]

Fig. 3.3 Comparison of thedirect contribution of the cross-sections for *’F(p,a) from triton-pick-up (upper limit, DBWA) and an elabo-
rate calculation™ based on states of the nature ['F+p> and [**O+a>.

To get a quantitative estimate, Funck and Langanke®® used a microscopic calculation based on a
set of antisymmetrized wave functions [“*O+a> and |*'F+p> instead of a model involving the
explicit formation of a-particles. This microscopic multi-channel model should ensure that the
overlap of the entrance and exit channel is calculated in a consistent way and even resonances
can be included, if their locations are adjusted to experimental values. Fig. 3.3 shows a compari-
son between a DWUCK-calculation for triton pick-up and the direct contribution predicted by
Funck and Langanke. According to this work, the direct contribution to the cross-section spr in
the range of interest are expected to fall between 0.001 and 1 mb for **O(a,p), parameterized in
therange of 1.5 MeV < Ec,, < 3.5 MeV as

|88
S(E) » 2.45X.0° [MeV X]; S pp » @e (e [mb] (3.1)

However, it should be noted here that the dominant contribution to the astrophysical reaction rate
is expected to arise not from the direct channel, but from the resonant contribution. An expression

10
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for the direct contribution, that is based on its small energy dependence, can be derived from Eq.
2.4 by approximating™ the exponential term by a Gaussian around Eg with the width DEg. Inte-

gration yields:
» 2 DE %
)2 sl -

3.2 Resonant Reaction M echanism

The resonant contribution to the cross-section is described by the formation and decay of a parti-
cle-unbound state in **Ne. The strength of the different possible decay- and formation channelsis
described by the partial width of the channel where all the partial widths add up to the total width
G of the resonance. In case of the states in *®Ne above Ex = Espa= 5.11 MeV, the following
channels are energetically open and can contribute to the total width: G,, the width for a ground-
state proton decay to *’F, Gy, the width for a proton emission to the 1% excited state of Y'F**, G,

the width for alpha decay to the **O ground state and G, the width for de-excitation by a photon
to the ground state of **Ne. In addition, there isawidth Gy, for a two-proton decay directly to %0
or possibly via the state at 3104 keV in *’F in a two step process. A recent measurement™ ob-
served two proton emission from the 1 resonance at Ex = 6.15 MeV in *Ne (G ~G=50+5
keV). The observed partial width G, was between 20 eV and 60 €V, very small compared to the
total width of the resonance. Therefore, this width will be neglected from here on.

Due to the absolute strength of the electromagnetic interaction, typical values for G; do not ex-
ceed afew eV. This is significantly smaller than the observed and expected total widths (some
tens of keV) of the resonances in question. Therefore, this contribution to the total width of a
resonance will be also neglected.

The resonant cross-section for a process from i to f depends on these widths which are of nuclear
physics origin and on a statistical factor. It is given by the well-known™® expression

s (E) P 2] 1 G (E)Gf (E)

K2 (23, +1)(2J +1) e Er$)2+8@(E)92

with G= aG G + Gp+q+q}+GPD (3.3

gmll

Herein, ki denotes the incoming wave number calculated for the incoming channel. J.e is the total
angular momentum of the resonance, J; and J, are the spins of the incoming particles. It isim-
portant to note, that the G are fixed properties of the resonance, and do not depend on the actual
reaction, i.e. weather the reaction is (p,a), (a,p) or (p,p’). Also, the energy dependence of the G
can be neglected, if the change of the penetrability through the Coulomb barrier in the region of
the resonance is small.

The total astrophysical reaction rate is given by Eq. 2.1. In astrophysical problems, the contribu-
tion of single resonances to the total yield is often of interest. For a single narrow resonance, the
reaction rate can'’ be reduced to
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-Ee= 282 &
e KT o2 = h ) . =
<S V>res e gnkT 5 2V\glf with WO (

2, +1 GG
2J,+1)(2J,+1) G,

(3.4)

Therefore, in nuclear astrophysics, the resonance strength wg; is regarded as the main property of
aresonance with respect to the reaction i ® f.

Upper limits for the partia particle widths G,, Gy and G, can be estimated in a single-particle
picture, the so-called Wigner-limit*®. The following expression for a given angular momentum |,
which deviates by afactor of 3/2 from to the origina published version, is used:

h? Rk
=0— i P =
Gugner 3nR2 R with A G2(Rk,1,h )+ F2(RK,1,n) (3.5

Therein, G and F are the regular and irregular Coulomb functions as defined in the N.B.S. Hand-
book®®, mthe reduced mass, R the interaction radius, h the Sommerfeld parameter and k the
center of mass wave number. Fig. 3.4 shows the single particle limits for G,, Gy and G, for the
angular momentum transfers DI = 0- 4. They are calculated assuming that a single particle of
given mass and energy is emitted from the potential of the nucleus through a given angular mo-
mentum- and Coulomb barrier.

6.15 6.30 6.35 7.06 7.35 7.61 7.72 7.91

[keV]

10°

= =
o o
N

[EEN

Wigner-Limits for G,, G, and G,
S

10°

10° B: z 8:

10° D5

10°] / G — Do
60 65 E, D eNe | 75 MeV] 80

Fig.34 TheWigner-Limitsfor G, G, and G, versusthe excitation energy E, in *®Ne. It isimportant to note, that in this ener gy range,
G, and Gy are of the same magnitude for all angular momenta while G, isoneto five orderslower.

In appendix 8.3, a program to calculate atwo-dimensional array Guigner(E,l) is provided.
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3.2.1 AlphaAngular Distributions

For resonant reactions, especially in the case of an isolated single resonance, the angular distri-
bution of the reaction products can be calculated in awell-described way®, if data about the
contributing angular momentais provided. In the case of no interfering waves form alternative
reaction mechanisms, in the outgoing channel, the problem can be reduced to conservation of
angular momentum and the requirement of orthonormalized final quantum states. The vector-
algebra of this problem, however, is complicated since it involves the coupling of several angular
momenta (spins and orbital) via generalized Clebsch-Gorden coefficients. Initially developed by
G. Racah to describe transitions in complex atomic spectra, they were later adopted® to the
problem of nuclear reactions in the form of the Z-coefficient.

The following expression, derived from the equations 5.13, 5.14 and 5.9 in Blatt and Bieden-
harn®®, describes the angular distribution for the case of areaction through an isolated resonance
with angular momentum J. For simplification, a single orbital angular momentum (Lin, Lout) and a
single channel spin (CS,, CS.) for each of the incoming and outgoing particle pairs is assumed.

dS (q )J LinCSin s Lout . CSout
dw

kA (Z(Ln 3,140, 3,CS0 )Z (Lo 3, Lows 3,CSos R (cosa) 36
|

The channel spin CS is defined as the coupled spin of the corresponding particle pair and the
function Z is the Racah-Z-coefficient. In many cases, the practical usefulness of this expression is
reduced by many combinations of CSand the contributions from different allowed values of L for
one J° that interfere with each other.

2.0 2.0
[arb] [arb.]
1.5 1.5
1.0 1.0
[arb.]
3.5 //’—\\\ 1.4
_S // \\
dw L CS.=2/  \cs,=a [P
N ST T > 7

1.6 \\ _______ /,/z \\\: ______ // d_S
1.4 \ Y N / {dW

N / N\, v
1.2 et - 0.6
1.0 0.4
0.8 N =2 0.2

i lo.

0.6 ~L,.=0 JF=2
041 /s =3 N 40 60 80 g 120 140
02 ~L =1 =1 Y_L=2 JP =002 cm

40 60 80 100 120 140 40 60 80 100 120 140 I[ded]

qu

Fig.35 Calculated a-particle angular distribution (single Li,, CS,) resonances from 0" to 4% in the *’F(p,a)*O rection. In each case, the
relevant valuesfor L;, for the’F(p,a) studies were used. When allowed for the sameL;,, the two channel spins (CS;,) of proton
and *F (2 and 3) were calculated.

For the *'F(p,a)**O reaction, the case is somewhat simpler, since CS for the pair **O + a is 0,

confining Loyt to J. There are, however, two possible channel spins for CS;, 2 and 3. From con-

servation of parity it follows that for one resonance either even or odd Li, are allowed, here odd
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Lin for odd parity resonances. Choices for L, are further restricted by the angular momentum bar-
rier. Considering only Li, values for a Wigner limit Gywigne > 20 keV, no more than two choices
for L, and for some J° the two choices (2 and 3) for CS;, remain. The actual angular distribution
is composed of the allowed cases for the J° of a resonance. The mixing ratio is unknown, it de-
pends on the shell model states forming the resonance. Especialy for J’=1", 2" and 3, different
Lin are allowed, creating an interference term including Z-coefficients with two values for Ly, i.e.
Z(1,1,3,1,2]) inthe 1 -case.

Fig. 3.5 shows angular distributions for single Li,, natural parity resonances of 0 £ J £ 4 in the
E(p,a)*0 reaction. While J = 0 states show a flat angular distribution, resonances of other total
angular momentum feature an inhomogeneous ds/dW, which depends on the realized | and CS
value. In the special case of J° = 4", aclear statement can be made. The comparison of the angles
Qem = 40° and 80° should show aratio of close to 2.0 independent of CSy. For statesof JP=1", 2°
or 3', the situation is more complicated than shown in the picture. The interference term of the
different L;, -values allows more asymmetric distributions than the single- L, case, here due to an
additional P(cosq) contribution.

3.2.2 R-Matrix Calculations

A very useful method for treating resonant reactions and scattering processes was introduced by
Wigner and Eisenbud with their R-matrix theory?, comprehensively described in a review arti-
cle?® by Lane and Thomas. It is a rigorous theory to describe reactions and scattering processes,
based on a complete set of formal states confined in a volume and restricted by given energy in-
dependent boundary conditions on a surface. With a few assumptions, it quantitatively describes
the cross-sections s(E,q) of reaction- and scattering processes of charged and uncharged parti-
cles. These assumptions are: the process can be described in non-relativistic quantum mechanics
and is a two-body process, i.e. there are two massive particles in both the entrance and the exit
channel. Limitations originating from these assumptions can be partly lifted by special tech-
nigues.

For each state with a given angular momentum and parity, an angular distribution of the outgoing
wave function can be deduced from the transferred angular momentum and the coupled spins of
the incoming and outgoing particles (see section 3.2.1). The energy dependence of the amplitude
is given by the states energy and its width. By the total angular momentum and the partial width,
finaly, the absolute amplitude is defined. By summing the contributions of all formal states, the
scattering amplitude and thus s (E,q) of areaction or scattering process is described.

In principal, the R-matrix theory does not depend on any particular reaction mechanism. How-
ever, for practical purposes in nuclear theory, the model is used to describe resonant reactions
that involve the formation of well-defined intermediate compound states. Therein, one thinks of
pairs of particles that form the compound nucleus and thus the resonant states. These states are
identified with the formal states of the basic theory. In the case of reactions with protons incident
on *'F, pairs would be *'F and p), ("F**® and p) as well as (*O and a). In the case of particles
with spin, each possible coupled spin of a pair is treated separately, thus it represents its own
channel. For each pair, each channel and each orbital angular momentum, a partial width is
needed. The physics of the interaction is hidden in the set of level energies and widths. The an-
gular momentum algebrais included in the formalism.
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Fig. 3.6

ment of 60 keV in the C.M.-system indicates that all shown alter natives can be distinguished.

To apply R-matrix theory, one uses computer codes like MULT
These codes use a limited number of discrete states, channels and orbital angular momentum val-
ues. In all processes, this means neglecting far-away resonances and partial widths that are
suppressed by large angular momentum barriers. However, the strong energy dependence of the
Breit-Wigner formula leads to a dominance of nearby resonances. Also, at energies not far from

24
|

F=5 F=4 =
c
7 : S =
<
QD
=
x
m
3
I
~
&
3 is a mix of /+2 and 7+3 (=3 | J,isamixof (+2 and /+3 =2 =
\ . _3_.
72° \ i I 72° 5
U/ ) Z
o
=3
Jl—k =
—t
° 92° 0
I
142° 142° o))
T " o
=
— e — CD
J,, is a mix of /+2 and /+3 <
(=1 (=0
JF=1 JF=0"
72° 72°
142° j142° 0 0~ ]
V,
(=1 (=2
31 32 E [Mev] 34 351 32 E [Mev] 34 35
P

R-Matrix calculations (MULTI) for YF+p-scattering through an isolated resonance state at E,=7.05 MeV in **Ne for three
values of qen. All natural J°-valuesup toJ? =5 are shown. The calculation which includes the ener gy resolution of the experi-
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the Coulomb barrier, the neglect of large |-values is quite justified. Only when the level density
increases to a degree where many resonances start to overlap, a R-matrix fit becomes increasingly
difficult and ambiguous. In elastic scattering, the situation is more complicated. Here, nuclear
scattering and Rutherford scattering interfere. While the scattering by the Coulomb potential and
the resonant scattering can be calculated precisely, the nuclear potential scattering is treated
rather approximate, i.e. in a hard sphere approximation.

In principal, the coherent electromagnetic- and strong potential scattering is a sensitive probe of
the angular momentum of the resonances observed. The interference between the well-known
Coulomb amplitude, the resonant amplitude and the not-so-well-known potential scattering am-
plitude gives rise to characteristic interference excitation functions. Fig. 3.6 shows a set of
excitation functions for the lowest allowed |-values in the case of a single resonance in proton
scattering of *'F.

The weak point of calculation as the one shown in Fig. 3.6 is the simplified treatment of the po-
tential scattering. While a hard sphere picture with a reasonably chosen radius will produce good
results at backward angles, collisions close to the grazing angle might show significant devia-
tions. Incorrect phases show an especialy large effect due to the interference with a same-
magnitude Coulomb amplitude. In the energy regime of the calculation in Fig. 3.6, thisis the case
at angles of approximately 90° in the center of mass system. In the case of *'F(p,p)*'F, the cross-
sections in this regime are over predicted by afactor of ~2.5 (see section 7, Fig. 7.11)

3.2.3 Determining the Resonance Width from Finite Target Thickness Data

Excitation functions measured in experiments are measured with a target of finite thickness and a
beam of a certain energy spread. Therefore, the excitation functions always represent an average
S av(Epeam) Over the cross-sections s(E) folded with the energy loss Ejoss Of the particles in the
target and the energy distribution of the beam. Assuming the profile of the beam to be rectangular
and the stopping power dE/dx of the beam particles to be constant throughout the target, the
width of the beam can be added to the energy loss in the target to an effective energy 10ss Ejoss.
Then, the folding can be reduced to an integration, explicitly written in this form:
EBeam
S a(Eoun) = ¢ (ENE 37)

0ss EBeam' Elos

Therein, Egeam denotes the highest particle energy incident on the target. Since a rectangular en-
ergy distribution is only an approximation for the beam, it is not easy to determine this energy.
For practical purposes, it is therefore more convenient to rewrite equation 3.7 in terms of the en-
ergy of amid-energy beam particle in the middle of the target Eviq:

S AV(EMid ) = G E)dE (3.8)

We assume now a cross-section s(E) which consists of a direct- and a single resonance contribu-
tion. The direct term sgg(E) changes only linearly with energy over the integration range. The
resonant contribution is described by a Lorentz curve of the total area A [MeV fm?]. Inserting
these two terms into equation 3.8, the measured cross section s a, can be written in the form
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E
4 _—loss

EMid
1 ™2 A G
E_ 0 - dE (3.9)

S AV(EMid ) =S BG (EMid)+
EMid'%m (E_ Eres)2+EZ
2 4

The integral in this expression can be solved analytically. Doing this and writing Sgc as linear
term, equation 3.9 turnsinto

dS BG A & £Mid +Elf' Eres 9 £Mid - E|20$ - Eres i“_)
S a(Buig) ZSo+ == By * E—‘?arctanéT4' a Cta”éT . (310
Mid 1o 2 1] 2 157}

Using a least squares fit for the parameters so, dsSgc/dEmig, Eioss, A, G and Eges, this analytical
expression can be fitted to data. To limit the number of parameters, some can be taken from inde-
pendent information, e.g. Ejoss from the known energy loss in the target plus the beam energy
width. For a background contribution sgg(E) that has a small d?s/d°E on the scale of Ejos, an
independent additive fit function can be used instead of the linear term in equation 3.10. Fig. 3.7
shows the general behavior of the resonant part in equation 3.10. For the limit of no energy loss,
it becomes the origina Lorenz curve. The area under the curve is always given by the parameter
A, independent of Ejoss.

[mb] ' '
Er, = 7.62 MeV
1l ﬂ A=1MeVmb
E..=0keV I' =50 keV
o (Lorenz curve)

7.3 74 75 E,, 77 7.8 79 [MeV]
|

Fig. 3.7 Expected cross-sections according to equation 3.10 for targets of different ener gy losses Ejqs. Assumed is aresonance (G= 50
keV) at Eres = 7.62 M€V with no background term. Note that a constant parameter A =1 MeV mb produces, independent of
Eoss, CUrves with thisarea.
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By comparison of equation 3.3 for the (p,a)-cross-section of a single resonance with the expres-
sion in the integral of equation 3.9, on can derive an expression for G, as afunction of G,, Gand
the area A.

A G (23, +1)(23, +1)

= k2 +p)—
q mz (17F p)q) 2Jr$+1 (311)

If the total width Gis dominated by G,, thus GG, ~ 1, expression 3.11 can be simplified by en-
tering this and a non-relativistic approximation for k(E). For the example of G, from 'F(p,a)**O
and the energy in units of keV of excitation energy Ey in **Ne, one obtains

A

27 1 (E,sone - 3922)[keV] (3.12)

G » 27540 3
Therein, Ais given in units of [MeV mb]. In this approximation, G, can be determined independ-
ently of the total width of the resonance. If one solves 3.12 for A and inserts the expression into
3.10, on finds that sa/(Eres) = 2A/(Eioss p) becomes independent of G, i.e. a measurement of the
Cross-section on resonance determines G,.

6S W E . JE
G »1.38%40 6%(%% - 3922)[keV] (3.13)
The energies are in keV and the cross sections in mb. Depending on which of the observables A
or sa/(Eres) is determined more accurately, equation 3.12 or 3.13 can be used to determine G,. By
stepping the beam energy over the resonance, every part of the beam energy distribution covers
the full resonance in the target once. Therefore, equation 3.12 still holds, if the assumption of the
energy distribution of the beam being rectangular is not valid. In this case, the measured excita-
tion function might deviate from 3.10, but A is still the integral contribution of the resonant cross-
section. Likewise, 3.13 still holds in approximation with any symmetric beam profile if the en-
ergy lossin the target is as big or larger than the energy width of the beam.

Finally, it should be pointed out that the values calculated for the astrophysical important pa-

rameter wg determined using equation 3.12 and 3.13 are ill correct, if the total angular
momentum J assumed for the resonance was wrong:

B (AE)Y
=23, +) %25 (23, +1)§2J“5TT1'7’ “fAE) @)

ot

Wy res,140(a, p)

Therein, f(A,Ey) is the right side of equation 3.12 times (2J,t+1). Instead, one could have written
f(s(Eres), Ex) where f would have denoted the right side of equation 3.13 times (2Jest1).
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4 Basic Considerationsfor the Experiment

In this section, the scope of the experimentsis given, and the basic considerations, that lead to the
final concept are introduced.

4.1 The'O(a,p) Reaction at Tg=0.5-2

The main physics goal of the experiments described here is to quantify the cross-sections of the
10(a,p)*’F reaction in the upper energy range of astrophysical interest. At temperatures of 0.5 £
To£ 2, the location of the Gamow-window for **O+a translates into excitation energies of 6 to 8
MeV in *®Ne. In Fig. 4.1, the Gamow-window is plotted into the level scheme of **Ne, along with
an estimate for the peak cross-sections for the anticipated resonances. For the latter, it is assumed
that the relative strength G/G max for protons and alpha-particles is the same and that Grax IS given
by the Wigner limit described in section 3.2. The calculation is done for resonances of P = 17, 27,
3 and 4" using the lowest allowed I-value for the proton channel. For the alpha channel, the or-
bital angular momentum is fixed to J of the resonance since both alpha-particle and **O have spin
zero.

18
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Fig. 41 Left: Level-scheme of *®Ne with the Gamow window. Right: Resonant peak-cr oss-sections for **O(a,p). G, and G, are asumed to

be the Wigner limitsfor the lowest allowed orbital angular momentum matching the total angular momentum of natural parity
resonances with J=1-4.

19



Basic Considerations for the Experiment

A direct measurement of the **O(a,p) reaction, however, is very difficult for experimental ree-
sons. First of all, a beam or atarget of **O (T1,=70.6 ) is required. The short half life makes a
140 target virtually impossible. A **O beam seems possible, even so the very low energies of 10
MeV or less require a production technique other than the one used in our experiments. In addi-
tion, a “He target is required. This target has to be thin in terms of stopping power, since the
produced *'F ions need to leave the target in order to be detected. Possible choices are window-
less gas targets or “He implanted in thin titanium- or aluminum foils. Both choices would not
provide more than a few ng/cn? of “He. The gas target would pose enormous difficulties for its
proximity to the detection setup that has to cover as much solid angle as possible.

With the available beam intensities and target thickness, only part of the goal could be achieved
in any case. Assuming a4 ng/cm? *He target, a strong 1 -resonance and a beam current of 5x10°
140Js, one would expect one **O(a,p)*’F event every few hours in the E.=6.3 MeV group of pos-
sible resonant states. This rate is very low if one strives to measure an excitation function. The
group of states around 7.3 MeV seems more promising. Here the rates are expected to be up by
two orders of magnitude. All in all, while not impossible, a direct measurement of the
10(a,p)*’F cross-sections seems very difficult with the present capabilities.

4.2 Time-lnverse Reaction

Instead of directly measuring the excitation function of the **O(a,p)*’F reaction, it is sufficient to
determine the contributing particle widths G,, Gy and G, for resonant states in **Ne that dominate
the process. Therefore, one could populate the resonances by any reaction and try to deduce the
partial decay widths by detecting the decay products. Unfortunately, no stable combination of
target and projectile exists that leads to **Ne as a compound nucleus. Alternatively, one can use a
transfer process like the **C(*2C,*®*Ne)°He reaction, that was used by K. Hahn et a.? to determine
the location of statesin *®*Ne. To determine the partial width for protons and a-particles, however,
it would be necessary to measure the full kinematics of all particlesin the exit channel.

We decided to go another route and measure the time-inverse reaction *'F(p,a)**0 (Q = -1.19).
While a 'F (Ty, = 64.8s) target is as difficult to realize as a **O-target, a proton target is readily
available in form of CH foil. Also, a *'F beam incident on hydrogen has the advantage of the
fairly large laboratory velocity (extremely inverse kinematics) and, therefore, a great improve-
ment in energy resolution of the beam in the center of mass system as well as reasonably high
energy reaction products. Findly, al reaction products are emitted in the forward direction, al-
lowing for alarge detection efficiency.

If for a given resonance G, is considerably larger than Gy, then the **O(a,p’)'F**® cross-section is
small compared to the ground state transition **O(a,p)*’F. In this case, the cross-sections for the
forward reaction can be directly calculated from the measured cross-sections of the time-inverse
YF(p,a)**O process via the reciprocity law. Since the matrix elements for the forward- and the
backward direction are the same, only the phase space factors differ for the two processes.

(235 +1)23,+1)

S
S

a,P) - ka2 :]_zxk_l§ » 364 Ecm(a,p) 4 1
) (2o 123, +1) K’ (Evma.p) - 1.19MeV ) (4.1)

,
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Herein ks, and k, stand for the center-of-mass wave number in the **O + a and the F + p -
systems, respectively, and the J are the spins of the corresponding nuclei.

8.5
S (a . p) Q¢ Known states in “Ne

s(p.a)
7.5]

5.9

6.2 64 66 68 E 72 74 76 7.8 MeV]
X,18Ne

Fig. 42 For largeratios G/Gy, the cross-section for the**O(a,p)*’F reaction isrelated to the cross-section of the time-inverse (p,a)

reaction with a simple, energy dependent factor plotted in thisgraph. In the energy-range of interest, it varies between 5 and 8.
Fig. 4.2 shows the ratio s(a,p)/s(p,a) over the energy range of interest and the locations of sug-
gested resonances. While the indirect measurement reduces several problems, it does not remove
the limitation on the possible energy range of our measurement due to low cross-sections men-
tioned in the last section. The unfavorable ratio of s(a,p)/s(p,a) is about compensated by the
larger target particle density of a CH, -hydrogen target compared to a “He-target. This makes it
very difficult to measure the a-widths for low excitation energiesin **Ne,

21



Basic Considerations for the Experiment

22



Production of a *'F Beam using the In-Flight Technique

5 Production of a *'F Beam using the In-Flight Technique

Most of the shorter-lived radioactive beams are produced presently either viathe ISOL (Isotope-
Separation-On-Line) technique®®?® or the projectile-fragmentation method®. In the former,
radioactive nuclel are produced in athick target with a driver accelerator or a reactor and are sub-
sequently accelerated with another machine. In the latter, a primary heavy-ion beam of severa
tens of MeV per nucleon is fragmented in a primary transmission target and the resulting frag-
ments, following electromagnetic selection, are then directly used for experiments. The in-flight
technique discussed in this thesis is similar to the fragmentation method. It provides isotopes
close to stability without limitations due to lifetimes or chemical properties. In addition, it allows
for an easy variation of the energy of the reaction products within a certain range and can be im-
plemented in existing heavy ion-accelerators?®**2, These advantages come at the price of
restrictions on beam quality and on the isotopes that can be produced.

5.1 Basic Considerations of the In-Flight Production Technique

Beam Transport System  Secondary
(BTS) Target

lon- Optical
Elements

Primary Location Secondary Location —/
Beam of S(E,o,rt) Beam of Y(E.O,rt)
Fig.5.1 Schematic of thein-flight production technique.

In the in-flight production technique (Fig. 5.1), nuclear reactions in a “primary* or “production®
target are used to transform heavy ions from an intense primary beam into the desired radioac-
tive, secondary beam. For a beam of heavy ions incident on a low-mass target, the velocities of
the reaction products and of the incident ions are usually comparable. The challenge for the beam
transport system (BTYS) is to provide an efficient mechanism for suppressing the intense primary
beam transmitted through the primary target while efficiently transporting the secondary beam.

In the following, the production of a secondary *’F beam via the d(*°0,*’F)n reaction is used to
discuss the in-flight-technique as we applied it to several cases (see Table 2 in section 5.4). The
secondary *'F particles are distributed in phase space with the characteristic parameters: Energy
E, timet, angle q and position x,y with respect to the beam axis. Assuming radial symmetry, the
particle position (X,y) in the plane perpendicular to the beam direction can be replaced by the ra-
dial distance r from the beam axis. Considering here only the transport of secondary ions in a
single charge state, the yield function Y(E,q,r,t) defines the distribution of *’F** ions in phase
space at the secondary target. Y(E,q,r,t) depends on the distribution of these ions after the pri-
mary target, described by the function SEE,q,r,t), and on a transport operator T(E,q,r,t) that selects

23



Production of a *'F Beam using the In-Flight Technique

and moves particles in phase space , i.e. Y= T{S}. T represents a combination of a transport map
and an acceptance function. To understand and predict Y, detailed knowledge of Sand T, beyond

characterization in terms of emittance, is required.

5.1.1 The Source Distribution Sat the Target

For a given primary beam energy, the total number of product particles sq in Sis determined by
the reaction cross-section s, together with the areal particle density to of the primary target, the
primary beam current lpeam(t) and the time span DT of observation. Here, the time span is as-
sumed to be one periodic cycle, i.e. the pulse time of an RF-accelerator. To calculate sq, one has
to integrate over the energy dependent cross section s(E) as a function of the depth t in the tar-
get, s(t)dt = s(E)dE dt/dE and account for the number of incoming particles Nincigent.

DT to dt
Sot = c‘jbeam(t)dt c‘f (E)dEd_E = Nincident<St 0> (51)
0 0

The stopping power dE/dt in the target depends on all chemical components in the target layer in
which reactions take place. Therefore, targets with a different chemical composition can result in

different <st> for the same primary beam energy and the same density to. For owly varying

cross sections s(E) in the energy range of interest, sq is given by the product of Dtt ¢S (Emid)l peam,
where Eq is the energy a mid-target. Some total production cross sections for the d(**0,*’F)n

and p(*’O,Y’F)n reactions are shown in Fig. 5.2.
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Fig.5.2 Crosssectionsfor the production of *'F asa function of the energy using the p(*’0,"F)n and d(**0,*F)n reactions. The data
shown weretaken from the literature®*® Thelinesare drawn to guide the eye.

Hereafter, for smplicity, SE,q,r.t), T(E,q,rt) and Y(E,q,r,t) aresimply labeled as S T and Y, unless their depend-
ence on certain parametersis specifically addressed. In this case, these parameters are given in parenthesis.
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5.1.1.1 TheEnergy and Angle Dependence of S(E,q)

The energy and angle dependence of SE,q) is determined by the reaction kinematics, the differ-
ential reaction cross section s(E,q), the energy and angular spread of the incident 'O beam and
the properties of the primary target. In general, no analytic expression for SE,q) can be given. An
elegant technique to achieve an approximation is the use of a Monte Carlo smulation. The angle
and energy spreads of the primary beam are usually small compared to the corresponding proper-
ties of the secondary beam and will therefore be neglected. Also, the fact that the *°O(d,n)'’F
reaction partially populates the first excited state in 'F at E, = 495 keV will be disregarded.

First, the effect of the reaction kinematics on the dependence of Son E and g will be considered.
S(E,q) for a*'F beam produced via the d(*°0,"'F)n reaction is as shown in Fig. 5.3. In the labo-
ratory system, for constant differential cross sections ds/dWew, SEE) is rectangular (solid line),
while §q) exhibits a sharp peak at the maximum kinematic reaction angle gmax. Unlike the angu-
lar distribution ds/dW, Sq) has to be O at 0° as a consequence of the differentia angle ratio
dg/dW.

The effect of an angular distribution ds/dWey in the case of the °0(d,n)*'F reaction®**" is shown
in Fig. 5.3 by the dashed lines. In this case, the cross section is forward peaked, which has a
drastic impact on SE): alarge portion of the reaction products is shifted towards higher energies.
The impact on §q) is less pronounced: while the slope at small angles is steeper, much of the
yield remains at large angles.
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Fig.5.3 S(E) (top) and S(q) (lower right) for *’F from the *0(d,n)"’F reaction with a 67 MeV **0 beam incident on a thin (0.01 mg/cm?)
and a thick (1.6 mg/cm?), windowless deuterium target. The kinematic situation is shown along with the measured®**” angular
distribution ds/dWcwm in the center of mass system. Solid lines: ds/dWcy isotropic, thin target. Dashed lines: experimental
ds/dWew, thin target. Dotted lines: isotropic ds/dWem with energy loss and straggling effects, thick target.
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Straggling and energy losses in the thick primary target impact S[E) and S(q) by slowing and de-
flecting particles both before and after a reaction. The straggling in angle and energy varies with
the square root of the target thickness, while the total energy lossis linear with the thickness. The
Monte Carlo code TRIM®* and the code described in section 6.3.4 were used to simulate these
effects. The dotted linesin Fig. 5.3 show the impact of these effects. To demonstrate these effects
in isolation, ds/dWcw was assumed to be constant. The distribution SE) is shifted as a whole to
lower energies by the energy loss, with increased width and dight tails at high energies and a
dow fall-off at low energies. The sharp kinematic peak in §q) is broadened by particles scattered
to smaller and, mostly, larger angles through small angle scattering. While the energy straggling
isarelatively small effect compared to the width of SE) from the reaction kinematics, the small
angle scattering can be of the same magnitude as the reaction opening angle.

Additional distortions of the kinematic distribution arise from several second order energy loss
effects in the target. Reactions take place at different depths (and thus at different energies) in the
target, creating particles with different opening cones and kinematic energy spreads. The specific
stopping powers of the primary and the secondary beams and their energy dependence give rise
to further modifications. A secondary particle produced in the first layers of the target has to
travel through the rest of the material as a different species than the primary beam ions, experi-
encing a different stopping power. Fig. 5.4 illustrates the effect in the (Qian,Eian) Space due to the
larger stopping power of the *'F secondary particles. Especially for the backward solution, the
kinematically defined relationship between angle and energy of the secondary beam particles is
considerably weakened. At the same time, particles corresponding to the high energy forward
solution loose less energy than these corresponding to the backward solution on the way out of
the target. The lower part of Fig. 5.4 shows the results of a Monte Carlo simulation of these ef-
fects on the products of a 75 MeV *°0 beam from a 1.6 mg/cn? D, target.
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Fig.5.4 Theeffect of the stopping power dependence on Z and E of an ion. The pointsaretheresults of a Monte Carlo simulation of the
distribution of *’F ions produced by a 75 MeV **0 beam incident on a 1.6 mg/cm? deuterium target in a plot of q vs. E. The solid
lineindicates the kinematic curve for reactionsin thefirst layer of thetarget. The dotted lines show the kinematic curvesfor
particles generated in thefirst layer of thetarget after leaving the system and for particles generated in thelast layer of thetar-
get.
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5.1.1.2 TheRadiusand Time Dependence of S(r,t)

For §r) and for Jt), the physical length of the production target is the most important factor. The
width of r) is given to a good approximation by the width of the radial distribution of the pri-
mary beam incident on the primary target plus a second term, which depends to first order
linearly on the length of the target.

For most purposes, the time dependence of S(t) can be assumed to be identical to the time struc-
ture of the primary beam, if the target does not extend more than a few cm in the beam direction.
In linear accelerator systems with RF cavities and debunching capabilities, the primary beam has
a sharply defined time structure with bunch lengths as short as 200 ps (FWHM) or less. In such
systems, especidly in an arrangement with large angular acceptance, even a moderately extended
target of a few centimeters can have a significant influence on t). This arises from the different
locations in the target, where particles of distributed energies are created and from the different
masses and stopping powers of the primary and secondary beam ions. For particles emerging
with the same energy from a moderately extended target, the time distribution width is given by a
constant term of the order of the time width of the beam bunches plus a second term which, to a
good approximation, increases linearly with the length of the target. A Monte Carlo simulation
for the d(*°0,F)n reaction in a 3.5 cm long D- target (1.6 mg/cn?, 76 MeV *°0 beam, bunch
width 0 ps) yielded a 60 ps bunch width for *'F particles of 65 + 0.25 MeV. With the same pa-
rameters, the ions emerging at 65 MeV from a7 cm long target are distributed over 120 ps.

5.1.2 Transport Considerations

Which part of the distribution SE,q,r,t) can actualy be used depends on the beam quality re-
quired in the specific experiment (i.e., which E, g, r and t are acceptable) and on the ability of
the beam transport system (BTS) to move as much as possible of Sinto the acceptance window.
Many nuclear physics experiments require a well-defined projectile energy and angle as well as a
small beam spot. At the same time, the intense g, X-ray and neutron radiation at the production
target potentially interferes with experimental arrangements. To physically separate the produc-
tion target from the secondary target and to control the quality of the secondary beam, a number
of optica components like solenoids, magnetic dipoles and quadrupoles as well as debunching
resonators can be used. The BTS and thus T in the equation Y = T{S} moves particles in phase
space from alocation in Sto adesired position in Y(E, g, r, t).

The transport efficiency is defined as the fraction of all secondary particles whose descriptive
parameters do not exceed the maximum alowed values for energy deviation DEq.x, incident an-
gle gmax and radius from the beam axis rmax on the secondary target. An upper limit on the
transport efficiency can be obtained by comparing the product gmax = Fmax With eg, the particle-
normalized integral over r times g of the source distribution S eg is a quantity closely related to
the transverse emittance of the product distribution, and | drop the distinction even though the
phase space population is non-statistical. This integral is generally approximated by a sum over
the properties of the particles created in a Monte Carlo smulation of the target. If the product
Omex ~ max 1S SMaller than eg, only part of the distribution S can be transported to the target sta-
tion.

In RF-accelerators, such as the ATLAS linac, there is a correlation between the velocity and the
time of arrival of a particle at a given location in the BTS. This makes it possible to use an RF
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field to manipulate the longitudinal phase space and, thus, to reduce the energy spread of the re-
action products. Limitations may arise from the achievable electric fields as well as from phase-
space population. Numerically, this can be quantified by the normalized integral eg over the ve-
locity deviation Dv times the deviation in time Dt of the particles from the centroid of the
distribution. eg is closaly related to the longitudinal emittance. The non-linear effects of the RF-
field of the debunching resonator limit the maximal useful Dt, and therefore the minimum achiev-
able DE. A limit of the transport efficiency can be obtained by comparing this DE with DEqux. In
a full calculation of the total transport efficiency, phase-space related limits are to be combined
with cuts arising from geometrical limitationsin the BTS.
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Fig.55 Resultsof aMonte Carlo simulation of S(sq-10,000) and Y for the setup used at Argonne. YF*" ionsare produced via the
d(**0,YF)n reaction in a 1.6 mg/cm?® D, gastar get of 3.5 cm length with 1.9 mg/cm? HAVAR™ windows. The resulting S(E,q,r t)
isshown in the two upper panels. Sisthen used asinput for aradially symmetric transport code simulating theimpact of a de-
bunching resonator and of the beam-optical elements and apertureslocated in the 15.5 m long path between the primary and
the secondary targets. The calculated transport efficiency is5.9%.

Fig. 5.5 presents phase space diagrams for S (upper panels) and Y (lower panels) from a Monte

Carlo calculation simulating a 1.6 mg/cn? D, gas target with a length of 3.5 cm and HAVAR™

entrance and exit windows of 1.9 mg/cm? thickness, using the d(*°0,"’F)n reaction. The 10,000

particles were generated and used as an input for the radially symmetric transport code

LINRAY®. LINRAY simulated the effects of the 15.5 m long BTS between the primary and sec-

ondary target, including the debunching resonator and the optical elements as well as the

geometric limitations that cause particle losses. Details of the ion-optical arrangement used at

ATLAS are given in section 4.2. Thus, the program represented an approximation of the operator

T, acting on Sand calculating the expected Y that contained in this case 594 transported particles.

The predicted transport efficiency of 5.9% for *’F**, which corresponds to an over-all efficiency

of 3.5% by accounting for the charge state distribution, is in reasonable agreement with the ex-

perimentally observed ~2.5%. The discrepancy is most likely caused by a reduction of the
effective target thickness due to local heating of the D, gas along the beam axis and to the effects
of quadrupole magnets which were modeled as radially symmetric lenses.
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The calculated energy distribution Y(E) of the particles at the secondary target is compared with a
measured distribution at 65 MeV in Fig. 5.6. For a redlistic time width of Dt = 175ps for beam
pulses incident on the gas cell target, an energy spread of ~400 keV (FWHM) is obtained, in
good agreement with the experimental results. The experimental data show a dight tail on the
high energy side which can be explained by a minor error in the RF phase of the bunching- and
debunching resonators, magnified by non-linear effects in the RF field of the second resonator
acting on awide time distribution.
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Fig.5.6 Comparison between the simulated (filled peak) and the observed (bold line) energy distributions Y(E) on the secondary target,
normalized to each other. The'’F beam ener gy was 65 MeV.

5.1.3 Typical Requirementsfor Production Reactions and Production Tar gets

For nuclear physics experiments, the usual requirements on the secondary beams are: high beam
currents, a small beam spot, a small angle spread of the incoming projectiles and a small energy
spread. Based on the discussion in sections 5.1.1 and 5.1.2, this trandates into severa general
requirements for the efficient production of a given radioactive beam.

1.) In some cases, there is a choice between several reactions to produce the same secondary
beam. Inverse reactions (heavy beams on light targets) such as inverse (p,n), (d,n) or (3He, d)
processes, preferably with negative Q-values, should be chosen because of the narrow open-
ing angle of the reaction products in the laboratory system. Forward-peaked differential cross-
sections are an advantage. Unfavorable values of these parameters of a specific reaction may
be offset by larger total cross-section.

2.) The angle and energy acceptance of the BTS should be as large as possible. Even for inverse
reactions, the opening angles with respect to the beam axis are of the order of degrees and the
energy spread istypically several MeV.

3.) The size of the beam spot on the primary target should be small. In the case of an RF-based
accelerator system with energy debunching capabilities, there should be a tight time focus at
the primary target. These conditions minimize ex and eg.
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4.) The primary target should be designed to accept as large a beam current as possible.

5.) The primary target should be short, designed to minimize small-angle straggling. Since the
width of r) increases linearly with the physical length of the target, ex also increases line-
arly with this quantity.

6.) The primary target should have a high isotopic concentration in its active area. Because of the
increased energy loss, compounds containing the target nucleus represent an inferior choice
compared to an isotopically pure material.

7.) Passive layers (windows), especially on the exit side of the target, should be as thin as possi-
ble. Thick windows induce increased small angle straggling, thus increasing es. They widen
the energy distribution of the products, thereby increasing eg. They also increase the energy
loss of the primary beam, raising the total heat load on the target assembly. Increased strag-
gling of the transmitted primary beam causes more secondary beam contamination due to
energy tails of the primary beam.

5.2 ThePrimary Gas Target

As hydrogen target in the ATLAS beam-line, a solid state target like H-rich compounds (CH, ...)
was not an option. It was shown that such material cannot withstand the thermal stress, even
when mounted on a rotating disc™®. A windowless gas target solution would have been very at-
tractive. However, the close proximity of the superconducting debunching resonator and the need
of placing a focussing element directly behind the target made such a solution very difficult to
realize. The surfaces of the resonator are cooled to 4°K, requiring a good vacuum in the vicinity.
Due to the refocusing solenoid, however, there was no room for pumps downstream from the
target. Therefore, a gas-cell solution with metal windows was chosen.
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Fig.5.7 General scheme of a production gas cell with itsmajor utilities.

Transmission gas cells with metal windows provide high target densities without the great
pumping speed needed for windowless targets. Moreover, they do not restrict the solid angle of
the incident and produced particles by the apertures of a differential pumping system. This comes
at the price of increased energy loss and small angle scattering of the incoming beam and the out-
going reaction products. Also, the maximum tolerable beam current is limited and at sufficiently
high energies, reactions in the window foils can occur.
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The basic scheme for the gas target is shown in Fig. 5.7. A target gas volume is enclosed by two
foil windows and a double walled container, which is cooled by liquid nitrogen. In combination
with a pressure regulation device, the cooling systems maintains constant density of the gas, an
important requirement for many applications. In addition, the cooling provides an increase in
density over a room temperature system. To realize an operating system, many details need to be
addressed to ensure good performance and reliable operation. In the following, some details of
the components involved will be given.

5.2.1 Cooling System

In principal, any cooling liquid can be used to define a constant temperature of the cell during
operation. Early experiments carried out at Argonne used a mixture of alcohol and water with a
commercia cooling unit. The system was found to work reliably and served its purpose well.
However, for its precisely defined temperature and its large cooling power, liquid nitrogen ap-
peared to be ideal for the application at hand. For a given pressure, its low absolute temperature
of 72°K provides 4 times higher densities for hydrogen or helium targets compared to room tem-
perature. It also is reasonably inexpensive and available at the target position in the ATLAS
beam-line system. The heat load on the system was estimated to be a few tens of watts, most of
which is caused by heat conduction to the outside and imperfect insulation of the cooling lines.
The beam energy loss in the target contributes less than 5 watts.
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Fig.5.8 Cooling scheme of the gastarget at ATLAS, utilizing liquid nitrogen by pumping the coolant through the system.

Unlike a coolant far from its boiling point, nitrogen draws its cooling power not from its heat
capacity but rather from the enthalpy needed to boil off a small fraction of the liquid. Re-cooling
and circulating nitrogen is for this reason (and other mechanical problems) a non-trivia project
and not worthwhile for small applications with heat |oads of afew tens of watts. Instead, nitrogen
from a supply is transferred through the system and then discarded. In most cases, it is necessary
to boil off the leftover liquid before discarding. This was done here in a piece of intentionally
poorly insulated copper tubing.

An obvious way to realize liquid nitrogen transport through the gas cell is to use the pressure of a
nitrogen line, as provided at ATLAS, or areservoir in combination with a gas bottle to force ni-
trogen through the system. In this case, a gas-flow regulation would limit the flow through the
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system directly after a boil-off-line. However, the use of a mechanical (dry) pump to force the
nitrogen through the cooling system, as illustrated in Fig. 5.8, was found to be more dependable
and safer. The main advantage is that, once the flow of nitrogen through the system is correctly
adjusted, loss of cooling due to gas bubbles in the supply line is unlikely as long as the nitrogen
supply lasts. Also, an accidental over-pressuring of a necessarily closed system is excluded since
using the pumping technique, the supply devour is not pressure-sealed. It can be refilled by an
automatic system, that measures the LN, level, and opens or closes a valve to a larger supply
(here the ATLAS liquid nitrogen line) accordingly. The flow of nitrogen is regulated after the dry
pump, using gas that, heated by the pump and the copper line, has fairly constant density. To
maintain constant cooling of the target, it is only required to maintain the boiling point of the
nitrogen after the cell (before the pump) in the copper line. The temperature of the target was
monitored constantly by thermocouple el ements.

5.2.2 The GasHandling- and Regulation System

In a gas target, the density of the desired target-isotope should remain constant over the time of
an experiment. This is achieved by keeping both temperature and pressure as constant as possi-
ble. Reasons for a change in pressure are a dight leakage of the target and the expansion of gas
due to local heating by the beam. Therefore, an active regulation of the target gas pressure is re-
quired. However, it is desirable not to have gas circulating in and out of the target. This would
create additional heat-load on the cooling system and require larger amounts of possibly expen-
sive (*He) or dangerous (H.) materials. Finally, a system that limits the maximum amount of gas
discharged in the case of a catastrophic window failure is desired. A large amount of gas released
in the high-vacuum system of a heavy ion accelerator has the potential of causing serious dam-

age.
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Fig.5.9 Overview of the de-coupled gas handling- and regulation system.

A solution to the specifications mentioned above is shown in Fig. 5.9. Using a sealed metal bel-
low with a volume comparable to the volume of the combined gas cell and tubing is attached to
the system. It islocated in abigger sealed volume, filled with a cheap inert gas, e.g. nitrogen. The
pressure of this gas is controlled by a standard pressure regulating system. While controlling the
pressure of the nitrogen, the pressure of the target gasis used as input of the device. This configu-
ration automatically compensates for forces on and of the bellows.
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5.2.3 Windows

Gas target windows have to fulfill a series of requirements, that often lead to conflicting design-
parameters and force tradeoffs. The following is alist of desired features that need to be consid-
ered when designing a gas target window.

Minimum disturbance of the beam and the emitted particles
Reasonably large area

High tolerance to mechanical stress/pressure

High tolerance to (local) heating

High tolerance to radiation damage

Resistance to chemical reactions with the target gas

UUTUTUUTU

In the next section, some experiences with materials will be discussed. In section 5.2.3.2, the
mounting of the windows will be described.

5.2.3.1 Material, Size and Thickness

The performance of a window under stress is partially determined by materia characteristics like
melting point, tensile strength and elongation, where the latter two are functions of the tempera-
ture. Equally important is the thickness of the window fail, its size and the way, it is mounted.
Finally, imperfections in the production of foils and the mounting can have a major impact. Be-
cause of these many parameters, it is hard to predict, which will be the optimal materia for
different applications.

Parameter maximum pressure maximum beam power
Tensile Srength Increasing in the elastic regime, a so increased toler- None
ance against imperfect mounting
(uneven surface, unsymmetrical pre-stretch)
Elongation Helpful for tolerance against imperfect mounting None
Melting Point Ty, None Depending on dominant mode of heat re-
moval, up to T, dependence of maximum
beam power
Heat Conduction None Small effect, since heat is mostly removed
into target gas and viaradiation
Window Sze Depending on the mode of destruction, pme decreases None
linearly to quadraticly
Window Thickness More than linear improvement through better resis- Roughly linear decrease for increased heat-
tance to small imperfections in material and mount ing power due to increased energy 10ss;
negative impact of beam quality

Tablel Someimportant parametersfor gascell windowsand the dependence of the tolerable gas pressure and beam power on them.

Tests were performed with different metal foils. Especially Titanium and HAVAR™, mostly a
Co-Ni-Cr aloy, was found to perform well in our configuration. However, Titanium reacts
chemically with hydrogen if heated, and cannot be used with this target gas. Table 1 summarizes
our experience with different parameters and their impact on the performance of a gas cell target,
and is intended as a guide for the choice of a material. It should be noted, that radiation damage
seemed to play alesser role than local melting of awindow, at least in the case of HAVAR™,
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5.2.3.2 Mounting Technique

The preferable mounting technique of the window foils onto the gas cell assembly depends on the
material. It influences both window lifetime and pressure tolerance. The main difficulty with the
mounting of the windows was the operation of the target at liquid nitrogen temperature. Hence
the windows and their mounting had to endure the cooling and heating cycles without breaking.
As shown in Fig. 5.10, the window is mounted on a stainless steel frame and the frame bolted to
the cell. With 1.9 mg/cm? HAVAR™ windows, a pressure of 1 atm over a 1 cm diameter opening
could be achieved. To seal the cell, a1 mm diameter indium gasket was used.

positioning ridge Indium
gasket ring
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aN A

S.S. frame

gluing surface

reservoir
groove double walled
target cell
soldering or gasket groove mounted 2™
threated hole window

Fig.5.10 Drawing of the window assembly of one chamber of the gas cell tar get

Attaching of the window foil to the frame is more problematic. Initial attempts using standard 5-
minute epoxy failed, most probably due to failure of the adhesive while the cell was cooled
down. For HAVAR™ fails, the following Indium soldering technique was devel oped™:

The stainless steel frame contains a small machined groove (see Fig. 5.10), which acts as a reser-
voir for the excess indium during the soldering process. After the frame has been thoroughly
cleaned, a small amount of flux is applied to this groove using a brush. Next, a 0.5 mm diameter
indium wire (99.999%, Johnson Matthey # 00155, Ward Hill, MA 01835 USA) is cut to length,
fashioned into a circle, and placed into the reservoir groove. A second application of flux is
brushed onto the indium wire. The HAVAR foil, cut to a diameter of 13/16 inch, is treated
around the circumference with stainless steel flux. The window foil is placed centered on the
mounting ring. The assembly for foil and frame is carefully placed on a small laboratory hot plate
and the temperature slowly increased to 100-150 °C. The melting indium is observed to flow be-
neath the HAVAR foil, bonding it to the stainless steel frame. At this point another application of
flux is quickly brushed around the outside edge of the foil and the temperature reduced by turning
off the hot plate. When the indium sufficiently solidifies, the foil/ring assembly is removed from
the hot plate for cooling. When cool, any excess flux can be rinsed off using methanol, and in
some instances, mechanically removed by rubbing lightly with methanol on a cotton swab. Each
window was pressure tested against one atmosphere before it was used in the experiment.
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5.2.4 GasCell Assembly and Support System

After initial tests with a single gas-cell target, it was realized that the life span of the windows of
approximately 24h required frequent re-opening of the beam-line. This was problematic not only
for the time loss but aso because of the contamination risk posed by the shredded, activated win-
dow-foils. Also, a dlight leakage of the intact target was observed while the beam was on because
hydrogen was diffusing through the heated metal foil at the beam spot. To eliminate or reduce
these problems, the fina production setup was designed as shown in Fig. 5.11.
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Fig.5.11 Left: Schematic cross section of one of two cell carrierswith its set of three cylindrical gastargets, mounted in a high-vacuum
beam line system to produce secondary beams. A turbo pump directly above the cellsimproves the vacuum in the vicinity.
Right: Photo of two cell carriers, one with 3.5 cm long cells, onewith 7 cm cells.
Instead of only one single cell, a set of two carriers with three cells each was built. They can be
moved on linear trandation stages in and out of the target position. This alowed fast removal of
the cells from the beam-line (e.a. for beam tuning purposes). Also, up to fife window failures
could be overcome without venting the system and thus without dealing with the related time loss
and contamination issues. A turbo pump above the target position absorbs a large fraction of the
target gas leaking out of the cell in beam. The diffusion of hydrogen and helium through metals
can be substantial, to the point where it poses a limit to the beam power. In our specia configu-
ration with an effective pumping speed of approximately 200 I/s, the pressure increased from
1-10 ® hPa into the upper 10"’ hPa regime with 100 pnA beam on a H. cell filled with 800 hPa.
As expected from the atomic masses, with a D, target, the leakage was smaller.

To reduce dlit scattering at the window frames and to protect the stainless steel from being hit be
the direct beam, each of the cells was equipped with a combination of defining aperture and anti-
scattering dlits. The first aperture defines the area of the cell and protects the glue or solder of the
window foil from the direct beam. The second one, dlightly larger, removes primary beam ions
scattered off the first aperture. Not shown in Fig. 5.11 is the additional stripper foil after the cell
to alter the charge state distribution of the emerging particles. A high-Z stripping materia like
gold decreases the average charge state while alight stripping materia like carbon increases it. In
the case of *'F production, a maximum population of charge state 9 was desired, and therefore a
20ng/cm’ carbon stripper foil was used.

35



Production of a *'F Beam using the In-Flight Technique

5.3 Production Setupsat ATLAS

Two different configurations were utilized to produce *'F beams at ATLAS. A first, smple ap-
proach was useful to gain experience with the production, transport and tuning of a secondary
beam. The second, more elaborate setup is based on the experience gained with the first configu-
ration.

5.3.1 Initial Configuration

The gas cell was initially installed in front of the 22° bending magnet leading to the Enge split-
pole spectrograph at the ATLAS accelerator (see Fig. 5.12). The angular acceptance for the sec-
ondary beam produced in the gas cell was limited to ~ 0.55° due to apertures in the beam line,
thus severely reducing the transport efficiency of the *F beam. The acceptance was further re-
duced by the energy spread of the reaction products. For products of the d(**0,F)n reaction with
a 90 MeV beam on the gas cell, the total transport efficiency of the beam-line was estimated to be
approximately 1% in this configuration. Including a 60% stripping efficiency into the 9" charge
state of *’F, the maximum possible transmission efficiency was expected to be 0.6%.

1200 "7F* (63 MeV)
H, gas target
] 1000
/ 22° bending magnet o
{ £ 800
':. = OS+,7+,..A -‘CC“
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17
O beam ocal plane —Z c
counter 3 400
:..". 200 17OG+ 1 7O7+ 1 7OS+
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wes | M ( ) ( ) ( e ) L
L A
secondary Energy Signal from FP-Counter

ENGE Split-Pole

target
Spectrograph

Fig.5.12 Main: Initial production setup. Insert: Energy spectrum from thefocal plane counter of the Enge split-pole spectrograph. A
YE® heam produced with the p(*’0,YF)n reaction and oxygen contaminants from primary beam tails with the same magnetic
rigidity areclearly seen.

In this configuration®, *'F beams with energies between 55-100 MeV were produced. The

d(**0,*'F) reaction was used for *'F energies below 60 MeV while the p(*’O,"’F)n reaction was
preferred for secondary energies above 60 MeV. The average 'F beam intensity was 700
(spnA)™ and corresponded to a beam transport efficiency of approximately 0.3%. With a primary
180 beam of up to 250 pnA, rates of 240° *'F/s on the secondary target were achieved. The beam
spot on the secondary target was 0.8 ¢’ in area, limited by a circular aperture. The principal
contaminants of the *’F beam were energy-degraded primary beam particles, i.e., 'O or *°O ions
with the same magnetic rigidity. Their intensities varied between 10% and 50% of the total sec-
ondary beam, depending on the actual tune of the accelerator. A representative spectrum obtained
with this system is shown in the insert in Fig. 5.12.
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5.3.2 Improved Configuration

A new production and transport configuration used in recent experiments™ is shown in Fig. 5.13.
The production target was moved upstream by approximately 5 meters, placing it between two
existing ATLAS superconducting resonators and in front of a newly installed 2.2 T supercon-
ducting solenoid. The solenoid was installed to improve the angular acceptance. It was mounted
in such away that it could be moved over a 0.63 meter distance along the beam axis. This allows
optimum placement of the device for different kinematical conditions. This geometry is a com-
promise between the need for a sufficiently small beam envelope, as the 'F particles travel
through the 2.54 cm diameter collimator of the second RF-cavity, and the need to minimize the
divergence of the ions so that as much secondary beam as possible can be captured and refocused
by the optical elements in the spectrograph beam-line.

Debunching

Bunching Resonator
Resonator

Refocussing

Gas Target Secondary Solenoid

Primary
Beam Bunches .
17,16 +
O, Q<9 s Bending M
econdary Magnet To Secondary

Beam Envelope Target

Fig.5.13 Improved production configuration showing the impact of an added superconducting solenoid and a pair of resonatorson both
the primary and secondary beam bunches. While the solenoid stops the transver se growth of beam, theresonator pair reduces
the energy spread of the products and moves mor e of them into the momentum acceptance of the bending magnet.

A superconducting “bunching” resonator located 10 m upstream from the production target was

used to provide atime focus of the primary beam at the gas-cell. This minimized the longitudinal

emittance of the secondary beam. The resulting strong energy-time correlation after a 3 m drift
from the target to the second RF-cavity was then employed to reduce the energy spread with the
second resonator. Experimentally, we found that using only the second “debunching” resonator

increased the transmitted beam by about 10-20%, but that using both resonators yielded an im-

provement by a factor of two in beam current compared to optimization with only the

superconducting solenoid. In this configuration, the total transport efficiency was measured to be

2.5%, yielding a maximum intensity of 2:10° Y’F/s on the secondary target. At the same time, the

energy resolution of the beam was improved from ~1.2 MeV FWHM to better than 400 keV (Fig.

5.6). It is worth noting that this 400 keV energy spread translates into a spread of only 23 keV in

the center of mass for the reaction p(*’F,**O)a that is of astrophysics interest. The importance of

achieving atime waist of the final *F energy spread is shown by the calculation presented in Fig.

5.14.
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Fig.5.14 Calculated achievable energy spread as a function of the time width of the beam pulses on the primary target. The dashed line
isdrawn to guidethe eye.

The phase of the second RF cavity can also be adjusted to change the energy of the *’F°** beam
over arange of approximately 5 MeV, while still maintaining a small energy spread. This fea-
ture alows for the choice of production energy based partially on secondary beam yield rather
than on the required secondary energy. Also, scanning excitation functions can be achieved by
using the second RF cavity. This method is much faster than changing the primary energy since it
involves only changes in the beam-line components after the production target.

The beam backgrounds observed in the new configuration were qualitatively different from the
backgrounds in the original setup. While in some cases the primary beam leaking through was
reduced well below the 10% level, products of parasitic reactions in the primary target were also
observed (see Table 2).

5.3.3 Tuning

Since the process of tuning the radioactive secondary beam onto the target is non-trivial, a brief
overview of the procedure used in the experiments is given here. In afirst step, a weak primary
beam (e.g. *°0®") transmitted through the gas target was tuned to the secondary target position.
The small-angle straggling caused a considerable divergence, allowing to optimize the setting of
the focusing beam-line components (solenoid and quadrupole doublets) in a configuration similar
to that required for the transport of *'F**.

In the second step, al magnetic elements after the primary target were scaled from the magnetic
rigidity Br = p/Q of the primary beam (e.g. *°0% at 70 MeV) to the rigidity of the secondary
beam (e.g. 'F** at 65 MeV). The primary beam intensity was then increased to a production cur-
rent of ~100 pnA and a 1:1000 attenuator was inserted after the 22° bending magnet. The latter
step reduced the expected *'F rate on the secondary target to ~10° pps, alowing the use of the
focal plane counter in the split pole spectrograph positioned at 0° to directly analyze the beam
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with respect to mass, Z and energy. The *'F yield measured at the focal plane was subsequently
optimized by fine tuning the various elements of the BTS. For this purpose, the output of the en-
ergy amplifier and the same signal digitized with a custom built multi-channel analyzer were
passed to the accelerator control room. It should be noted that the increased beam current in the
final step of tuning is crucial. Heating effects change the effective target density on the beam axis
and thereby alter SE).

5.4 Other Beams

YE was the first short-lived beam produced and successfully used in physics experiments™** at
ATLAS. Later on, beams of ?!Na and ®Al have been developed as well. Initial tests with (d,n)
and (p,n) reactions were conducted and the results agreed with the expectations. A brief overview
of the resultsis shown in Table 2.

Beam | Production Secondary Energy Intensity Backgrounds
Reaction + HWHM [MeV] (pps per pnA primary beam) (fract. of total beam [%0])
ZAl | #Mg(d,n)ZAl 204 1.10° ZMg(50)
+08 ZMg( < 1)
Zp| ZMg(p,n)*Al 180 2.10° Mg(20)
+15 2Mg(< 1)
ZNa | ®Ne(d,n)*Na 113 4.10° Ne(50)
+£05 ZNg( < 0.1)
BF(<0.1)
ZNa | “Ne(p,n)*Na 113 810° ZINe (40)
+£0.3 PNe(<0.1)
Vg d(*0,*F)n 40-65 210 Y0(10)
+0.2 (intensity achieved 2-10°% 1%0(10-30)
Vg p(*’0,"F)n 60-110 2.10° Y0(10-30)
£0.2 (intensity achieved 2-10°) ¥“N(2)

Table2 Overview: Beams produced using the in-flight technique at ALTAS.

The technique for producing beams of short-lived nuclei described here can be applied to many
other isotopes. In the mass range below *°Ni, there are more than 50 radioactive beams that can
be produced by (p,n), (d,n) or (p,d) reactions. The secondary beam intensities depend on the pa-
rameters discussed above and on the efficiency of the mechanism to separate the primary from
the secondary beam. The available primary beam intensity and the ability of the primary target to
withstand thermal and radiation stresses pose specific technical limits. For light elements (Z £
10), the gas cell target can withstand currents in excess of 100 pnA. However, the increasing en-
ergy loss for heavier primary beams will become a limiting factor for the secondary beam
intensities that can be achieved. A possible improvement is the use of windowless gas targets. An
alternative mechanism to separate the primary and secondary beams is the use of a shadow bar as
described in an article® from J.J. Kolata. Such a device in combination with the selection of the
magnetic rigidity Br should provide cleaner secondary beams, especially in systems with higher
nuclear charge Z.

39




Production of a *'F Beam using the In-Flight Technique

40



Experiments with *'F Beams

6 Experimentswith 'F Beams

Three physics experiments were performed with the *'F beams described in the previous chapter.
The first experiment, a fusion-fission study* on 2®®Pb was the first successful measurement em-
ploying a *'F beam. The second experiment*® was designed to measure the *’F(p,a) reaction. The
third one was an extended version of the second experiment, capable of simultaneously measur-
ing Y'F(p,p), *'F(p,a) and *'F(p,p’). The data from the last two experiments form the physics basis
of this thesis as they delivered information on levelsin ®Ne. All experiments were set up in front
of the Enge-split-pole spectrograph, that was always required to tune and monitor the beam. It
also provided a measurement of the secondary beam energy.

Scattering-
Chamber

Fig.6.1 Overview of the experimental configuration of the'’F-experiments. The detectorswere either located in the spectrograph
scattering chamber or in a dedicated scattering chamber, called “Ludwigs Castle”. The spectrograph served for tuning and
monitoring pur poses.

6.1 Fusion-Fission Experiment

In a semi-classical picture, low binding energies lead to large radii of single particle orbits in nu-
clei. YF with its magic *°O core and a single proton bound by only 600 keV seems to be a good
example. However, the ds;» ground state wave function does not favor large radii. In contrast, the
first and only excited state of *’F has a sy, configuration and is bound by only 100 keV, making it
an ideal candidate for a proton halo state™. Since the ground state and the first exited stated are
connected®® by a large B(E2) value (66.4 b?), a certain fraction of the ’F-nuclei incident on a
heavy target ion will be Coulomb-excited to this state before the fusion reaction. In this case,
increased break-up probability and a larger average radius could result in a considerable increase
of the fusion cross-sections. To study this effect, a measurement of the fusion-fission reaction
208ph(1F,f) was carried out and compared to a measurement of 2®Pb(*°F,f) with the same setup

The beam for this experiment was produced with the ssimple scheme discussed in chapter 5.3.1,
which limited the maximum *'F-current on target to 2x10° *F/s. This was sufficient to measure
fusion-fission cross-sections down to ~1mb.
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The setup which had a detection efficiency of 7.8% is shown in Fig. 6.2. Four Si-detectors, each
segmented in four quadrants, were arranged around the target in the scattering chamber of the
ATLAS Enge split-pole spectrograph. The coincident detection of two particles with about 100
MeV (E ~ 1 MeV/A) each in two opposing detectors is a sufficient signature for the fu-
sion/fission reaction.
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5x5 cm”® Si f f2 and monitoring
Counter L

Fig.6.2 Thesetup used for the *®Pb(*"*°F ff) experiment.

The results can be summarized as follows. no fusion enhancement was observed. Fig. 6.3b shows
that the ®Pb(*'F.f) reaction behaves at energies above 0.95 times the Coulomb-barrier like the
2%8pp(19F ) reaction, if one corrects for the different radii with an R~AY® - law. On the other
hand, Fig. 6.3a shows that 2®Pb(*'F,f) behaves over the full measured energy range in good ap-
proximation as 2°®Pb(*°0,f), if one corrects for the different nuclear charge by multiplying the
cross-section by 8/9.
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Fig. 6.3
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6.2 Ludwig® Il

After first test runs®, in which a magnetic spectrograph was used to detect the heavy reaction
product, it became clear that a setup with considerably higher detection efficiency was needed. In
order to clearly identify the reaction products from the p(*'F,**O)a-reaction, a coincidence re-
guirement together with a gate on the total energy of the beam was used. The experiments with
the spectrograph had shown that this was sufficient to suppress the oxygen-induced background
because of its lower energy. As shown in Fig. 6.4, one 300 mm thick Si-detector detected the a-
particle and the other the **O-particle. Both detectors were 16-fold segmented in wedges, allow-
ing the measurement of the azimuthal angle f within 22.5°. This provided an additional
coincidence condition from the coplanarity of the reaction products.

The maximum angle gmax for the reaction products is given by the kinematic limit plus a minor
contribution from both small angle scattering in the target and angle of the incoming beam parti-
cle. For the alpha particles, gmax IS, depending on the reaction energy, in the order of 20° and for
the *O-particle about 6°. The polar angle resolution of the detectors was provided by their seg-
mentation into 16 rings each, resulting in a theoretical angle resolution of 0.75° for the backward
detector 1 and 0.25° for the forward detector 2. However, because of the 5x5 mm size of the
beam-spot, the measured resolution was 2.5° and 0.8°, respectively.

| ot |

= elastically

scattered
YF beam W

14
O
prOdUCt
CH, target
Annular Si Detector 1 Annular Si Detector 2
measuring E, q, j 16 rings and wedges

Fig.6.4 Ludwig!l, thefirst high efficiency setup used to measurethe’F(p,a) reaction in inver se kinematics.

At the energies used, this setup had a detection efficiency of 50% to 65% for the *'F(p,a)-
reaction, covering center-of-mass angles between gqcm ~ 30°-130°. To illustrate the detection
scheme, the two most important spectra are given in Fig. 6.5. Fig. 6.5a shows the energy detected
in detector 1 plotted against the energy measured in detector 2. The total energy E = E; + Ei40 IS
a constant given by the Q-Value and the beam energy with only minor corrections due to target
effects. Since the Q-value is only -1.19 MeV, this constant is essentially the beam energy, indi-
cated by the solid line. Since products from reactions induced by the oxygen beam
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contaminations had significantly lower energies, all oxygen induced backgrounds, no matter of
what nature, fall well below this line. The events in the vicinity of the line are particles originat-
ing from transfer reactions between **C and *'F and are responsible for the small background in
the p,a-data. However, most of these events do not fall on the required kinematic curve of

Ja(Ea).
60 F
MeVIF @ { @:.14
I N Ew=En-a=esMev (| [[JI[IN]) ]| .

: T 1"
| \ \HH ‘\ H‘ | H{“ 110 g
550" \’ |1 HH 1. 2
E B Vl -8 Z
L ‘ ‘ "‘\n b -

45+ ‘ +6

‘ kinematic curve < ‘ ‘ -
' &) VH 14

401 I

| | } 12
L 1 1 1 1 1 1 1 1 1 !” ]

5MeVIig 15 20 25 0E () 12 16 20 MeVl g
lab

Fig.6.5 a) Energiesof coincident a and *O particles. The coplanarity condition has been applied. b) A two-dimensional scatter plot of
a-particleangle (ring number) vs. a energy for the eventsfrom a), requiring also the correct sum energy. The solid linesrepre-
sent theideal E,-Ei40 and ga-Ea correlations, respectively, for eventsoriginating from the mid-point of the tar get.

Fig. 6.5b shows a plot of ring number versus apha-energy for events in the a-detector gated with
the sum-energy requirement from Fig. 6.5a. Since g, is roughly proportional to the strip number,
a-particles from p(*'F,a) fall on a kinematic parabola. It should be noted that the apparent poor
resolution is mostly due to the beam spot size, the small-angle scattering of the particles in the
target and the energy width of the beam. In Fig. 6.5b, the finite angle resolution gives rise to ad-
ditional widening of the distribution around the kinematic parabola. The energy resolution
measured with alphas from a %’ Th-source was on the order of 100 keV .

6.3 Super Ludwig

For the reasons discussed in Chapter 4, the Ludwig Il setup was improved by adding capabilities
to measure simultaneously *'F(p,a)**O, *'F(p,p)*'F and *'F(p,p’)*’F in inverse kinematics. The
reguirements on the setup were the following:

Large Detection efficiency for p(*'F, a)**O

Discrimination between p(*’'F, a)**O, p(*'F,p)*'F and p(*'F.p')*'F

Suppression of backgrounds from *°0 or 'O in the beam

Sufficient angular resolution for the light particle to measure angular distributions
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Since the use of the annular Si-Detectors for the detection of the light particles had been success-
ful, this technique was retained and the system was extended to cover more backward angles in
the laboratory. The downside of this approach was that, because of their long range, scattered
protons could only be stopped at large laboratory angles. For these processes, a smple sum en-
ergy gate described for Ludwig Il could not be applied, and a discrimination based on the nuclear
charge Z of the heavy particle was required. The setup used is shown schematically in Fig. 6.6.
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Fig.6.6 Overview of the“ Super Ludwig” setup asused in the experiment of November 1999.

The basic idea to do a coincidence experiment was carried over from the first setup. However, the
nuclear charge of the heavy ion (forward) particle was measured in a newly built Bragg-type ion-
chamber® and a PPAC. The Silicon array, now consisting of two annular counters and six 5x5cm
24-strip paddles, took the place of the backward annular counter in the old setup. As additional
information, the time of arrival of the heavy particle (PPAC) with respect to the RF-Signal from
the ATLAS linear accelerator system was now measured. A Ge-detector was added as beam
monitor. It counted 511g-quanta that resulted from the b* decay of the *’F beam stopped on a
1:1000 attenuator after the detectors. This attenuator, located in the target ladder of the spectro-
graph scattering chamber, allowed to monitor the incoming *’F-beam with the spectrograph set at
0°. As an absolute measurement of the incoming *’F-beam intensity, the elastic scattering
2C(*F YF)**C off the CH, target measured in the Bragg-counter was used.

Finally, the design included a Nal-Szintillator to measure coincident g-quanta from the g-decay of
the excited *’F produced in the target via p(*'F,*’F)p’. It was intended to identify inelastic pro-
ton scattering events at angles where a kinematic separation was not possible. However, its low
efficiency together with less than expected beam in the last experiment did not allow the use of
this feature.

6.3.1 TheBragg-Counter and PPAC

The decision to use a Bragg-type ion chamber for the detection of the heavy reaction product was
driven by the need for Z-identification. The ion chamber could not be very deep (15 cm were the
absolute limit) and required an opening at 0° to allow the direct beam through. Finally, it had to
provide agood timing and energy signal.
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Fig.6.7 TheBragg-ion-chamber assembly with PPAC in cross-section and a scematic drawing the ion chamber s pressure window.

On the right part of Fig. 6.7, a schematic of the detector system is shown, indicating the major
components. The pressure window which serves also as cathode, has to withstand a pressure of
up to 500 hPa without significant distortions. For this, a 90% transmission support grid was glued
on the stainless steel window frame, and a Mylar foil was stretched over the grid at the same
time. The window was sealed directly on the Mylar foil with O-rings at the inner tube and the

chamber wall.
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Fig. 6.8 Experimental- and simulated data from the annular Bargg chamber.
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The PPAC in front of the ion chamber provided the time signal for the coincidence as well as the
start signal for measuring the range in the Bragg counter. It was designed as a completely inde-
pendent detector with an entrance- and an exit window, serving also as electrodes. The shape of
the windows was identical to the window of the ion chamber, but since the working pressure was
well below 10 hPa, no grid was needed to support the aluminized Mylar foils.

The energy resolution of the ion chamber was of the order of 2%, depending on the range and
energy of the particles. The Z-separation achieved was sufficient to separate *’F and *°O. Plots of
E? vs. range for elastic scattering of protons from the *’F and *°O beams are shown in Fig. 6.8.
The experimental data (left) aso include contaminations from background reactions. Three
groups of particles are identified. The gaps in the *'F and *°*0®" groups are caused by the gap in
the gia-acceptance of the Silicon-detector-array for protons. The marked satellites in the data
originate from imperfections in the detector window. On the right side of Fig. 6.8, a simulation
of this configuration is shown, calculated under the assumption of ideal energy resolution in the
ion chamber and isotropic elastic proton scattering. The Monte Carlo code used will be discussed
in section 6.4.

6.3.2 The TOF-RF Information.

The measurement of the time of flight of a particle at the PPAC with respect to the accelerator
RF-signal turned out to be an important signal for particle identification.
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Fig.6.9 Thetime of flight measured with respect to the ATLAS linear accelerator RF plotted vs. therange of the particlein the Bragg
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The time of arrival of both °0®* and the O™ at the secondary target differed by 15-30 ns from
the time of arrival of ’F**. Since for the 16 m long flight path, the beam bunches of *'F** and
1808 ™_jons widen and overtake each other, this cannot automatically be expected. It should be
mentioned that the flight time differences of heavy particles from different reactions in the sec-
ondary target to the PPAC are of the same order as the time differences caused by the energy
spread of the beam.

To illustrate this in more detail, Fig. 6.9 shows the floor plan of the transport system from the
primary to the secondary target. Also shown are the location of bunches of the primary beam and
secondary *'F beam along the beam-line at an arbitrary moment in time. In addition, bunches of
energy-degraded primary beam are shown, originating mostly from scattering at the collimator of
the debunching resonator or its heat shield. As an inlay, a plot of the RF-time of arrival (modulo
82, the time between two bunches at ATLAS is 82 ns) vs. range in the Bragg-counter is provided.
For Si-Bragg-detector coincidences, one clearly makes out three groups. By gating with e.g. E*
Range (Fig. 6.8), one identifies them with *'F-induced particles, *°0” induced particles and *°0%*
induced particles. Inversely, this classification allows the identification of the debuncher as main
source of scattering by simulating the flight times of the various groups.

Using the TOF-Range spectra as a particle gate, **O-particles appear in the *’F-group, since they
are M"F-induced. This allowed to clearly identify the *'F(p,a)**O reaction, since the **O has to fall
into the *’F-group in this spectrum, and into the oxygen group in, for example, the E? versus
range plot.

6.3.3 TheSi-Array

The heart of the setup is a large array of Silicon strip- and annual detectors with a total of 94
channels. A view onto the setup from the vicinity of the target along the beam axis is shown in

Fig. 6.10, left side.
Annular Detectk(‘)rs
. 500 M Si each.
Ring 30 Zront Sides:
16 Rings of
D= 1.5m ‘
Il \

RiNg 35\

Ring 58\ |
16&?9’/5;2 ......
CH, Target

300 nm Si-Strip
ectors. _
i?\tstripwise interconnected,
24 Si-Strips,
unsegmented back

Annular Detector
Backs: 16 Wedges
of Of =22.5° each

Fig.6.10 Left: Photo from the vicinity of the target position. The second annular detector isnot visible from here. Through the hole, the
entrance window of the PPAC can beidentified. Right: Schematic view of the Silicon-detectors.

The right side of the figure gives a schematic of the silicon-detector array. The segmentation, as
indicated, is chosen for good theta resolution. To minimize the number of electronics channels,
Six 24-strip counters were strip-wise connected and read out as “hexagonal rings’. In the data
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anaysis, the strips were numbered from 1 (central ring of the forward annular detector) to the
outer pseudo-ring on of the six paddles. To better relate ring numbers to laboratory angles, the
numbers 15 and 16 were used twice (same angle from the target center), and the numbers 31
through 34 were not used. This choice was taken in order to represent in the spectra the physical

gap in giap-acceptance between 24° and 32°.
To identify individual reaction channels the spectra shown in Fig. 6.11 were used. A Monte Carlo
calculation for the expected *'F induced particle groups (right) and measured data, gated by *'F**
and the particle sum energy (left) were compared. The ssmulation indicates, that there is no clear
discrimination of the elastic and inelastic proton groups for angles gia < 50°. The punch-through
of the protons at different angles causes intersections of the lines of the elastic and inelastic
groups. The p(*’F,p)*’F reaction is represented by the dominant line between ring 21 and 58.
From strip 52 on downwards, the inelastic scattering p(*'F,p')'F**> mix with the stronger (p,p)-
group, and will be discussed later. The a-particles show the expected kinematic behavior.

Experiment Monte Carlo
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A~ F(p,p") F i puch through §

i . F o detect
o 40 J é"ll"‘ 'bad strips N slector 37
c 35 e E “naot enough resclution \ 2
T trigger limit to separate pp and pp'
49 30 . i I' SN ﬁ 0 - o m ( 24—®
8 ‘||I ”." L Ih I nll a.':* Humm?mlgﬁﬁﬁ%m &
T s B £ g g TR o
8 20 X N Hpt § &;_.]i];? 172 Mt “ 17
: M ¢ 8 Fpo e o
b 5 & &
10 . S o 11
| A ‘o %
) B , , L R . % Mg
5 10 15 20 25 5 10 15 20 25
Es [MeV]

Fig. 6.11 Measured (left) and simulated (right) data in the Si-array. The *F-induced processes p(*’'F,p), p(*'F",p’) and p(*'F,a) with their

respective event groups ar e shown.

6.3.4 Energy versus Energy

The use of the sum energy of the light and the heavy particle (see Fig. 6.5) as a condition to dis-
criminate the *’F(p,p) or *'F(p,p') processes against elastic scattering of *°O(p,p) is not possible
by smply using the beam-energy and Q-value as a measured quantity. The punching-through
problematic of the protons at forward angles makes it impossible to directly measure the total
energy of the event. However, additional information can be derived from the spectrum plotting
the two energy signals Eg versus Egragg and comparing them with a Monte Carlo simulation of

the same spectrum (see Fig. 6.12).

As in the Ludwig Il setup, the *'F(p,a) reaction can be separated from oxygen-induced back-
ground processes by the sum energy of the **O-particle and the a-particles. Ambiguities in the
identification of the a-particles exist only with protons scattered off *’F, which, however, have
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very different scattering angles. The signa of the heavy ion in the Bragg-counter showed some
non-linearities. Signals from particles that were stopped far from the anode suffered from recom-
bination losses, which lead to curvatures in the Eg-Egragg Curves, especialy for low energy
signals. This effect did not severely impact the ability to use the Eg - Egragg Spectrum to discrimi-
nate proton scattering off *’F from the scattering off *°O. The two proton groups that overlap in
this spectrum (see Fig. 6.12 right) fall into very different laboratory angle regions.

Experiment Monte Carlo
30 gate fbr\,; o coincidence réquired' ' . . . . 30
(MeV] a-particles 777~ S [MeV]
25 | N 125
20| 20
E, Eq
157 ‘gate for_prqtons'r 118
from "F(p,p) or
10} -~ "F(p,p") scattering 10
5 | nE
E - . F(p.p)
25 [MeV] 35 40 45 50 55 E 30 35 40 45 50 [MeV] 60

Bragg

Fig.6.12 A plot of energy measured in the Si-array versus energy measured in the Bragg-counter. The curvaturein the experimental
datais caused by recombination effectsin the detector.

6.4 Universal 3D-M ontecar|o Package

The interaction of ions with matter plays an important role in this thesis, both to model the parti-
cle distributions from the production target and the spectra observed in the experimental setup. A
set of tools for Monte Carlo simulations was devel oped, that can tackle both problems. It consists
of two independent programs and a set of minor tools.

Sour ce simulates an extended (production) target for reactions in two-body kinematics or a
radioactive source. An extension for three-body processes or reactions with subsequent decay is
possible. However, the code does not allow different processes in one run, i.e. each event repre-
sents a reaction or decay of the one specific type. To simulate separate reactions, the processes
are treated independently in different runs and are added later. The model target consists of three
layers. From these, the first and last layer act as dead layers. In the dead layers, particles loose
energy according to energy-loss-tables® and undergo small-angle scattering™ as well as energy
straggling®. In the 2™ or reaction layer, particles are created according to an excitation function
and an angular distribution. The algorithm first determines the interaction depth in the reaction
layer. The stopping power dE/ds of the particle and the ds/dE are folded to a ds/ds where s de-
notes the length of the path traveled in the reaction layer. A length Seat ON the path of the
projectile ion, at which the reaction occurs, is randomly chosen, using the ds/ds as a weight. The
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path through the middle layer to the interaction point and the path of the outgoing products are
treated like two additional dead layers.

The program is controlled by an input file defining the reaction, ds/dE, the target materials and
the geometric dimensions. Q-values can be given relative to an internal database. In addition,
optional files for an angular distribution ds/dW and the starting energy distribution of the pro-
jectile particles can be supplied. By command line arguments, beam parameters, the desired
number of events and the desired output quantities are defined. The output is a table providing on
request the following quantities for the produced particles. E, q, f, Eporn, Qborn, T born, Jemporn, VE-
locity, mass, nuclear charge, charge state, time of flight and position. The parameter with the
index "born" indicates that the values at the moment of creation without any further target inter-
action are provided. There are also special parameters, that provide the data in the correct input
format for the second program of the Monte Carlo set, Det ect or s.

hits in the PPAC 0.
Z L+ 0
35( &
30t A
251 hitsin the i | .F
| Siaray S

15
10

Fig. 6.13 Hitsin the Super Ludwig setup simulated for the *"F-induced processes p(*'F,p) and p(*’'F,a), assuming the target in the (0,0)-
position and a 65 MeV *'F beam. The shape of the PPAC entrance window and of the Si-detectorsisvisible. Thegap in the
middle of the strip detectorsoriginates from the read-out system of the experiment.

Det ect or s alows the definition of any number of detectors in the three dimensional space
around the target. Annular ring detectors, standard circular detectors or rectangular strip detectors
with any number of layers can be created. This allows the ssmulation of dead layers, windows
and DE-E telescopes.
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For each particle hit, the following values are provided: time-of arrival, position, hit-detector- and
strip. For each target layer, the energy loss, the maximum dE/dx and the range in a layer can be
calculated. In addition, all data provided by Sour ce can be passed through to the output of De-
t ect or s. Thisinformation is sufficient to produce a three-dimensional hit pattern, to smulate a
telescope or a Bragg-counter and to treat effects of dead layers. Especially, the punch-through of
particles can be smulated and a first-order approximation of a magnetic spectrograph is feasible
with the help of some external scripts. However, some limitations exist. A particle hitting one
detector cannot, after punching through, travel through vacuum before hitting another detector.
Also, since no redlistic particle transport in the detector material is calculated, some effects, espe-
cialy those due to loss of charge, cannot be simulated. These restrictions had only very limited
influence (e.g. the bend Eg-Egargg CUrve in Fig. 6.12) on the analysis of the experiments discussed
here.

The definition of the setup, Det ect or s reads from afile specifying the geometry and the mate-
rials involved. Their positions are given in Cartesian coordinates with respect to the target
position, and the material of the detector layers is described in a molecular notation. Pseudo-
detectors, i.e. detectors that are not evaluated, can be used to restrict the acceptance of the real
detectors by blocking them. The calling parameters Det ect or s define, which quantities are to
be calculated for each particle and allow to set a coincidence level. The latter is defined as a
minimum number of particles required to have hit in order for the event to be passed to the out-
put. The data file produced by Sour ce is analyzed line-by-line and an output table with the
respective detector response is generated. Unlike Sour ce, Det ect or s aready supports more
than two particles per events.

The output of both Sour ce and Det ect or s is processed with standard UNIX utilities like
awk, grep or sed and visualized with any graphics program that is capable of importing
ASClI-tables. Fig. 6.13 gives a hit-pattern of the setup shown in Fig. 6.6 for smulated p(*’F,p)
and p(*'F,a) scattering. The geometry of the setup is nicely outlined by the hits. In addition to the
two main programs, some tools were written that provide simple gating and binning functions.
The major benefit of the concept is the separation of production of particles in a reaction or a
source and the detection. The system can be easily debugged and filters can be used between the
production and detection of particles. Finally, problems that do not involve the detection can be
treated with Sour ce alone. For more information, see the readme-file of the program in the Ap-
pendix -section 8.2. All Monte Carlo calculations in this thesis are done with a combination of
Det ect or s and Sour ce or with Sour ce aone.
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7 Dataand Results

The data presented here originate from two experiments, carried out in August 1998 and Novem-
ber 1999. In the first experiment, measurements of the *’F(p,a) reaction with both thin (100
my/cm?) and thick (500 nmg/cm’) CH,, targets were performed. The setup used is described in sec-
tion 6.2. In this experiment, we were not able to distinguish between elastic and inelastic proton
scattering of *’F and *°O, since no Z-identification of the heavy reaction product was available,
and the solid angle coverage was not adequate. However, the measured *'F(p,a)**O excitation
function was used to check previous assumptions™ about the level scheme in **Ne. In the second
experiment, additional thin-target data on the *’F(p,a) reaction were obtained using the experi-
mental configuration described in 6.3. In addition, the *'F(p,p)- and the *'F(p,p')*’F*** reactions
were also investigated simultaneously. Since the two setups use different data analysis techniques
and have different acceptances, the data of the two experiments are discussed separately in sec-
tion 7.1 and 7.2, respectively. Conclusions from the combined information are drawn in section
7.3.

7.1 Datafrom the August 1998 Experiment

In the Ludwig Il configuration, described in section 6.2, two different targets were used. One
thick 500ng/cm? CH., target was employed to search in relatively short runs for regions of in-
creased yield in the *'F(p,a) excitation function. The results using this configuration were part of
our first publication® on *'F(p,a) and are shown in Fig. 7.1, compared with an estimate of the
direct contribution taken from the literature®,

[mb] 17|:l(p,(lx)14(l) e

1 ]

0.17

500 ug/cm’ CH, target |
MeVi2g 30 32 34 36 38
ECm

Fig. 7.1  Thick-target cross-sections plotted asa function of the center-of-mass energy. The horizontal error-barsindicate the tar get
thicknessrather than an uncertainty. The cross-sectionserror barsindicate the statistical error only. The solid lineisan esti-
mate for thedirect contribution taken from theliterature®.
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The horizontal error bars indicate the area of integration over the energy loss in the target rather
than an uncertainty in energy. The beam energy uncertainty was less than 15 keV in the center of
mass system, arising mostly from the energy distribution of the ’F beam particles on the target.
The errors in the cross-sections shown here are purely statistical. The systematic error is esti-
mated to be less than 20%, mostly due to uncertainties in the *’F beam intensity and the angular
distributions of the a-particles.

In addition to the thick target measurements, studies with a thin 100 ng/cm? CH target were un-
dertaken, measuring an excitation function in the region of 3.3 MeV < Egn < 3.7 MeV and
probing the expected® resonances around Ecm = 2.3 MeV. Fig. 7.2 shows the measured cross-
sectionsin these regions of Ec,y < 3MeV and Ecy, > 3 MeV.

I I I I 1 1 1 1 I b
[mb] 17F(p,0c)140 f+ [mb]
0.1 [ 1
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0) / 10
0.01f ~10.1
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100 pgfem” CH, target
0.001 f 0.01

22[MeVl o6 28 3 32 34 36 38
Ecm

Fig. 7.2 Thin target cross-sections of *'F(p,a)*“0. The solid lineindicates the estimated direct contribution. The error-bars are statisti-
cal in s and represent the folded target thickness and beam energy spread in Ecn.

The energy resolution of the *’F-beam was ~500 keV and the energy loss in the target 700keV,
resulting in a combined energy resolution of better that 70 keV in the center of mass system with
a systematic uncertainty of 10 keV (center of mass) from the F-energy distribution on the target.
In addition to the statistical uncertainties of the cross-sections shown in Fig. 7.2, a 20% system-
atic error is expected from the uncertainties of the *'F beam intensity and the alpha angular
distribution. Within the statistical uncertainties, the thin target results agree with the thick target
measurements.

Together with the total cross-sections, angular distributions for the *’F(p,a)**O reaction were
measured. For that purpose, the two-dimensional spectrum of ring-number vs. Ejana (Fig. 6.50)
was separated into five angle bins, as shown in detail for the data from the Super Ludwig setup in
Fig. 7.5. The number of counts in each bin was compared with a Monte Carlo calculation for iso-
tropic emission of a-particles in the center-of-mass frame and an angular distribution calculated
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from the ratio. As shown in Fig. 7.3, the result did not alow to restrict the spin and parity of the
resonance to a certain value. The solid and the dashed lines indicate calculations for the angular
distributions of 1" and 4" states, respectively. No discrimination between these aternatives is
possible because of alack of data at the smallest and largest angles in the center-of-mass system.
For reasons of radiation damage, the forward Si-detector which detected the outgoing **O parti-
cles, could not be positioned closer than 4° to the beam, thereby severely limiting the acceptance
at small and large center of mass angles.

. — :
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Fig. 7.3 Measured angular distribution of thea-particlesat E;7 = 66 MeV. The solid and dashed line indicate the expected angular
distributionsfor aJ’=1" and J°=4" resonance, respectively. The measurement isinconclusive with respect to the total angular
momentum of the resonance.

7.2 Datafrom the November 1999 Setup

Performed with the Super-Ludwig setup described in section 6.3, this experiment generated data
on YF(p,p), YF(p,a) and 'F(p,p) reactions. All measurements were performed with a 100
nmy/cm’ target. The (p,a) measurements are therefore directly comparable with the thin-target data
from the August 98 run. Fig. 7.4 shows the high-energy data of both experiments combined. One
thick target point at Ecm = 3.24 is included, which is in good agreement with the thin target data.
Also, the overlapping points of the two thin target experiments agree except for the point at Ecm =
3.6 MeV, for which an average will be used for the further analysis.

As in the experiment in summer 1998, angular distributions of the a-particles were measured.
Fig. 7.5 shows both the data and the method of analyzing it for two energies close to the reso-
nances at 7.06 and 7.91 MeV in *®Ne. On the left side, the raw data (vertical bars) are overlaid
with simulated events from a Monte Carlo calculation for the reaction assuming an isotropic
angular distribution. Also shown are the regions in which both the data and the Monte Carlo
counts were summed.

" Note, that not all counts of the Monte Carlo simulation are shown in the figure.
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Fig. 74  “F(p,a)*O cross-sections measur ed with 100 mg/cm? tar gets. Data from August 98 are shown along with the data from the
November 99 experiment and the calculated direct reaction cross sections (solid line). Error barsare statistical.

If the total number of a-particle counts in the data is Ngata, the fraction in a given region Nregdata
and the corresponding numbers of a-particles in the Monte Carlo simulation Nuc and Nreggmc, the
unnormalized cross-section is given by

Nreg,dala

dS NdaIa

dTN(qcm,MC)u W (7.2)
This procedure ensures, that efficiencies, target effects, beam-spot size etc. are properly taken
into account since they are aso included in the Monte Carlo simulation. Similarly, the center of
mass angle gcmmc for the region is determined by averaging the center of mass angles gcm; of al
Monte Carlo events that fall into it:

N

g
a qcm,i

— i=1
qcm,MC -

(7.2)

Nreg,Mc

Jemmc 1S therefore a solid-angle-weighted average scattering angle of the respective bin. The re-
sulting angular distributions is shown on the right side of Fig. 7.5. Unfortunately, the statistics at
the large angles is not sufficient to rule out certain spin assignments for the respective resonances
(Fig. 7.5). Some information, however, can be obtained for the resonance at Ex = 7.6 MeV, which
is discussed below (Fig. 7.9).
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Fig. 75 Alphadatafor ¥F(p,a) at Eqn = 3.94MeV and Eq,= 3.21 MeV . Left: Binning of theraw data into groups together with iso-
tropic Monte Carlo calculation. Right: Derived angular distributionswith statistical errors™

The elastic proton scattering data were evaluated in a comparable way to the a data: regions of
the detector were assigned to center of mass angles qem by averaging over the center-of-mass an-
gles of counts from a Monte Carlo calculation. However, in order to calibrate detection
efficiencies for protons, a different scheme was employed. The detection efficiencies for protons
were expected to deviate from the values obtained from a an alpha source calibration. The range
of the protonsin the silicon detector (for most angles > 0.5 mm) is comparable to the width of the
detector ring segments (1.5 mm). Since the protons enter the detector at an angle, afraction of the
protons will pass from one segment to another, thereby changing the electronic response of the
detector and complicating the data analysis.

Since the kinematics of elastic scattering of protons off *°0 is very similar to the *'F case, the
well measured™ elastic proton scattering off *°O was employed to determine the systems re-
sponse. Protons scattered off the '°0O beam contamination were analyzed analogue to the
technique described for the a-particles. The result was compared with a Monte Carlo calculation
of the proton response of the idealized system with zero-depth detectors. Using measured proton
scattering phase shifts from the literature to describe the center of mass angular distributions,
deviations of the order of 10% were found.
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Fig. 7.6  Excitation functionsfor elastic proton scattering off *’F. The solid lines are the Rutherford cross-section, the dashed linea
geor_netric estimate of the nuclear potential cross-section. The error-barsare dominated by the uncertainties of the™F beam in-
tensity.

With these efficiencies, the same approach of binning and comparing count rates to a Monte

Carlo calculation of *'F(p,p) assuming isotropic angular distribution was employed to determine

the angular distribution. The excitation functions of *’F(p,p) at six angles in the range 72° < gem <

142° and 3 MeV < Ecn < 4 MeV is presented in Fig. 7.6. Also shown is the Rutherford cross-
section and the geometric cross-section of a hard sphere with radius R = 1.25*17%° + 0.8 [fm] to
provide ascae.

A measurement of the cross-sections for inelastic scattering *'F(p,p')*'F** was possible only in a
small angle regime (qiap = 52.5° - 56.5°), providing one data point at cm ~ 70°. Theinsert in Fig.
7.7, right, shows this segment in the Ey-qiap-plane as "projection ared’. At al other angles, a sepa-
ration of elastic and inelastic scattering was problematic: It was decided, not to use data from
angles where either of the groups starts to punch through the detector. Because of the finite beam-
spot size, detector effects and multiple scattering, elasticaly scattered protons could easily be
mistaken as part of the inelastic group at these angles. At angles below 42°, the energy separation
of the two groups becomes too small, again making a distinction difficult.

The analysis of the inelastic data at gcm = 70° was done with two different assumptions about the
actual shape of the elastic background under the inelastic peak: A linear elastic tail starting at the
minimum of the Q-value distribution and tail derived from *°O(p,p) elastic scattering. These two
aternatives are shown on the left side of Fig. 7.7 as thinner dotted and dash-dotted lines. No de-
tailed knowledge about the actual shape existed, the use of the oxygen scattering represented only
an approximation since the energy of the protons from *°O(p,p) elastic scattering was lower and
therefore closer to the electronic thresholds. More severely, the *°O beam was expected to show a
different intensity distribution over the target area and was wider in energy. While the linear
background assumption is likely an overestimation of the actual situation, the oxygen scattering
peak is probably an underestimation because of its proximity to the threshold. The average of the
two alternatives was used. If one method was in agreement with the assumption of no signal, the
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error bars were extended downwards to zero. Only for two energies, a clear signa was identified.

The resulting cross-sections are given in Fig. 7.7, right side, assuming an isotropic angular distri-
bution.
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Fig. 7.7 Right: Cross-section for theinelastic scattering *F(p,p')*"F*®, populating thefirst excited statein *’F at 495 keV. Theerror-
barsare statistical or upper limits. Left: Q-value spectrum of the elastic and inelastic proton scattering of onerun measured at
Ean=3.76 MeV. Insert: Scatter plot in the q.-E, plane. The solid line shows the kinematic cur ve expected for inelastic scatter -

ing, the dashed linefor elastic scattering. The dotted and dash-dotted lines show two different assumptions about the
background under theinelastic peak.

7.3 Assignment of Statesin *Ne

In the following, spin-parity assignments of statesin **Ne will be attempted, combining al avail-
able information, i.e. known states in the mirror nucleus **0, Coulomb-shifts, excitation functions
and the observed partial widths. Fig. 7.8 shows all known levels in both *0 and *®Ne. It can be

stated®®®’ that all states up to the first 27 (Ex = 5453 MeV) state are aready identified and as-
signed to analogue states in the respective mirror nucleus.

The next group of states in *®Ne is located at E, = 6150, 6297 and 6353 keV respectively. In a
recent measurement™, the 6150 keV level was assigned 1° (G = 50 keV) and the 6353 level 2°
(G 50 keV). That is consistent with our first p,a-experiment, in which we observed yield in the
6150 keV region, but not around 6353 keV. From the average of our two data pointsin the region
and the measured total width, we calculate a value of G, = 3.2" eV for the 1" state. No direct
information on the ratio of G/G, is available for this state. However, in the elastic scattering
measurement of Ref.™, alarge value of G, and the observed width of 50 keV would have resulted
inapeak at Ecn= 1.7 MeV, which was not reported. We therefore assume Gy << G, for this state.
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The state at E, = 6297 keV was observed in *°O(*He,n) and ?’Ne(p,t) measurements. Since low-
lying negative parity statesin **Ne are not expected to show large Coulomb shifts™, it is likely to
be the analogue state of the 3 state at E, = 6404 keV in 0. The suggested other assignment of
4" is unlikely since the 3 state would be missing in this case and no 4" state is expected in this
region. From the Wigner limits, the inelastic proton and alpha widths Gy and G, of the state can-
not exceed 3.3 keV and 1.8 eV, respectively. Our limit for G, from the data is 3.4 eV. Since a
measurement of the excitation function for elastic proton scattering™ does not show a strong
resonance, the total width has to be small.

3 8282 2950
2 8213 N 7910 (1)
5 8125 N A U/ 3 (2)
S,=8.04 MeV N 7610 1
5 8038 / 7350 (2)
(3°,4) 7977 7059 4
5 7864 6353 2
> e 6297 3
\—/——
1 7616 6150 1
4 7117 5453 2
0 6880 5146 3
(3') 6404 ,, S,=5.11 MeV
2 6351 ¥
5090 2
=6.23 MeV prw—
e 4561 3
a—— 4519 1
: S,=3.92 MeV
0 5336 -
PR , 36164 2
- 3576.3 0
2 2098 3376.2 4
1 4455
2" 39204
0 3633.8
4 3554.8 .
2+ 19821 1887.3 2

+ 0 “Ne +

0 0.0 00 0

Fig. 7.8  Assignment of levelsin ®®Ne and their analogue statesin **0

Our assignment of the 7059 keV level to be 4" is supported by the following observations: the pp-
elastic scattering excitation function agrees, especially at the sensitive angle of gcm = 142°, with
this assignment (see Fig. 7.10, Fig. 7.11). Since the state is expected to have a strong **O + a
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component™®, it should also have a large a-width. With a total width of 80 keV, which fits our
(p,p)- and (p,a) data, we find G, = 38 eV and thus a reduced width of 0.52. Only an upper limit
for the inelastic proton width G, < 0.6 keV was obtained, which is consistent with the Wigner-
Limit of 0.62 keV.

For the state at Ex = 7350 keV, (G = 73 keV) little experimental information is available, since it
was covered on resonance only in the ’F(p,a) measurement with the Ludwig |1 setup. The ob-
served a-strenght is in reasonable agreement with the assumption of a 2*-state with G, = 43 eV.
However, 1 , 3 or 4" are also possible spin-parity assignment. Since there is no missing 4" ana-
logue state in *20O left for assignment, this possibility can be ruled out. A 2* state would be the
analogue of the 8213 keV level in 0. For a3 assumption, the analogue state would be at Ey =
8282 keV and should have alarge a-strength, which we do not observe. For a1 assignment, the
correspondent state would be the at 7616 keV in 0. Since we can exclude a 2" assignment for
the next higher level at E,=7.61 MeV in ®Ne, and because theoretical arguments™ require the 2*
state to come down in this energy region and because of weak evidence from elastic scattering
(the data point at Ex = 7.29 MeV is low, as expected for a 2" state, see Fig. 7.10, Fig. 7.11) we
tentatively assign the 7.35 MeV state to be 2.

[arb.] | ™ Fitfor vy | single resonance
P, =528 PIP, theory
3.0 |p, set - P, 0.824£0.155 1 +0.188 -
forl=1, =1 | P, 0.165 0.2 (fixed) ] ‘]p:]_"|:1, CS=2
25 |P.andP, ¢’=1.052 P/P, | Pl Coef P/P,
’ P, 1.100 £0.091 1 0 3 1
— P, 1.238 +0.234 1.13 +0.23 | 2 0.6 0.2
P—1- |— _
P, 1230 +0.120 1 =1",1=1,3 mix
ds/dW 1 P, 1.857 +0.472 151 +0.41 1 =3 1=1.CcS =2
1.5 P, 0.652 +0.448 0.53 +0.37 - T
Pl Coef PIP,
1 0 7 1
1.0- 1l 2 56 o8

........................... J=4"1=2,CS =2
1 PI coef PP,
o5q4q  TTE==== 0 9 1

2 918 1.02
4 496 0551

T T T T T T T T
60 80 100 120 140  [deg]
qcm

Fig. 7.9  Fit of spherical harmonicstothea angular distribution near the E, =7.61MeV in ®Neassuminga 1" -state, free parameters Py,
P, and free parameters Po, P, Ps. Right: Theory valuesfor thecasesof J°=1",3 and 4%, in thelatter two casesfor the channel
spin with the maximum ratio s (140°)/s (90°) (CS=2).

The state at Ex = 7.61 £ 0.02 MeV (G = 72 keV) is strongly populated in the (p,a) reaction. The

choices from the Wigner-limits (see Fig. 3.4) are ’= 1", 2%, 3 and 4'. The elagtic scattered pro-

ton excitation functions exclude the J° = 4" possibility since this would produce a clear peak in
the spectrum in Fig. 7.10. Also, there is no known 2" or 4™ state in the mirror nucleus left for as-

signment. The (p,a)-angular distribution (Fig. 7.9) alows a 1' assignment for a3 20% | = 3

contribution, requiring an expected admixture of the f7 intruder into the resonance. Similarly, a

3 -state can produce the observed angular distribution. However, a 3° assignment would have a

G, of 0.43 keV, 7.7% of the Wigner limit. The ten times larger reduced apha-width (0.72 in
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Ref*®) and the extensive Coulomb shift of the then-mirror state at E, = 8282 keV in 0O make

such an assignment less likely. We therefore suggest a 1' assignment. Here, the Coulomb-shift
would be minimal (Exiso0 = 7.62 MeV).

Ecm 3.2 3.4 3.6 3.8 [MeV]
= | | - | = | = b/
! qcm — 1420 [mb/sr]

............. J=4,2,1,2,1 1100
T—J=24321 ]
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71.72
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L}
™
a 1 a "L a 1
Ex,18Ne 7.1 7.3

Fig. 7.10 R-Matrix calculation (MULTI) and "F(p,p) elastic scattering data at g = 142°. While no information for the states above E, =
7.3 MeV can be obtained, the 7.06 MeV state can be assigned to be 4*, G=80 MeV. The numbersfor therespective line styles
refer to thetotal angular momentum J of the statesat E4 = 7.06, 7.35, 7.62, 7.72 and 7.91 MeV.

Both °0O(*He,n) and ®’Ne(p,t) measurements identified a state at E, = 7.713 keV in ®Ne. We also
find a peak in the excitation function for inelastic scattering at Ex = 7.72 £ 0.02 MeV with awidth
of 80 £ 40 keV. The errors in the width and the resonance energy are dominated by the uncer-
tainties of the beam particle energy distribution and the statistical errors from the least squares fit
(see Fig. 7.12). Expression 3.10 (no background term) was used to fit the 7.72 MeV resonance.
The assignment of a certain spin and parity to this level is difficult. Since the (p,a) yield for this
state is small, one can conclude that it is likely an unnatural parity state. Thereisa 2 -level in 20
at Ex = 7771 keV. The elastic scattering data do not exclude this possibility, and the large inelas-
tic scattering width supportsa J’ = 3", Thus, thislevel is tentatively assigned 2 .

At the highest energy corresponding to Ex = 7.86 MeV in *®Ne, we observe an increase in yield of
the Y'F(p,a)*O reaction. In **0O(*He,n) and ®Ne(p,t), a state is observed at E,=7.91 MeV, but no
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spin assignment has been made. From our data point and the resonance energy, we obtain a lower
limit for its width of 50 keV with a partial alphawidth of G, > 1.0/(2J+1) keV and a best fit for a
width of ~70 keV and a G, = 2.2/(2J+1) keV. It is, however, possible, that the strength of the
state is considerably larger. The alpha angular distribution (see Fig. 7.5) is not conclusive, but
consistent with a small angular momentum, including 3 . Since thereis at least one 1" state in 0
(Ex = 8038 keV) left for assignment, which should not show a large Coulomb shift, we tenta-
tively assign the state at 7.91 MeV to J’ = 1". There is also a possibility of the state being the
analogue of the 3 at E, =8282 keV in *?0.
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v | v | ¥ T v T ” [mb/sr]
- Oom = 72° 790
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n \J:2,4,3,2,1
! \“~J:2,1,3,2,1 I
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E 7.1 7.3 7.5 7.7 MeVl 79
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Fig. 7.11 MULTI-R-Matrix calculation (scaled by 0.4) and "F(p,p) elastic scattering data at qem = 72°. Weak evidence for a 4'-
assumption for the E,=7.06 state and the 2*-assumption for the E,=7.3 MeV state can be derived from the data. The datain the
E,x=7.6 MeV region is non-conclusive.

Finally, is should be noted, that the thick target measurement (see Fig. 7.1) showed a (p,a) yield
below E;, = 3 MeV that is significantly above the estimated direct background. Since there are
no low-lying natural parity states in *2O left for assignment, this could indicate that the direct
contribution is underestimated, at least in this energy region. Another possibility is, that the state
observed in the (*He,n) and (p,t) experiments at E, = 6.30 MeV and now assigned 3 is identical
with the 2° state at 6.35 MeV, clearly seen in the recent proton scattering experiments'. This
suspicion is fed by the surprising non-observation of a state at 6.30 MeV in that measurement. Its
reported width of 140 keV from the (*He,n) experiment is in clear disagreement with the (p,p)
result. In this case, the 3 -state would still be missing, and could well be located between 6.35 <
Ex < 6.9 MeV, contributing to the observed yield.
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Fig. 7.12 Excitation function of inelastic proton scattering (solid line) in comparison with the excitation function for the’F(p,a)*0
reaction. Theleast squaresfit to the data takesthe target thickness and the finite energy width of the beam into account.

Fig. 7.13 shows a least squares fit to all alpha resonances using the expression 3.10 for each peak
as a parameterization.
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Fig. 7.13 Least squaresfit to four resonancesin *’F(p,a) to determine the widths and amplitudes. The solid line representsthe sum, the
dashed lines the respective resonances and the dotted line the direct background as provided by Funck and Langanke.

The energy vaues for al but the 7.61 MeV state were taken from the literature, and the direct
contribution (mostly 1°) from Funck and Langanke'® added as a first order correction. Note, that
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in principal, the background should be treated as an interfering term instead of as an offset to the
cross-section. However, since it isa small contribution, the resolution of the present measurement
does not allow to decide about the phase. This does introduce a substantial uncertainty for the
strength of the resonances at 7.92 and 7.35 MeV if one of these should be 1. In the fit, the width
of the 7.92 MeV resonance was adjusted to 70 keV and for the 7.06 MeV resonance to 80 keV, a
value compatible with both elastic proton scattering and (p,a) data. For the 7.92 MeV resonance,
the error in G was estimated by a comparing results with different width and their impact on they
quality of thefit of the 7.61 MeV resonance.

The parameters for the states in ®Ne are summarized in Table 3, combining the information
gathered in this thesis, from theory and from other recent measurements. The values of G, are
calculated using equation 3.12 except for the value for the 6.15 MeV dstate, that is based calcu-
lated using equation 3.13. For the 7.72 MeV data point in *’F(p,p’), equation 7.5 was used for Gy
instead for G,.

P | E(*Ne) | EX*O) G G Wiz p) G Gy G,
[MeV] | [MeV] [keV] [eV] [eV] [keV] [keV]
Ga,V\:igner
T 6.15 6.198 50°+ 5 3.2° 9.6 50 +5 0.25
3 6.30 6.404 small? <34 small?
<18 <33
0.34° 2.4°
2 6.35 6.351 ~ 507 - - 50
q* 7.06 7.117 80+ 40 38+ 13 324 + 117 80+ 40 <0.6 0.5
29 7.35 8.213 73 £ 60 43+ 32 215+ 163 73+ 60 <2 0.004
1 7.61 7.62 72+ 16 1000 + 110 3000 + 330 72+ 16 <4 0.013
@) 7.72 7.771 81+40 68+ 40 13+5
1) 7.92 8.04 >50[~70] | >300[~730] [~ 2200] [ ~70] [<~6] [~0.005]

Table3 Compilation of resonance parametersfor statesin **Nefor E, = 6-8 MeV. Errorsarel s, unsymmetrical errorsare calculated
according to a Poisson distribution®. Indices:
%taken from Gémez del Campo®®
°from Wigner- limit
‘estimate by Hahn® et al.

7.4 Astrophysical Reaction Rates

Calculations of astrophysical reaction rates for the **O(a,p)*’F reaction based on equations 3.2
and 3.4 are presented in Fig. 7.14. On the left side, the contributions of the resonances is shown
independently with the error bands from the uncertainty of the respective G,. In the following, the
relative importance of the respective resonances in the temperature range 0.5 < Tg < 3 is dis-
cussed. At all but the highest temperatures well above Ty = 2, which occur in X-ray bursts, the
6.15 MeV 1 state dominates. The uncertainty of its G, -value gives raise to an uncertainty of one
order of magnitude in the resonant *’F production in this region. The 4*-state at E, = 7.06 MeV
gains importance around Ty = 2.5. Only at very high temperatures of Ty ~ 3, the two states at Ex =
7.61 and 7.91 MeV contribute significantly. The 2*-state ate 7.35 MeV has no importance for the
stellar *O(a,p)*F rate at any temperature.
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The right side of Fig. 7.14 compares the contributions to the stellar *F production mechanisms.
The direct contribution (long-dashed line) is about as strong as the contribution from the com-
bined high-lying states (short dashed line) in the range of 7 MeV < E, < 8 MeV in ®Ne. At the
temperature expected for the break-out from the HCNO-cycle (0.4 < To < 1.0), the direct contri-
bution exceeds the combined yield of these resonances, while in later phases of hot novae or X-
ray bursts (Tg > 1.5), the high-lying resonance yield is more important than the yield from the
direct process. However, at all but the highest temperatures of (Tyg > 2.5), the 6.15 MeV 1" reso-
nance dominates al other channels before the high-lying states take over. Therefore, one can
conclude, that the direct contribution does not play an important role in the stellar production of
YF &t temperatures between 0.5 < T < 3.0. The total combined yield falls almost on the solid
curve marked "resonances' and is therefore not shown in Fig. 7.14. As long as the uncertainty in
G, for the Ex = 6.15 MeV resonance is large, the question of the phase of the direct (mostly 1)
contribution relative to the 1" resonances is of minor importance for <sv>. Below Tg = 0.5, a
strong interference term between the direct channel and the 6.15 MeV resonance contribution is
predicted® by Hahn et a. Their G, value of 2.3 eV for this state is well within our experimental
uncertainty. With our dlightly larger value of 3 eV, we get a about 1.5 times larger rate. However,
given the uncertainties, their estimate is in excellent agreement with our measurement.
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0T Uncertainties
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Fig. 7.14 Astrophysical reaction rates. Left: Theindependent resonances with error bandsarising from theuncertaintiesin G,, Right:
Themajor contributions, i.e. theresonance at 6.15 MeV, all known resonances, all resonancesin therange7 MeV < E,<8MeV
and thedirect contribution from Funck and L anganke.

For convenience, the Table 4 gives evaluated expressions for the respective resonant contribu-
tions to the reaction rate shown in Fig. 7.14. Since all terms are of the form

1O

&l @ T2
Clg;gs e (7.3)

G,
T

N}

QG

only the coefficients C; and C; are given.
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The 3 state at E, = 6.30 MeV, if present, was estimated™ to have an alpha width G, = 0.34 eV.
Using this number, an additional term would result:

3 =

&l @ Tos

= 6.74X0°¢— 2 & 190

This yield would be less important than the contribution of the 6.15 MeV resonance at lower
temperatures and less important than the Ex = 7 MeV group of resonances at high temperatures.

Contribution to <sv> [cm?/ (mol-s)] C: C
1" resonance at E, = 6.15 MeV in *®Ne 272 30° 12.02
4" resonance a E, = 7.06 MeV in ®Ne 7.58+2.3-10° 22.6
(2" resonance at E, = 7.35 MeV in ®Ne 6.04+ 45 -10° 25.9
1" resonance a E, = 7.61 MeV in ®®Ne 8.43+0.9-10’ 29.0
(1,3") resonance a E, = 7.91 MeV in **Ne 6.275° 40 324

Table4 Resonant contributionsto <sv> of “O(p,a)'’F

Comparing our work with the previously known information and assumptions, we find deviations
in the assignments of the states in the 7 MeV region in ®Ne. Especialy the state at E, = 7.35
MeV, previously assigned to be 1 and now reassigned to be 2" with a much smaller wg has lost
its astrophysical importance at temperatures above Ty = 2. Supporting evidence for the quantita-
tive calculations”™ on the astrophysical reaction rate of the **O(a,p)*F reaction in the temperature
range of 0.5 < Tg< 2.0 was found in a direct measurement.

7.5 What isleft to do?

On the question of the *O(a,p)*’F reaction, an additional measurement determining G, of the E,
= 6.15 MeV resonance in **Ne is required. With better statistics on this parameter and a verifica-
tion of the assumption that Gy << G, for the 6.15 MeV state, a reliable reaction rate over a large
temperature range would be provided. To gain information on the expected rates at the lowest
temperatures of Ty < 0.5, a determination of the phase of the direct background in the vicinity of
the resonance is required. The first of this two undertakings seems feasible with the technique
described in this thesis, for the latter, a significantly stronger *'F beam would be required to over-
come the even lower cross-sections off resonance.

The next step would be to tackle the *®Ne(a,p)**Na reaction. We have aready demonstrated the
production of a ?*Na beam. This allows to use the system *!Na + p in an analogous way as we
used the *'F + p configuration to determine G,, G, and the inelastic proton width. However, in
this case, the sum of about 10 inelastic widths G;;, corresponding to energetically accessible ex-
cited states in ?Na, has to be determined together with a strength distribution in the inelastic
channel.

The measurement of the **O(a,g)**Ne reaction with its narrow resonances is a particular experi-
mental challenge. It would be the simplest to postpone it until the second generation radioactive
beam facilities become operational, providing higher intensity beams of superb energy resolution.
However, using an inventive, novel technique...
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8 Appendix
8.1 Thanks

| would like to thank everybody on the following long (and still incomplete) list of people for
their help and support for this thesis, for being good colleagues, for enduring my moods between
enthusiasm for a new (not always good) idee and poorly concealed anger about setbacks. These
people are / thanks to...

... my advisors Ernst Rehm and Hans-Joachim Kdérner of whom the first had to put up with
me and my teasing of his VAX-centered worldview for the last four years and the latter who
had not much benefit from sending me to Chicago besides that | could not screw up his com-
puters here in Munich.

... Cheng Li Jiang who checked the analysis of all data presented in this thesis and who at
least tried to keep me from attempting impossible experiments.

... John Schiffer who always forced me to explain exactly, why | wanted to do something,
taught me physics and did calculations, that would have been my business to do.

... Michael Paul for coming to my experiments al the way from Israel, for LN,-frozen ba-
nanas and all the other fun we had during the experiments.

... Richard Pardo who did the transport part of the calculations used to predict the secondary
beam intensity and managed to actually tune the beast onto target, usually at about 4 am.

... Thomas Faestermann for reading through this thesis and patiently answering my questions
while writing it.

... Robert Janssens for alot of practical advice, help with our beam times and (!) BBQed Bur-
gers on his famous 4™ of July celebrations.

... Ingo Wiedenhtver who helped with the electronics of way too many channels of silicon.

... John Greene, who made not only our targets but first of all spent a combined two months
of his life making windows for the gas cells and did a substantial part of the development of
the (tricky) window mounting technique.

... Irshad Ahmad for providing radioactive sources and for a lot of answers to questions con-
cerning radiation safety and gamma detection.

... Tsu-Fang Wang, now at LLNL, who was the first at ANL to have the idea for our beam
production technique and who came many times from California to Illinois, just to see "it"

happen.

... Bruce Zabransky, who did not only the mechanical engineering of the cells and the mov-
able solenoid mount but also patiently explained to me once a week which number-something
screw matched which drill and where to find both of them.

... JJm Specht and Bruce Nardi of whom the first build an actually working automatic liquid-
helium and LN, refill system for the superconducting solenoid and the gas cells and the latter
for building and programming the electronic controller for it.
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... Dale Henderson and Tad Pennington who had to suffer through several broken detector
windows and aways somehow, somewhere found the parts to build jet another gas handling
system. Without Dale's experience, the annular Bragg counter would never have worked.

... Ken Teh, our UNIX-wizard, for lending a hand in computer questions even through my
Microsoft text processor kept renaming him "Ken The'".

... Phil Wilt, who did a great job building my real-time 10 MHz multi-channel analyzer for
beam tuning

....John Rohrer and Jm Joswick who not only helped to set up the hardware of our primary
target assembly, but also put up with the regular disappearance of turbo pump carts, gaskets
and O-rings from their stock.

... Tom Mullen and the hedlth physics team who aways remained helpful and friendly in the
face of hydrogen bombs and |oose contamination in the beam-line.

... Garry Zinkan and the accelerator team which did their best to make our experiments work
even through we produced "a big mess' in the beam-line tunnel, lovingly dubbed "the subma-
rine" for being absolutely inaccessible after we put in the gas cell.

Finally, a big thanks to and al the people who helped in the beam times and are not listed above:
Alan Chen, Alexandro Sonzogni, Andreas Heinz, Francesca Borasi, Jack Caggiano, Jeff Black-
mon, Juha Uusitalo, Michael Smith, Peter Parker, Ralf Segel and Rolf Siemssen.
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8.2 Documentation for the M onte Carlo Package.

The Source code of the program is available from the author on request. The following is the re-
adme.txt -file distributed with the code.

*** S OURCE and DETECTORS ***
and sone related tools

A 3D-Monte Carlo (MC) systemfor two particle reactions in a layered target with a set
of user defined detectors. The two-particle restriction mght fall in a later version,
parts of the systemcan already handl e nore particles.

1 GENERAL CONCEPT

"Source" produces table, in which every line represents one event of a user defined
reaction in a three layer user defined target or sinmulates a Source, like e.g. and Al -
pha source. This output can be used directly, or filtered by the tool Gates. A
satisfactory output file can be plotted(e.g. with GNUPOLT), histogrammed by Hist, or
passed on to Detectors, that will read the input file and test each event for hits in
the detectors. It outputs a file simlar to that of Source, now including information
about positions of hits in absolute coordinates or strip- and detector nunbers. Again,
the output can be filtered with Gates, plotted with GNUPOLT, and histogranmed with
Hi st.

It should be nentioned, that awk (or the GNU version of it, gawk) work fine with this
files, which provides additional freedomto nmanipulate the events (calibration, change
of units, sumenergies, ... ).

Source is the first programin the chain of tools described here. It provides the "raw'
events, that can be processed to closer resenble the data actually neasured in the
detectors of the experiment. The Monte Carlo simulation is based on reaction ki nematics
and Zieglers stopping power fornulas. The straggling algorithm used is based on sem
enpiric equations, that provide reasonable results for npbst cases. However, especially
to obtain a better energy and angle straggling, it is possible to calibrate these func-
tions by "Fudge Factors", that can be obtained by running e.g. TRIM or fitting
experinmental data. For performance reasons, the position of the particles is sinulated
in a cruder way, (only one step per layer with sonme enpirical correction function) and
will be unreliable for large angles and thick targets. For thin targets like foils or
for thick targets but snall angles, the simulation should be ok.

The outline of Source's function: Source reads a reaction definition file (RDF), and
runs a nunber of particles through this system For each incident beamparticle, a line
of output is send to the UNI X standard output device (stdout), i.e. the termnal, if
not redirected. The contents of the line is controlled by a string "TableConString",
that lists the paraneters (like energy or angle) of the products and/or the individual
beam particle, that are desired. The nane of the RDF and how many particles are used,
sone basic paraneters of the incident beam are controlled by the comrand |ine. Addi-
tional parameters of the simulation as well as of the output (like units) can be
supplied optionally via swtches.

Besi des the RDF, there are other (optional) input files, that can be used to define an
angul ar distribution of a reaction, the precise energy profile of the beamor its angu-
lar spread. Unlike the RDF, which is a well comented file, these input files are
nerely dunped arrays of fixed |length, and should be produced by sone suitable software
(like a 5-liner my the user, a shell-script or a spread-sheet programw th capabilities
to export ASCII)
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2.1 SYNTAX AND PARAMETERS:

Source [-swi tches] Tabl eConftring ReaFNane # Particl es EBeam dEBeam dABeam

Al paraneters, except for switches, MJST be provided. "Zeros"(e.g. for dEbean) are not
recommended, since | did NOT debug for such cases. Since a lot of people like to see
exanples first, | provide sone sinple ones here:

exanpl es: Assuming, that the RDF "16Qdnl7F.reak" <contains information about
the inverse 16Q(d, n)17F reaction, i.e. the target is 2H gas or CD2.

Source 3e3t 16Qdnl7F.reak 10 80 .01 .01

a two colum table (energy and angle) of the reaction product (17F) wth
10 lines, calculated according to the target and reaction definition in
the file "16Qdnl17F. r eak"

Source -B 0.5 -GRd 3e3t4e4t 16Qdnl7F.reak 100 80 .01 .01 >

Simlar, but with an extended beam spot of 0.5 nm (one signmm)

radi us, Gaussian distribution of beam particles. The table now
has 100 lines and includes al so the second reaction product
(neutron).

The output of the polar angles is nowin degree (-d). Note, that
the -B switch was put separately. "-GRTdB 0.5 " woul d have al so
wor ked, but NOT "-GRTBd 0.5 ". Switches with paranmeters have to
be last. That can cause erratic error nmessages, since the scanner
m ght not di scover the problemuntil processing a | ater paraneter.

Source 3H3S4S 17FCH2al4Q reak 100 80 .01 .01

Simul ating the 17F(p, al pha) 140 reaction in a CH2 target,

this produces the required output for the program Detectors
(see below) to detect coincidences in a detector array. The 3H
(CMangle at birth) will be ignored by Detectors, and can

be used to generate a plot, that shows, which Detector Strips
relate to what CM angl es.

2.1.1 Switches

Here is a conplete list of all swtches:

v Be wordy about the internal paraneters

R Beam spot round (instead of square)

G Beam spot gaussian (instead of a flat distribution)

B <si ze> define the size/radius of an extended beam spot in mm
either the limts or one sigma, depending, if the -G option
is active.

d CQutput all polar angles (theta) in degree

D Qutput all angle in degree

r{GN G FW FO <doubl e> paraneters for random nunber output:

rGO <Centroid of Gaussian>

r GV <Si gma of Gaussian, about 0.43 * FWHW
rFO <Center value of flat randomdistribution>
r FW <mMax. deviation from Origi n>

m Al output of the dinmension length in nm
(instead of the default cm

s <iseed > sets an iseed for the random nunber generator
(positive integer)

z |If a product particle is stopped in the detector, zero all its
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paraneters, and the output of the <PartNr.>S-comand is conpletely
suppr essed.

X Save the internally generated cross section array XS(E) to

"EXSDi st . out"

Save the initial beamangular distribution to file "ABeanDi st.out"

Load the initial beamangular distribution fromfile

" ABeanDi st . dat"

e Save the initial beamenergy profile as used for the MC to

" EBeanDi st . out"

Load an beamenergy profile fromfile "EBEanD st.dat"

Load ADi st XS(Om) and convert internally to XS(th) fromfile

"dSAdWCMDI st . dat "

(note, that this file should be the cross-sections dSi gna/ dOrega,

so they are, in general, NOT zero at zero/ 180 degree).

>

=m

Format of the file :
3600 i nes:
angl e (beginning of bin) <WiteSpace> Rel ativeVal ue
for exanpl e:

BOF

0 4. 600000
(3598 nore |ines)

3.14072 0. 600003

ECF

(the BOF/ECF line are not text of the file)

—

Save ADi st XS(th) save file "dSdTCMD st. out™”

T Load ADist XS(th) fromfile "dSdWCMDI st. dat™

(note that this distribution should go to zero for zero and 180
degree. HOMNEVER, Source does not enforce such a rule.

Format: As in the case of the -Wswitch for "dSdWCMD st. dat ™

The distribution files nmentioned (.dat o .out) here have all the same structure:

x y data-points (x equally spaced).
The beam di stributions have 512 el enents.
The angul ar- and energetic cross-sections have 3600 el ements.

2.1.2 Conmmands for table output, the format of the Tabl eConString

The Tabl eConString list a row of independently eval uated paranmeters of one to (at pres-
ent) 2 letters, that correspond each (with exception of {2|3/4}S) to one colum in the
output table. A table string of "3ede", for exanple, will result in a table of two col -
ums and # Particles events lines, the first colum being the third, and the second
colum the forth particles energy after leaving the target. There are no spaces all owed
i n-between the entries, repetitions are all owed.

Format: Entry[Entries]

Before each Entry, a single dot '.' is allowed (but not required)
to increase readability of the command string. Only sone dots
can be used, but no dot after the last entry is accepted.

The nost inportant group of commands provides information on particles 2 (the projec-
tile), 3 (the product) and 4 (the "other" product/residual). In this sense 2,3 or 4 is
the nunber of the particle Pn in a reaction of the type P1(P2, P3)P4. The followi ng com
mands are therefore all start with one of this nunbers and then the letter given bel ow.
Note, that particle 2 disappears in the reaction. Therefore, the letters have a differ-
ent neaning then for particle 3 and 4.

73



Appendix

e Energy after the target (MeV) (2e: at the reaction point)
stopped particles: D sregard!
uncharged particle: After reaction!

t Polar angle theta (RAD deg) (2t: at the reaction point)
stopped particles: D sregard!
uncharged particle: After reaction!

p Atzimuthal angle Phi (RAD deg) (2p: at the reaction point)
st opped particles: D sregard!
uncharged particle: After reaction!

s Atomc charge of particle, randomy chosen according to Robinett/
Bobi nette and Baron & Del aunay PRA 12(1975)40. The target correction
(fromthe 12C optim zed code) done assunming, that the charge state
equilibriumis domnated by the first element given in the
passi ve |layer definition on the respective side of exiting the
target. For details, see the RDF file explanation.

E Energy after reaction (2E: before the target)

T Theta (RAD/ deg) born, neasured relative to the direction of
flight of particle 2 in the nonent of reaction. For one reaction
energy, 3T vs. E3 is the kinematic parabola w thout any straggling
effects. (2T: Angle of incident beam particle before interaction
with the target)

P Phi in the systemof noving particle 2 at nonment of
birth. Corresponds to 3T, 4T conmands, 3T-4T = PI/-Pl. (RAD deg)
(2P: Phi of beamparticle hitting the target)

H Angle theta in the Center of Mass at nmonent of birth,
corresponds to the T-command ( RAD/ deg).

(3T: Always 0)

X,Y¥,z Last position in target [CMmj. For uncharged particles and
particle 2 always the reaction point. i.e. 2zxy = 4xyz for an
uncharged particle 4 (a neutron). For a charged particle, the
Z conponent is always the location of the first or the |ast
surface of the target.

St opped particles: Disregard!

X, Y,Z Last x-y-z conmponent of the particles D RECTI ON. Behaves as
a unit vector pointing in direction given by p,t, which are
defined as described above.

r Radius of the particle neasured fromthe beam axis at |ast

target |ayer.

v v/c0O, calculated frome-paraneter.

flight-tine of the particle, neasured. The norment of the incident

particle hitting the 1st target |layer defines T=0. Please not, that

the time paraneter is a crude neasure, derived fromlinear mddle
velocities and linear distances in each |ayer.

(i.e.: dT,layer= sqrt((x1-x0)"2+(yl-....) / ((v0O+vl)/2))

m Mass of the particle in anu

Nucl ear charge (Z) of the particle in e+

short for conls 'Lemtpxyz', but always in cmand rad, with no

regard to switch settings like -mor -D. Used to generate output

for the program Detectors (see way, way bel ow)

—

()=}

The followi ng commands don't have a nunmber in front of them but are related to one of
the particles, N. 2:

X,y¥,z Position of beamparticle hitting target where z is al ways
zero (the position of the entrance w ndow.

The last group inserts non-particle related colums in the output file:

L Print a"|" (vertical line) in the mddle of that col um.
r{@ F} Random number (Gaussian or linear).
rG A nunber randomy generated using a Gaussian distribution
centered around the origin and with a sigm defined by the
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-rGWand -r@& swi tches, see above. The defaults are 1 for
Si gma => FWHM about 2. 36, and centroid around O.
The maxi mum m ni mum val ue, however is Centroid +/ - 5 Signa.
rF: A honogeneously distributed random nunber around the origin
and with a width defined by the -rFWand -rFO switches. Defaults
are the width 1 around the origin 0, allow ng for val ues
between -0.5 and +0.5.

Note, that Source (since a lot of nunmerics and stepping over distributions is involved)
is fairly slow conpared with Detectors and especially tools like awk, H st or Gates.
For several thousand events, it m ght nake sense to include nore paraneters than
needed for one particular plot in the output in order to avoid a re-run for the next
pl ot .

2.1.3 The Paraneter # Particles, EBeam dEBeam and dABeam

These paraneters nust be supplied to Source. They have to foll owi ng neani ng:

# Particles The nunber of particles thrown at the target. Zero is a
perm ssible value, and results in no cal cul ations
perforned. However, since the initialization is perforned,
switches like -x (dunp the created cross-sections XS(E))
wor K.

EBeam [ MeV] The beam energy in MeV, it should not be zero.

dEBeam [ MeV] (One Signm of the gaussian energy distribution of the
beam resulting in a spectrumwith a FWHM of about 2. 36
ti mes dEBeam

dABeam [ deg] The probability distribution to create a prinary
particle with a certain incident angle is created by using
a gaussian distribution with dABeam as signmg, that is then
multiplied by the Angle itself and finally normalized. This
is an approximation for Gauss(Angle)*sin(Angle) for snall
angl es.

2.2 STRUCTURE OF THE REACTI ON DEFI NI TON FI LE ( RDF)

The RDF is a plain text file, that is designed to be (reasonably) readable by humans,
i.e. it allows for cooments and so on. It is read at the start of Source and the source
of nmost of its paraneters describing the reaction and all the paraneters describing the
target. The target consists of three layers, of which only the mddle one permts reac-
tions. However, straggling and particle tracing is done for all the layers. It is
assuned, that the particle enters the target fromthe Layer-One side (z = 0) and pro-
ceeds through the material. The reaction is nodeled as a two-body process (reaction or
decay) and allows for adjustnment of Q values etc.

The following (between the lines of star (*)) is a syntactically correct RDF with lots
of comments to explain the entries:

Rk I b o bk S R R S kS R R kR Rk o S R Rk Ik b Sk bk b S R R I

Reaction file for Source: d(160 17F) n

This text will not be interpreted by Source since it is before the
keyword "B..." in the next line (can't wite it here, that would
trigger the interpreter!):

BEA N
! projectile (this line is a comrent and will not be interpreted,

! since it starts with an exclamation mark (!).
! Not e, that Source knows masses and nucl ear charges of all stable
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! and nost known unstabl e i sotopes.

160

I Aline "DC' after the definition of the beamindicates, that the

! particle decays instead of reacting with the target. This is

! inplenented by assumi ng a zero-energy ganma target!

1 DC (here comment ed away, since we want a reaction!)

I Asingle line "SM will switch off all processes before the decay

! and create a parent nuclei evenly distributed in layer 2. This

! Source Mbde is only valid after DC, otherw se, an error nmessage wl |
! be displayed (Source will interpret "SM as the el ement samarium and
! conpl ain about the m ssing isotopic nmass)

1 SM (here commented away, since we want a reaction!)

! observed particle 3, the ejectile, in T(P, E)Resi dual

17F

| ============ 1st |ayer, HAVAR !

! In seperate line:

! * First the material,

! Not e, that the nunbers before the brackets are nol ar

! contributions to the material, that have to be integer.

! Note al so, that isotopes can be given (60N ), but are not
|
|
|
|

needed. If no isotope is given, the natural isotope mx
(average mass) is assuned.

* The thickness in ng/cnt*2

* The physical length [mm].

42(Co)20(Cr)13(60Ni) 1.9 0.01

I Note, that the first element herein will be used to correct the

! atomic charge of an ion leaving the target in this (backward)

! direction, passing through this window. In this case, the correction

! would be done for Z = 27 (Cobalt). See also the conmrent on the 3rd |ayer.

Straggling normalization for 1st layer for particles 2 to 4 in the

format:

Nr O Par  Thi cknessConpar e[ ng/ cnf*2] EConpar e[ MeV] AVal ue[ deg] EVal ue[ MeV]
1 Sigma 1 Sigma

The procedure works like this: Fit the "real" distribution with a

gaussi an (energy case) or an gaussian tinmes sin(angle) for the angle

case for particles with an energy as close as possible to the energies

i nvol ved here (real neans a high-quality sinulation or neasured data).

Enter the values found in degree and MeV after the nunber of the

particle (2-4) each in one line.

2 1.0 90.0 0.3294 0.1297
3 1.0 60.0 0.5987 0.1584 ! not really needed; products go forward!
! 4 is the neutron, don't give a val ue!

ENDLAYER

| =========== (@Gas Target: 2H !

First the material, then the thickness in ng/cnf*2, then

the physical |ength [ mmj

Al the same as above, except that the first element of the
target conpound HAS to have an isotopic nmass, since this is by
definition the particle "1" in 1(2,3)4 of the reaction.
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1(2h) 1.6 35

! Straggling normalization for 2nd |l ayer for particles 2 to 4 in the
I fornat
I NrOf Par Thi cknessConpar e[ ng/ cn*2] EConpar e[ MeV] AVal ue[ deg] EVal ue[ MeV]

2 1.0 80.0 0.1278 0.08705

3 1.0 70.0 0.1633 0.08897

! 4 is the neutron, don't give a val ue!

! the next line indicates, that you are done with corrections. It has
! to be present, even if there are no correcti ons nade (which is good
! for nost cases!!)

ENDLAYER

| ============ 3rd | ayer, HAVAR !

! First the material, then the thickness in ng/cnf*2,
! then the physical length [ mj

I (all the sane as layer 1)

1( C) 420( Co) 200( Cr) 130(Ni) 1.9 0.01

! Note, that a minimal contribution of carbon was added as first conponent
! of the target. This will simulate a thin carbon stripper foil after the
! gas target of this exanple, since the charge states will be corrected

! for the 1st target conponent, here for Z=6 (carbon)

! Straggling normalization for 2nd |l ayer for particles 2 to 4 in the

I fornat

I NrOf Par Thi cknessConpar e[ ng/ cn*2] EConpar e[ MeV] AVal ue[ deg] EVal ue[ MeV]

1 2 Not necessary: Primary ions don't |leave target in this sinulation
I (100% reaction rate!)

3 1.0 60.0 0.5987 0.1584

! 4 is the neutron, don't give a val ue!

ENDLAYER

| ========= @ Val ue correction/excitation for the reacti on ==========
Q Value: Gve an EXCITATION to the mass val ue fromthe database,

and assign it to a particle (all four particles can be excited). To
correct a wong Qvalue in the database, you can also assign a
"negative" excitation to a particle. Note, that positive val ues of

the products and negative val ues of the projectile/target correspond
to nore negative Q val ues.

1 37.89999
2 0.0

1 3 0.495
0.0

(none of the lines above has any effect. The first three, since they are
comrent ed away, and the 4th one because, the value (0) is the default.
Note that the third one, w thout the comment (!), would sinulate the
(dominant!) production of 17F in the 1st excited state instead of the
ground state.

ENDQ
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| ========== Definition of the X-section for the reacti on ===========

The following keyword starts the interpretati on of the cross

section information XS(E) of the reaction. Note, that it is not done
in an array of fixed length and step width as in the case of angul ar
distributions XS(Theta), but in data-points, that are then used to
generate such an array internally. | felt that angular distributions
woul d be generated by Legendre Polynonmials, so the user can easily
provide an array type input, while here neasured data points would
be used nore conmonly.

PS: Way did | include XS(E) in this file, but not XS(Theta?). Because
XS(Theta) can change rapidly with energy, | thought, it would be
sinpler to supply this information, if needed, for the energy
of interest.

CROSSSECTI ON
In which systemare the data-points neasured? In the systemof the
target, here 2H, which is the lab systemfor this reaction

Center of Mass System

T
Cc
P Projectile System which is here 160

!
!
!
!
|
!
! The data bel ow was neasured in "normal" kinematics (d,n),

! which is the projectile systemfor our reaction, that is inverse.

P

I First, the units of X-section and then, in a new line,
! the unist of the Energy.

I Accepted units are:
!
!

b = barn or mb O mllibarn and

MeV or eV
nb MeV
! Energy-Range of the X-Section-section ! ! For technical reasons, |
want to have the energy of the first and the ! | ast data point ahed of

the data itsel f!
2.15 16.0

Data points fromthe Landolt-Boernstein conpilation.

You have to provide at |east two, and they have to cover the energy
range of interest for the reaction. Note that the nmagnitude of XS(E)
plays no role in the Monte Carlo sinulation. However, the next
version of Source will probably informabout expected total yields
by once integrating over the region of interest.

2.15 65
2.2 95
2.27 105
2.30 130
2.35 100
2.45 95
2.57 115
2.63 150
2.7 170
2.78 195
2.9 200
2.95 190
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o

150
400
375
400
410
450
500
470
420
460
420
400
280
150

BEEONNooORDEW®LW®
cUIoUIOO VOO Uk O

0
6

oo

I indicate the end of the |ist of cross-sections and the end of this
! file by the keyword STOP:

STOP

This line will not be interpreted by Source... (its after STOP)

Rk S b Ok kI SRk kR Rk I kO bk kR R R R S b I b Sk Rk R b o

Note, that the lines with the stars (*) are not part of the RDF! This concludes the
description of Source.

3 DETECTORS ===========

Detectors is a tool, that reads either fromthe standard input or a given input file
data of particles, where up to six coincident particles (fromone nucl. reaction?) are
organized in one line. Particles are born at individual points in space, have nucl ear
charge and energy and a direction in space relative to the z-axis of the system

Detectors takes its information about the geonetry and material make-up of the detec-
tors froma detector definition file (DDF), in which strip detectors, annular (strip)
detectors and circular detectors can be defined. Each particle is tested for hits in
one of the detectors, and di sappears at the noment of interaction (later versions m ght
be able to transmt particles!).

For each event, a line with one or nore particles in the input file, a line of an out-
put table is generated. The conposition of this line can be controlled much as in the
case of the program Source discussed above. A TableConString contains a sequence of
t okens, of which each represents one (or a few) output colums. The output table is
supposed to be redirected into a file or piped into a filter tool |like Gates, a histo-
gramming tool like Hist or to be directely plotted with GNUPLOT.

Wil e Detectors does not have extensive Gating capabilities on its own, it allows to
define a multiplicity level, and to suppresses output of all lines, that don't reach
this level.

3.1 SYNTAX AND PARANVETERS - -------cmmmmmmmccmema-

Detectors -swi tches Tabl eConftring

Detectors need only one paraneter, the Tabl eConftring. The switches influence only the
i nput/out put of the program but not the way, it perforns its operation.

EXAMPLE: Detectors -C 2 -1 nt/dn.dat lelt1x1lyl1zOxOy0Oz > nt/dn. DET

3.1.1 Switches
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% be wordy about the paraneters and detectors.
A table of the detector's paraneter is printed.
C <Coi nLevel > require coincidence | evel <CoinLevel > for out put
O prints all events, 1 events with one hits or nore

and so on
D <DetFile> Use det. file <DetFile> instead of 'detectors.dat'
I <InFile> Use Input file <InFile> instead of stdin
S Do hit spectra and output themto stdout
t Don't generate tables, disregarding Tabl eConString

3.1.2 The Tabl eConString

As in the case of the program Source, the TableConfString is a sequence of independent
Tokens, that each pronpt Detectors to add one (or nore) colums to the output table,
that is printed to the standard output. Again, there are no blanks etc. allowed in the
string.

Format: Entry[Entrys]

Before each Entry, a single dot '.' is allowed (but not required)
to increase readability of the command string. Only sone dots
can be used, but no dot after the last entry is accepted.

The first group of entries starts, again as in the case of Source, with a nunber, that
represents the nunber of the individual particle in the event line of the input.
HONEVER, the numbers in general don't match the nunbers from Source, but nerely reflect
the order of particles in the event as passed to Detectors. If you see lots of zeros in
the output, you probably used the typical nunbers ("3" and "4" for the products) from
Source. You shoul d have used "0" and "1". The conmmands are

(0-5)<letter>, where letter is:

T flight tinme between the spot of origin to the spot of interaction [ns].
e Energy
v velocity in units of Q0.
t Theta, the polar angle [rad]
p Phi, the azinmuthal angle [rad]
X,y,z last position in Cartesian coordinates [cnj
Not defined for non-interacting particles, otherw se the
poi nt in space, where the particle hit a detector.
X, Y,Z last x,y,z conponent of the direction of novenent.
Not defined for non-interacting particles, otherw se the
direction that the particle had, when it hit a detector.
m Mass of the particle [amu]
n Nuclear charge Z of the particle [e+]

in the (0-5)<letter>comand group, a subclass is defined for the interaction of
charged (and so far only charged) particles with the detectors. These commands start
w th

D<letters>, where letter is:

d nunber of the detector hit, starting with 0 (!)
The nunber is assigned according to the order of definition
of the detectors in the DDF. -1 is issued, if no detector
was hit, or the particle does not exist.

s Strip nunber that was hit.
Strip nunbers start with 1, Ois returned, if no strip was
hit.
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a The incident angle of the particle on the detector plain, neasured from
the detector plain, i.e. PI/2 is a perpendicular hit.

DL<0-9><l etter>
comands to cal cul ate the responds of a detector, based on Ziegler-tables
for energy loss. These letters are:

e The energy loss in the layer => the energy signal fromthis |ayer

p The maxi num st oppi ng power, that the particle encounter in this
| ayer => Bragg-Peak, if the particle has the right energy range.

r the range of the particle in the detector material. For convenience,
the stopping range of the ion is subtracted fromthe thickness
of the layer [mg/cn¥*2] divided by the sin() of the particles
angl e (as given by the Da-conmand).

NOTE: The first | ayer has the nunber O!

NOTE: If no particle with the specified nunber exists, zeros are printed,
one for each paraneter except for the Detector nunber, which is set
to -1 for convenience. That allows to create easy plotable files
with fixed columnunbers while using input files with variable
nunbers of paraneters per event. Be aware so, that if not al ways
the sanme particle is mssing (eg. product 3 or product 4 for is
stopped in the production target), a mxing of product types m ght
occur.

The second group of commands does not have a | eadi ng nunber, but
consists of only one letter.

|  Echo the conplete input Iine.
Transport the whole input file to the output file, and just
add some columms or even only filter for hits w thout adding
further information.

b Echo ignored |leading part of input line (before first "|').
This allows to transport a few colums from Source
(e.g. CMangle)
t hrough Detectors without producing a huge table, that would
fromthe use of the "I" comrand.

L Avertical line synbol '|®

3.2 THE I NPUT FILE FORMAT == ---nmmmmmmmmomeeee e

The input file is read by default fromthe standard input, but can also use a file in

the file system(see -1 switch). The line of the input file have this structure:
Ignored Part Particle[0] Particle[1].... (up to 6)
<"any" text>'|' E MZ Theta Phi X0 YO z0 { '|' E MZ Theta Phi X0 YO Z0 }
double NN N AN N AN N
i nt eger: A
UNI T: MeV amu e+ rad rad nmm nmm nmm

(P.Data) (Part.ID (Mvenent) (Oigin)

It is inportant to note, that the ignored part can contain any text EXCEPT the verti cal
line synbol "|", since that triggers the data acquisition cycle of Detectors. The ig-
nored part can be used for output of Source (or any other tool for that matter) to be
passed through Detectors without processing, using the -b switch. It is inportant (for
your confort) to note, that Source produces exactly the sequence needed for one parti -
cle with the nS command, see above).

3.3 THE DETECTOR FI LE FORVAT
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As in the case of Source, the detector Definition File (DDF) of Detectors is rather
readabl e. Unfortunately, sone of the information needed, which are points in space,
t hat describe corners of detectors, are a little cunbersone to calculate. | recomend a
spread sheet tool like M5 Excel or so to help you do it right. Again, | think that a
wel | comrented but actually syntactically correct file is nore hel pful than a descri p-
tion of the file in detail.

Rk S b bk R R I b Sk b b o b kS R R kR Rk Ik kR Rk b b S S o

*** Detector Definition File (DDF) for Detectors ***

This file contains the parameters for the detectors used
in a p(17F, Al pha) 140, p(17F, 17F*)p' and p(17F, 17F)p
experinent. The setup consists of a CH2 target, all
reaction products go forward in the | aboratory system
The light particles (al phas and protons) are detected
inlarge area silicon strip detectors:

There are two annul ar silicon ring detectors, (inner
radius 2.4 cm outer radius 4.8 cnm), each with

16 rings of 1.5mmradial dianeter, around the beam axis
and 6 silicon strip detectors (5x5cm 25 2mm strips),
that are attached on the outer radius of the first
silicon ring detectors. The latter are tilted under an
angl e of 35.3deg towards the target. (90deg + 35. 3deg
fromthe beamaxis as z-axis).

The silicon ring detectors are 500nmue and 1000nue t hick,
the strip detectors are 300 nue thick.

The heavy ions are detected in an annul ar ionization
chanber (Donut shaped, with a hole in the mddle!),
with a PPAC on the front. W will take the PPAC wire

pl ane as z-position of this detector, and assune no
angul ar position resolution. It has an inner active
radi us of 0.92cm (yes, pretty small hole!), and an
outer active radius of 5.08 cm The make-up of the
PPAC and i on chanber is: 1.5nue MYLAR foil, lcm 2torr

| sobut ane gas, 1.5mue MYLAR foil, 2.5 nmue MYLAR foil,
about 3" freon gas at 350 torr.

This is a rough sketch
of a cut along the z-axis, showing only the to and
bottom strip detector:

Y
AN
\ Upper Si-Strip-Det.
\/
\ 2nd Ri ng Det
| |/ | Pl -eoenees |
I I | Pl lon I
| | | Al Chanber |
Tar get |C---------- [
I
R e > Z
I
| Pl --neeeeees |
| 1st Ring | | P| |
|/ I | A I
| | [ EEPTTRERRE |
/
I\

/  Lower Si-Strip Det.
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(The X-axis points into the plane, away from you)

The following line triggers the interpreter, from now on,
commenting text has to be "commented away" with an
exclamation mark (!) in the first position of the line.

BEG N

Since the program source does not allow to redefine
its coordinates, Detectors got this ability. W Define
the origin of the systemwi th respect of the system of
the incomng particles first. Al coordinates are in
cm neasured with respect to this (x y z) origin.

.00.00.0

NOWfollows a |ist of the detectors used.

It has a format, consisting of a first line to describe

the geonetry, which is then followed by a nunber of up to
10 lines for 10 different (infinitely thin!)detector |ayers.
The geonetry definition has this format:

Center: Poi nt 1: Poi nt 2: Strip Data:
Type CX CY CZ P1X PlY P1Z P2Y P2X P2Z Wdth NStrips
| e e ORAREELELEELPEEED |
(Char) (real) (i nteger)
Type 's', 'a', or 'c' accordingly

strip detector,
annul ar strip detector (round w th hol e)
circular detector (a round detector)

S
a
C

Center x, y, and z this is either
a,c: the center of the detector

S: 1st corner (basis corner) of the
strip detector
Pointl x, vy, z this is a point on

c: the edge of the circular detector,

a: the INNER hol e of the annul ar detector

s: A close corner of the strip detector
(NOT the diagonal one to "Center")
NOTE: The strips will lie normal to
the line defined by the points
"Center" and "Pointl", strip 1
is the closest to "Center".

Point2 x, vy, z simlar as Pointl, but:

c: A point on the edge of the circular
det ector, 90deg turned.

a: A point on the INNER hole of the
annul ar detector, 90deg turned

s: The 3rd corner of the strip detector,
that is NOT the diagonal one of Center,
BUT IS the diagonal one of Pointl.

NOTE!'!'! The strips will lie parallel to

the line defined by the points
"Center" and "Point2". This line
is the outer border of strip 1.

W dt h width of the strips or rings, a dumy for c
NStri ps nunber of strips or rings, a dummy for ¢

The | ayer definitions have the format
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for

vi ce versal
first.

way,

I n our case,

for detector

Debuggi ng wi | |

| Detectors 0 - 5, 23.6-47.1 deg,

where the thickness is sinply a (floating point) nunber,
al so ok, and the materi al
deuteriated PE foil,

this information is optional.
hit by particles,
than the last defined | ayer behave accordingly.

these are the strip detectors.
the corners of the detectors,
use a spread sheet
the points of the first (upright) detector by hand,
rotated the points in 60deg increnents using M5 Excel.
the table is done in a format simlar to the input format
i nes,
the values in here.

<Thi ckness [ng/cn¥*2> <material >,

i ntegers
is defined as in Source, e.g. 1(C 2(2H)
1(Si) for silicon and so on. Note, that

A detector wi thout thickness is still
and the energy loss in it is zero. Layers higher

We start with the first detectors along the flight path
of the particles fromthe target.
t hese detectors shadow the detectors behind them and not
There is no test done,
The definition is that the detectors are processed
in order of appearance in this file and are nunbered this
starting fromO.

That ensures, that the

which one is really hit

To cal cul ate

it is highly recommended to
In this case, | cal cul ated

and the

| f

li ke Excel.

a cut & paste does the trick to get
be described later.

300nmue Si-counters with

! a thin dead layer of SiO

! Det. 3 is up, 4 is phi=60deg, 5is phi=120deg and so on
I countercl ockwi se around the Z-Axis, neasured from
! the Y-axis. The far edge of the detectors is at 1llcm
! fromthe target while the close corner is at
1 11-sin(35.3)*5cm
s -2.5 4.8 11 -2.5 8. 879 8.108 2.5
11 0.2 25
0.01 1(Si)1(O
70.0 1(Si)
s 2.906921939 4.565063509 11 6.439439561 6. 604563509 8. 108
0.234936488 11 0.2 25
0.01 1(Si)1(O
70.0 1(Si)
s 5.406921938 0. 234936492 11 8.93943956 -2.274436493 8.108
4.56506351 11 0.2 25
0.01 1(Si)1(O
70.0 1(Si)
s 2.499999998 -4.800000001 11 2.499999996 -8.879000001 8. 108
4.799999999 11 0.2 25
0.01 1(Si)1(O
70.0 1(Si)
s -2.906921941 -4.565063509 11 -6.439439564 -6.604563506 8.108
0.234936488 11 0.2 25
0.01 1(Si)1(O
70.0 1(Si)
s -5.406921938 0.234936494 11 - 8.939439559 2.274436497 8. 108

4.565063511 11
0.01 1(Si)1(0
70.0 1(Si)

I Now for the annular Si

0.2 25

detectors, first the one, that

4.8

5. 406921938

2.906921937 -

- 2. 500000002 -

-5.406921938 -

-2.906921935
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! connects to the strip detectors above, since it is closer
! to the target. The first one is 500nue thick.

! Detector 6, 12.3-23.6 deg

a0.00.011.0 2.40.011.0 0.0 2.4 11.0 0.15 16
0.01 1(Si)1(0
116.6 1(Si)

I And the other one, 1000 nue thick
! Detector 7, 7-13.8 deg

a0.00.019.5 2.40.019.5 0.0 2.4 19.5 0.15 16
0.01 1(Si)1(0O
233.3 1(Si)

I W finish with the doughnut-shaped ion chanber, which we
! represent as a single round strip around the z-axis.

! Wth the inner active radius of 0.93 and the outer radius
! of 508 cm we have a 5.08 cm-0.93 cm= 4.15 cm"strip"

! Detector 8, 1.5-8.2 deg

a0.00.0350 0.930.0350 0.00.93 350 4.15 1
0.21 10(c)8(h) 4(0)

0.007 4(C)10(H)

0.21 10(c)8(h) 4(0)

0.35 10(c) 8(h) 4(0)

12.8 4(F)1(0)

! Note, that this is a demo. O course, the accuracy of the

! calculation does not justify to include e.g. the gas of the
! PPAC, and one could sinply conbine the first 4 layers in a
1 0.77 ng/cnmr*2 strong MYLAR foil. That woul d al so speed up

! the program since a lot |less layers need to be cal cul ated

! Finally, aline STOP tells Detectors to stop | ooking for
! nore detectors in this file...

STOP

and all text after STOP is ignored, like in front of
BEG N. Even keywords, as you can see.

Rk I b bk R R R I b Sk b b o bk S R R R Rk Sk bk bk R R Rk S b b S S

This (without the lines of stars (*)) ends the DDF, used as an
exanpl e here.

Finally a H NT for debuggi ng the DDF, once the Syntax-Errors are renoved.
Use Source with an isotropic Reaction |like proton scattering on gold,

(wi thout the Rutherford-forward peaking) and create this way a | arge
file of particles, that energe fromyour source point.

Source 3S AuPPAu.reak 10000 10 0.1 0.1 > pp.dat
Then run Detectors with the DDF, that you want to use, and have the
t hree- di mensi onal coordi nates of the proton hits, the detector nunber

and the strip nunber tabul ated:

Detectors -C 1 -1 pp.dat 0xOy0z0dOs > Al Det. debug
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Use the tool Gates (see below) to isolate individual detectors and strips
insmall files, for exanple for all strips of detector 7:

Gates "4 0 0" < All Det.debug > Det0. debug

or detector 0-5, strip 3 (in our exanple a kind of intercepted ring)
Gates "4 055 3 3" < All Det.debug > SripDet S3. debug

Finally use gnuplot (the "splot" conmand and "set view'

or just plot for one plane) to see the whole setup or the selected
detectors in 3D, where the hits "paint" the active detector surfaces.

4 THE ONE-D GATING TOOL Gates

Gates reads a file fromthe standard input (stdin) and checks given colums for ranges
of values. If the value is in the range, the line is echoed to the standard out put.

Gates has a single argunent, which is a string containing the Colum nunber, (integer)
the lower and the upper limts (real) for the corresponding colum in the table read
from stdin, accepting colums 1 through 32, but echoing also longer input lines. If
nore than one gate is defined, a line is rejected, if any of the data elenments in it
does not pass its gate. Up to six gates can be defined for one pass of gates. A nega-
tive colum value indicates a NOT condition (NOT in the interval between Lx and Hx).

Syntax: Gates "Argunent String"
Argument String: [-]Cl L1 HL [[-]C2 L2 H2] ... [[-]C6 L6 H6]

NOTE: The quotation marks are technically not part of the

syntax, but a hint, that q's are needed to pass a string

with blanks in it as ONE UNI X paranmeter. Gates will not

accept e.g. three paraneters for the nunber and lower limt

and upper limt of a colum instead of a string, which would

result frome.g. 'Gates 1 3.55 4.76" instead of

"CGates "1 3.55 4.76""
By running multiple passes of Gates, the (still) mssing options for "NOT in " or con-
ditions like "in gatel OR in gate2" can be replaced by either running a file with one
gate and anot her gate, summ ng the output by adding the second run to the output of the
first run |ike

Gates "sone gate" < In.dat > Gated. dat
Gates "sone alternative gate" < In.dat >> Gated. dat
Athis means: Add to file!

5 THE 1D H STOGRAMM NG TOOL Hi st

Syntax: Hi st "Argunent String" FNane_Core
Argunment String: LO HO Channel sO [L2 H2 Channel s2] ...
[L4 HA Channel s4]

NOTE: The quotation marks are technically not part of the
syntax, but a hint, that q's are needed to pass a string
with blanks in it as ONE UNI X paranmeter. Sanme as in
the case of Gates.

Like Gates, Hist is intended to be used as part of a UN X pipe that processes ASC I -
tables. It behavior is somewhat different so. The input fromstdin is directly an un-
filtered copied to stdout. In the sane time, up to five histograns for the five first
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colums of the output are integrated, using for each histogram all data elenents in
that colum, that fall into the limts of the corresponding spectrum no matter if the
other data elements match the other histograns' acceptance wi ndows. After EndOFFile on
the stdin is reached, the tables are output to files, whose nanes are generated in the
fol | owi ng way:

NaneFor H st0 = FName_Core + "0" + ".dat"
"fromthe conmand |ine

Each histogram file consists of two columms, the beginning position of a bin (e.g. in
energy, if the corresponding data in the input table colum was energy), and the nunber
of counts that fell into this bin.

6 THE 1D H STOGRAMM NG TOOL Hi st 2

Syntax: Hi st |nputColum From To Channel s

Like Gates, Hst is intended to be used as part of a UN X pipe that processes ASClI -
tables. Instead of a copy of the input, a Hi stogramof the desired columis send to the
standard out put.

The histogram file consists of two columms, the beginning position of a bin (e.g. in
energy, if the corresponding data in the input table colum was energy), and the nunber
of counts that fell into this bin.
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8.3 TheProgram GAMMAW

A program in SPEAKEZ to calculate Wigner limits used to generate the graphs shown in this
thesis.

LI STI NG OF PROGRAM GAMVAW
PROGRAM GAMVAW

$ get the parameters
REQUEST Z1

REQUEST Z2

REQUEST ML

REQUEST M2

REQUEST RN

$ if theradius is set to O, estimate it
9 IF (RN .EQ 0) THEN

10 REQUEST RO

11 IF (ML .GT. 1.1) THEN

co~NO U WN P

12 RN = RO * ML**0. 3333
13 ELSE

14 RN =1.0

15 ENDI F

16 IF (M2 .GT. 1.1) THEN
17 RN = RN + RO * M2**0. 3333
18 ELSE

19 RN=RN+ 1.0

20 ENDI F

21 RN

22 ENDI F

23 %

24 REQUEST E1
25 REQUEST E2

26 REQUEST ESTEP

27 REQUEST MAXL

28 $

29 GAMVA=ARRAY( | NTPART( ( E2- E1) / ESTEP+1) , MAXL+1: )
30 ENE=ARRAY( | NTPART( ( E2- E1)/ ESTEP+1) ;)
31 HBAR=197.33

32 ESQR=1. 44

33 %

34 MUEML* M2/ (ML+MR) * 931.501

35 $

36 FOR L=0, MAXL

37  FOR E=1, | NTPART( ( E2- E1)/ ESTEP+1)

38 EMEV = E1+E*ESTEP
39 ENE(E) = EMEV

40 ETA = ESQR*Z1*Z2/ (HBAR* SQRT(2*EMVEV/ MJ))

41 K = SQRT(2*MJEMEV) / HBAR

42 RHO = K*RN

43 COULOMB( L, ETA, RHO, F, FP, G, GP)

44 P = RHO (F*F+G'Q)

45 GAMVA(E, L+1) = 1000 * 3 * HBAR**2/(RNF*2 * MJ) * P
46 NEXT E

47 NEXT L

48 $

49 END

(Gamma(E,l) in keV, radius in fm, masses entered in unit, energies entered in MeV)
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