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Abstract

Vision has become a powerful tool in a variety of technological and scientific areas such as
measurement, automation, and robotics. The visual channel provides detailed non-contact
measurements of geometry, dynamics, and texture of object and environmental structures.
Due to limitations of sensory and computational resources vision faces a trade-off between
field of view and accuracy. Moreover, a vision system providing both large field of view and
high accuracy would not only require considerable resources, but produce a vast amount
of unnecessary data resulting in a low density of usable information.

Multi-focal vision overcomes these drawbacks providing several sensor devices which
differ in accuracy and field of view. Well-known embodiments are foveated systems inspired
by the human eye. These consist of a low-accuracy vision device with large field of view
and a coaxially mounted high-accuracy vision device with small field of view. To date, only
few works are known exploiting the particular nature of multi-focal vision. Comparative
evaluations quantifying the benefits of multi-focal vision are not known.

This thesis focuses on the investigation of multi-focal vision for measurement and
robotics applications. The approach considers three different abstraction levels cover-
ing static, dynamic, and planning issues. Light is shed on the configuration dependent
measurement performance of multi-focal vision systems. So far unique are multi-focal
vision-based control strategies of robot manipulators and active vision approaches for mo-
bile robot navigation. Advantages are significant improvements of control performance and
localization accuracy as well as an extension of the workspace compared to conventional
approaches. Flexibility of multi-focal resource allocation facilitates various scenarios which
are not realizable with conventional vision. Examples are whole scene observation while
assuring a certain control or localization performance over the entire workspace.

In this work the benefits of multi-focal vision are quantified in comparative evaluation
studies for the first time. The contributions provide fundamental insight in the multifaceted
concept of multi-focal vision and serve as a signpost for future research.
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Zusammenfassung

Maschinelles Sehen gewinnt zunehmend an Bedeutung in vielen technischen und wis-
senschaftlichen Bereichen, wie z.B. in Messtechnik, Automation und Robotik. Der visuelle
Kanal ermöglicht kontaktlose Messungen von Geometrie, Dynamik und Textur von Ob-
jekten und Umgebung. Sichtfeld und Genauigkeit bilden aufgrund der Leistungsgrenzen
von Sensorik und Rechenkapazität gegensätzliche Anforderungen, welche stets einen Kom-
promiss bedingen. Sichtsysteme, welche beide Anforderungen gleichermassen befriedigen,
würden darüberhinaus ein hohes Maß unnötiger Daten und geringe Nutzinformations-
dichten erzeugen.

Multifokales Sehen bietet mehrere optische Sensoren, welche sich in Sichtfeld und
Genauigkeit unterscheiden. Hierdurch werden die Nachteile konventioneller Sichtsysteme
überwunden. Typische Ausführungen orientieren sich an dem fovealen und peripheren
Sehen des menschlichen Auges. Sie bestehen aus einer coaxialen Anordnung gering
auflösender Weitwinkelsensoren und hochauflösender Schmalwinkelsensoren. Die beson-
deren Eigenschaften multifokalen Sehens werden bis heute nur in wenigen bekannten Ar-
beiten gezielt genutzt. Vergleichende quantitative Untersuchungen der Performanz multi-
fokalen Sehens sind nicht bekannt.

Diese Dissertation befasst sich mit der Erforschung multifokalen Sehens für Messtechnik
und Robotik. Statische, dynamische sowie planerische Aspekte bilden drei Abstraktion-
sebenen des Ansatzes. Die Performanz multifokaler Sichtsysteme wird abhängig von den
Sensorkonfigurationen untersucht. Die in dieser Arbeit vorgestellten bildbasierten Strate-
gien zur Regelung von Robotikmanipulatoren und Aufmerksamkeits-Steuerungen zur Navi-
gation mobiler Roboter sind bislang einzigartig in der Literatur. Wesentliche Vorteile sind
signifikante Steigerungen von Regelungsperformanz und Lokalisierungsgenauigkeit sowie
erweiterte Arbeitsräume im Vergleich zu konventionellen Methoden aus dem Schrifttum.
Erst die flexible Zuweisung multifokaler Sensorressourcen ermöglicht einige spezielle An-
wendungen. Beispiele sind eine Überwachung der gesamten Umgebung bei gleichzeitiger
Gewährleistung einer definierten Regelungs- oder Lokalisierungsperformanz.

In dieser Arbeit werden erstmalig die Vorzüge multifokalen Sehens in vergleichenden
Untersuchungen quantifiziert. Die Beiträge liefern grundlegende Einblicke in das facetten-
reiche Konzept und bilden einen Wegweiser für die zukünftige Forschung.
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Notations

Abbreviations

DOF degrees of freedom
EKF extended Kalman-filter
FOV field of view
SC switching condition

Conventions

Scalars, Vectors, and Matrices
x vector unless declared otherwise
xi sub-vector or scalar
X matrix or scalar
f(·) vector function
ẋ, ẍ equivalent to d

dtx and d2

dt2 x
x mean of x
x̂ estimated or predicted values
‖ · ‖ Euclidian norm

Subscripts and Superscripts

xd desired value of x, set value for the control loop
xmax maximum value of x
xmin minimum value of x
(·)−1 inverse
(·)+ pseudo-inverse
(·)T transposed
(·)∗ optimal or expected value
(·)pos position
(·)pose pose
(·)tran translation
(·)rot rotation
(·)mono mono-focal
(·)multi multi-focal
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Notations

Geometric Aspects of Multi-Focal Vision

i, j feature point and sensor i, j
λ focal-length
ξ vector of all feature points in image space
ξi vector of feature point i
ξu, ξv feature point components in u- and v-direction
SM memory frame
SI image frame
Sc camera frame
Sr vision system frame

rx, cx Cartesian point
x vision system pose
X,Y, Z Cartesian point coordinates
s scalar multiplier
P perception matrix
p element or vector of perception matrix
rRc,i rotation matrix
r components of rotation matrix
rTc,i homogeneous transformation matrix
tc translation vector
κ distortion coefficient
E sensor noise covariance matrix in Cartesian space
Euv sensor noise covariance matrix in image space
F auxiliary matrix
b auxiliary vector, stereo baseline
q auxiliary vector
e error vector
∆(·) error
g function
Juv Jacobian of g
hξ sensor
Hn manifold of sensors of rank n
Jv visual Jacobian
R rotation matrix

0x vision system pose
m number of Cartesian degrees of freedom
n number of cameras or feature points
α, β, γ yaw-, pitch-, roll-angles
d stereo disparity
A matrix
U matrix containing the eigenvectors of JJT

V matrix containing the eigenvectors of JT J
Σ matrix containing square roots of eigenvalues of JT J
σ singular value
u element or vector of U
v element or vector of V
c condition number

x



Notions

w perceptibility
∆ difference, range
(·)s sensitivity
(·)p perceptibility
(·)c condition
Ψ objective function
r vector
cr scalar, ratio
Q objective function
h, l high-, low-sensitivity

rs sensitivity in r-direction
s0 smallest sensitivity in a range
c0 smallest condition number in a range

xi



Notations

Multi-Focal Control of Robot Manipulators

t continuous time
i, j feature point and sensor i, j
m number of degrees of freedom in image space
n number of Cartesian degrees of freedom
λ focal-length
ξ vector of all feature points in image space
ξi vector of feature point i
ξu, ξv feature point components in u- and v-direction
q joint angle positions
ξ̃ control error in image space
ξd desired feature point positions in image space
x, xpose end-effector pose
M manipulator inertia matrix
Cq̇ centripetal and Coriolis torques
g gravitational torques
τ joint torques
Jv visual Jacobian
hξ sensor
R rotation matrix
Kp, Kv control gains
fs nonlinear system dynamics
epos average remaining position error
erot average remaining rotation error
epose pose error
σ standard deviation
σe,z standard deviation in z-direction
σ2 variance, noise power
fη hybrid switching controller
Jη

v selected visual Jacobian in hybrid controller
hηξ selected sensor
Jv set of visual Jacobians
J m manifold of visual Jacobians of rank m
Hξ set of sensors
Hm manifold of sensors with rank m
η discrete control input
V Lyapunov function
[·, ·] Lie bracket
Σx performance region in Cartesian space
Σ0

x desired performance
Σ∗

x expected performance
< ·, · > tuple
Ψ side-condition, e.g. field of view, resolution
σ0

x desired performance band in Cartesian space
σ∗ expected performance
w perceptibility
σtrans,z translational pose error variance in z-direction

xii



Notions

v threshold
α aperture angle
(·)multi multi-sensor, multiple types of sensors
(·)single single-sensor, one type of sensor
s singular value
v eigenvector of row-space of AT A
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Notations

Multi-Focal View Direction Planning for Mobile Robots

xk discrete time variable at step k
(·)ξ feature point in image space
SF robot foot frame
S0 world frame
Sr vision system reference frame
(·)s, (·)s footstep

0x robot foot pose

F xs F ys]T commanded footstep position

F θs commanded footstep orientation
u control vector
γ binary variable
vξ sensor noise
w dead-reckoning error
∆(·) error
ξ vector of all feature points in image space
ξi vector of feature point i
hξ sensor

0l vector of landmarks
xl,i, yl,i, zl,i landmark i’s position components

F xl vector of landmarks

F P perception matrix
(·)ci camera i
F Tci homogeneous transformation matrix
E sensor noise covariance matrix in Cartesian space
F auxiliary matrix
z measurements
(·)m measurement
(·)e environment
Rot rotation matrix
Q process noise covariance matrices
R measurement noise covariance matrix
(·)lin linearized
A,B,W,H, V partial derivative matrices
C estimated covariance matrix in Kalman-filter
σ2 variance
K Kalman-gain
S innovation covariance
vs

0 robot position incertitude
e eigenvalue
δ0 binary variable
ε0 binary variable
(·)pan, (·)tilt pan, tilt
αpan,tilt vector containing pan- and tilt-angles
Tα point set, field of view
Cp point set, confidence ellipsoid
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Notions

X,Y, Z components of Cartesian point in vision system frame
p confidence level
Ω vector containing view directions of all vision devices
Ωj vector containing the pan-/tilt-angles of device j
r interest operator
A90 area of 90%-confidence ellipse
Nvis average number of visible landmarks
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1 Introduction

Vision provides a substantial source of information and has become a key aspect in a
variety of research areas such as measurement, surveillance, automation, and robotics.
One of the main reasons for the increased interest of the different communities during
the last three decades are advances in sensor and semiconductor technology significantly
improving measurement accuracy and computational power of commercially available off-
the-shelf vision products.

Vision and vision systems with three and more vision devices are state-of-the-art and
systems are commercially available in a variety of embodiments. Simultaneous utilization
of a multitude of vision sensors is an important topic in computer vision and robotics. The
fusion of visual information of a multi-camera system significantly increases observation
range, measurement accuracy, and robustness. Multi-camera vision has been an intensive
research field since the last decade and systems are widely-used.

A special area in multi-camera vision is vision with several vision devices which differ in
field of view and accuracy. This is called multi-focal vision in the remainder of this thesis.
The relative poses of the individual vision devices may or may not be independently con-
trollable and the intrinsic parameters, e.g. focal-length, may be variable. Multi-focal vision
is originally inspired by the organ of sight of the biological paradigm ’human’. The retina of
the human eye, e.g., is covered by different types and distributions of photoreceptors which
result in a small region of high accuracy near the optical axis (fovea centralis) and a large
region of lower accuracy towards the borders of the retina (peripheral vision). Foveated
vision is widely accepted as a synonym, however, originated from biology it refers strictly
speaking to a variation of measurement accuracy over the visible field with one foveal and
one peripheral region and does not cover changes of the relative poses of the vision de-
vice. Main advantages of multi-focal vision are a partial examination with high accuracy
keeping a large part of the environment in view. By this flexible allocation of perceptual
resources the density of information of interest in the visual data stream is increased and
computational cost reduced as resources are only allocated to an extend really needed in
the current situation. Most multi-focal systems and methods in known literature cover
configurations with fixed relative poses of the individual sensors. Only few approaches
consider the combination of sensors with variable relative poses. Most prominent exam-
ples are vision systems for autonomous vehicles, surveillance installations, and humanoid
robot heads.

An embodiment of a multi-focal vision system which has been developed at the Institute
of Automatic Control Engineering (LSR), Technische Universität München, is shown in
Figure 1.1 [71]. This system comprises several vision sensors with different accuracies and
fields of view integrating wide-angle and telephoto lenses which is typical for multi-focal
systems. Their fields of view may or may not overlay and in contrast to most common
systems their relative poses are variable. Given such a flexible vision system a manifold
of potential applications are imaginable, such as acquisition of environmental data, vision-
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Figure 1.1: Multi-focal vision system [71].

based control of robot manipulators, and vision guided mobile robots just to mention a
few.

Fundamental questions on overall performance, sensor selection, and optimal configu-
ration arise which have not yet been considered in known literature. A variety of tools
for multi-sensor data fusion of general vision devices which may differ in performance
characteristics are known. However, the measurement performance of general multi-focal
vision systems has not been investigated yet. Given a particular task or situation, another
issue is control of the individual vision sensors in an efficient and intelligent way. Some
vision-based control approaches are generic in order to allow the use of multi-focal systems,
however, neither the impact of multi-focal vision on system dynamics nor the potentially
dynamical (re-)configuration of the vision system has been considered yet. There are ap-
proaches to active vision using multi-focal systems, however, the only known application
to vision-guided mobile systems is the guidance of automobiles. All other works either do
not consider the system locomotion or do not explicitely exploit multi-focal vision.

The common main deficiencies of mono-focal approaches to vision systems, vision-based
control, and active vision are the contradictory parameters field of view and measurement
accuracy due to limitations of resolution and size of the vision sensor. In consequence
a trade-off between workspace and task performance exists. In vision-based control the
result is a limitation of the operating range of the manipulator due to field of view, i.e.
visibility of the manipulator or the observed reference object, and control performance, i.e.
increasing pose error and pose error variance with distance between sensor and target. In
vision-guided mobile robotics this trade-off results in either less visible reference objects
for localization or lower measurement accuracy.

The work presented in this thesis focuses on the investigation of multi-focal approaches
for vision-based manipulator control and active vision of mobile vision-guided robots in
order to overcome the mentioned drawbacks.

The main challenges faced by the design and control of multi-focal vision systems in
visual perception, robot control, and active vision are summarized in the following.
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1.1 Challenges

The design and control of vision systems face multiple challenges in the intersection of
the fields computer vision, robot control, and mobile robots covering system configuration
aspects, dynamical issues, and task and situation related coordination of the individual
vision sensors. Some of the key issues targeted in this thesis are summarized as follows:

Design Issues
A major drawback of common vision systems are the contradictory requirements of mea-
surement accuracy and field of view due to limitations of resolution and size of the vision
sensors, and of computational resources. In consequence either higher computational cost
has to be accepted in order to process the larger amount data of vision devices providing
both, large field of view and high accuracy, or a smaller field of view, respectively, a lower
accuracy has to be accepted in order to satisfy computational resources limitations. An-
other aspect is the potentially low density of task relevant information in the data stream
processing the data of a large field of view and high accuracy system. Zooming cameras fail
in those cases where large field of view and high accuracy have to be provided simultane-
ously or fast configuration changes are necessary, and require more complex modeling and
calibration. The mentioned drawbacks can be overcome utilizing multi-focal vision pro-
viding several vision devices with different performance characteristics, e.g. with various
fields of view and accuracies, which can selectively be allocated by changing the intrinsic
and/or extrinsic configuration of the vision system.

A main challenge addressed in this thesis is the investigation of the measurement per-
formance of general multi-focal vision systems with variations of the relative poses and of
the focal-lengths of the individual vision devices. Another aspect addressed are deliberate
configuration changes in order to achieve a particular measurement performance of the
vision system.

Control Issues
Vision-based control of robot manipulators provides accurate free-space motion in weakly
structured environments. Only local knowledge of the environmental structure is needed
to control the trajectory of the robot end-effector. However, control performance in terms
of pose error and pose error variance, and stability are strongly dependent on the measure-
ment accuracy of the vision system and on the distance to the observed reference object.
Conventional vision-based control methods cannot guarantee constant control quality over
a wide spatial operating range and even stability. Zooming cameras are a considerable
means, however, cannot provide high accuracy and wide field of view at the same time,
modeling and calibration complexity is significantly increased, and focus adjustments limit
the dynamic range.

Main challenges focused on are the investigation of multi-focal vision-based control
strategies and the dynamical adaptation of vision system configurations in order to satisfy
given control performance requirements.

Planning Issues
Mobile vision guided robots localize themselves and plan their paths assessing visual infor-
mation. This information is fused with internal sensor data in order to exploit the benefits
of the absolute nature of visual measurements and the relative nature of odometry. Vision
sensors with high accuracy provide better measurements, but on the one hand the local
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surroundings are not perceived due to the strongly limited field of view and on the other
hand reference objects for localization along the robot’s path cannot be detected if their
positions are not known a priori. Zooming cameras can switch between high accuracy and
wide field of view, however, cannot provide both at the same time. Thus, it is not possible
to detect potentially interesting or even dangerous objects or events outside of the zoomed
region.

The main challenge addressed are multi-focal view direction planning strategies for mo-
bile robots with active vision in combination with multi-focal robot localization in order to
improve localization accuracy and reactivity due to enhanced perceptual capabilities. An
aspect is to exploit the flexibility of sensor resource allocation of multi-focal vision with
independent pose control of the individual vision devices.

1.2 Main Contributions and Outline of the Thesis

The presented work focuses on the design of multi-focal vision systems and multi-focal
methods for robot manipulator control and for vision-guided mobile robots with active
vision. For efficient and goal-oriented action and reaction of an entity sufficient information
on the surrounding environment has to be perceived. Multi-focal vision is a flexible and
powerful means to improve the performance of visual perception as it provides both, high
measurement accuracy and keeping a large part of the scene in view. Large workspaces
are covered, geometrical structures are acquired and localized with high certainty, and
due to a multitude of sensors high robustness and consistency of environmental knowledge
are given. The individual selection of the performance of perception for different parts of
the environment improves efficiency by increasing the density of usable information and
reducing the amount of unnecessary data.

In order to exploit the beneficial characteristics of multi-focal vision it is essential to
understand the fundamental issues determining the performance of such a system. How
to combine the different types of sensors in a selective and geometrical way if particular
task or situation specific and performance requirements have to be met. Geometric aspects
constitute the fundamentals of multi-focal perception of the environment and provide an
essential tool for multi-focal manipulator and active vision control. Multi-focal manipulator
control overcomes the common drawbacks of vision-based control. Dependency of control
performance on operating distance and stability margins are significantly improved due to
selectively increasing accuracy and field of view. For vision-guided mobile robots a task
and situation related planning of the view direction of a multi-focal active vision system
is provided in order to filter out usable information on the environment and ensure good
quality of perception.

These main aspects of multi-focal vision are addressed in this thesis. Representing or-
thogonal research directions by themselves these aspects constitute a hierarchical approach
as the level of information abstraction increases from the basic perception of the environ-
ment to intelligent action within the environment accounting for the particular benefits of
multi-focal vision and give the structure to this thesis as highlighted in Figure 1.2. The
main contributions of this work are presented in the following.
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Figure 1.2: Outline of the thesis.

Geometric Aspects - System Design and Performance of Perception
Multi-focal vision - the combination of sensors with high measurement accuracies but small
fields of view and sensors with large fields of view but low accuracy - provides a solution to
the problem statement in Section 1.1. High measurement accuracy, wide field of view, and
high density of usable information in the visual data stream are provided. Yet, the issue
which sensors to choose, how to combine them, and what is the expected performance
of the complete system has not been addressed in known literature. The performance of
the complete system is composed of the performance properties of the individual sensors
and the combined use of the individual sensors results in potentially different performance
properties if system configurations are altered. Inaccurate knowledge of the system proper-
ties potentially results in poor measurement accuracy, control performance and may even
render vision-based control unstable. The assessment of the performance of the multi-focal
vision system taking geometrical and sensor specific constraints into account is an essential
issue in order to fuse the visual data optimally, to evaluate the accuracy of the complete
system, and to facilitate optimal design and controlled configuration changes according to
task and situational requirements. In Chapter 3 these aspects are addressed in a system-
atical investigation providing fundamental insight for design and application of multi-focal
vision systems.

Manipulator Control - Multi-Focal Vision-Based Robot Control
While only static issues and configurations are considered in Chapter 3 this research di-
rection focuses on dynamic aspects of multi-focal vision and its impact on control of robot
manipulators. Sensor characteristics have a direct impact on control performance and
stability. Due to the dependency of measurement accuracy on distance to the observed
environmental structures control performance degrades with distance significantly limiting
workspace and control is potentially even rendered unstable. The limited image plane
further reduces workspace. In this thesis manipulator control based on multi-focal vision
is investigated for the first time. In Chapter 4 a switching approach to vision-based con-
trol is proposed comprising instantaneous configuration changes of the multi-focal system
in order to satisfy performance and task specific constraints. A selective improvement
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of control quality and field of view is provided facilitating large workspaces and largely
distance independent performance. Another innovation is vision-based control with selec-
tive observation of individual object features with high-accuracy sensors in addition to a
large field of view sensor for scene overview. Thereby, a significant improvement of control
performance is achieved.

View Direction Planning - Control of Active Vision Systems for Mobile Robots
Chapter 5 addresses multi-focal vision from a higher-level information specific perspective.
Aspects of task and situation dependent coordination of multi-focal active vision devices
for visually guided mobile robots are investigated. Focused are methods to control the
view directions of the individual vision devices with different characteristics in order to
increase localization accuracy, to cope with large environments and sparsely distributed
reference objects, and to flexibly respond to events of potential interest trading those
versus the primary mission – following a planned path. Foveated state-of-the-art vision
systems and multi-focal systems with independent active vision devices are considered in
this thesis for the first time in the context of active vision for mobile robots with missions
requiring locomotion. Major benefits are significantly improved localization accuracies
and flexibility of reactive behavior.

The aspects addressed in this thesis contribute to a fundamental understanding of multi-
focal vision as an integrated concept. Although, a variety of multi-focal vision systems
exists only few methodical approaches are known exploiting their particular nature. It is
the aim of this work to bring together and integrate very different facets of the concept
of multi-focal vision in order to act as a guidepost and source of inspiration for future
research in this field. A variety of applications and examples are selected to underline the
integrated and multifaceted character of multi-focal vision.
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2 State-of-the-Art Vision Systems, Control, and
Planning

Multi-focal vision is a relatively young field of research at the intersection of a multitude of
different areas. Originated as an analogy to the vision system of vertebrates earliest related
works are concerned with the human vision system and its foveated control mechanisms
from anatomical, psychological, and neuroscience perspectives. For more than one century
mechanisms of human oculomotor control and visual attention have been an intensively
investigated topic in psychology and neuroscience research [2, 3, 10, 16, 40, 44, 68, 91,
98, 104, 110, 128, 134, 137]. An important aspect in this context are intentionally and
stimuli triggered fast ballistic gaze shifts (saccades) based on the evaluation of peripheral
vision and mechanisms of preattentive selection, e.g. cf. [3, 10, 68, 98, 107, 110, 128, 134].
To date, the importance of these research areas has even increased as in the eighties the
first computational and implementable attention models to direct the fovea have been
developed. Transfer research towards technically implementable models in foveated vision
particularly covers computational neuroscience models of attentional mechanisms, e.g. [35,
38, 62, 68, 126, 136], and control models, e.g. [19, 107, 119].

In engineering and information sciences some of the closest related research fields are
multiple view geometry, multi- and spatially varying resolution vision, optimal sensor place-
ment, control aspects (visual servoing) taking spatially varying resolution and limitations
of the visible field into account, gaze control, i.e. higher-level camera coordination mecha-
nisms, vision guided robotics, multi-sensor data fusion, and many more. Apparently, this
spectrum is far too manifold to be discussed here completely. First works concerned with
multi-focal robot vision as defined in this thesis are noted in the nineties [14, 27, 48, 111].
To date no survey articles are known giving an overview on challenges and known ap-
proaches.

Selected fields closest related to the topics investigated in this thesis are multi-resolution
vision systems, multi-focal vision-based control and selection methods, vision-based control
with particular emphasis on multi-camera, multi-resolution, planning, sensor selection and
placement approaches, and performance issues, and view direction selection and control in
vision guided robotics. These are surveyed in the following.

2.1 Multi-Resolution Vision Systems

Vision systems with spatially varying resolutions are known in manifold embodiments.
The underlying technological principles reach from multiple-lens optics, e.g. [80], over
multi-camera, e.g. [37], and mirror systems, e.g. [63] to custom sensor designs [129] and
image processing methods, e.g. [132]. Vision devices are commonly mounted on kinematic
platforms comprising 2 to 7 degrees of freedom (DOF) corresponding to basic pan/tilt-
platforms and platforms with additional 2 DOF per “eye”, respectively. Multi-focal vision
systems comprise more than one vision sensor, usually a camera device, with different
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e)

a) b) c) d)

g)f)

Figure 2.1: Selected multi-focal vision systems; a) Cog [14]; b) DB head [127]; c) Macaco
[7]; d) surveillance system [63]; e) MarVEye4 [114]; f) Maveric [131]; g) Triclops [48].

accuracies and fields of view covering mainly robot heads, ground vehicles, and surveillance
systems.

A variety of multi-focal robot vision systems are known, e.g. [5, 7, 12–14, 31, 48, 94,
111, 127]. Most prominent examples are the systems of MIT, USA, e.g. Cog [14] (see
Figure 2.1a), Macaco [7] (see Figure 2.1c) (Artificial Intelligence Lab), and Kismet [13]
(Media Lab) with coupled tilt of both cameras and 6 DOF, and the vision system of the
humanoid DB [127] (see Figure 2.1b) built by SARCOS, USA, in cooperation with RIKEN
Brain Science Institute, Japan, and the Computational Learning and Motor Control Lab,
University of Southern California, with 7 DOF. Each of these comprises two cameras per
eye with wide-angle and telephoto lenses, respectively. The relative poses of these two
cameras of Cog and Macaco are fixed, while Kismet’s wide-angle stereo camera is mounted
on the central pan/tilt-platform. The wide-angle stereo pair of Leonardo [12] (Media Lab,
MIT, USA) is fixed and mounted behind the robot, while the telephoto pair is mounted
on the ceiling facing downwards. The Triclops system [48] (see Figure 2.1g) (Intelligent
Systems, NIST, USA) consists of one central wide-angle camera and a telephoto stereo
camera pair mounted on a 2 DOF platform. Additionally, the pan-angles of the telephoto
cameras are controllable. Recently, also the 2 DOF vision system of the humanoid HRP-2
(AIST, Japan) has been equipped with a wide-angle camera in addition to its trinocular
rig [31]. These systems mimic the human eye with its foveated and peripheral vision.

Another main field of applications are autonomous ground vehicles and driver assistance
systems, e.g. [5, 37, 93, 95, 106, 114]. Those vision systems mostly consist of one telephoto
camera and one or more cameras with lower resolution and wide fields of view. The most
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Table 2.1: Performance characteristics of selected multi-focal vision systems.

MarVEye4 DB head Maveric Triclops Cog

DOF 2 7 7 4 6
fields of view [◦] 100, 23, 7 100, 24 80, 24 116, 25
velocity, accel. ∼40◦/300ms 1875◦/s 1830◦/s, 63000◦/s2 75000◦/s2

prominent example is the MarVEye [37, 93, 106, 114] (see Figure 2.1e) series of Institut
für Systemdynamik und Flugmechanik, Universität der Bundeswehr München, Germany.

Within the field of surveillance, vision systems are integrated or distributed. Embodi-
ments reach from basic combinations of two or more cameras with telephoto and wide-angle
lenses, respectively, e.g. [11, 28, 59], over lens-mirror combinations, e.g. [42], to complex
multi-focal catadioptric systems, e.g. [63] (see Figure 2.1d).

Selected multi-focal vision systems and performance characteristics are shown in Fig-
ure 2.1 and Table 2.1.

2.2 Multi-Focal Methods

Exploiting the particular characteristics of multi-focal vision systems only few strategies
are known which mainly make use of peripheral vision to detect regions of interest in order
to direct foveated attention. Other methods are concerned with matching of correspond-
ing objects in multi-resolution and wide-baseline stereo views. Selected approaches are
discussed in the following.

The related works on gaze control of MarVEye, e.g. cf. [37], in the context of au-
tonomous visual guidance of ground vehicles are probably the most advanced known. In
the implemented system a gaze control unit determines the viewing direction of the camera
head not only ad hoc for the present moment, but also plans and optimizes the viewing
behavior for a certain amount of time. Therefore, periods of smooth pursuit are inter-
rupted by quick changes of viewing direction, so-called saccades. Saccades are triggered
by visual stimuli, in particular, taking peripheral vision into account or by intention. The
underlying principle of the strategy is to predict a varying sequence of actions and then to
optimize this sequence according to a heuristical balance of the so-called physical situation,
perceptive situation, and subjective situation. The new optimal view direction is obtained
by evaluating the predicted information gained modeled with the so-called knowledge decay
and knowledge gain functions. Only some parts of this gaze control have been implemented
to present. The definition of information modeling functions has not been published yet.

In [127] a control scheme is proposed to maintain the view of an object in the foveated
image using information from the wide-angle view. Geometric relations between these two
views with fixed relative pose are studied in order to avoid disparity computation from the
stereo cameras.

In [120] the peripheral optical flow field is evaluated. Motion stimuli are modeled by
a spatial neural network and a saliency map is generated from the activation dynamics.
The strongest stimulus is foveated. After the saccade the control schemes are switched to
smooth pursuit in order to keep the object within the field of view. The work of this group
in cooperation with CNS, ATR, Japan, concentrates on the biologically inspired integration
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of the mechanisms of the human eye covering the vestibuloocular and optokinetical reflexes,
smooth pursuit, and bottom-up triggered saccades.

The method proposed in [95] detects candidates for traffic signs in the wide-angle image
using color, intensity, and shape information. For each candidate, the telephoto camera is
directed to its predicted position to capture the candidate in a larger size in the image.

In [108] the benefit of implementing foveated vision is formulated as an optimization
problem, since a trade-off appears between having a small window which would yield small
computational delays but tighter control objectives or relaxing the control objectives but
obtaining more challenging dynamics. Following this approach, the size of the fovea is
chosen as the one giving best tracking capabilities, as measured by the size of the signals
which the system is guaranteed to track. A switching controller is proposed to change
between saccades and smooth pursuit.

An eye finding algorithm for a foveated active vision system is proposed in [112]. The
system uses a motion-based prefilter to identify potential face locations in the peripheral
view. These locations are analyzed for faces with a template-based algorithm. Detected
faces are tracked in real time, and the active vision system saccades to the face using a
learned sensorimotor mapping. Once gaze has been centered on the face, a high-resolution
image of the eye can be captured from the foveal camera using a self-calibrated peripheral-
to-foveal mapping.

In [59] the geometric and kinematic coupling between a static wide-angle camera and a
rotating telephoto camera is analyzed. A solution for this coupling for a general kinematic
mechanism and for a simpler pan/tilt model is derived. A unique solution allowing to
rotate the camera such that it gazes towards an object within the scene is given. This
solution is parameterized by a depth parameter (the distance from the static camera to
the object).

An interesting approach directing a high-resolution camera evaluating peripheral vision
from a fixed camera in order to actively recognize human behaviors is presented in [27].
Possible actions, i.e. camera fixations, human states, and observables are modeled by
a Partially Observable Markov Decision Process (POMDP), which is solved by deriving
policies to direct the telephoto view.

A distributed cooperative system of mobile robots is considered in [99] proposing an ap-
proach towards cooperative stereo, i.e. wide-baseline stereo. Particularly the key problems,
significantly different views and different scales are addressed which are also a fundamental
issue in multi-focal vision. An algorithmic approach based on geometric feature descriptor
and extensive filterig pipeline is presented. Other approaches in this context are based on
sufficiently invariant features, e.g. invariant to rotation and scale [115] and affine transfor-
mations [9, 84].

A very recent approach fuses depth images from several vision sensors with different
resolutions [96] to generate a 3D surface model of an object. Correspondences between
the images are obtained based on similarities of points and their topological information.
Each point is assigned a certainty of belonging to the object surface. Points in overlapping
areas are integrated based on these two constraints.

Another work proposing a strategy of activity recognition in the peripheral view and
deriving control commands for the foveated view is [11].

Except for the works on MarVEye known multi-focal control methods are only exemplar-
ily applied to very limited experimental scenarios and mainly cover very specific problems.
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2.3 Vision-based Control

Visual control of robot manipulators, commonly referred to as visual servoing, has been
a research field of continued and increasing interest for more than three decades. The
use of visual data within a feedback loop to position a robot has several benefits. The
configurations of the robot effector and the environment are directly related via the vi-
sual perception providing accurate free-space motion control with even coarse knowledge
of manipulator parameters. Only knowledge of local environmental geometry is needed
allowing for application in weakly or unstructured environments.

Yet, only few survey or taxonomy articles exist, e.g. [21, 61, 69]. A comprehensive
bibliography can also be found in [17]. Taxonomies are mainly formulated from a systems
or application design perspective. A widely accepted classification of approaches is based
on the following criteria: Domain of the task function, configuration of the vision system
(type / placement), control of the components of the camera velocity screw, architecture
hierarchy. A good approach for classification can be found in [69]. However, most clas-
sifications simply capture kinematic configurations. From a control point of view, main
differences consist in the kinematic and dynamic effects and performance issues, e.g. sensi-
tivity, condition, stability domain, robustness, and control performance. In this sense the
distinction of [20, 22] between visual kinematic and visual dynamic control applies.

In the following sections a brief introduction in selected basic concepts of visual servoing
and a survey of state-of-the-art approaches relevant to this thesis are given.

Image-, Position-based, and Partitioned Approaches
Image-based visual servo control is the earliest and most basic kinematic architecture. The
basic principle is a resolved rate controller computing a manipulated value in Cartesian
space from the control error defined in image space based on a differential relationship
between Cartesian and image space - the visual or image Jacobian, also referred to as
interaction matrix in combination with another transformation. The visual Jacobian first
introduced in [133] is mostly based on the pinhole camera model computing the projections
of Cartesian point motions onto the image plane for a moving camera.

Advantages of this method are robustness against calibration errors and no need of a 3D
environment model. The major drawbacks of this method are potentially large, complex,
and unefficient movements in Cartesian or joint space, singularities, the weak condition
of the controller, and potential unstability in case feature points are occluded or leaving
the image plane. Another shortcoming is the need of depth estimation. However, it can
be noted that in many visual servoing schemes depth acts simply as a gain. An estimate
of the depth at the desired position provides acceptable performance and decoupling near
the desired pose. Works based on this concept mainly prove stability based on kinematic
considerations completely neglecting manipulator dynamics.

Due to the relatively low framerates of the visual sensor most applications introduce an
additional joint level controller. This controller is formulated, e.g. in [66] taking manipula-
tor dynamics into account and proving stability of this non-linear system using Lyapunov’s
direct method [65, 66].

Position-based visual servoing relies on relative pose estimation between camera and
reference object evaluating visual features based on a geometric model of the object or
environment. The control error is, thus, defined in Cartesian space. As reconstruction of
3D-structures is based on camera parameters position-based methods can be susceptible
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to calibration errors. Most approaches are based on the epipolar geometry and the ho-
mography estimation, which is susceptible to noise. An advantage is the formulation of
the task in Cartesian space as common in robotics.

In order to overcome potential drawbacks of image-based visual servoing several parti-
tioned approaches are known [23, 32, 89], which control particular Cartesian degrees of
freedom using different methods, e.g. based on homography estimation. The method of
Corke and Hutchinson [23], e.g., is concerned with avoiding large translations along the
optical axis of the camera at particular tasks. Therefore, the translational and rotational
Cartesian components along and around the optical axis, respectively, are decoupled and
controlled using different methods. Image features are kept within the field of view using
a repellant potential function. 2-1/2D visual servoing [89] avoids the need of a 3D model
and is robust to calibration errors. However, this method is more susceptible to noise than
classical image-based visual servoing for it is based on homography estimation used to con-
trol particular degrees of freedom. A complementary approach is the method of Deguchi
[32], which has similar advantages and disadvantages.

Geometric, Invariance, and Subspace Methods

Some recent approaches to visual servoing exploit particular aspects of differential geome-
try and invariance regions, e.g. [24, 26, 41, 53, 87, 116], and subspaces, e.g. [33, 100, 109].
In [41] methods are proposed, which exploit properties of the Lie algebra of affine trans-
formations. Observed affine and projective deformations to target planar contours of an
object are directly related to Cartesian robot motion. One of the key advantages is robust-
ness to a large range of perturbations of the Jacobian due to the fact that vectors through
the origin of the space of deformations are geodesics in the manifold of the Lie group.
Another advantage is the avoidance of suboptimal trajectories in Cartesian space. In [26]
a diffeomorphism from a visible set, i.e. a subset of rigid body transformations relative to
the camera that keep all features visible, to an image space is defined. Using the resulting
Jacobian control is done in image space. The impact is a global method keeping features
visible and avoiding self-occlusions at the cost of a specifically designed visual target.

Methods for visual control in invariant spaces are, e.g. proposed in [53, 87, 116]. In
[53, 87] a projective space invariant to camera intrinsic parameters is used. The control
error is defined in the invariant space. Some advantages are that a picture taken with a
different camera can be used to derive the desired pose and invariance to the knowledge
of the 3D model of the object. However, in order to estimate the Jacobian intrinsics are
needed. Thus, robust methods are essential to ensure stability. The use of scale-invariant
feature transform (SIFT) is, e.g., proposed by [116].

In [33, 100] a subspace of the visual workspace, a space capturing all possible appearance
variations within a given task, is defined, which is the eigenspace. The visual workspace
is, thus, represented as a continuous appearance manifold within the eigenspace. Motion
parameters are obtained from the projection of a sample image to eigenspace and then
to the manifold. In [109] the visual servoing task is formulated in projective space taking
visibility and mobility constraints into consideration. Thus, trajectories are defined, which
are visually and globally feasible.

Many of these methods might be considered less susceptive to noise and quantization
effects. However, evidence and comparative investigations are pending. Independency of
sensor scaling factors to a large extend is particularly beneficial in multi-resolution vision-
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based control. These approaches, thus, may provide valuable tools for multi-focal vision
in future research.

Multi-Camera Visual Servoing
In order to improve the accuracy and robustness and facilitate depth estimation, two or
more vision sensors are used. This field of visual servoing approaches can be divided into
two areas: approaches taking multiple view constraints, e.g. epipolar geometry or data
fusion methods, into account and approaches where the individual sensors control either
different Cartesian degrees of freedom or share the same degrees of freedom in a sequential
manner.

Most common visual servoing methods considering multiple view constraints are based
on stereo vision. The vision sensor is either fixed within the environment (eye-to-hand)
[1, 4, 53, 58, 101] or mounted on the end-effector of the manipulator (eye-in-hand) [6, 25,
92, 105].

Several works on two-camera visual servoing are concerned with eye-in-hand/eye-to-
hand cooperation strategies [43, 49, 85, 97]. In [49] the two cameras control rotational,
respectively, translational Cartesian degrees of freedom of the robot manipulator. In [43]
an end-effector camera measures object poses while a workspace camera acquires the end-
effector pose. In [97] an eye-in-hand visual servoing setup serves as an eye-to-hand camera
for a second robot manipulator. These approaches use the information of the different
sensors for different objectives. Data fusion of both sensors towards a common objective
using an extended Kalman-filter is proposed by [85].

Visual servo systems using more than two cameras are rare mainly due to time con-
suming matching across the different views, e.g. [117]. Further works are [52] using three
stationary cameras estimating the pose of a workpiece and afterwards controlling the robot
manipulator picking it up. In [113] a target is tracked in six views and a point-to-point
positioning task is accomplished. Trinocular vision is used by [70] for grasping. In [135]
methods for dealing with redundant sensors are presented as well as the effect of the image
processing and visual servoing on robustness. In [90] several cameras with fixed relative
poses are mounted on an end-effector and a resolved rate controller with a visual Jaco-
bian composed of the individual sensor Jacobians is defined. Experiments are conducted
using two cameras. Tuning of the individual control gains is proposed according to sensor
accuracy or reliability, but no results are given.

Multi-Resolution Visual Servoing
Considering vision sensor data with different accuracies leads to a general sensor data
fusion problem if all sensors contribute to a common control goal. However, only few
vision-based control approaches make use of data fusion methods in order to integrate
information of different vision sensors, e.g. [85]. Works on multi-resolution data fusion in
visual servoing are not known.

If only one sensor at a time is used, e.g. using a zooming camera, the performance
characteristics change over time. Works on zooming cameras are, e.g. [18, 57, 60, 88].

Other approaches consider invariant spaces, e.g. [53, 87, 116] (cf. Section 2.3), thereby,
overcoming the problem of tracking objects observed with different sensor scaling factors.

In [90] the multi-resolution problem is addressed by tunig the gains corresponding to the
individual cameras with respect to their accuracy (cf. Section 2.3). However, no results
on this matter are presented.
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Performance Issues

Comparability of results is a major problem in visual servoing research. In order to evaluate
the quality of a positioning or tracking task performed by a vision-based control strategy
performance measures are necessary. A common measure is the remaining control error
which is considered in most works. However, the control error of image-based strategies is
defined in image-space. Only very few works consider the Cartesian position or tracking
error of these methods. Although, the control error is dependent on system parameters,
e.g. gains, in most works these parameters are not mentioned. Another problematic aspect
is negligence of manipulator dynamics in simulations and design. Thus, evaluation of
dynamic properties is not possible. Sensor noise significantly impairs control performance.
The stochastics of the visual servoing task are, thus, an important measure to assess control
quality. Yet, there are only few works taking noise into account mainly modeling sensor
or feature tracker noises, e.g. [51, 81, 103]. Recent approaches make a move to consider
the propagation of sensor noise through controller and plant, however, not accounting for
manipulator dynamics [81]. Quantification of the propagation of sensor noise is nontrivial
as some parameters are not known or hard to be determined precisely, e.g. time delay.

The properties sensitivity and condition number of the controller are of particular inter-
est in order to evaluate the performance of vision-based control. Sensitivity, also referred
to as resolvability, is a measure for the ability of the controller to resolve motion in Carte-
sian or sensor space, respectively. This is an important aspect as it determines the impact
of sensor noise on Cartesian motion. Resolvability investigations are conducted in [102]
considering single camera, stereo, and orthogonal camera setups with fixed relative poses.
Worst case sensitivity, i.e. the minimum singular value of the controller, is considered
in [55] in order to investigate various combinations of feature points. The relationship
between sensitivity and condition number is shown in [47] and both measures are consid-
ered in order to select optimal image features to be tracked. Perceptibility, the product
of all singular values of the controller, as a non-directional global performance measure is
considered mainly in sensor placement and trajectory planning, e.g. [34, 118].

Switching Approaches

Recent works in visual servo control propose switching approaches. Thereby, the controller,
i.e. the vision-based strategy, switches between several different strategies in order to
overcome some drawbacks of the individual methods [34, 50].

In [50] the visual controller switches from position-based visual servoing to image-based
visual servoing whenever the visibility problem of position-based visual servoing is immi-
nent. If the camera retreat problem occurs the controller switches back to the position-
based method. This approach is shown to be locally asymptotically stable. In [34] the
controller switches between the same strategies, thereby, avoiding singular configurations
and local minima of the local visual controller.

A potential switching scheme that enlarges the stable region of image-based visual servo-
ing is proposed in [56]. Relay images which interpolate initial and reference image features
are generated by using affine transformations. Artificial potentials defined by the relay im-
ages are patched around the reference point of the original potential to enlarge the stable
region.

14



2.4 Active Vision for Mobile Robots

2.4 Active Vision for Mobile Robots

The control of the camera view directions of vision guided robots is motivated by limita-
tions of computational resources. Only a selected part of the environment is focused in
order to reduce visual data to be processed. The camera is controlled in order to acquire as
much information as possible with respect to certain constraints. The selection of the view
direction of known approaches is influenced by the current situation and task (top-down)
and/or potentially unforeseen stimuli (bottom-up). A variety of selection mechanisms ex-
ists from basic finite state machines [8] over multi-agent systems [45] and Markov Decision
Processes (MDP) [123] to biologically inspired approaches, e.g. computational models of
visual cortex processes [62].

Optimal gaze control goes hand in hand with goal-oriented scene understanding, i.e.
understanding and interpreting of complex visual environments in a manner that depends
on the robot’s higher intentions and goals. Two main directions are entropy-, respec-
tively, information-based approaches and top-down modulation of early sensory processing.
Entropy-based approaches, i.e. methods based on information maximization, are mainly
used in simultaneous localization and mapping. The basic principle is a task- or situation-
dependent formulation of the information content of the scene. Based on this information
model the gain of information for possible view directions is predicted and the direction
providing a maximum information increase is chosen. Examples in this field are the works
of the Active Vision Lab, University of Oxford [29, 30, 67], Imperial College London [130],
the works around the humanoid Johnnie at the Institute of Automatic Control Engi-
neering (LSR), Technische Universität München [45, 46], and the control of the MarVEye
platform, e.g. [36, 37], discussed in Section 2.2.

There are a number of works on camera coordination, particularly, accounting for the
combination of cameras with different characteristics in field of view and accuracy. A
selection has been reviewed in the Section 2.2. However, only few have found their way
towards an application in mobile robotics as task formulations requiring locomotion are
not considered.

2.5 Summary

To date, only few works exist exploiting the particular nature of multi-focal vision. Most
works are application oriented. In consequence generalizability of the approaches in order
to work for a larger class of systems and settings is mostly weak. Most advanced approaches
can be noted in the autonomous vehicles field. Many system embodiments exist, yet, only
few of those have been used for investigating methodical multi-focal concepts. In the mobile
and humanoid robot fields where most foveated systems have been developed almost no
works have been done which go beyond basic oculomotor functions. Higher-level functions
and connections to locomotion tasks are not covered. Comparative evaluations quantifying
the benefits of multi-focal vision are not known.

For the first time, in this thesis hierachical investigations and comparative studies of
multi-focal vision are conducted. Unique concepts of multi-focal vision-based control and
active vision for mobile robots are presented which are largely independent of particular
system embodiments and scenarios. The contributions of the presented work advance the
state-of-the-art in machine vision, vision-based control, and vision-guided robotics.
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3 Geometric Aspects of Multi-Focal Vision

Vision devices in measurement and robotics are commonly used in order to estimate geo-
metrical or dynamical properties of the environment or the robot. Stereo-camera systems
and systems comprising three and more vision devices have been introduced in order to
reduce the estimation error, avoid singular configurations, overcome ambiguities, and ex-
tend the workspace, therefore, fusing the data of the individual devices. Multi-camera data
fusion is commonly referred to as, e.g., multiple view or n-camera problem and a variety
of approaches to its resolution have been proposed. Known approaches are formulated in
a general way such that individual characteristics of the vision devices can be considered.
Yet, methodical approaches examining the impact of multi-focal system configurations,
i.e. how the combination of vision devices differing in their measurement performances
influences overall system performance, are not known.

The measurement quality of a vision system depends on a number of factors: the intrinsic
parameters of the device which determine the optical projection and optronical conversion,
the geometrical configurations of the observing vision devices with respect to the observed
structure, and the configuration of the observed structure itself. Works covering these
aspects considering vision systems comprising only one device type at a time are known.

The scientific questions being answered in this chapter are how measurement quality
changes if the individual intrinsic parameters and geometrical configurations of the vision
devices vary independently and how this can be exploited in order to deliberately improve
measurement quality. The contribution of the presented work is an improvement of the
performance of visual perception using multi-focal multi-camera vision. Key challenges are
the investigation and design of multi-focal vision systems in terms of condition and sensi-
tivities. It is shown how multi-focal vision influences performance of perception, methods
are proposed which environment points to observe with which sensor depending on the
individual sensor characteristics and tools to assess and predict the expected performance
change if the configuration of the multi-focal system is altered.

The remainder of this chapter is organized as follows: Assumed multi-focal percep-
tion models are defined in Section 3.1. In Section 3.2 selected performance properties
are discussed and the capabilities of conventional single and multi-camera configurations
are investigated. The performance of the multi-focal approach is assessed in Section 3.3.
Measures and design tools to assess the performance of the proposed systems based on
configuration and parameter changes are given in Section 3.4.

3.1 Assumptions and Perception Models

A general multi-focal vision system is shown in Figure 3.1 consisting of at least two cameras
with individual characteristics. These characteristics are considered fully defined by their
extrinsic and intrinsic parameters. A variety of formalisms exist to describe such a system.
A well known description of the two-camera problem is given by the fundamental matrix
relating the projections of a point in Cartesian space onto the image planes of both cameras
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Figure 3.1: Multi-focal vision system with n cameras and individual focal-lengths λi, camera-
head reference frame Sr, camera reference frames Sc,i, image frames SI,i, and memory
frames SM,i; point rx = [X Y Z]T in Cartesian space is projected to ξi = [ξu,i ξv,i]T in
image plane i based on the pinhole camera model.

to each other [54]. The fundamental matrix is uniquely determined by a pair of camera
matrices containing the camera parameters. A system of more than two cameras can be
described by the multi-focal tensor, which is the extension of the fundamental matrix to
the multi-camera case [54]. Yet, the tensor method does not extend to more than four
views. However, a multiple view reconstruction problem may be decomposed into several
three- or four-camera problems. Well known methods to solve the general multiple view
problem are, e.g., projective factorization and bundle adjustment [54].

In this thesis, a perception model based on the method of Tsai [125] is considered. The
vision sensor is represented by a pinhole camera model. A point in three-dimensional
Cartesian space is projected onto the image planes of n cameras. The reconstruction of
the Cartesian point from these projections leads to a static optimization problem, which
is solved by using an iteratively reweighted least squares technique. This model is an
extension to the two-camera model in [45].

3.1.1 Multi-Focal Perception Model

Perception Model. Considered is a 3D feature point rx in Cartesian space with respect
to reference frame Sr. Following the method of Tsai [125] the corresponding projection
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ξi =
[
ξu,i ξv,i

]T
into the image space of camera i is given by

s
[
ξT
i 1

]T
= Pirx, (3.1)

where s is an arbitrary factor and the perspective projection matrix Pi of camera i is given
by

Pi =




−λir11 −λir12 −λir13 −λitx
−λir21 −λir22 −λir23 −λity

r31 r32 r33 tz



 =
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pT

i,1 pi,14

pT
i,2 pi,24

pT
i,3 pi,34



 , (3.2)

with focal-length λi and rkl and tm the elements of the rotation matrix rRc,i and translation
vector tc,i of the homogenous transformation rTci between camera frame Sc,i of camera i
and Sr, respectively. For better readability the indices c, i have been left out.

Lens distortions can be represented by a first order model

ξu,i = ξu,i,d

(
1 + κi

(
ξ2
u,i,d + ξ2

v,i,d

))
, ξv,i = ξv,i,d

(
1 + κi

(
ξ2
u,i,d + ξ2

v,i,d

))
,

where (.)d denotes the corresponding distorted position in image space and κ is a scalar
distortion coefficient. Lens distortions are not considered in the remainder of this work
as they do not restrict the general investigations on multi-focal vision presented and can
easily be introduced in the framework as shown above.

Reconstruction of 3D Points. In order to reconstruct rx from its projections, the ξi

are assumed to be known, the stereo correspondence problem is assumed solved, and
quantization effects are neglected. The objective is to find the corresponding Cartesian
coordinates rx fulfilling (3.1) for all cameras. Thus, a system of 2n linear equations is
obtained, which can be written and solved in various ways [45]. Here the system is solved
by writing

Frx
∗ = b,

with rx∗ the homogeneous coordinates of rx and

F =


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ξu,1pT
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
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



p1,14 − ξu,1p1,34
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


. (3.3)

Matrix F and vector b are uncertain due to errors in the measurements of ξu,i and ξv,i. For
a first estimation of rx̂∗ the perturbations are neglected. The solution can then be found
as the least squares solution of F̂ given by

rx̂
∗ =

(
F̂ T F̂

)−1

F̂ T b̂,

with estimated values F̂ and b̂. With this first solution of rx̂∗ an error vector e can be
defined as

e = F cx̂
∗ − b % ∆F cx̂

∗ − ∆b = g (ξ1, ξ2, ..., ξn) ,
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with perturbations ∆F and ∆b of F and b, respectively. The errors in image space ∆ξu,i,
∆ξv,i are assumed uncorrelated with known variances σ2

u,i, σ
2
v,i. With the Jacobian of g the

error e can be approximated

e % Juv

[
∆ξu,1 ∆ξv,1 . . . ∆ξu,n ∆ξv,n

]T
,

with Juv = diag (Juv,1, ..., Juv,n).
A weighted least squares solution for the estimation of rx̂∗ is then given by

rx̂
∗ =

(
F̂ T E−1F̂

)−1

F̂ T E−1b̂, (3.4)

with
E = JuvEuvJ

T
uv, (3.5)

and
Euv = diag

(
σ2

u,1, σ
2
v,1, . . . , σ

2
u,n, σ2

v,n

)
,

the error covariance matrix in image space.
An initial solution can be found setting E = 1. The iteratively reweighted least squares

method is terminated, when the difference of two consecutive estimations of rx̂∗ is below
an arbitrary threshold. This method has successfully been applied to a two-camera system
[86].

Non-linear Representation. In the remainder of this thesis this vision sensor is repre-
sented by a non-linear model hξ(x, P ) and projections ξi are considered projections of
particular features rxi in Cartesian space. Each feature in Cartesian space is transformed
to sensor space writing

ξ = hξ(rx, P , λ) =





hξ,1(rx1, P1)
hξ,2(rx2, P2)

...
hξ,n(rxn, Pn)




∈ Hn, (3.6)

with sensor space feature vector ξ = [ξT
1 . . . ξT

n ]T , camera projection matrices Pi with
focal-lengths λi, where the individual transformations hξ,i(rxi, Pi) may belong to one or
individual vision devices. A particular parametrization of the sensor model is an element
of the manifold of all possible sensor configurations of dimension n denoted by Hn. The
purpose of this work is to investigate the impact of simultaneous utilization of several vision
sensors which differ in accuracy and field of view. Therefore, investigations are based on
simple observed geometrical structures. Point features ξi = [ξu,i ξv,i]T and rxi = [Xi Yi Zi]T

are considered. This representation will be referred to in Chapter 5 forming the perception
model of a mobile robot. This model will then be integrated in the measurement equation
of a Kalman-filter in order to estimate the robot pose from a acquired map of landmarks.

3.1.2 Perception of Motion

The underlying principle for the perception of camera motion considered in this thesis is
the differential relation between Cartesian and sensor space motion - the visual Jacobian,
which is a linearized sensor model of hξ. This Jacobian can be formulated for arbitrary fea-
tures reaching from simple points to complex geometrical structures as well as geometrical
transformations or deformations.
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For an arbitrary multi-camera configuration the differential relationship can be formu-
lated as

ξ̇ = Jv(λ, ξ, Z)R0ẋ, (3.7)

with

ξ̇ =
[
ξ̇T
1 ξ̇T

2 . . . ξ̇T
n

]T
, Jv = diag

(
Jv,1(λ1, ξ1, Z1), Jv,2(λ2, ξ2, Z2), . . . , Jv,n(λn, ξn, Zn)

)
,

R = diag
(
R1, R1, R2, R2, . . . , Rn, Rn

)
, Ri ∈ SO(3),

0x = [0x
T
1 0x

T
2 . . . 0x

T
n ]T , 0xi = [Xi Yi Zi αi βi γi]

T ,

with feature vectors in sensor space ξi, corresponding visual Jacobian Jv,i, which is element
of manifold Jn, whereas several Jacobians can belong to one or individual sensors, and Ri

the transformation between camera i and a reference frame within the vision system.
Vector 0ẋ is the Cartesian velocity screw of the vision system. Considering only the focal-
length λ as intrinsic parameter, the Jacobian Jv,i can, e.g., be written

Jv,i =

[
λi
Z 0 − ξu,i

Zi
− ξu,iξv,i

λi

λ2
i +ξ2u,i

λi
−ξv,i

0 λi
Zi

− ξv,i

Zi
−λ2

i +ξ2v,i

λi

ξu,iξv,i

λi
ξu,i

]
. (3.8)

Taking the epipolar constraint into consideration individual feature points may be per-
ceived by two or more sensors simultaneously, which are, thus, forming effective stereo-
pairs. Consequently, N cameras observing the same point form (N2 − N)/2 effective
stereo-pairs. The optical axes of the individual stereo-pairs are considered parallel. As-
suming a planar configuration of cameras, i.e. disparities only in ξu-direction, and the
stereo correspondence problem solved, then the individual Jacobians for the cameras of
one effective stereo-pair can be written in case the cameras are parallel

Jv,i = Je
v,ij =




λidn

bij
0 ξu,idn

bij

ξu,iξv,i

λi

λ2
i +ξ2u,i

λi
ξv,i

0 λidn

bij

ξv,idn

bij

λ2
i +ξ2v,i

λi

ξu,iξv,i

λi
ξu,i



 ,

with a normed multi-focal stereo disparity

dn =
ξu,i

λi
− ξu,j

λj
,

with (.)i and (.)j referring to the left and the right camera of an effective stereo-pair,
respectively, and the stereo baseline bij.

In the remainder of this chapter investigations are based on the visual Jacobian in order
to obtain comparable results with earlier works on mono-focal vision, e.g. cf. [102]. In
Chapter 4 the visual Jacobian will be used for the formulation of a vision-based controller
in order to control a robot manipulator.
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3.2 Performance of Single- and Multi-Camera Perception

In order to assess the performance of a multi-focal system, it is essential to know the perfor-
mance of mono-focal systems as a reference. Known literature considers various measures
for performance assessment. In [102] sensitivity is used to investigate various camera and
feature point configurations, however, translational and rotational components are com-
pletely decoupled. The condition number is considered, e.g., in [47]. Perceptibility [118]
as a global non-directional measure is mainly focused by sensor placement and planning
problems.

Due to their different character, in this thesis the performance of visual perception is
evaluated considering all these measures, i.e. sensitivity, perceptibility, and condition of the
respective sensor Jacobian, simultaneously. In the following these measures are explained
in brief. The performance of selected mono-focal single- and multi-camera configurations
is evaluated based on these measures.

3.2.1 State-of-the-Art Tools for Performance Assessment

Sensitivity, also referred to as resolvability [102], is a directionally dependent measure for
the dependency of different spaces by a transforming system A. Sensitivity is represented
by the singular values and eigenvectors of matrix AT A obtained by singular value decom-
position (SVD).

The SVD of a matrix A is given by

A = UΣV T ,

with the diagonal matrix Σ containing the singular values of A, matrix U containing the
eigenvectors of AAT , and V containing the eigenvectors of AT A.

Here, the matrix A is the visual Jacobian Jv. The eigenvectors of JT
v Jv giving a set of

basis vectors vi of the row space of Jv multiplied with their corresponding singular values
σi, thus, represent a measure for the ability of Jv to perceive motions in Cartesian space.
The minimum singular value can be considered a measure of worst case sensitivity.

Perceptibility, similar to manipulability, is defined as the volume of the ellipsoid

m∑

i=1

1

σ2
i

UT ξ̇i ≤ 1,

in m-dimensional space [118]. The volume is given by

wv =
√

det JT
v Jv = σ1σ2 . . . σm, 2n > m,

for the redundant case, with feature space dimension 2n and Cartesian space dimension
m, and

wv =
√

det JvJT
v = σ1σ2 . . . σ2n, 2n < m,

for the under observed case, up to a factor, which is only dependent on m or 2n, respectively,
and, therefore, neglected. It is, thus, a non-directional global measure to evaluate the
ability of Jv to perceive geometrical structures and motion.

The condition number of Jv is given by

c(Jv) = ‖Jv‖‖J−1
v ‖ =

σmax

σmin
,

22



3.2 Performance of Single- and Multi-Camera Perception

1 2 3 4 5
0

1

2

3

4
x 10 −3

Z [m]

σ m
in

λ=5mm
λ=10mm
λ=20mm
λ=40mm

1 2 3 4 5
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

Z [m]

σ m
ax

1 2 3 4 5
10−25

10−20

10−15

10−10

10−5

Z [m]

w
v

1 2 3 4 5
0

500

1000

1500

2000

2500

Z [m]

c(
J v)

Figure 3.2: Performance of a single-camera vision system over distance Z to an observed
object of five feature points forming a square in Cartesian space (edge lengths 0.5m, 0.05m
displacement from optical axis in x-direction); minimum singular value σmin, maximum
singular value σmax, perceptibility wv, and condition number c of the visual Jacobian Jv.

where the norm may be ‖.‖1, ‖.‖2, or ‖.‖∞, with maximum and minimum singular value
σmax and σmin, respectively. Small values near c(Jv) = 1 imply that Jv is well-conditioned,
i.e. equally sensitive in all directions. The condition number is also a non-directional
measure. Contrary to perceptibility no information on sensitivity is provided.

3.2.2 Performance of Single- and Multi-Camera Vision Systems

In this section the performance of mono-focal vision systems is assessed in terms of sensi-
tivity, perceptibility, and condition number of the visual Jacobian. Regarding sensitivity
the worst and best case sensitivities are considered corresponding to minimum and max-
imum singular values. Varied parameters are the distance to an observed object, the
focal-lengths, and the stereo baseline.

Considered are selected vision systems: a single-camera setup tracking a reference object
(five feature points forming a square in Cartesian space with additional central point) and
the same setup with additional stereo-camera pair tracking the central point of the object.

Figure 3.2 shows the propagation of the smallest and largest singular values, the percep-
tibility, and the condition number with increasing distance and varied focal-length. The
dependency on distance Z is obvious as the singular values decrease, hence perceptibility
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Figure 3.3: Performance of a stereo-camera vision system over stereo baseline b observing an
object of five feature points forming a square in Cartesian space at distance Z = 3m (edge
lengths 0.5m, 0.05m displacement from optical axis in x-direction); minimum singular
value σmin, maximum singular value σmax, perceptibility wv, and condition number c of
the visual Jacobian Jv.

decreases, and the condition number rises due to the stronger decrease of the smallest singu-
lar values. The dependency on focal-length is linear, which can be seen by the propagation
of perceptibility. However, due to limitations of the vision sensor chip size focal-length and
field of view are approximately invers proportional. Thus, an increase of sensitivity is only
possible with a decrease of the field of view. The dependency of sensitivity on distance Z
is stronger than linear.

The dependency on Z for the stereo case is similar to the single-camera case up to a
scaling factor corresponding to the baseline length. Thus, the distance Z is kept constant at
Z = 3m and the baseline is varied. The results are displayed in Figure 3.3. Compared to the
single-camera case the performance is improved and a very slight increase of performance
with increasing baseline is notable. The singular values and perceptibility increase slightly,
and the condition number falls in a non-linear manner.

Summarized, the performance in terms of sensitivity, perceptibility, and condition num-
ber decreases with distance, and increases with stereo baseline. An improvement of the
performance can only be achieved by a larger focal-length increasing sensitivity at the
cost of a reduced field-of view. The results will serve as a reference for the following
investigations of multi-focal vision.
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Figure 3.4: Sensitivity ellipsoids of a two-camera system with focal-lengths λi = 5mm and
varying stereo-base b12 observing an environment point at rx = [0 0.01 0]T m.

3.3 Multi-Focal Perception Performance

Visual perception is limited by sensor characteristics, which has been demonstrated in
the previous section. Sensitivity and field of view are contradictory requirements, which
cannot be overcome by the use of one or more vision sensors of the same type.

In this section the performance of a novel approach to visual perception based on multi-
focal vision is assessed. The key idea is the simultaneous utilization of wide-angle vision
sensors and additional vision sensors with comparably higher sensitivities and narrower
aperture angles. The high sensitivity sensors observe a small region of the reference object
with high accuracy. Thereby, a wide field of view is provided and the overall performance of
perception in terms of sensitivity is significantly improved. The outcome of this approach
is a vision system with an improved performance and the benefit of a wide field of view,
which outperforms a setup with equal number of cameras and intermediate characteristics.

In the following several embodiments of the multi-focal perception models defined in
Section 3.1 are discussed including the cases considered in Section 3.2.2. The performance
is evaluated in terms of sensitivity, perceptibility, and condition number.

3.3.1 Sensitivity Ellipsoids

The singular values Σ of the visual Jacobian Jv define an ellipsoid. This ellipsoid is
projected into Cartesian space by rΣ = V TΣV with V containing the eigenvectors of JT

v Jv.
The projected ellipsoid represents the ability of Jv to resolve motion in Cartesian space.
A larger main axis implies better sensitivity in the Cartesian directions corresponding to
the particular eigenvector.

25



3 Geometric Aspects of Multi-Focal Vision

0.3

0.2

0.1

0   

−0.1 

−0.2 

−0.3 
−0.3 −0.2 −0.1 0   0.1 

z
r
 [m]

x r [m
]

zc,1

xc,1

zc,2

b12

b12 = 0m

xc,2

b12 = 1.25m

xr

zr

b

a

∆sz

Figure 3.5: Sensitivity ellipsoids of a multi-focal two-camera system with focal-lengths λ1 =
5mm, λ2 = 50mm and varying stereo-base b12 observing an environment point at rx =
[0 0.01 0]T m.

The different translational sensitivity ellipsoids of a mono- and multi-focal vision system
are shown in Figure 3.4 to Figure 3.6 for a two-camera vision system with equal and
different focal-lengths, respectively. The optical axes are directed towards an observed
feature point in Cartesian space. In Figure 3.4 and Figure 3.5 the stereo baseline is varied,
while in Figure 3.6 the baseline is fixed and the focal-length of camera 2 is varied. The
sensitivity ellipsoids of the individual cameras superpose resulting in a rotation of the
ellipsoid of the two-camera system as the baseline or focal-length of camera 2 increase and
the angle between the optical axes grows. The weak sensitivity in direction of the optical
axis is obvious. As the angle between both optical axes approaches 90◦ the ellipsoids
generally approach a sphere if focal-lengths and distances between cameras and feature
point are equal.

Also the impact of an increase of the focal-length of camera 2 can be noted in Figure 3.5.
The volume of the ellipsoid increases, i.e. perceptibility is improved. The dependency of
the main axes lengths and rotation on focal-lengths is also shown in Figure 3.6: the larger
the focal-length of camera 2 the stronger the rotation of the ellipsoid. A stronger increase
of the larger main axis can be noted resulting in a weaker condition of the multi-focal setup.
Due to the rotation of the larger main axis of the ellipsoid towards the optical axis of camera
1 particularly sensitivity along the optical axis of camera 1 increases significantly. Thus,
the drawback of a weaker condition is turned into a particular advantage of a multi-focal
system.

Concluding from these results, an improvement of sensitivity at the cost of weaker con-
dition can be expected from a multi-focal vision system with the benefit of retaining a wide
field of view. The weaker condition can be exploited to selectively increase the sensitivity
in a particular direction by rotation of the sensitivity ellipsoid. The rotation is achieved
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by increasing the focal-length of a particular sensor and may be further increased by a
rotation of the higher-sensitivity camera.

Example: Consider again the mono-focal and multi-focal setups in Figure 3.4 and Figure 3.5,
respectively. As stated above due to the increased volume of the ellipsoid and the rotation of the
larger main axis towards the optical axis of camera 1 the sensitivity in zc,1-direction increases
significantly.

Consider the ellipsoids resulting from a baseline length b12 = 1.25m for the multi-focal case in
Figure 3.5. For comparison also the dashed ellipsoid a for the mono-focal setup is shown. The
difference ∆sz of the sensitivities of the mono- and multi-focal setup in zc,1-direction amounts
approximately 0.05-0.036=0.014. Thus, an improvement of 39% is achieved by using multi-focal
vision; additionally a wide field of view is provided.

Consider now the dotted ellipse b corresponding to a two-camera setup with focal-lengths of
10mm. This vision system has approximately the same sensitivity in zc,1-direction as the multi-
focal setup with focal-lengths of 5mm and 50mm, however, without the benefit of the wider field
of view.

Summarizing, increasing the focal-length of one camera of a multi-camera system improves
overall sensitivity retaining a wide field of view. A multi-focal setup reaches a sensitivity which
lies between the sensitivities achieved with sensors of its smallest and its largest focal-length.

3.3.2 Sensitivity, Perceptibility, and Condition

The multi-focal approach consists in the combination of low-sensitivity vision sensors with
large aperture angles and high-sensitivity sensors with small aperture angles to improve the
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Figure 3.7: Performance of a multi-focal vision system with varied focal-length of the tele-
photo camera over distance Z to an observed object of five feature points forming a
square in Cartesian space (edge lengths 0.5m, 0.05m displacement from optical axis in x-
direction); minimum singular value σmin, maximum singular value σmax, perceptibility wv,
and condition number c of the visual Jacobian Jv; focal-length of the wide-angle camera
λwide = 5mm.

perception of Cartesian motion while retaining the benefit of a wide field of view. In this
section the performance of selected multi-focal vision system configurations is evaluated
quantitatively. The aspects addressed are the progression of sensitivity, perceptibility, and
condition with changing focal-length and stereo baseline.

Considered are the cases studied in Section 3.2.2, whereas one feature point (central
feature point of the square object) in Cartesian space is observed with a high-sensitivity
vision sensor or stereo-pair while the other points are observed with a low-sensitivity sensor.
The focal-lengths of the sensors tracking the central feature point are varied, while the
focal-length of the wide-angle sensor tracking the remaining features is kept constant. The
results are shown in Figure 3.7 and Figure 3.8.

An increase of performance in terms of sensitivity and perceptibility can be noted as the
singular values are increased as the focal-length of the telephoto sensor grows compared to
the mono-focal case. The increase of the largest singular value is stronger leading to larger
condition numbers as expected in Section 3.3.1. The change of performance is exemplarily
shown for a distance of one meter in Table 3.1 and Table 3.2 for the mono and stereo case,
respectively. As qualitatively shown in Section 3.3.1 it is noted that the performance of the
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Figure 3.8: Performance of a multi-focal stereo-vision system with varied focal-length of the
telephoto stereo-camera over stereo baseline b observing an object of five feature points
forming a square in Cartesian space at distance Z = 3m (edge lengths 0.5m, 0.05m
displacement from optical axis in x-direction); minimum singular value σmin, maximum
singular value σmax, perceptibility wv, and condition number c of the visual Jacobian Jv;
focal-length of the wide-angle camera λwide = 5mm.

assessed multi-focal system with focal-lengths of 5mm and 40mm shows approximately the
same performance as a system with equal numbers of cameras, but focal-lengths of 10mm.
Thus, observing only one feature point with a high-sensitivity sensor improves sensitivity
significantly and retains a wide field of view.

Summarized, the proposed multi-focal approach to perception significantly improves
sensitivity and perceptibility at the cost of an increased condition number. Observing
selected feature points with high sensitivity an overall sensitivity is achieved, which is
significantly higher than that of the lowest sensitivity sensor. The multi-focal system
achieves the same performance as a particular multi-camera system of sensors of a single
type with intermediate sensitivity. The wide field of view is a significant advantage of
the multi-focal system, which cannot be achieved with a mono-focal setup of the same
sensitivity.
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Table 3.1: Motion perception performance with additional telephoto camera with focal-length
λtele = 40mm at Z = 1m.

σmin σmax wv c(Jv)

mono-focal 4.8 · 10−4 1.6 · 10−2 7.5 · 10−16 34
multi-focal 6.2 · 10−4 5.9 · 10−2 1.6 · 10−14 95

Table 3.2: Motion perception performance with additional telephoto stereo-camera with focal-
length λtele = 40mm and baseline b = 0.2m at Z = 1m.

σmin σmax wv c(Jv)

mono-focal 4.6 · 10−4 1.8 · 10−2 7.9 · 10−16 38
multi-focal 5.0 · 10−4 7.8 · 10−2 1.9 · 10−14 157

3.4 Tools for Design, Configuration, and Performance
Assessment

In the previous section a multi-focal approach to perception has been proposed and as-
sessed. The sensitivity of perception has been improved and the field of view increased
compared to the mono-focal case. This section is concerned with optimal vision sys-
tem configuration and the investigation of measures to predict the expected change of
the performance due to changes in the vision sensor configuration. The results can be
used as design tools for construction of multi-focal vision systems and tools for dynamic
configuration of vision systems in use to adapt to the current situation and performance
requirements.

3.4.1 Optimal Focus of Attention

Assuming a multi-focal vision system with a wide-angle device and one or more high-
sensitivity devices with strongly limited field of view the question remains, which is the
best feature to be observed with high sensitivity in order to achieve an optimal performance.
A possible approach is to evaluate the directional sensitivities dependent on sensor pose
configurations which will be explained in Section 3.4.2. Therefore, 3D knowledge on object
geometry is necessary. This section proposes an approach which only requires knowledge
on the camera parameters and measurements in sensor space under the restriction that
the origins of all camera frames are nearly coincident, i.e. their distances are sufficiently
small. Considering the performance in terms of directional sensitivities, perceptibility, and
condition number several conditions for determination of an optimal camera orientation are
reasonable: maximum directional sensitivity, maximum perceptibility, minimum condition
number, or a trade-off between these.

Consider again the singular value decomposition of the visual Jacobian Jv

Jv = UΣV T ,
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with U containing the eigenvectors of JJT , i.e. a set of basis vectors for the column space
of J . The products of these basis vector elements and their corresponding singular values
uijσj are a measure for the perception of Cartesian space structures or motion in sensor
space. Thus, better perception in particular Cartesian directions observing a feature point
in sensor space implies high values of the row vector elements of U corresponding to this
feature point and these Cartesian directions.

This fact is utilized for the determination of an optimal focus of attention for the high-
sensitivity sensors of a multi-focal vision system. The key idea is to evaluate the sensor
space eigenvector elements with respect to the conditions defined above. This is done for
the visual Jacobian of the wide-angle sensor observing all considered features. The high-
resolution sensors are then directed towards those feature points for which the conditions
are met best.

Maximum Directional Sensitivity. The determination of the best focus of attention to
achieve maximum sensitivity in a particular Cartesian direction can be achieved as follows.
The optimal feature ξ∗ to be observed is the feature ξk in sensor space for which

ξ∗ =

{
ξk

∣∣Ψs = max
k=1,...,n

|u2k−1,j| + |u2k,j|
}

, ξ =

[
ξu

ξv

]
, uij ∈ U,

holds, with feature point ξk in sensor space, the number of features n, and uij the element of
U corresponding to Cartesian direction j, to the feature point k and the direction in sensor
space ξu or ξv, respectively. In other words, that feature with the largest eigenvectors of
JvJT

v in sensor space corresponding to the desired Cartesian direction is focused.

Maximum Perceptibility. Perceptibility can be defined as the product of all singular
values. In order to achieve maximum perceptibility, that particular feature ξk has to be
selected, for which the absolute values of all corresponding elements of U are largest, i.e.
in terms of the Euclidean norm. The optimal feature point ξ∗ can, e.g., be determined

ξ∗ =

{
ξk

∣∣Ψp = max
k=1,...,n

‖u2k−1‖ + ‖u2k‖
}

, ξ =

[
ξu

ξv

]
, (3.9)

with the row-vectors u2k−1 and u2k of U corresponding to feature point ξk.

Minimum Condition Number. The condition number can be defined as the ratio of
maximum to minimum singular value. Thus, the ratios of the elements uij corresponding
to these singular values and the respective feature point ξk are to be maximized yielding

ξ∗ =

{
ξk

∣∣Ψc = min
k=1,...,n

|u2k−1,1

u2k−1,s
| + |u2k,1

u2k,s
|
}

, ξ =

[
ξu

ξv

]
, uij ∈ U,

with s the number of singular values

Optimizing Perceptibility and Condition. A possible approach to achieve a good com-
promise between perceptibility and condition number is to evaluate the difference between
the normalized definitions for perceptibility and condition number according to

ξ∗ = {ξk

∣∣Ψp,c = max
k=1,..., m

2

‖u2k−1‖ + ‖u2k‖ − Ψp,min

Ψ∗
p

−
| u2k−1,1

u2k−1,n
| + | u2k,1

u2k,n
| − Ψ∗

c

Ψc,max
},
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Figure 3.9: a) Perceptibility of a multi-focal vision system with two coaxial cameras observing
a triangular object of three feature points at rx1 = [−0.3 0.3 5]T m, rx2 = [0.3 0.3 5]T m,
and rx3 = [0 0.5 5]T m and focal-lengths of 5mm (wide-angle camera) and 25mm (tele-
photo camera); the telephoto camera is observing either rx1 (curve a) or rx2 (curve b);
perceptibility curve c is obtained by optimal focus of attention of the telephoto camera;
b) 2-norms of the row-vectors of input matrix U containing the eigenvectors of JvJT

v .

Ψp,min = min
k=1,..., m

2

‖u2k−1‖2 + ‖u2k‖2,

Ψc,max = max
k=1,..., m

2

|u2k−1,1

u2k−1,n
| + |u2k,1

u2k,n
|,

with the eigenvectors evaluated regarding minimum perceptibility Ψp,min and maximum
condition number Ψc,max. The normalization is defined by the difference between actual
and minimum value devided by the maximum value. The optimum is defined as the
maximum difference between normalized perceptibility and normalized condition number.

Example Consider a uniform object motion along the xr-axis orthogonal to the optical axes
of an ideal two-camera system with coaxial optical axes, common image plane, and Sc,i and Sr

are coincident. The observed object consists of three feature points at rx1 = [−0.3 0.3 5]T m,
rx2 = [0.3 0.3 5]T m, and rx3 = [0 0.5 5]T m with respect to its center of gravity, forming a triangle
in Cartesian space. Its center of gravity moves from rxcenter = −0.2m to rxcenter = +0.2m. The
optical axes are, thus, orthogonal to the object surface. The vision system consists of a wide-
angle camera with a focal-length of λ1 = 5mm and a telephoto camera with λ2 = 25mm. Due
to its narrow field of view the telephoto camera can only observe a selected point, whereas the
other two points are perceived by the wide-angle camera. The objective is now to dynamically
decide, which is the best feature point to be observed by the telephoto camera in order to achieve
maximum perceptibility.

Applying (3.9) the eigenvectors of the visual Jacobian of the wide-angle camera observing all
three points are evaluated. That feature point of the object is then focused with the telephoto
camera, which fulfills the criterion for maximum perceptibility, i.e. that corresponding to the
largest 2-norm of the particular eigenvectors of JvJT

v in image space.
The results are shown in Figure 3.9. Figure 3.9a shows the progression of the perceptibility

with the telephoto camera focussing either rx1 (curve a) or rx2 (curve b). Feature point rx3 is
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not considered as its contribution is neglectable. The corresponding 2-norms of the eigenvectors
are shown in Figure 3.9b. Applying the proposed focus of attention mechanism that feature point
is selected dynamically which provides the maximum perceptibility. The resulting progression
of the perceptibility is shown in Figure 3.9a curve c, which is clearly the maximum possible
perceptibility.

3.4.2 Design Considerations

In the preceding sections the impact of multi-focal vision on perception has been inves-
tigated and mechanisms for optimal foci of attention of the individual sensors of such a
vision system have been proposed. In this section quantitative measures are given to assess
the resulting change of performance due to configuration changes.

Change of Focal-Length. It is a well known fact that sensitivity of a mono-focal vision
system depends linearly on focal-length. This is clearly seen by the change of the singular
values and perceptibility shown in Figure 3.2. Thus, a straight-forward measure to assess
the expected change of performance of a mono-focal vision system depending on the change
of focal-length is given by

wv,i

wv,j
=

σi,1σi,2 . . . σi,m

σj,1σj,2 . . . σj,m
=

∏m
k=1 λi∏m
l=1 λj

=

(
λi

λj

)m

,

with perceptibilities wv, focal-lengths λ, singular values σ, (.)i and (.)j denoting the sensors,
and number of singular values m, respectively, the number of Cartesian degrees of freedom
if the number of feature points is at least m

2 .
Assuming a current sensor configuration Jv,i in a current situation with perceptibility

wv,i and focal-length λi utilizing this measure an appropriate focal-length can be selected
to achieve a particular perceptibility.

General Multi-Focal System Configuration. In the general case the focal-lengths of the
individual sensors can change independently. The kinematic configuration, i.e. relative
poses of the sensors, may also change arbitrarily. For general multi-focal systems express-
ing performance measures like sensitivities in terms of focal-lengths and homogeneous
transformations is more complex.

In order to assess performance changes of a general multi-focal vision system due to
changes of focal-lengths and geometrical configuration the evaluation of the directional
sensitivity of its Jacobian is proposed. The sensitivities in a desired direction after the
change are predicted and compared with the current values. Based on directional sensitiv-
ities also perceptibility and condition can be computed. In the following the procedure is
described in detail:

(i) Definition of Desired Directional Sensitivity. First, the desired value of the
sensitivity in a particular direction rs and the corresponding directional vector rrd ∈
Rm are defined with number of Cartesian degrees of freedom m.

33



3 Geometric Aspects of Multi-Focal Vision

(ii) Computation of Singular value Ellipsoid of the Jacobian. The Jacobian Jv

of the parametrized multi-focal vision system is computed. The parameters are, e.g.
focal-lengths λi of the individual sensors, their relative poses expressed by homoge-
neous transformations rTci, and the observed feature points rxi. In order to obtain
the sensitivity ellipsoid, a singular value decomposition of Jv is computed according
to

Jv = UΣV T , (3.10)

with singular matrix Σ and U , V T the projectors into image, respectively, Cartesian
space. The ellipsoid hull is given by rrTΣrr = 1, rr ∈ Rm.

(iii) Projection into Cartesian Space. The sensitivity ellipsoid is projected into Carte-
sian space by

rΣ = V TΣV, rΣ = f(λ, rTci, rx), i = 1, ..., n, (3.11)

with r(.) denoting the reference frame in which the relative sensor poses and observed
feature points are defined.

(iv) Computation of Sensitivities. The sensitivity in a particular desired direction

rrd ∈ Rm is computed satisfying the projection

rr
T

rΣrr = 1, rr ∈ R3, (3.12)

with point rr on ellipsoid hull and satisfying for the scalar product of desired direction

rrd and point rr

rr
d
rr = ‖rr

d‖‖rr‖. (3.13)

The solution is a vector rr∗. The Euclidean norm ‖rr∗‖ of which represents the
sensitivity in the desired direction.

(v) Evaluation of Sensitivities. The sensitivities of a current and desired configura-
tion of a multi-focal system can be compared, e.g. computing the ratio

cr =
‖rr∗2‖
‖rr∗1‖

, (3.14)

with ‖rr∗1‖ and ‖rr∗2‖ the sensitivities in a desired direction rrd of the Jacobians Jv,1

and Jv,2, respectively, i.e. of the desired and current configuration.

If desired sensitivities are known the reverse problem has to be solved. In this
case, the corresponding focal-lengths and geometrical configurations of the multi-
focal system are the wanted parameters and the equations above have to be solved for
λ and rTci. However, the existence of ambiguities is obvious, e.g. the same sensitivity
can be achieved by variation of the focal-length or rotation of the sensor. Therefore,
it is opportune to reduce the dimension of the solution space to an acceptable extent,
e.g. keeping sensor poses constant while solving for focal-lengths.

The proposed procedure can serve as a generic tool for the design and evaluation of
multi-focal vision systems.
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Figure 3.10: Objective function Q(λh) trading sensitivity versus condition number over the
ratio of focal-lengths λh/λl of a multi-focal two-camera system with coaxial optical axes
observing a square object of five feature points in Cartesian space at a distance of Z = 5m.

Trade-off between Condition Number and Sensitivity. As discussed in Sections 3.3.1
and 3.3.2 sensitivity and condition are contradictory requirements in multi-focal vision.
A selection of a larger focal-length of one of the vision sensors increases sensitivity and
decreases the condition number. If both measures have to be taken into account an optimal
focal-length λ∗

h of the high-sensitivity sensor can be determined

λ∗
h =

{
λh ∈ [λh,min, λh,max]

∣∣∣Q(λ∗
h) = max

λh∈[λh,min,λh,max]

(
rs − rs0

∆rs

)2

−
(

c − c0

∆c

)2
}

,

where [λh,min, λh,max] defines the range of selectable focal-lengths, rs = f(λh) is the re-
sulting sensitivity, c = f(λh) is the resulting condition number, ∆(.) denotes the range of
sensitivities, respectively, condition numbers corresponding to the range of focal-lengths,
and (.)0 denotes the magnitude corresponding to the minimum focal-length λh,min. Simi-
larly, perceptibility and condition can be optimized.

Example: Considered is again the configuration in Section 3.3.2 of two cameras with parallel
optical axes and coincident camera frames observing the square object. The focal-length λl of
the wide-angle camera is set to 5mm and the focal-length λh of the telephoto camera is varied.
The telephoto camera is observing the central point of the square object. The aspect addressed
is the focal-length which optimizes sensitivity and condition number.

Evaluating the objective function Q(λh) from (3.4.2) shown in Figure 3.10 for the minimum
singular value and the condition number over the ratio of focal-lengths of both cameras a maxi-
mum at about a ratio of 4 can be noted. The optimal focal-length of the telephoto camera to be
selected to provide a good trade-off between sensitivity and condition number is, thus, 20mm.

3.5 Discussion

Multi-camera vision is a powerful means for the estimation of environmental structures
and motions. A system of multiple highly accurate sensors provides precise measurements,
but requires extensive computational resources if their fields of view have to cover a large
part of the environment. Additionally, the density of usable information might be low if
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3 Geometric Aspects of Multi-Focal Vision

regions of interest are sparsely distributed in the visible space. Thus, accuracy is traded
versus system and computational complexity and field of view.

In this chapter multi-focal vision systems, i.e. systems providing several sensors with
different sensitivities and fields of view, are systematically investigated. The main focus is
on the performance of perception in terms of sensitivity, perceptibility, and condition. An
improvement of sensitivity by a combination of high-sensitivity sensors and low-sensitivity
sensors is achieved. A multi-focal system provides a significantly wider field of view com-
pared to a mono-focal system with equal sensitivity. Methods are proposed to determine
the best environment point to be focused with the high-sensitivity sensors in order to op-
timize performance. A potential drawback of multi-focal vision is the weaker condition.
Yet, this fact is exploited to improve sensitivity in a particular Cartesian direction by a
change of the focal-length and optionally by changing the relative camera poses, thereby,
rotating the sensitivity ellipsoid. Methods are given to assess the system performance al-
lowing selective configuration changes of the vision system according to performance and
situational requirements.

The contribution of this chapter facilitates the application of multi-focal vision under
well-defined performance constraints providing high sensitivity, wide field of view, and
higher information density of the visual data stream, and allowing the reduction of sensor
and computational resources. Methods are proposed to optimize system performance and
evaluated in extensive simulations advancing the state-of-the-art. Yet, the influence of more
complex sensor models, image processing methods for feature extraction, and quantization
effects on multi-focal perception is not addressed and will be subject of future research.
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In the preceding chapter the effects of multi-focal vision system configurations on mea-
surement quality have been investigated. Methods have been proposed to increase the
performance of perception by determining optimal system configurations at particular op-
erating points. Camera and environment dynamics, i.e. controlled changes of operating
points, are not taken into account. This chapter is concerned with the dynamical effects
of multi-focal vision and multi-focal vision-based control (visual servoing).

Common visual servoing techniques suffer from several shortcomings. The visual con-
troller degenerates with increasing distance to the observed reference object and decreasing
focal-length of the vision device resulting in increased pose errors and pose error variances
due to sensor noise and quantization or even rendering the whole system unstable. A cer-
tain control performance is only achievable by providing a sufficient focal-length, thereby,
limiting the field of view. Yet, other concurrent conditions require a certain field of view,
e.g. in order to assure visibility of a sufficient number and configuration of feature points
of an observed object necessary in order to render the controller full rank, thereby, limiting
the maximum focal-length. Thus, only a small operating range exists in which a desired
control performance and stability can be assured.

Approaches towards visual servoing utilizing an adjustable focal-length have been pro-
posed in order to overcome the limitation problems of the operating range. Yet, higher
modeling and calibration complexity are introduced and the control dynamics are limited
by focus adjustments. Other approaches consider features invariant to intrinsic parame-
ters, subspace and geometrical methods which may be expected less susceptible to noise
and, thus, to the degeneration of the controller. Yet, the operating range restrictions also
apply.

The innovation of this chapter consists in multi-focal approaches to visual servoing. The
primary goal is an improvement of visual servoing performance in terms of pose error
variance and operating distance range. Novel concepts presented are a hybrid switching
visual servoing strategy based on a dynamical sensor selection accounting for performance
and field of view requirements and a multi-camera visual servoing strategy allocating high-
sensitivity vision devices to selected features to be observed in addition to a wide-angle
device. Key challenges are the formulation and performance assessment of multi-focal
visual servoing strategies, the definition of switching conditions, and the stability analysis.

The remainder of this chapter is organized as follows: The basic assumptions and prob-
lem definition are given in Section 4.1. Preliminary investigations of the performance of
conventional visual servoing with changing operating distances and focal-lengths are con-
ducted in Section 4.2. The hybrid multi-focal visual servoing approach is introduced in
Section 4.3, stability is proven, and performance is evaluated in comparison to the conven-
tional approach. A multi-camera strategy is introduced and evaluated in Section 4.4.
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4 Multi-Focal Control of Robot Manipulators

4.1 Assumptions and Problem Definition

4.1.1 Problem Definition

Visual control of robot manipulators, commonly referred to as visual servoing, has been
a research field of continued and increasing interest for the past three decades. The use
of visual data within a feedback loop to position a robot has several benefits. The con-
figurations of the robot effector and the environment are directly related via the visual
perception providing accurate free-space motion control with even coarse knowledge of
manipulator parameters. Only knowledge of local environmental geometry is needed al-
lowing for application in weakly or unstructured environments.

Vision-based control problems covered by the known literature are commonly situated in
small workspaces capable to be covered by a standard industrial robot manipulator. The
main aspect strongly limiting the workspace is its distance dependent sensitivity resulting
in a strong decrease of the control performance in terms of pose error, pose error variance,
and stability with increasing distance to the observed reference structures. Larger focal-
lengths can be chosen improving control performance, however, cannot solve the distance
dependency problem. Moreover, large focal-lengths result in reduced fields of view. In
consequence the number of visible features of the observed structure reduces potentially
resulting in singularities of the visual controller.

Beside well known architectures, where the task is defined in different geometric spaces,
i.e. image space or Cartesian space, e.g. cf. [61], respectively, several partitioned ap-
proaches exist, e.g. [23, 32, 89]. These address different shortcomings of the classical
approaches as, e.g. the need of depth estimation and large translations at particular
tasks. More recent research is concerned with invariance and geometric control to deal
with different perspective transformations and transformation dependent features, e.g.
[24, 26, 53, 87, 116]. The control performance can be assumed less effected by camera
properties. However, all these approaches break down if conducted over a wide operating
distance range. In order to overcome these shortcomings, works have been done on visual
servoing based on variable intrinsic camera parameters, in particular, focal-length, e.g.
[18, 57, 60, 88]. The focus can be controlled for an optimal focal-length, depth of focus,
and field of view depending on the current situation and performance requirements. For
this purpose camera models are proposed covering calibration of variable intrinsics, yet,
adding modeling and preparation complexity. Some approaches consider the sensitivity
of the visual Jacobian in order to control camera intrinsics and to plan optimal camera
trajectories, e.g. [47, 55, 102, 118]. A methodical quantification of the impact on control
performance in terms of pose error and variance is not known. Recent approaches consider
switching controllers, e.g. to increase operating range and to overcome shortcomings as
visibility of features and large movements, e.g. [34, 50, 56]. Only few systematic com-
parative evaluations of visual servoing performances are known, e.g. [51]. Performance in
terms of pose error and pose error variance is scarcely considered and mainly evaluated in
experimental validations. Manipulator dynamics are rarely taken into account.

A novel hybrid sensor switching visual servoing strategy will be presented in Section 4.3
in order to cope with the mentioned drawbacks of distance dependency and feature visibility
resulting in improved control performance. Further improvements of control performance
are achieved by a second approach presented in Section 4.4 dynamically allocating high-
sensitivity vision devices to selected regions of the observed object.
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Figure 4.1: Conventional image-based visual servoing architecture.

4.1.2 Assumptions

In this chapter standard image-based visual servoing architectures considering manipulator
dynamics form the basis of the investigations. A block diagram of such an architecture is
shown in Figure 4.1. The manipulator dynamics are given by

M(q)q̈ + C(q, q̇)q̇ + g(q) = τ, (4.1)

with matrices M and C corresponding to manipulator inertia, centripetal and Coriolis
torques Cq̇, gravitational torques g, and joint torques τ .

A cascade control approach is used based on a joint-level velocity controller and a visual
controller computing commanded torques. The control law is

τ = Jv(ξ, x(q), q̇)+Kpξ̃ − Kv q̇ + g(q), (4.2)

with torques τ , the visual Jacobian Jv which has been described in Chapter 3 formulated
with respect to joint coordinates q, positive-definite gain matrices Kp, Kv, feature error
ξ̃ = ξd − ξ between the desired feature vector ξd and the current one ξ = f(q) in image
space, gravity compensation g(q), joint angles q, and pose of the vision device x(q). Only
point features ξi = [ξu,i ξv,i]T of observed environmental structures are considered forming
the feature vector ξ = [ξT

1 ξT
2 . . . ξT

m]T not limiting the generality of the proposed multi-
focal approaches.

The closed-loop system is obtained combining (4.1) and (4.2). In terms of the state-
vector [qT q̇T ]T the system behavior can be written

d

dt

[
q
q̇

]
=

[
q̇

M(q)−1(Jv(ξ, x(q), q̇)+Kpξ̃ − Kv q̇ − C(q, q̇)q̇

]
= fs(ξ, x, q̇). (4.3)

The multi-focal strategies proposed in Sections 4.3 and 4.4 are exemplarily instantiated
and analyzed as extensions to the standard method, however, are not limited to a particular
visual servoing approach.
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Figure 4.2: Remaining average translation error epos and error noise power σ2
pos of vi-

sual servoing translation task along the optical axis versus desired distance to ob-
served object (square with 0.5m edge lengths) at goal pose zd with variable focal-
length λ; inertia matrix M = 0.05diag(1kg, 1kg, 1kg, 1kgm2, 1kgm2, 1kgm2), damping
Kv + C = 0.2diag(1kgs−1, 1kgs−1, 1kgs−1, 1kgms−1, 1kgms−1, 1kgms−1), feedback quan-
tization 0.00001m, sensor noise power σ2

meas = 0.000012m2, control gain Kp tuned to
converge system after approximately 2s.

4.2 Preliminaries on Conventional Visual Servoing
Performance

In order to quantify the dependency of the pose and tracking error and error variances on
distance and focal-length, preliminary investigations are conducted. The results will serve
as a reference for the proposed visual servoing controller in Section 4.3.

In order to obtain comparable results, standard visual servoing tasks are performed:
Firstly, a translation along the optical axis in order to reach a fixed desired pose and
secondly a trajectory following task along the optical axis. These control aims are expressed
in image coordinates ξd by transforming the Cartesian tasks into image space. For the first
task the desired pose, i.e. the distance to the observed reference object, is varied. The
desired trajectory of the second task is given by a sinusoidal translation away from and
back to the observed object along the optical axis and a rotation about the optical axis

xd(t) =
[
0 0 7

2 sin
(

1
5t −

π
2

)
− 7

2 0 0 1
5t
]T

.

For both tasks the focal-length is varied. The manipulator dynamics are modeled by
a simple decoupled mass-damper-system. Manipulator geometry is neglected. Joint and
Cartesian spaces are, thus, equivalent. Due to the stochastic nature of the process Monte-
Carlo simulations with 50 trials are conducted. The control performance is evaluated in
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Figure 4.3: Remaining average rotation error erot and error noise power σ2
rot of visual servoing

translation task along the optical axis versus desired distance to observed object at goal
pose zd with variable focal-length λ; same parameter setting as in Figure 4.2.
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Figure 4.4: Tracking errors epose,i and trajectory xpose,i of visual servoing trajectory following
task over time t; focal-lengths a) λ = 0.01m, b) λ = 0.02m, c) λ = 0.04m; same
parameter setting as in Figure 4.2.
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Figure 4.5: Corresponding short-time z-position error standard deviation estimates σe,z; same
parameter setting as in Figure 4.2; time window W = 3.

terms of pose error, pose error variance and pixel error estimates utilizing the metrics
defined in Appendix B.

4.2.1 Performance Evaluation

The simulation results of the two tasks are shown in Figure 4.2 to Figure 4.5. Figure 4.2
shows the translation errors and error standard deviations, Figure 4.3 the rotation error
and error standard deviations. The tracking errors and error standard deviations of the
trajectory following task are shown in Figure 4.4 and Figure 4.5, respectively.

As has been discussed in the preceding section the pose errors and pose error variances
increase strongly with distance to the observed object. The increase is stronger than
proportional. The dependency on focal-length is inverse proportional. For comparison the
measured remaining pixel error and the pixel error variance are constant over the whole
operating range amounting approximately 0.5 pixels and 0.01 pixels2.

4.2.2 Discussion of the Results

In spite of the very low control errors in sensor space large errors in Cartesian space exist.
The intrinsics and distance dependent sensitivity of the visual Jacobian and quantization
effects result in varying pose error and pose error variance over the operating range caused
by sensor noise. These effects remain a problem for wide range visual servoing rendering
conventional visual servoing strategies unusable.

4.3 Hybrid Multi-Focal Visual Servoing

The preliminary results of the previous section show that conventional visual servoing
techniques cannot cope with wide range applications due to the impact of quantization and
noise on control performance with varying sensitivity of the visual controller. Constant
errors and variances or at least upper bounds are desirable in order to make applications
reasonable.
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In this section a novel hybrid visual servoing approach based on multi-focal vision is pro-
posed in order to overcome the investigated drawbacks of conventional techniques. The key
idea is a dynamic camera switching strategy considering situational and performance pa-
rameters. In order to achieve a particular performance by dynamic switching, performance
measures are necessary, which quantify the parameter dependent changes of the control
performance. Therefore, measures based on internal properties of the visual controller are
desirable in order to be independent of potentially erroneous and computationally expen-
sive online performance assessments. In the following paragraphs the hybrid approach is
introduced, analyzed, and evaluated. Several switching conditions are discussed consider-
ing online performance assessments and design tools proposed in Chapter 3.

4.3.1 Approach and Hybrid Model

Concluding from the drawbacks of conventional techniques the primary objective is to
ensure a sufficient control performance over the operating range. A minimal upper bound
for the pose error and pose error variance over the whole operating range is desirable. An
important, yet, contradictory side condition is to provide a sufficiently large field of view,
e.g. in order to keep all visual features in the field of view to assure a controller of full rank.
The idea of the novel approach is a dynamical selection of vision sensors for a sufficiently
small operating subrange in order to guarantee the desired performance.

A switching visual servoing strategy is proposed. A particular controller and sensor are
selected dynamically from a set. The hybrid switching controller is defined as

τ = fη(ξ, x(q)q, q̇, η) = Jη
v (ξ, x(q), q̇, η)+Kpξ̃ − Kv q̇ + g(q),

Jη
v ∈ {Jv,1, Jv,2, ... , Jv,n} = Jv ⊂ J m,single, (4.4)

with vectorfield Jη
v , which can be switched, e.g., by conditions on ξ and x(q), and a discrete

control input η ∈ P = {1, 2, . . . , n}. The set Jv is a subset of the manifold J m,single of all
possible controllers of single-sensor configurations of rank m corresponding to the number
of observed feature points. Within the scope of this work only the focal-length is considered
to be a free parameter determining a particular Jv,i.

Sensor switching is expressed in a hybrid measurement equation

ξ = hηξ(x(q), λ, η) + ν, hηξ ∈ {hξ,1, hξ,2, ... , hξ,n} = Hξ ⊂ Hm,single,

with vectorfield hηξ of the set Hξ capturing the sensor model dependent on sensor pose
x(q) and focal-length λ. Other intrinsics are omitted for better readability. Set Hξ is a
subset of the manifold Hm,single of all possible single-camera sensor configurations of rank
m corresponding to the number of observed feature points. Vectorfield hηξ can be switched
by conditions on x and by discrete control input η. Sensor noise ν is considered having
the same noise power for all sensors of the set.

In the following stability for this control method is proven based on Lyapunov’s direct
method. One challenge of this novel strategy is the definition of appropriate switching
conditions to ensure the desired control quality. Therefore, various switching conditions
are discussed in the following paragraphs based on performance measures and design tools
considering dynamic system quantities and internal parameters.
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Figure 4.6: Multi-focal hybrid switching visual servoing architecture with switching condition
SC.

4.3.2 Stability

A common method for proving stability of a hybrid system is Lyapunov’s direct method,
which requires a common Lyapunov function or a family of Lyapunov functions (multiple
Lyapunov functions) under certain conditions.

Conventional Image-Based Visual Servoing. Stability of image-based visual servoing
taking manipulator dynamics into account has been proven in [66]. Quantization effects
are not considered. Consider again the manipulator dynamics

M(q)q̈ + C(q, q̇)q̇ + g(q) = τ,

and the controller

τ = Jv(ξ, x(q), q̇)+Kpξ̃ − Kv q̇ + g(q),

with visual Jacobian Jv, positive definite gain matrices Kp, Kv, feature error ξ̃ = ξd − ξ,
and joint angles q. Implying the existence of a joint configuration qd where ξ̃ vanishes, an
isolated equilibrium [qT q̇T ]T = [qdT

0T ]T can be concluded. Now consider the Lyapunov
function candidate

V =
1

2
q̇T Mq̇ +

1

2
ξ̃T Kpξ̃,

and the time derivative yielding

V̇ = −q̇T Kv q̇.
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Figure 4.7: Propagation of Lyapunov functions of switched systems; a) common Lyapunov
function, b) multiple Lyapunov functions.

Since V̇ is a globally negative semidefinite function invoking Lyapunov’s direct method a
stable equilibrium can be concluded. Local asymptotic stability is proven using Krasovskii-
LaSalle’s theorem [66]. Due to ambiguities in ξ(q) resulting in local minima global stability
is only achievable by additional constraints on the controller as functions of the state-space.
Therefore, state-of-the-art approaches from common control literature can be applied. A
straight-forward approach is, e.g., the introduction of an additional potential function term
U(ξ, q) in the controller f η [23]. However, this aspect does not limit the proposed approach
and is, thus, out of scope of this work.

In case of quantized systems, e.g. discontinuous feedback systems typical for visual
servoing, the effects of limit cycles and remaining control errors have to be taken into
consideration. Methodical investigations in the field of visual servoing are not known in
literature, however, recent approaches exist considering general nonlinear dynamics. These
effects are not within the scope of this thesis and subject to future research directions.

Multi-focal Hybrid Image-Based Visual Servoing. The proposed visual servoing strat-
egy is assumed to switch between image-based controllers

τ = fη(ξ, x(q), q̇, η), (4.5)

which are stable. If ideally

Ĵ+
v,iKp,iJv,i = Ĵ+

v,jKp,jJv,j ∀q ∈ Rn, Kp,i = Kp,j,

with (.)i and (.)j denoting magnitudes before and after a switch and (̂.) denoting estimated
magnitudes, holds, which is the case, if the estimates are exact, i.e. the vector fields of the
switched system dynamics fs,i and fs,j, cf. (4.3), are equal, then the energy of the control
loop does not change during a switch. It is obvious that a common Lyapunov function
exists having equal values just before and after a switch (see Figure 4.7a). However, the
formulation in (4.3.2) cannot be utilized, as due to ξi )= ξj (a change of focal-length results
in different ξ(q)) a jump of the potential energy occurs. Evaluating the Lie bracket simply
yields

[fs,i, fs,j] = 0, ∀q, q̇ ∈ Rn, as fs,i = fs,j, (4.6)
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4 Multi-Focal Control of Robot Manipulators

thus, the switched system is locally asymptotically stable and a common Lyapunov func-
tion exists in a sufficiently small region around [qdT

0T ]T which can be determined, e.g.,
utilizing Lyapunov’s indirect method under the assumption of exponential stability of the
subsystems, e.g. cf. [82].

If otherwise

Ĵ+
i Kp,iJi )= Ĵ+

j Kp,jJj,

e.g. due to parameter perturbations or different Kp, a jump of the potential energy occurs
during a switch possibly increasing the total energy. If the products Ĵ+

k Kp,kJk are equal
up to a constant multiplier φ, i.e. Kp,j = φKp,i, which is, e.g. the case if the estimated
focal-lengths λ̂i,j are not known exactly or the Kp,i,j are in fact different, φ simply acts
as an additional dc-gain. If either the focal-lengths or Kp,i,j are free parameters then the
perturbation can be compensated and a common Lyapunov function exists. Otherwise,
for an arbitrary φ state-dependent switching conditions can be defined using multiple
Lyapunov functions rendering the switched system stable, e.g. cf. [82]. Therefore, it must
be assured that the values of the Lyapunov function Vi of subsystem i at the beginning of
each time interval where i is active form a decreasing sequence (see Figure 4.7b), i.e.

Vi(ti+3) − Vi(ti+1) < 0. (4.7)

A switching condition in terms of the state vector can be formulated: Vi → Vj: ξ̃i(q) = 0,
arbitrary q̇.

The value of Vi at time step ti+3 can be written

Vi(ti+3) = Vi(ti+1)+

∫ ti+2

ti+1

∂Vi

∂q∂q̇
fidt+Vj(ti+2)−Vi(ti+2)+

∫ ti+3

ti+2

∂Vj

∂q∂q̇
fjdt+Vi(ti+3)−Vj(ti+3).

(4.8)
Evaluating (4.3.2) under the assumed condition it is Vj(ti+2)− Vi(ti+2) = 0 and Vi(ti+3)−
Vj(ti+3) = 0. Matrix Kv is by design positive definite yielding

∫ ti+k+1

ti+k

∂Vi

∂q∂q̇
fidt =

∫ ti+k+1

ti+k

V̇idt < 0, (4.9)

and V̇i = V̇j. Thus, (4.7) holds. The analog can be shown for Vj. Thus, asymptotical
stability of the switched system is assured.

This condition, however, is very restrictive. A relaxation can be achieved by observing
the kinetic and potential energy of the systems and assure that the sum of the difference
terms Vj(ti+2) − Vi(ti+2) and Vi(ti+3) − Vj(ti+3) does not exceed the energy decrease due
to V̇i and V̇j.

Asymptotical stability for more arbitrary switching and for perturbations of Ĵ not mod-
eled by a multiplier φ can be achieved by the dwell-time approach. It is well known that
a switched system is stable if all the individual subsystems are stable and the switching is
sufficiently slow, so as to allow the transient effects to dissipate after each switch. This time
period can be determined utilizing, e.g., the average dwell-time approach using multiple
Lyapunov functions, e.g. cf. [82].
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4.3 Hybrid Multi-Focal Visual Servoing

4.3.3 Switching Conditions and Performance Measures

Dynamic selection of an appropriate sensor in a given situation has to satisfy several
constraints. A sufficient control performance has to be ensured as well as a sufficiently
large field of view, e.g. to capture all feature points or a sufficiently high resolution, e.g. to
examine particular parts of the scene. In the following a selection of possible performance
measures to be considered in the formulation of switching criteria will be discussed.

• Pose Variance. The variance of the pose vector is the most direct method and an
absolute measure for visual servoing performance. This measure requires a continuous
sufficiently accurate online estimation. Recent works [81] investigate the propagation
of measurement errors through the dynamic system. However, exact knowledge of
system parameters is necessary. Yet, time delay and manipulator dynamics are not
considered. Thus, this method is not yet suited for practical applications. In this
thesis a different method is proposed based on direct estimation from manipulator
motion, which can be measured. As the variance is time varying the estimate is
based on a short time window.

The pose variance is also the basis for relative measures proposed in the following,
which predict a possible increase of performance by switching to a particular sensor
evaluating internal system parameters and current variance estimate.

• Sensitivity of the Controller. The sensitivity of the controller, i.e. the singular
values projected into Cartesian space, in the individual directions of Cartesian space
and all other measures based on sensitivity can be used as relative measures. The
change of performance in a particular direction by switching sensors can be predicted
evaluating the sensitivity of the controller, e.g. the sensor Jacobian. This method is
proposed in [102] and [60] in order to control the zoom of a camera introducing the
term resolvability for sensitivity. In [55] and [47] dependency of sensitivity on feature
configurations and the impact on control performance is investigated.

• Smallest Singular Value The smallest singular value is a measure for the worst
case performance in the corresponding Cartesian direction. This measure is, e.g.
used as a global non-directional measure in selection problems, e.g. active vision
planning [45].

• Perceptibility. Perceptibility introduced by [118] in analogy to manipulability is
a global measure mainly used in optimization problems as trajectory planning, e.g.
[34, 118]. Perceptibility is a well suited measure for multi-camera configurations as
pointed out in Chapter 3.

• Condition of the Controller. The condition number is a global measure and also
used in optimization problems as above, e.g. [47]. However, in case of the proposed
visual servoing strategy this measure turns out unsuited as it increases with distance,
in many cases its value changes only very little during switching and does not capture
the actual sensitivity of the controller to measurement noise.

• Focal-length. The focal-length is a straight forward relative measure to predict
the change of performance during sensor switching. Control performance changes
by the quotient of the next focal-length by the current one in case of single camera
configurations.
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4 Multi-Focal Control of Robot Manipulators

• Image Feature Position. The distance of feature points to the borders of the visible
image plane can be evaluated to prevent from feature points leaving the image plane
and potentially rendering the system unstable due to resulting singularities of the
visual controller. E.g., feature positions near the image center indicate weak control
performance due to weak resolution and sensitivity.

• Image Moments. Image moments, e.g. to evaluate the projected area of the
observed object, are another measure known from literature, e.g. [23], and a possible
indicator for control performance.

• Field of View / Resolution The desired field of view and the resolution can be
considered situational parameters determining whether a larger part of the scene or
a particular part with higher resolution has to be observed. These conditions can be
considered as discrete control input to the proposed controller.

Within the framework of the proposed hybrid multi-focal visual servoing strategy the
focal-length and perceptibility are considered the most suited measures to quantify the
expected change of performance due to sensor switching. The focal-length is a relative
measure for sets of single camera configurations. Perceptibility is considered for multi-
camera and mixed single- and multi-camera configurations due to its global character
and quantification of the sensitivity of the controller to measurement noise. As both
performance measures are relative measures the current pose variance is evaluated and the
expected change of performance is computed relative to this estimate.

The switching condition for the proposed hybrid strategy is formulated based on a per-
formance region Σ0

x expressed by a polyhedron in Cartesian space bounded by hyperplanes
in the individual Cartesian directions. Special cases are given by the performance metrics
in Appendix B, e.g. translation error variance or by the restriction to, e.g., the worst
case or most sensitive Cartesian direction. An example is the pose error variance in the
direction of the optical axis of the camera. In these cases the polyhedron is reduced to a
simple performance band σ0

x. Performance is either measured by pose error or pose error
variance.

When the bounds of the polyhedron Σ0
x are met by the performance metrics Σx the

expected performance Σ∗
x,j for each sensor of the set Hξ is evaluated and a switch to the

one suited best under the side-conditions for the expected field of view and/or resolution
Ψ∗ is triggered

HΣ
ξ =

{
HΣ

ξ ⊂ Hξ

∣∣∣∣ ‖Σ
∗
x,j(hξ,j)‖ < ‖Σ0

x‖
}

,

< Jη
v , hηξ > =

{
< Jv,j ∈ Jv, hξ,j ∈ Hξ >

∣∣∣∣ ‖Σ
∗
x,j‖ < ‖Σ0

x‖ ∧ Ψ∗ = arg max
Ψj(hξ,j),h∈HΣ

ξ

∑

j

Ψj

}
.

(4.10)

As Σ∗
x,j depends on ξ and q the switching condition is state-dependent.

Focal-length and perceptibility are proposed in order to predict the expected perfor-
mance after a switch. The corresponding relations are

σ∗
j =

λi

λj
σi,
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4.3 Hybrid Multi-Focal Visual Servoing

σ∗
j = n

√
wi

wj
σi,

where i refers to the current sensor configuration, j refers to a particular sensor configura-
tion from the set, σ(.) are the corresponding standard deviations, λ(.) are the focal-lengths,
w(.) are the perceptibilities, and n is the rank of the controller. If the controller is well
conditioned, i.e. condition number κ = 1, the perceptibility relation holds. Otherwise, the
change of performance is underestimated. This measure is, thus, rather coarse. However
it is well suited for multi-camera configurations, where relations based on focal-length can
be rather complex.

Example Consider the following example for better clarity. The translational pose error vari-
ance σ2

trans,z in z-direction (optical axis) is chosen as performance metrics. The polyhedron, thus,
reduces to a variance band

σ0
z = v,

with an arbitrary threshold v. The side-condition is a maximum possible field of view, thus,

Ψ = α,

with aperture-angle α. A set Hξ of two sensors is considered. Then, the switching condition
simplifies to

HΣ
ξ =

{
HΣ
ξ ⊂ Hξ

∣∣∣∣σ
2∗
z,j(hξ,j) < v

}
, Hξ = {hξ,1, hξ,2}, Jv = {Jv,1(hξ,1), Jv,2(hξ,2)},

< Jη
v , hηξ >=




< Jv,j ∈ Jv, hξ,j ∈ Hξ >

∣∣∣∣σ
2∗
z,j(hξ,j) < v ∧ α∗ = arg max

αj(hξ,j),h∈HΣ
ξ

∑

j

αj




 .

The expected performance, i.e. variance or standard deviation, can be predicted based on the
focal-lengths of the current sensor and the sensors of the set

σ∗
z,j =

λi

λj
σz,i,

where i refers to the current sensor configuration, j refers to a particular sensor configuration
from the set, and λ(.) are the corresponding focal-lengths.

The proposed switching condition can also be formulated vice versa for the field of view
or the resolution criteria, so that as long as the minimum acceptable field of view or
resolution is not violated the best performing sensor is chosen.

A third strategy is based on optimization. Each of the criteria is weighted, the weighted
criteria are combined in an objective function and the particular sensor giving the maxi-
mum value of this objective function is chosen dynamically. Drawbacks of this strategy are
that weights have to be chosen heuristically, control performance is not bounded and the
variability of the performance is potentially high. In order to overcome these drawbacks,
this strategy can be combined with one of the preceding.
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Figure 4.8: Tracking error epose,i of mono-focal visual servoing trajectory following task along
the optical axis over time; focal-length λ = 10mm; same parameter setting as in Figure 4.2.

4.3.4 Multi-Focal Visual Servoing Performance

The impact of the proposed visual servoing strategy on control performance is evaluated
in simulations based on the system model defined in Section 4.1.2. The manipulator
dynamics are modeled by a simple decoupled mass-damper-system. Manipulator geometry
is neglected. Joint and Cartesian spaces are, thus, equivalent. Two trajectory following
tasks are defined:

a) a desired trajectory given by a pure translation along the optical axis with respect
to the observed object

xd(t) =
[
0 0 −0.4m

s t − 1m 0 0 0
]T

,

A set Hξ of three sensors with different focal-lengths of λ ∈ {10mm, 25mm, 40mm}
and corresponding visual controllers Jv based on the visual Jacobian are defined.
For this task a simple distance-dependent switching strategy is used with switching
points z1 = −2.6m and z2 = −4.2m from the object. The sensors are switched
so that the focal-length increases with distance. For comparison the same task is
performed mono-focal with only one camera and a focal-length λ = 25mm.

b) the desired trajectory defined in Section 4.2 consisting of translation along and
rotation about the optical axis. A set Hξ of three sensors with focal-lengths of
λ ∈ {10mm, 20mm, 40mm} and corresponding controllers Jv based on the visual
Jacobian are defined. The switching condition (4.10) is used with a variance band of
σ0

z = 6.25 · 10−6m2 and a side-condition to provide a maximum field of view.

For both tasks the same parameter setup as in Section 4.1.2 is used. Simulations are
conducted using Matlab/Simulink.
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Figure 4.9: Tracking error epose,i of multi-focal visual servoing trajectory following task along
the optical axis over time; focal-lengths λ0s≤t<4s = 10mm, λ4s≤t<8s = 25mm, λ8s≤t≤15s =
40mm; same parameter setting as in Figure 4.2.
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Figure 4.10: Feature point trajectories in image space for mono-focal visual servoing translation
task along the optical axis corresponding to Figure 4.8.

The results are shown in Figure 4.8 to Figure 4.12. Figure 4.8 and Figure 4.9 show
the tracking error in Cartesian coordinates for the mono-focal and the multi-focal task a).
The variability of the tracking error increases with distance. The tracking error of the
mono-focal setup shows a good performance in nearer distances up to about -4m, which
corresponds to t = 7.5s, and particularly good performance in a range up to about -2.5m
corresponding to t = 4s. Beyond -4m the variability and, thus, the variance becomes
notably high rendering the overall visual servoing performance poor. It is emphasized that
for the range of a very good performance up to about -1.2m the corresponding feature
points in the image plane lie outside of the visible range due to the limited field of view
as shown in Figure 4.10. Thus, this range is in fact useless as the real system would be
unstable.

The tracking error of the multi-focal setup in Figure 4.9 shows significantly less variability
than the mono-focal case. Up to a distance of about 6.5m at t = 14s the variance is
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Figure 4.11: Feature point trajectories in image space for multi-focal visual servoing translation
task along the optical axis corresponding to Figure 4.9; a) 0s ≤ t < 4s, b) 4s ≤ t < 8s,
c) 8s ≤ t ≤ 15s.

approximately constant. At nearer distances the variance is slightly higher, but as can be
seen in Figure 4.11 all feature points lie in the visible image plane.

The integrated tracking errors for the translational components over the displayed time
interval are

∫ t=15s

t=0s

‖êtran,mono(t) − ˆ̄etran,mono‖2dt = 0.12ms,

∫ t=15s

t=0s

‖êtran,multi(t) − ˆ̄etran,multi‖2dt = 0.08ms,

with the mean ˆ̄etran of the tracking error êtran. An improvement of tracking performance
by 33% can be noted.

Figure 4.12 shows the results for the multi-focal trajectory following task b). The stan-
dard deviation (Figure 4.12b) is kept within a small band reaching from about 0.004m
to 0.008m. The standard deviations of the multi-focal strategy reach approximately the
values of the mono-focal task in Section 4.2.1 for the corresponding focal-lengths and inter-
vals, but the overall variability is significantly lower. The spikes, which can be noted in the
standard deviation diagram are caused by the switches. After a switch the desired feature
value changes with the sensor, but the current value is still taken from the previous sensor
due to time delay. Thus, the control error at this time instance is very high. This effect
can be reduced by mapping the previous value of the feature vector to the image space of
the new sensor or by definition of a narrower variance band as switching condition.

Figure 4.13 exemplarily illustrates the progression of the field of view over time for
another mono-focal translation task and the corresponding multi-focal task for a motion
along the optical axis. The field of view is defined by the visible part of the plane extend-
ing the surface of the observed object in x-direction. A simple pinhole camera model is
assumed. For the multi-focal task a lower bound of about 1m resulting from the chosen
switching condition can be noted. A higher lower bound is achievable only by accepting a
larger variance band or different cameras, thereby, accepting higher pose error variances.
The trade-off between control performance and field of view is obvious.

The effectiveness of the proposed multi-focal switching strategy has been shown suc-
cessfully. The contributions of this novel approach are a guaranteed control performance
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Figure 4.12: Multi-focal visual servoing trajectory following task results; a) tracking errors
epose,i, b) short-time tracking error standard deviation estimates σe,z, c) current selected
focal-length λ, and trajectory xpose,i over time t; same parameter setting as in Figure 4.2.

shown by means of a bounded pose error variance, a low variability of the performance
over the whole operating range, and the consideration of situational side-conditions as,
e.g., a maximum field of view.

4.3.5 Discussion

In this section a novel hybrid visual servoing strategy based on multi-focal vision has been
proposed. An innovative parametrizable dynamic camera switching strategy has been in-
troduced to overcome the investigated drawbacks of conventional visual servoing techniques
in wide operating range scenarios. It has been shown how situational and performance is-
sues are considered within the definition of proposed switching conditions. An essential
means for the definition of switching conditions is the prediction of the expected change
of control performance considering system states and internal parameters of the visual
controller. Therefore, performance measures and design tools are proposed considering
findings from Chapter 3.

The impact of the proposed approach has been evaluated, compared with mono-focal
setups, and successfully demonstrated. The strategy contributes to ensure high control
performance over large operating ranges and is suited for combination with many of the
visual servoing approaches from known literature. Moreover, it facilitates asymptotically
stable visual servoing if an overall mission or the current situation requires dynamical
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Figure 4.13: Progression of the extension of the field of view FOVx in x-direction orthogonal to
the optical axis at distance xz from the vision sensor for a a) single-camera visual servoing
task and the b) proposed switched camera visual servoing task with pose trajectory xz.

changes of the sensor configuration. Examples are simultaneous scene observation dynam-
ically allocating individual sensors to particular tasks and partial sensor breakdown where
sensors of different characteristics are taking over.

4.4 Multi-Camera Strategies

The proposed hybrid controller dynamically changes the configuration of the vision sys-
tem. In the foregoing section the focal-length has been used as a free parameter in order to
achieve a desired control performance of the switched system. Thereby, the focal-lengths
of all sensors have been varied equally and simultaneously. In many situations it is not
required or not possible to switch the focal-length of the whole vision system instanta-
neously, e.g. if an available high-sensitivity sensor does not cover all the feature points
to be observed in order to make the controller full rank due to its limited field of view.
Therefore, in this section it is proposed that the focal-lengths of all simultaneously used
sensors may change independently. An example is the observation of a selected feature
point with a high-sensitivity sensor and the remaining feature points with a large field of
view, but a low-sensitivity sensor. Utilizing the performance criterion proposed in Sec-
tion 3.4.2 the possible configurations of the available set of vision sensors can be evaluated
towards sensitivity in particular task-relevant Cartesian directions. Finally, a selection of
sensor configurations is made based on task-requirements on the control performance. In
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telephoto
camera

wide!angle
camera

Figure 4.14: Multi-focal visual servoing task with wide-angle and telephoto camera simulta-
neously observing a reference object; note the different fields of view marked by dashed
lines.

the following sections, the selection criterion for the switching condition is defined and the
performance is exemplarily evaluated in a translational visual servoing task.

4.4.1 Switching Condition

In Section 4.3.3 the condition for the dynamical selection of the optimal sensor for a
multi-focal visual servoing task has been formulated for a single sensor with particular
performance characteristics. In this section this condition is generalized towards configu-
rations of multiple sensors with individual characteristics. Thereby, from a set of available
vision sensors a particular combination of sensors is selected dynamically in order to satisfy
some performance criteria for the visual servoing task.

The switching condition (4.10) is generalized to the multi-sensor formulation in a straight
forward manner formally allowing the combination of several sensors in the measurement
equation (4.3.1) for hξ,i(x(q), λ). The selectable sensor is an element of a subset of the
manifold Hm,multi of all possible multi-sensor configurations of rank m corresponding to
the number of combined sensors in the vision device

hηξ(x(q), λ, η) = {hξ,1, hξ,2, . . . , hξ,n} = Hξ ⊂ Hm,multi, (4.11)

with corresponding Jacobian of the visual controller

Jη
v (ξ(q), q̇, λ, η) = {Jv,1, Jv,2, . . . , Jv,n} = Jξ ⊂ J m,multi, (4.12)

where λ is henceforth a vector containing the focal-lengths of the individual sensors

λ = [λ1 λ2 . . . λn]T . (4.13)

In order to define a performance region Σ0
x for switching condition (4.10), the predicted

performance after a switch has to be computed. The change of focal-length as proposed in
Section 4.3.3 cannot be utilized anymore as several and potentially different focal-lengths
of the individual sensors exist. Therefore, the evaluation of the performance in particular
Cartesian directions is proposed as suggested in the design considerations for a general
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Figure 4.15: Tracking error epose,z of multi-focal switched visual servoing trajectory follow-
ing task along the optical axis; desired trajectory xd

z(t) = −0.2ms−1t − 1m; focal-lengths
λ0s≤t<2.6s = 0.005m, λ2.6s≤t≤4s = 0.040m; observed object: square with 0.5m edge
lengths at xd

z; inertia matrix M = 0.5diag(1kg, 1kg, 1kg, 1kgm2, 1kgm2, 1kgm2), damping
Kv + C = 200diag(1kgs−1, 1kgs−1, 1kgs−1, 1kgms−1, 1kgms−1, 1kgms−1), feedback quan-
tization 0.000001m, sensor noise power σ2

meas = 0.0000012m2, control gain Kp tuned to
converge system after approximately 2s.

multi-focal vision system in Section 3.4.2. Utilizing (3.14) the polyhedron Σ0
x is, thus,

bounded in the individual Cartesian directions by the corresponding directional sensitivities
‖rr∗i ‖, i = 1, 2, . . . , n of the potential multi-sensor controllers Jη

v,j, and comparing these with
the current ones.

4.4.2 Example Multi-Camera Task

In order to demonstrate the benefits of multi-focal multi-camera visual servoing, consider
again a trajectory following task along the optical axis using a vision system observing
a squarish object of four feature points. The vision system consists of two cameras, one
wide-angle camera observing three of the features and a switchable camera observing the
remaining feature point comprising either a wide-angle or a telephoto characteristic. To
simplify matters both cameras are assumed coaxial.

As the task-relevant control performance is the variance of the tracking error in direction
of the optical axis, the sensitivity of the visual controller in this direction is considered.
The sensitivity of the current controller, i.e. two wide-angle cameras, and of the predicted
controller, i.e. after switching the second camera to telephoto characteristic, is computed
continually. Once the tracking error variance of the controller exceeds a threshold of
σe,z > 0.00004m the controller and the second camera are switched to telephoto. In this
example switches are only allowed after a time of 2s when the system has settled to a
constant tracking error.

Figure 4.15 shows the tracking error along the optical axis of the switched system. The
standard deviations of the tracking errors of the wide-angle system, of the multi-focal
system, and of the multi-focal switched system are shown in Figure 4.16. At t = 2.6s the
controller and sensor are switched resulting in a reduced tracking error standard deviation
with lower variability compared to the wide-angle case. The unswitched multi-focal system,
i.e. where the second camera is constantly used in telephoto mode observing only one
feature point of the object, shows an even lower standard deviation. The corresponding
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Figure 4.16: Short-time standard deviation estimate σe,z of tracking error in Figure 4.15 of
multi-focal switched visual servoing task, of corresponding unswitched mono-focal (wide-
angle) task with λ = 0.005m, and of unswitched multi-focal task where one corner of the
reference square object is observed with λ = 0.04m and the other features with λ = 0.005.
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Figure 4.17: Corresponding sensitivities szvz of the visual servoing controller in task
(z-)direction; corresponding singular value sz of Jv and element vz of matrix V of
Jv = UΣV T .

sensitivities of the controllers are shown in Figure 4.17 by the products of the singular
value σz of Jv and the corresponding element of the eigenvector of V of Jv = UΣV T in the
direction of the optical axis.

This example demonstrates several benefits of multi-focal vision in visual servoing. In
addition to the strategy in the previous section where only one sensor at a time is active,
control performance can also be improved by using a multi-focal vision system with several
sensors simultaneously and switching the individual sensors independently. Secondly, a
wide field of view is provided and a desired control performance can be assured not only
by switching between vision sensors, but by observing only one or more selected feature
points of the observed object with a high-sensitivity sensor. These observed features can,
e.g., be selected similarly to the example in Section 3.4.1 by determining the feature for
which the controller yields the highest sensitivity.
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4.5 Discussion

Visual servoing suffers from a distance-dependent pose error and pose error variance. Using
conventional visual servoing techniques this drawback cannot be overcome due to the trade-
off between the field of view and the sensitivity of the vision system. A minimum field of
view has to be guaranteed in order to be able to observe a reference object at the nearest
distance. However, this constraint results in a weaker sensitivity at larger distances to the
observed object and increased pose errors and variances.

In this chapter novel visual servoing strategies have been proposed based on multi-focal
vision which overcome these drawbacks guaranteeing a desired control performance over a
whole operating distance. Several possibilities to exploit the benefits of multi-focal vision
have been proposed and evaluated in extensive simulations: Serial switching between vision
sensors of different characteristics based on performance-dependent switching conditions,
usage of several vision sensors of different characteristics at the same time, and individual
switching of one or more of these simultaneously used sensors. Stability has been discussed
utilizing common and multiple Lyapunov functions, respectively.

It has been shown that each of the proposed strategies significantly improved the visual
servoing performance by reduction of the pose error variance. Depending on the appli-
cation scenario several guidelines for using multi-focal vision can be given. If only one
vision sensor at a time is selectable then a dynamical sensor selection satisfying desired
performance constraints and side-conditions is proposed. If several vision sensors can be
used simultaneously selected features of a reference object can be observed with higher-
resolution sensors while a large field of view sensor ensures observation of a sufficient
number of features in order to render the visual controller full rank. The higher-resolution
sensors should preferably be focused on those feature points causing the highest sensitivity
of the controller.

In this work, quantization effects have been considered in the simulations. However,
the proof of stability is pending. The phenomenon of limit cycles due to quantization
and parameter perturbations has been mentioned. The characterization and quantifica-
tion dependent on quantization levels and parameter uncertainties is still an open problem
in visual servoing. Another aspect not yet considered is the influence of feature extrac-
tion methods on servoing performance which is particularly relevant when sensors with
significantly different quantizations typical for multi-focal vision are used together. These
aspects are subject to future research directions.
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Mobile Robots

In the preceding chapters static and dynamic performance characteristics of multi-focal
vision have been investigated. This chapter focuses on multi-focal vision from a higher-
level information-specific perspective considering the information gained by the individual
vision sensors and the mission to be accomplished by a robot. Given a set of independent
active vision sensors with different performance characteristics and a robot’s mission the
scientific question being answered in this chapter is: what to observe when with which
sensor.

This objective is commonly known as sensor planning problem, e.g. in a navigation
context of autonomous systems. Different types of sensors are fused whereas vision sensors
are the most common sensors to be controlled actively. Works considering mono- or stereo-
vision setups are known. Approaches to determine an optimal view direction for the current
situation are mostly based on maximization of some information measure over some limited
time horizon, i.e. an optimal solution for a several steps ahead planning. Works considering
several independent active vision sensors with different performance characteristics are not
known to the best of the author’s knowledge.

The innovation of this chapter consists in a multi-focal approach towards active vision
for the navigation of mobile robots with two or more independent active vision devices of
different types, i.e. field of view and accuracy. The main goal is an improvement of the
robot’s mission performance by multi-focal vision sensor planning defined as the accuracy
of localization and perception of the environment. Contributions are higher performance,
higher efficiency, and flexible sensor resources allocation compared to mono-focal embodi-
ments. Key challenges are conditions for view direction planning considering accuracy and
field of view, mission-specific multi-focal multi-camera view direction planning strategies,
and the comparison with mono-focal state-of-the-art approaches. The planning methods
are exemplarily applied to a humanoid locomotion task considering a global path to be
covered and a number of reference objects to be observed within the environment.

The remainder of this chapter is organized as follows: The basic framework and as-
sumptions are defined in Section 5.1. The considered perception, robot, and environment
models as well as the data fusion approach using vision sensors and odometry are de-
scribed in Section 5.2. Section 5.3 is concerned with conditions for view direction selection
and a multi-focal view direction planning strategy. The planning strategy is evaluated
in extensive simulations. Concluding remarks towards multi-focal planning architectures
considering several competing tasks are given in Section 5.4.
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5.1 Problem Definition

The purpose of this work is the investigation of multi-focal camera coordination mecha-
nisms for the navigation of mobile robots. In this section framework and approach are
defined.

A mobile robot equipped with internal sensors for the estimation of its velocity and gear
angle is capable of estimating its position and orientation with respect to its pose in a pre-
vious time step. This is called dead-reckoning or odometry. In order to estimate the robot
pose with respect to a reference coordinate frame the whole chain of relative homogeneous
transformations from a known initial pose within this frame has to be considered. Due to
measurement errors and slippage the pose estimations, i.e. relative transformations, are
erroneous. The errors accumulate with time causing a drift of the estimated robot pose.
In order to overcome the drift problem absolute measurements can be taken, e.g. eval-
uating visual information which is the focus of this work. These absolute measurements
can be used to simply reset the robot pose when available or to be fused dynamically with
odometry data. Common fusion approaches are based on Kalman- and Particle-Filters or
set-based methods. Thereby, relative and absolute measurements complement one another
combining their advantages of high bandwidth and high absolute accuracy, respectively.

The use of active vision systems for navigation is state-of-the-art and has significant ad-
vantages over passive systems as, e.g., omnidirectional systems which are the most common
passive embodiment: A selective allocation of sensor resources with a higher measurement
accuracy than could be achieved with omnidirectional systems with equal pixel matrix of
the sensor. Prominent works in this field are, e.g., simultaneous localization and mapping
(SLAM) with active vision, e.g. [29, 30, 130] and visual guidance of humanoid robots
[45]. The objective of controlling the camera view direction in order to satisfy one or more
tasks, e.g. robot localization, leads to a selection problem. Thereby, the “most appropri-
ate” among several possible view directions has to be selected in order to meet the relevant
task requirements “sufficiently”. Works in this field are manifold. Prominent works cover,
e.g., foundations of human overt attention, computational neuroscience approaches, and
technical application-oriented approaches, cf. e.g. [45, 62, 68, 136]. Most approaches in
mobile robotics use optimization or decision-theoretic techniques, e.g. [29, 45].

Active vision systems comprising only one type of vision sensors face a tradeoff between
accuracy and field of view due to limited computational resources. Within the context
of robot navigation this implies a tradeoff between localization accuracy and keeping a
large part of the scene in view. If a map of reference objects and the current robot pose
are known with sufficient accuracy then a vision sensor of the highest possible accuracy
and a field of view matching the size of the largest object could be chosen. However,
potentially interesting or dangerous objects and events in the local environment could not
be detected. Within the scope of navigation for exploration a sufficiently large field of
view is required in order to make out a next possible reference object along the robot’s
path while fixating a current one for localization. Therefore, accuracy is strongly limited.
Another drawback is the increasing uncertainty of the position of a reference object while
not being observed. Thus, the probability of the object being actually located outside the
field of view rises and the object might not be seen even if the camera is directed towards
its believed position. Another aspect is the fact that in many situations it is not necessary
to provide high accuracy and a wide field of view simultaneously. For example if only
a point features have to be measured for localization with high accuracy and the rest of
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Figure 5.1: Humanoid robot navigation scenario with multi-focal vision.

the scene is only assessed towards the presence of some stimuli then observing the whole
scene with high accuracy would cause unnecessary high computational and perceptual
costs. Thus, one sensor providing high accuracy and field of view would not only require
extensive computational resources, but produce a vast amount of unnecessary data with
low usable information density.

A multi-focal approach to active vision is proposed in this chapter in order to overcome
these drawbacks. Thereby, high accuracy and wide field of view are provided simultane-
ously and independent of one another. Embodiments of a multi-focal vision system with
two stereo-cameras with different accuracies and fields of view are investigated. In the fol-
lowing sections the approach is outlined and criteria for the coordination of the individual
sensors are given.

5.1.1 Assumptions, Scenario, and Approach

Considered is a locomotion task of a mobile robot where the robot moves along a preplanned
path. It has visual and odometrical capabilities such that it is able to localize itself and
other objects within the environment. The robot is equipped with a multi-focal vision
system consisting of two stereo-camera devices with independently controllable pan- and
tilt-angles, different focal-lengths, and different fields of view. The robot’s mission is to
follow the desired path. Therefore, it has to localize itself continually evaluating odometry
data and visual information. Given a particular environmental situation, i.e. configuration
of observable objects and robot pose, the objective is to dynamically select appropriate
view directions for both vision devices. Figure 5.1 exemplarily shows a situation in the
considered navigation scenario where a humanoid robot fixates two landmarks with two
vision devices of its multi-focal vision system in order to localize itself in the world.

The proposed approach consists in an optimization of the pan-/tilt-angles of both vi-
sion devices with respect to mission-relevant tasks. Within the scope of the investigations
conducted in this thesis a minimization of the uncertainty of the robot’s pose error is con-
sidered in order to achieve the mission - accurately following the planned path - optimally.
Therefore, the current robot state (pose) in the environment and the environment (object
positions) are considered. This approach extends the method of [45] to the general multi-
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Figure 5.2: Multi-focal view direction planning architecture and simulation layout.

focal case. Several conditions for determining view directions are defined in Section 5.3.1
taking into account the robot pose uncertainty and the fields of view of the cameras.

The pose of the robot and positions of objects in the environment are estimated by
an extended Kalman-filter. The measurement equation captures the two stereo-cameras
whereas for an object visible for the camera with higher resolution only this camera is con-
sidered for the position measurement of the object. Several configurations are investigated
which differ in the optical characteristics of the cameras and in whether the relative poses
of two camera pairs are fixed.

Figure 5.2 shows the proposed system architecture composed of a view direction planner
computing the view directions for each of the vision devices of the multi-focal vision system.
Depending on whether or not landmarks are visible for the vision system the current robot
pose is visually measured or predicted based on a robot locomotion model, respectively.
This data fusion is done by a Kalman-filter. In the following sections these components
are explained in detail.

5.1.2 Considerations and Conditions for Camera Coordination

Various aspects have to be considered in order to derive mathematical constraints for a
task-dependent control of the camera view directions of a multi-focal vision system. These
considerations define requirements on accuracy and field of view of the individual sensors.

Robot Pose. If the mission includes some particular path of the robot with certain
constraints regarding locomotion accuracy the error of the robot pose is an important
aspect to be considered. Due to odometry errors the absolute error of the estimated
robot pose increases as the robot moves. By taking position measurements of objects the
positions of which are known sufficiently accurate the absolute robot pose can be estimated
and the robot pose error can be reduced. An approach of view direction planning for a
single vision sensor is to select that view direction in the next time step at which the
robot pose error is maximally reduced. The basic principle is a prediction of the reduced
pose uncertainty corresponding to the information gained in the next time step for each
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possible view direction. An optimization problem is then solved searching for minimum
pose uncertainty. This approach has successfully been applied to vision guided humanoid
walking [45]. An extension proposed in this thesis is the consideration of more than one
sensor. The predicted reduction of the robot pose uncertainty in the next time step is
computed for each possible set of camera view directions. Accordingly, the optimal solution
of view direction selection is that set of directions with which the robot pose uncertainty
is minimized. A possible drawback of this approach are the high computational costs
as the search space is extended by one dimension per sensor. The computational costs
increase further if the optimization problem is not only solved considering the information
gained in the next time step, but by several steps ahead planning. In order to reduce the
computational costs the search space can be narrowed accepting a suboptimal solution by
optimizing the view directions of the individual sensors independently of one another.

Object Pose. Also the poses of observed objects may be of relevance to the robot’s
mission, e.g. for manipulation, interaction, or collision avoidance tasks. The planning
problem of appropriate view directions can be solved analogously to the approach in the
previous section. The predicted reduction of object uncertainties is computed for each
object and each possible configuration of camera view directions and that configuration
is chosen which reduces the object uncertainties maximally. Dependent on the mission
context a task-relevant formulation can be chosen. An example is the approach to a
collision avoidance task proposed in [45] evaluating the uncertainties of obstacle positions
orthogonal to the robot’s path.

Visibility: If a camera is directed towards an object to be observed, knowledge of the
object position is necessary. If the assumed object position is erroneous, the object may
be located outside the visible field of the camera. This is of particular relevance to sensors
with small fields of view, e.g. telephoto cameras. Two conditions can be derived for a
camera control strategy: 1. The position of the object is too uncertain such that a camera
shift towards the object might be useless as the object may most probably not be seen. 2.
The position uncertainty is just small enough such that the object will most probably be
located within the visible field, but would increase in the next time step so that it would
exceed the limits of the visible field; thus, if the camera is not directed towards the object
in this time step the object will probably be lost in the next. The second criterion has to
be traded versus other view direction determining conditions.

Discrete Events: In dynamically changing real-world environments events also occur
which are discrete in nature and which might be relevant to the primary mission or to
secondary tasks to be accomplished. Examples are signs and signals, moving, appearing,
or changing objects, human behavior and communication, etc. A possible approach to
consider such events in a planning architecture is the representation by binary variables
weighted according to the individual importance.

These criteria for view direction selection can be considered simultaneously. This leads to
a typical decision problem which can be solved by applying common methods from decision-
theory. A problem in this context is an appropriate dynamical selection of weighting factors
for the different competing taks in order to solve the decision problem optimally. A common
approach is the application of learning schemes in order to obtain (sub)optimal weights.

63



5 Multi-Focal View Direction Planning for Mobile Robots

In either case additional constraints or a more generic formulation of the decision problem
are necessary. Multi-focal view direction planning with multi-task competition is discussed
in Section 5.4.

5.2 Localization of a Humanoid Robot

The approach to the considered robot localization problem is based on an extended
Kalman-filter whereas the state vector is composed of the robot pose and object posi-
tions in the environment. The robot model is formulated according to [45] capturing the
propagation of the foot step placements of a humanoid robot. The measurement equation
is based on a multi-focal sensor model described in Section 3.1.

5.2.1 Planning of Perceptual Resources and SLAM

Active vision view direction planning with respect to locomotion tasks is considered mainly
in works in the field of human and humanoid walking as well as simultaneous localization
and mapping (SLAM).

SLAM
In order to navigate a robot through an environment estimations of the robot pose and of
object positions in the environment are necessary. As the measurement uncertainties of
both are correlated only a simultaneous estimation is possible which is the main focus of
SLAM [39, 124]. This simultaneous estimation is commonly done by using probabilistic
filters. Kalman- and Particle-Filters and various derivations are the most common tools.
Among the estimation of states, i.e. robot pose and object positions, an explicit represen-
tation of the uncertainties and ambiguities associated with these states is necessary.

Bayesian analysis is specifying a prior distribution that is sophisticated enough to incor-
porate a priori knowledge but simple enough to make the problem algebraically tractable.
The filtering problem consists of a recursive estimation based on a set of noisy observations.
At least the first two moments of the state vector are considered. A dynamic nonlinear state
space model capturing the locomotion of the robot is used. Most realizations in SLAM
are discrete time. A discrete time state space model consists of a stochastic propagation
(prediction or dynamic) equation that links the observation given the current state. If the
dynamic and observation equations are linear and the associated noises are Gaussian, the
optimal recursive filtering solution is the Kalman filter [64]. The most widely used filter for
nonlinear systems with Gaussian additive noise is the well known extended Kalman filter
(EKF). The EKF approximates the nonlinearities of the system and observation models
by a Taylor series expansion about the current estimate, which is usually truncated af-
ter the first term. The estimation accuracy of the EKF depends on how well the system
is approximated by the linearization. If the nonlinearities are significant or the noise is
non-Gaussian, the EKF gives poor performance. Improvements to EKF-based SLAM have
been made proposing a variety of extensions as, e.g., the iterated Kalman filter, multiple
hypothesis Kalman Filter, and others. Several other approaches to recursive nonlinear
filtering have appeared in the literature. These include grid-based methods, Monte-Carlo
methods, Gauss quadrature methods, unscented filter and particle filter methods. Most of
these filtering methods have their basis in computationally intensive numerical integration
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techniques that have become tractable due to the increase in computational power over
the last decade.

Sensor Planning
Allocation of perceptual resources commonly referred to as sensor planning requires active
sensors or sensors with an adjustable focus of attention. In the context of SLAM, vision
sensors are the most common active sensors considered. The objective is a selection of
the sensor’s main direction of perception in the next time step. Therefore, measures of
entropy or information content are commonly defined, e.g. [29, 30, 67, 123, 130]. Common
measures consider the robot pose and object positions as mentioned in Section 5.1. These
are usually formulated evaluating the covariance matrix (in case of a Kalman-filter), other
probabilistic moments, or probability distributions of the probabilistic filter. The predicted
resulting (co)variances in the next time step corresponding to the states of interest of the
filter, e.g. robot and object positions, are then compared for each of the possible sensor
alignments. If no other concurrent tasks exist these sensor alignments win for which the
(co)variances are reduced optimally according to the formulated information measures,
e.g. maximal reduction of the robot pose variance. This has also been accomplished in
state-of-the-art works considering a certain planning time horizon, i.e. optimizing the
sensor alignments for several steps ahead based on the current available information, e.g.
[45]. However, most approaches are based on greedy methods, i.e. only considering the
gain of information in the next time step. Commonly, sensor planning and path planning
are performed separately, i.e. sensor planning considers an already planned path, e.g.
[29, 30, 130].

5.2.2 Robot Model, Perception Model, and Environment Model

In the following the assumed robot, perception, and environment models for the localiza-
tion of a humanoid robot are defined. These models form the basis for the multi-focal
view direction planning strategy in Section 5.3. The humanoid robot model represents
the propagation of footstep placements in the environment if dead-reckoning errors are
present. The perception model is composed of two or more sensors representing cameras
with various focal-lengths. It projects Cartesian points to sensor space adding Gaussian
sensor noise. The environment model is basically a map of Cartesian points which are
considered landmarks. Each time a new landmark is detected by the vision system the
map is extended. The landmarks in the map are computed with respect to the robot.
These models are based on [45] extending the perception model to multi-focal vision.

Simplified Humanoid Robot Model
The mobile robot is considered a humanoid walking robot which is capable of placing its
footsteps with respect to a robot centered reference frame SF . The robot model gives the
resulting distorted footstep placements in a world frame S0 in response to a commanded
step with position F xs, F ys and orientation F θs,k in open loop control. The commanded
footsteps are considered results of a higher-level path planner which is not within the scope
of this work.

The foot poses are distorted by dead-reckoning errors w = [∆xs,k ∆ys,k ∆θs,k]T repre-
senting the difference between a commanded step and the corresponding measured one.
The reference frame SF is placed at that foot currently in contact with the ground during
the single-support phase. Double support phases with both feet on the ground are ne-
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Figure 5.3: Humanoid robot navigation scenario with multi-focal vision.

glected. As the single-support foot changes from step to step the reference frame SF must
also change. This is considered by a binary variable γk ∈ {0; 1}. A simplified formula-
tion is chosen considering only the time steps at the beginning, respectively, the end of a
footstep of the humanoid robot.

Following these assumptions the discrete time robot model can be expressed by the
nonlinear model

0xk+1 = 0xk(1 − γk+1) + fs(0xk, uk+1, wk)γk+1,

giving the next foot pose 0x at a time and footstep k + 1 with control vector uk+1 =
[F xs,k F ys,k F θs,k γk+1]T containing the commanded footstep in frame SF , the dead-
reckoning error w, and

fs(0xk, uk+1, wk) =





[
0x0,k

0y0,k

]
+ Rot2x2(F z, 0θk)

[
F xs,k + ∆ys,k

F ys,k + ∆ys,k

]

0θk + F θk + ∆θs,k



 ,

with [0x0,k 0y0,k 0θ0,k]T = 0xk the starting pose for the next foot step defined by the foot
placement from the previous time step, F z the vector perpendicular to the ground plane,
and the commanded step [F xs,k F ys,k F θs,k]T .

Multi-Focal Perception Model
A general perception model is considered combining two or more vision devices with inde-
pendent pose control. These devices may differ in their performance properties focal-length
and field of view. Utilizing the sensor model described in Section 3.1 and depicted in the
schematic Figure 3.1 the general nonlinear multi-focal perception model is written

ξk = hξ(0xk, 0l, F Pk, vξ,k) =





hξ,1(0xk, 0l, F P1,k)
hξ,2(0xk, 0l, F P2,k)

...
hξ,n(0xk, 0l, F Pn,k)




+ vξ,k, (5.1)
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with feature point vector in image space ξ = [ξT
1 . . . ξT

n ]T , ξi = [ξu,i ξv,i]T , robot pose

0xk, a vector containing the positions of all point landmarks in the environment 0l, and
the perspective projection matrices F Pi containing the transformation matrices F Tci of
frame Sci of camera i with respect to the robot foot frame SF . Individual rotational
or translational components of F Tci may be controllable. Vector vξ,k represents sensor
noise in image space. Sensors hξ,i may be single-cameras, stereo-cameras, or multi-camera
configurations. In the remainder of this chapter only stereo-cameras are considered without
loss of generality.

In order to build a map and to localize the robot within the environment, the 3D positions
of the landmarks have to be reconstructed. This can be done utilizing the procedure
described in Section 3.1.1 finding a weighted least squares solution

0l̂
∗ =

(
F̂ T E−1F̂ T

)−1

F̂ T E−1b̂, (5.2)

with estimated landmark positions 0l̂∗, E the sensor noise covariance matrix expressed in
Cartesian space (cf. Section 3.1.1), and F̂ , b̂ as defined in Section 3.1.1 perturbed with
sensor noise.

Environment Model

The mobile robot moves along a planned path through an environment with a finite number
of observable point objects in the following referred to as landmarks. The position of these
landmarks is not known a priori. By moving through the environment and evaluating
visual data the robot, thus, has to explore the environment and successively build a map
containing estimated landmark positions.

Landmark positions can be estimated solving the 3D reconstruction problem utiliz-
ing (5.2) whenever individual landmarks are visible in at least one of the vision sensors
yielding a nonlinear measurement equation

zk = fm(ξk, F Pk, vξ,k),

where the measurements zk are a nonlinear funtion of the projections of the landmark
positions in image space ξk, the perspective projection matrices F Pi, and the sensor noise
vξ,k. These measurements are relative to the current robot reference frame SF . Due to
sensor noise the reconstructed landmarks positions in the map are erroneous.

Those landmark positions which are not visible at a time step have to be computed
from previous measurements, i.e. the map has to be translated and rotated according
to the robot locomotion. However, due to dead-reckoning errors the predicted landmark
positions are also erroneous. The transformation of landmark positions accounting for the
robot locomotion and the changing robot frame SF according to the foot in contact with
the ground as defined above can be written

F xl,k+1 = F xl,k(1 − γk+1) + fe(F xl,k, uk+1, wk)γk+1,
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with

fe(F xl,k, uk+1, wk) =





Rot2x2(F z,−(F θs,k + ∆θs,k))








F xl,1,k

F yl,1,k

F zl,1,k



−




F xs,k + ∆xs,k

F ys,k + ∆ys,k

0









...

Rot2x2(F z,−(F θs,k + ∆θs,k))








F xl,n,k

F yl,n,k

F zl,n,k



−




F xs,k + ∆xs,k

F ys,k + ∆ys,k

0













,

with the vector containing the landmark positions, i.e the map, F xl =
[F xl,1 F yl,1 F zl,1 . . . F xl,n F yl,n F zl,n]T , control vector uk+1 = [F xs,k F ys,k F θs,k γk+1]T con-
taining the commanded step as defined above, and the dead-reckoning errors w =
[∆xs,k ∆ys,k ∆θs,k]T .

5.2.3 Robot Localization

The robot’s mission is to follow a path as well as possible. Thus, the robot has to estimate
its pose in the environment continually. However, the robot dead-reckoning model and
the measurements are erroneous. Moreover, if no absolute measurements of the map are
taken and the robot is only localized evaluating odometry data the dead-reckoning errors
accumulate non-recoverably resulting in a drift of the estimated robot pose. Therefore, a
fusion of the two localization principles – relative odometry and absolute vision-based –
is necessary. Even better results can be obtained if information about the error signals is
taken into account. This can be achieved utilizing an extended Kalman-filter as an optimal
recursive state estimator of nonlinear systems. In the following the basic principle applied
to the assumed scenario is described in brief. This description of basic steps of the general
localization and mapping procedure applied to the problem formulation is only intended
to serve as a brief summary for the definition of the general framework of this chapter. For
a detailed explanation of the Kalman-filter and SLAM foundations the kind reader may
refer to common literature.

As common in localization and mapping, the system state is composed of the robot
pose 0x in the world frame and the vector of landmarks positions F xl with respect to the
robot frame

xk =
[
0xT

k F xT
l,k

]T
. (5.3)

The nonlinear state space model is composed of the dead-reckoning model of the robot
locomotion (5.2.2), the dead-reckoning model of the map (5.2.2), and the vision-based
measurements (5.2.2)

xk+1 = f(0xk, uk+1, wk) = xk(1 − γk+1) +

[
fs(0xk, uk+1, wk)
fe(0xk, uk+1, wk)

]
γk+1,

zk+1 = fm(ξk+1, F Pk+1, vξ,k+1).

The random variables w and v represent process and measurement noise, respectively.
They are assumed white, zero mean with diagonal non-zero covariance matrices Qk and
Rk, respectively. Linearization of the model yields

xlin
k+1 = Akxk + Bk+1uk+1 + Wkwk,
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zlin
k+1 = Hk+1xk+1 + Vk+1vk+1,

with

Ak =
∂f

∂xk
, Bk+1 =

∂f

∂uk+1
, Wk =

∂f

∂wk
, Hk+1 =

∂h

∂xk+1
, Vk+1 =

∂h

∂vk+1
.

The evaluation of the linearization can be found in [45] concluding validity for a sequence
of approximately ten steps. As long as no vision-based measurements of the robot pose
and landmark positions are available the robot pose and landmark positions have to be
predicted evaluating the dynamics

x̂lin
k+1|k = f(x̂k|k, uk+1, 0),

ẑlin
k+1|k = fm(ξ̂k+1|k, F Pk+1, 0),

the a priori state and measurement estimates with noises assumed zero and estimated
values (̂.). For the a priori covariance estimate the changing robot frame has to be taken
into account. Thus, the covariance estimate depends on γ

Ck+1|k = Ck|k, if γk+1 = 0,
Ck+1|k = AkCk|kA

T
k + WkQkW

T
k , if γk+1 = 1,

where

Qk =




σ2

∆xs
0 0

0 σ2
∆ys

0
0 0 σ2

∆θs



 ,

represents the dead-reckoning noise covariance matrix for a single step.
When measurements are available the estimated values are corrected. The update equa-

tions are expressed

x̂k+1|k+1 = x̂k+1|k + Kk+1(zk+1 − ẑk+1|k),
Ck+1|k+1 = Ck+1|k − Kk+1Sk+1K

T
k+1,

with the Kalman gain K defined as

Kk+1 = Ck+1|kH
T
k+1S

−1
k+1,

with
Sk+1 = Hk+1Ck+1|kH

T
k+1 + Vk+1Rk+1V

T
k+1,

and the measurement noise covariance matrix

Rk+1 = diag(σ2
ξ,u,1, σ

2
ξ,v,1, . . . , σ2

ξ,u,n, σ2
ξ,v,n),

for a multi-focal vision system comprising n sensors. Within the scope of this work two
stereo-cameras are considered resulting in R ∈ R8×8.

This method predicts the robot footstep poses and landmark positions based on the
robot and environment models defined in the previous section when no measurements are
available. When measurements are taken utilizing the multi-focal sensor model from the
previous section the footstep poses and landmark positions are corrected. In the following
section this method is used in order to investigate the impact of different focal-lengths,
fields of view, and view direction changes on the localization accuracy of the humanoid
robot.
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5.3 Multi-Focal View Direction Planning

In Section 5.1 the shortcomings of conventional view direction planning with mono-focal
vision systems have been discussed in exemplary settings. An exploration scenario of a
mobile robot has served to show challenges for improvement of mission relevant parameters
as, e.g., localization accuracy and probability of collision. The existence of problems which
cannot be solved based on mono-focal vision has also been pointed out, e.g., achieving
good localization accuracy and scene overview in environments with sparsely distributed
landmarks. The concept of multi-focal view direction planning has been introduced in
order to overcome the shortcomings of the state-of-the-art.

This section is concerned with the definition of mathematical conditions for multi-focal
view direction planning, the formulation of planning strategies, and the evaluation based
on a humanoid robot locomotion scenario which has been defined in the previous section.

5.3.1 Criteria and Information Measures for Camera Coordination

As summarized in Section 5.1 several criteria have to be considered for a goal-oriented
task-specific coordination of the camera view directions. Within the scope of multi-focal
view direction planning in the defined robot locomotion scenario with point landmarks a
sufficient accuracy of the estimated robot pose is the main objective. Without sufficient
localization accuracy the mission - following a global path - cannot be completed success-
fully. A second criterion is given by potential mission-relevant activities in the environment
which are considered being discrete. Examples are signals or events of interest detected
by wide-angle vision sensors which have to be observed by a higher-resolution sensor. An-
other criterion which is of particular interest for telephoto cameras with extremely small
aperture angles is the visibility of objects to be observed. If the uncertainty of the assumed
object position the camera is directed at is too high then the object might eventually be
located outside the field of view. The second and third criteria are important aspects in
dynamical environment, e.g., if moving objects are present changing positions between two
observations. In the following conditions are defined capturing these criteria.

Primary Mission - Predicted Uncertainty of the Robot Pose
If the mission of the robot is to follow a path as well as possible a measure assessing
the robot pose error with respect to a world coordinate frame is necessary. In terms of
the assumed humanoid robot model a possible approach is to evaluate the robot pose
covariance matrix, e.g., computing the volume of the covariance ellipsoid. In [45] the mean
of the main axes of the covariance ellipsoid given by the square roots of the eigenvalues of
the robot pose covariance matrix is considered. Based on this the task-related information
measure incertitude for a current foot step s in world frame S0 is defined as

νs
0 =

1

2

2∑

j=1

√
es

j , (5.4)

with es
1 and es

2 the eigenvalues of the 2 × 2 robot pose covariance matrix for x- and y-
direction of world frame S0. In [45] it is argued that the orientation error is low whenever
the position error is low. Thus, the eigenvalue corresponding to the orientation uncertainty
is neglected.
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This measure is nondirectional in nature. The differences of the eigenvalues representing
different uncertainties in various Cartesian directions are not considered. Thus, large pose
errors in particular directions can be unnoticed. A possible approach in order to overcome
this shortcoming is an evaluation of the condition number of the pose covariance matrix.

Potential Object or Event of Interest
In real-world environments the mission of the robot may require reactions to events or
objects of interest in order to be successful. Examples are signs and signals to be observed,
moving objects to be tracked, or a human initiating a communication process.

As these aspects are of discrete nature their presence or activity can be expressed as a
binary variable

ε0,j =

{
0, if interesting object/event present,

1, otherwise,
(5.5)

representing an interest operator signaling a potentially interesting object or event to be
focused.

Predicted Visibility of an Object of Interest
If a camera has to be focused at an object of interest an estimation of the object position
is necessary. This estimation may be erroneous due to sensor and dead-reckoning errors.
If these errors exceed the field of view of the camera the object may not be observable
though assumed focused.

Figure 5.4 schematically shows the top view of a point object observed by a vision sensor
with a limited field of view defined by its aperture angle αpan. The aperture angle defines
a point set Tα,pan covering the triangular field of view. The assumed object position is
disturbed by gaussian noise in two dimensions. This noise is visualized by a p-confidence
ellipse of the corresponding covariance matrix of the object position estimate defined by a
point set Cp covering the ellipse area.

In the depicted case the confidence ellipse touches the edges of the field of view triangle
in at least one point. Thus, the probability of the object to be located within the field of
view is at least p.

Considering this basic example two causes of action for camera coordination can be
considered:

(i) Re-Observe: A given probability threshold is exceeded. As a consequence the
camera is refocused at the object in order to lower the position uncertainty to an
acceptable level.

(ii) Discard: A given probability threshold is exceeded. As a consequence the object
position is considered too uncertain to be captured by the camera and the object is
discarded from current view direction planning.

Given these options there are several ways to define conditions for view direction plan-
ning:

Binary Constraints, Level of Confidence. An acceptable confidence level p for the posi-
tion uncertainty is defined, e.g., for a 90% confidence ellipsoid. The current configuration
of view direction, aperture angles, and object position covariance matrix is evaluated. If
the confidence ellipsoid is fully located within the field of view then the object is considered
visible at an acceptable confidence level.
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Cp

Cp∗,max

αpan

Tα,pan

object

Figure 5.4: Visibility of an object observed by a vision device with aperture angle αpan; p-
confidence ellipse Cp of object position covariance matrix; field of view Tα,pan; maximum
confidence ellipse Cp∗,max within Tα,pan.

Therefore, the intersection of the point sets of field of view Tα,pan,tilt and confidence
ellipsoid Cp has to satisfy

Cp ∩ Tα,pan,tilt = Cp, (5.6)

where

Cp =
{

rx ∈ R3
∣∣∣ (rx − rx̂i)

T C−1
i (rx − rx̂i) ≤ χ2

p, rx̂i ∈ R3
}

, (5.7)

with covariance matrix Ci of the object position estimate, confidence level p, r(.) denoting
the vision sensor reference frame, estimated object position rx̂i with respect to the vision
sensor, and

Tα,pan,tilt =
{

rx ∈ R3
∣∣∣X ≤ Z tanαpan, Y ≤ Z tanαtilt

}
, (5.8)

where αpan, αtilt are the aperture angles of the vision system in x- and y-direction with
respect to the vision system reference frame and rx = (X,Y, Z)T .

A binary variable δ0 can be defined for each object i of the map

δ0,i(Ci, rx̂i, αpan, αtilt) =

{
0, if Cp ∩ Tα,pan,tilt )= Cp,

1, if Cp ∩ Tα,pan,tilt = Cp,
(5.9)

which can be integrated in a view direction planning strategy. State δ0,i = 0 then represents
a signal to re-observe, respectively, discard object i, depending on the chosen action.

This constraint is an approximation giving the worst case probability of the observed
object being located in the field of view.

Another possibility is to compute the current maximum confidence level p∗ determining
the maximum confidence ellipsoid Cp∗,max, p∗ ∈ {0, 100}, with tangential planes defined
by the aperture angles (see Figure 5.4). The current confidence level is then compared
with a predefined threshold p∗ < p. As long as this constraint is not violated the object is
considered visible at an acceptable confidence level.

Thereby, an approximation of the worst case probability of the object being visible is
also given.
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Continuous Constraints, Probability of Visibility. The previous constraints are of binary
nature, i.e. a decision is made when a condition is satisfied. If two or more objects of
interest exist and both objects have to be re-observed in order to lower their position
uncertainty it is not clear which of both to observe first. Therefore, a continuous measure
for the predicted visibility of an object to be observed is necessary for priorization of
possible view directions. There are a number of possible definitions.

A straight forward formulation of a continuous constraint is based on the previous con-
straint evaluating the current maximum level of confidence p∗. However, this confidence
level is only an approximation for the worst case probability which could be overpessimistic.

Another possibility is the computation of the true probability of visibility computing
the volume integral of the probability distribution of the object position uncertainty over
the Cartesian space from infinity to the limits defined by the aperture angles of the vision
system. However, as unmodeled nonlinearities and linearization errors of robot and sensor
models exist, the covariance matrix and field of view are both coarse approximations. The
evaluation of the approximation error is nontrivial and, thus, an assessment of this measure
is difficult.

5.3.2 Planning Strategies for Robot Localization

In the previous section constraints and information measures have been defined which are
evaluated in the following in order to plan view directions for the individual cameras of a
multi-focal vision system. The presumed objective for view direction planning is to gather
the largest possible amount of information with respect to the mission to be accomplished.

The assumed mission of the robot is to follow a path as well as possible. As a consequence
the estimation error of the robot pose within the environment during its motion has to
be minimal in order to complete the mission optimally. In order to minimize this error
appropriate view directions of the individual cameras of the multi-focal vision system have
to be chosen. Following this, an optimal configuration of view directions for the current
time step satisfies the condition of minimizing the robot pose estimation error.

Primary Mission
Based on these considerations a novel multi-focal approach to gaze control for mobile
robots is proposed. This approach constitutes a generalization of the method of [45] ex-
tending it to multi-camera and multi-focal vision. The basic principle is an information
maximization over a set of possible view directions of independent vision devices. As de-
fined in Section 5.2 two or more sensors can be grouped to one independent device with a
main view direction and certain performance characteristics which have been discussed in
Chapter 3, e.g. forming mono- or multi-focal stereo-pairs.

In terms of robot localization the view direction planning strategy can be expressed as
a maximum reduction of the predicted robot position uncertainty ν̂0 at the next time step
s + 1 over all possible predicted view directions Ω̂ = (Ω̂1 Ω̂2 . . . Ω̂n)T of the n individual
vision devices writing

Ω̂∗,s+1|s = arg min
Ω̂

ν̂s+1|s+1
0 , (5.10)

where Ω̂j = (panj tiltj)T are the pan- and tilt-angles of vision device j.
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This formulation is called greedy as only the next time step is considered giving a
suboptimal solution with respect to the defined mission. An optimal solution can only be
obtained evaluating the complete time horizon from start to goal position of the robot which
is impractical. However, [45] shows that the difference between optimal and suboptimal
solution is negligible for a time horizon of ten steps in the considered scenario.

As pointed out in Section 5.1 this optimization may be computationally expensive de-
pending on the number of individual vision devices and the resolution of commandable
pan- and tilt-angles. The search space can be significantly reduced optimizing the view
directions Ω̂j of each vision device independently accepting a suboptimal solution.

Secondary Tasks
Additional tasks which are not directly relevant for achieving the global mission have also
to be considered in order to provide a robust, flexible, and safe behavior of the robot
in dynamically changing real-world environments. Two other constraints have been pro-
posed which are particularly relevant in multi-focal vision: the occurrence of potentially
interesting events and the predicted visibility of objects.

As proposed in the previous section discrete events can be represented by a binary
variable. For a particular vision device of the muti-focal system this condition can be
considered combining primary mission and secondary task writing

Ω̂∗,s+1|s
j = arg min

Ω̂j ,nev

(
(1 − r)εnev + r(1 − εnev)ν̂

s+1|s+1
0

)
, (5.11)

where Ω̂∗
j is the view direction of a particular vision device j, Ω̂j is the set of possible

view directions for j, nev the set of events of interest, εnev is a binary variable, cf. (5.5),
with εnev = 0 signaling the presence of an interesting event, and ν̂0 is a measure for the
robot position uncertainty. Multiplier r ∈ [0; 1] is an interest operator which can be used
in order to deliberately decide between both tasks, the primary mission and the secondary
task. In the next section r is used in order to limit the position uncertainty of the robot
by setting r = 0 if ν0 exceeds a certain threshold and r = 0.5 otherwise.

So far the fields of view of the vision sensors have only been considered in the sensor
model of the update equation of the Kalman-filter in Section 5.2. Landmarks which are
not visible in the fields of view of the individual vision sensors are, thus, not used for pose
estimation. As pointed out in the previous section due to estimation errors objects may
be located outside the visible field though their predicted position falls within the field of
view.

The multi-focal approach to view direction planning is, therefore, extended accounting
for the predicted visibility of observable objects in the next step s+1. This is of particular
importance in dynamically changing environments. The idea is an introduction of a re-
observation term in order to direct a vision device towards an object when its predicted
position uncertainty exceeds the limits of the field of view of a particular vision device
j, e.g. a telephoto camera. Similarly to the previous formulation this strategy can be
expressed by

Ω̂∗,s+1|s
j = arg min

Ω̂j ,nobj

(
(1 − r)δnobj

+ r(1 − δnobj
)ν̂s+1|s+1

0

)
, (5.12)

where nobj is the set of objects of interest, e.g. landmarks, and δnobj
is a binary variable

with δnobj
= 0 signaling that a certain confidence level of the covariance ellipsoid of the

corresponding object exceeds the field of view of vision device j.
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Figure 5.5: Top-view of the humanoid robot navigation scenario.
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Figure 5.6: Real, estimated, and planned paths and foot steps.

5.3.3 Simulations and Evaluation

In order to demonstrate the benefits of multi-focal view direction planning the proposed
approach is now evaluated in a structured humanoid robot navigation scenario. Several
mono- and multi-focal vision system configurations are evaluated by comparison of the
achieved navigation performances.

The basic scenario is shown in Figure 5.5. Four landmarks are distributed within a
rectangular environment. The mission of the robot is to follow a straight path in x-
direction. In order to complete the mission successfully the robot has to localize itself
within the environment evaluating available visual information on the positions of the
identified landmarks.

The robot pose is estimated dynamically utilizing the Kalman-filter approach described
in Section 5.2.3 based on the robot, environment, and perception models defined in Sec-
tion 5.2.2.

In order to maximize the information gain optimal view directions of the individual
vision devices are selected dynamically based on the proposed approach in Section 5.3.
The positions of the landmarks are not known a priori nor are the number of landmarks.
Configurations of the vision system of the considered scenarios to be compared are:
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Figure 5.7: Comparison of resulting planned pan-angles for a) wide-angle (focal-length λ =
2mm, aperture-angles αpan,tilt = [60 60]◦T ), b) conventional (λ = 20mm, αpan,tilt =
[30 30]◦T ), c) telephoto (λ = 40mm, αpan,tilt = [10 10]◦T ), and d) foveated (λw = 2mm,
λt = 40mm, αw,pan,tilt = [60 60]◦T , αt,pan,tilt = [10 10]◦T ) vision devices.

a) wide-angle: a single wide-angle stereo-camera, focal-lengths λ = 2mm, aperture
angles αpan,tilt = [60 60]◦T ,

b) conventional: a single conventional stereo-camera, focal-lengths λ = 20mm, aper-
ture angles αpan,tilt = [30 30]◦T ,

c) telephoto: a single telephoto stereo-camera, focal-lengths λ = 40mm, aperture
angles αpan,tilt = [10 10]◦T ,

d) foveated: a foveated vision system (multi-focal system with fixed relative poses of
the cameras) with one wide-angle stereo-camera, λw = 2mm, αw,pan,tilt = [60 60]◦T ,
and one telephoto stereo-camera, λt = 40mm, αt,pan,tilt = [10 10]◦T ; additionally,
this scenario is investigated with a larger field of view for the wide-angle camera of
αw,pan,tilt = [80 80]◦T ,
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Figure 5.8: Projections of the field of view of a conventional vision device of footsteps #2,
#3, and #19 of Figure 5.7b.
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Figure 5.9: Projections of the field of view of a wide-angle vision device of footsteps #2, #3,
and #21 of Figure 5.7a.

e) multi-focal: a multi-focal system with a wide-angle stereo-camera, λw = 2mm,
αw,pan,tilt = [60 60]◦T , and a telephoto stereo-camera, λt = 40mm, αt,pan,tilt =
[10 10]◦T .

All cameras are ideal, based on the pinhole camera model neglecting lens distortion and
quantization effects.

The navigation performance is rated assessing the localization accuracy. Therefore, the
covariance matrix of the robot position is evaluated computing the areas of the 90%-
confidence ellipses of the footstep positions of the humanoid robot. Figure 5.6 contains
a cut-out of Figure 5.5 showing the planned and real paths, the path estimated by the
Kalman-filter, the foot step positions, and their covariance ellipses. It is noted that due
to dead-reckoning errors the real path deviates increasingly from the planned path as
locomotion control is open loop. However, the estimated path follows the real path well.
Figure 5.7 and Figure 5.11 show the resulting view directions for each step of the robot
and for each of the vision devices. The resulting fields of view on the ground plane within
the environment are depicted in Figures 5.8, 5.9, 5.10, and 5.12. The propagations of the
areas of the confidence ellipses are shown in Figure 5.13. Table 5.1 shows a comparison of
the means of the confidence ellipse areas and the average number of landmarks visible for
the vision systems for all scenarios. These results are discussed in the following.

Mono-Focal Localization Performance
Mono-focal vision systems, i.e. systems comprising only one sensor type, suffer from a
trade-off of accuracy versus field of view. In robot localization not only measurement
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Figure 5.10: Projections of the field of view of a foveated vision device of footsteps #2, #3,
and #12 of Figure 5.7d.

accuracy, but also the number of visible landmarks is an important factor in order to
determine the current robot position. Depending on the distribution of landmarks and
the current situation it may be better to observe more landmarks with lower accuracy
in one situation and fewer landmarks with higher accuracy in another. Thus, mono-focal
systems are always a compromise working well only for a very limited class of environmental
conditions and situations, however, failing in others. This problem is reflected by the results
shown in Figures 5.7 to 5.14.

The extreme case vision system comprising only one telephoto camera with very narrow
field of view fails in most cases. If no a priori knowledge on landmark positions is available
and no landmark is located within the field of view no information for the view direction
planner is available. The only possibility is a continuous scan commanding the camera to
rotate over the whole range trusting to accidental detection of the one or other landmark.
However, this strategy is highly unefficient and unflexible. Figure 5.7c shows the case
where no landmark is detected. In consequence view direction planning fails.

A conventional camera with medium accuracy and focal-length has a better chance
to capture landmarks. Figure 5.7b shows the resulting optimal view directions for this
scenario. It can be noted that in this case only one landmark is detected at the starting
position (see Figure 5.8) and only accidentally a second one is seen after shifting the
view direction (step #3). Thus, the planner only considers the lower landmarks within
the environment. However, most of the time only one landmark is visible. In consequence
moving further through the environment at some position the gaze has to be shifted towards
another landmark (due to joint limits) resulting in a sudden increase of the robot position
covariances (see Figure 5.13, x = 3m).

Interestingly, the wide-angle system shows a significantly better performance which can
be noted by rapid decrease of the area of the foot step confidence ellipse area shown in
Figure 5.13. Three landmarks are visible at the initial position (see Figure 5.9) and can,
thus, be considered for optimal view direction planning. In most cases two landmarks are
visible at a time.

Multi-Focal Localization Performance
The main contribution and benefit of multi-focal vision is the possibility to allocate sensor
resources flexibly depending on environmental conditions and current situation. As can be
seen in Figure 5.12 a variety of different configurations of view directions are selected by
the planner in order to satisfy the current situational requirements optimally. At each step
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Figure 5.11: Planned pan-angles of a a) wide-angle (focal-length λw = 2mm, aperture-
angles αw,pan,tilt = [60 60]◦T ) and a b) telephoto vision device (λt = 40mm, αt,pan,tilt =
[10 10]◦T ) of a multi-focal vision system.

measurements of two or three landmarks are taken. The significantly better performance is
obvious which is noted by the much lower areas of the footstep confidence ellipses compared
to all other vision system configurations, see Figure 5.13 and Figure 5.14.

The foveated vision systems, i.e. systems with large field of view and small central high-
resolution region, which are used in many state-of-the-art robot heads, however, yield very
different performances. The considered foveated scenarios vary in the field of view of the
wide-angle camera. Looking at the performance measures in Table 5.1 the average number
of visible landmarks differs by more than one landmark at each step. This results in a
much higher localization uncertainty for the vision system with slightly smaller wide-angle
field of view shown in Table 5.1. The confidence ellipse areas for this foveated system only
reach the values of a conventional camera (see Figure 5.13) while the one with the larger
field of view performs almost equally to the multi-focal system with independent cameras,
see also Table 5.1. This can be explained by the fact that the wide-angle region is always
shifted with the telephoto region. There is no possibility to adjust the wide-angle pose such
that a sufficient number of landmarks is captured. Thus, the number of visible landmarks
depends strongly on the field of view of the wide-angle camera. In the scenario with smaller
wide-angle field of view only occasionally the wide-angle camera captures more than one
landmark which can be seen in Figure 5.10. At most steps a configuration as seen in step
#12 is given. So at many steps merely one landmark is visible.

Assessing these results, the advantages of multi-focal active vision in mobile robot nav-
igation are obvious. Localization accuracy is strongly improved and in case of multi-focal
vision with independent cameras sensor resources can be flexibly allocated depending on
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Figure 5.12: Projections of the field of view of the wide-angle and telephoto device of a
multi-focal vision system of footsteps #2, #3, #8, #11, #19, and #23 of Figure 5.11.

the current task and situational requirements. In case of foveated active vision a certain
field of view has to be provided depending on the environmental setting in order to achieve
similar performance.

5.3.4 Discussion

The concept of multi-focal view direction planning for mobile robot navigation has been
introduced in order to overcome various drawbacks of conventional strategies comprising
only one type of or kinematically coupled vision devices. The performance of various vi-
sion system embodiments has been investigated based on a standard navigation scenario
localizing a humanoid robot walking on a straight path through a structured environment.
It has been demonstrated that multi-focal vision outperforms all other vision system em-
bodiments due to its flexibility in resource allocation and additional high-accuracy sensors

Table 5.1: Mean of the Areas A90 of the 90%-confidence ellipses of the footstep covariance
matrices and average number N̄vis of visible landmarks for mono- and multi-focal robot
localization scenarios.

scenario Ā90[10−4m2] N̄vis

telephoto 7700 0
conventional 2.7 1.1
foveated (60◦) 2.4 1.3
foveated (80◦) 1.7 2.3
wide-angle 2.1 1.8
multi-focal 1.6 2.4
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Figure 5.13: Areas A90 of the 90%-confidence ellipses of the footstep position estimates using
a conventional, foveated, wide-angle, and multi-focal vision system, respectively.
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Figure 5.14: Comparison of the 90%-confidence ellipses of the footstep position estimates at
step #12 using a a) conventional, b) wide-angle, and c) multi-focal vision system with
three measurements per footstep.

resulting in significantly improved mission performance, i.e. localization accuracy, of the
mobile robot. Foveated devices which are increasingly used perform similarly only if a
sufficient field of view of the wide-angle camera is provided.

The main reason for the weaker performance of mono-focal system configurations is
the trade-off between field of view and accuracy which substantially reduces the number
of reference objects to be observed or the accuracy of object position measurements. A
certain field of view is needed in order to continually make out next reference objects along
the robot’s path strongly limiting accuracy. In the extreme case of a telephoto camera with
very narrow aperture angles no objects are detected at all. The foveated version, i.e. a
multi-focal system with relative sensor poses fixed, suffers from the shortcoming that the
view direction has to be determined based on the foveated region which potentially prevents
objects to be detected by the wider-angle region if its aperture angles are too small.

Even though a relatively straight forward perception model has been used generalization
to more complex models with distortions, quantization, etc., is possible. However, also in
terms of nonlinear distortions a better performance of multi-focal vision can be expected
as distortions in higher-resolution devices are comparably small due to narrow aperture
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Figure 5.15: Planned pan-angles of a multi-focal vision system reacting to an event of interest
trading it versus robot position uncertainty.

angles. In this work only point landmarks have been considered. In order to evaluate the
impact of quantization effects on multi-focal vision performance also the impact of image
processing algorithms has to be considered.

5.4 Secondary Tasks - Towards Multi-Focal Multi-Task
Architectures

Beside the main objective - following the path - other tasks could be relevant to view direc-
tion planning, e.g. in order to guarantee safety or to perform secondary tasks, which could
even have an impact on the overall mission. These tasks can be discrete or continuous in
nature. In the previous section two tasks have been defined which are of particular rele-
vance to multi-focal view direction planning: the reaction to events and the consideration
of the predicted visibility. In the following the integration of both is discussed based on
the navigation scenario from the previous section.

Event or Object of Interest The multi-focal view direction planning strategy is extended
to consider potential events or objects of interest utilizing (5.11). The defined objective is to
follow the global path and observe an interesting event whenever it does not interfere with
the primary mission. The interest operator r is, therefore, defined such that the planning
strategy switches to robot localization when a threshold for the position uncertainty is
exceeded. This threshold is set yielding the mean of the position covariance ellipse main
axes ν0 = 0.005m. Operator r = f(ν0) is set to zero if this threshold is exceeded and
to one, otherwise. The multi-focal setting from the previous section is used. The view
direction of the telephoto device is controlled by the two-task strategy and that of the
wide-angle device is constantly kept straight ahead. An event of interest is placed next to
the upper right landmark in the environment shown in Figure 5.5.

The resulting fields of view corresponding to the planned view directions are shown in
Figure 5.15. The switching between the two tasks is also depicted in Figure 5.16. At
step #12 the telephoto device switches from localization to event tracking and back to
localization at step #13. The propagation of the mean ν0 of the main axes of the robot
position covariance ellipse is depicted in Figure 5.17 showing the oscillation around the set
threshold.
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Figure 5.16: Selected state of interest operator r corresponding to r = 0: object of interest,
r = 1: robot localization.
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Figure 5.17: Means of the main axes of the footstep covariance ellipses; threshold for robot
localization at ν0 = 0.005m.

Predicted Visibility In order to demonstrate the impact of the predicted visibility of an
object, an object of interest is placed at the same position of the event from the previous
scenario. Utilizing the planning strategy in Eq. 5.12 the telephoto device now switches to
observe the object whenever its position covariance ellipse exceeds the limits of the field
of view if focused. A result is depicted in Figure 5.18 showing the predicted covariance
ellipse before a view direction shift (Figure 5.18a) clearly exceeding the field of view of the
camera when observed which is shown in Figure 5.18b. As a result from view direction
shifting the covariance ellipse is clearly located within the field of view (Figure 5.18b).

A straight forward way of integrating secondary tasks relevant to multi-focal view direc-
tion planning has been shown. In arbitrary and changing real-world scenarios, however, a
basic thresholding strategy with fixed task weightings cannot provide the flexibility needed
in order to facilitate robust, adaptive, and safe behavior of the robot. An architecture
with units for higher-level situation assessment is necessary evaluating the trade-off of all
mission- and task-related aspects. This generally leads to a decision problem which could
be managed with state-of-the-art decision-theoretic or attentional models. Moreover, a
comprehensive environmental model is essential capturing the task-relevance of structures
and events, e.g. utilizing probabilistic measures. These aspects open up a variety of re-
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Figure 5.18: Visibility of an observed object; 90%-confidence ellipses of estimated object
position a) before and b) after observation with a telephoto vision device (after camera
shift).

search directions in multi-focal view direction planning which go far beyond the scope of
this thesis and are subject to future research.

5.5 Discussion

Active vision for robot navigation has become an essential tool in order to provide flexible
orientation in complex environmental settings. The selection of the vision system and the
coordination of the view direction of active vision face a trade-off between field of view
and accuracy. Mono-focal vision system embodiments suffer from several shortcomings
impairing localization accuracy and, thus, navigation performance. In order to explore the
world a certain field of view has to be provided. The more reference objects for orientation
are visible the better are the estimates of the robot pose. However, the larger the field of
view the worse is the measurement accuracy. High-accuracy and large field of view sensors
require extensive computational resources and produce a vast amount of data with low
usable information density.

In this chapter a novel multi-focal approach to navigation with active vision has been
proposed in order to overcome these drawbacks. The approach consists in the utilization
of a multi-focal vision system with coupled or independent vision devices and a multi-focal
view direction planning strategy. Several planning conditions have been defined considering
the localization accuracy, events or objects of interest to be observed, and the predicted
visibility of objects. An extended strategy has been proposed facilitating the observation
of events or other objects of interest, e.g. with higher accuracy, which is only possible with
multi-focal systems. The approach has been evaluated in a humanoid robot navigation
scenario and the performance has been compared to mono-focal active vision approaches.

In this thesis foveated and multi-focal vision systems have been used for robot navi-
gation for the first time. The results show a significant improvement of the localization
accuracy of the robot with multi-focal active vision in comparison to all other investigated
approaches. Moreover, utilization of multi-focal vision and the proposed planning strategy
make an individual flexible observation of selected locations of interest in robot navigation
possible. These findings open up promising research directions in active vision-based robot
navigation in the context of attentional models for multi-focal active vision accounting for
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higher-level scene assessment and environmental modeling, which are subject to future
work.
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6 Conclusions and Future Directions

6.1 Concluding Remarks

The work presented focuses on the methodical investigation of multi-focal vision for
measurement and robotics at various abtraction levels. Individual research areas cover
statical and dynamical performance parameters as well as information-based planning
issues for camera coordination considering variations of geometrical configuration and
sensor devices. Multi-focal vision systems are known since several decades, however, only
very few methodical works are known exploiting the advantages of multi-focal vision.
In an extensive framework, this work sheds light on the beneficial impact of multi-focal
vision on measurement quality, control performance, and flexibility in resources allocation
demonstrated in a manifold of examples and applications. Conceptual innovative are
multi-focal approaches to vision-based manipulator control and active vision for mobile
robots significantly improving performance compared to conventional approaches on the
one hand and on the other hand facilitate application scenarios which are not realizable
using mono-focal approaches. The main approaches along with the major results are
highlighted in the following.

The performance characteristics of vision systems comprising only one type of vision sen-
sors are well covered in known literature. Investigations reach from single to multi-sensor
configurations and even the fusion of different sensor types is known. Yet, methodical
investigations on how configurations of different sensor types influence the measurement
quality are not covered by common literature. In Chapter 3 a fundamental investigation
of the perception performance of multi-focal vision systems is conducted. It is shown
that the sensitivity of the vision system can be improved in selected regions by adding
higher-sensitivity sensors. Thereby, the benefit of a large field of view can be maintained.
Methods are proposed in order to determine appropriate foci of attention in order to op-
timize sensitivity. Multi-focal systems have a shortcoming of a weaker condition number
than comparable mono-focal systems. Rotating the sensitivity ellipsoid and, thereby, mov-
ing its larger main axes towards particular Cartesian directions of interest by adjusting
the focal-lengths and optional rotation of the vision devices, this drawback is turned into
an advantage: Sensor resources can be reduced by certain combined configurations of
low-sensitivity and high-sensitivity sensors compared to mono-focal high-sensitivity con-
figurations. These results contribute to facilitate situational adaptation of system configu-
ration and sensor resources to the current requirements in order to optimize measurement
performance, sensor resources, and computational cost.

Common vision-based control approaches suffer from several drawbacks: A certain num-
ber and configuration of reference features has to be observed in order to assure a certain
control performance and the performance varies with the observation distance. The former
requires a sufficient field of view and the latter a sufficient focal-length of the vision device.
Both are limited by the region spanned by the features and the minimum distance to the
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vision system in order to assure their visibility. In Chapter 4 two innovative multi-focal
approaches to vision-based manipulator control are proposed which overcome these draw-
backs. A novel hybrid control strategy switches between several vision devices according to
the current performance and field of view requirements. The contribution is a guaranteed
control performance within a defined bounded performance region. The second proposed
strategy allocates high-sensitivity vision devices to certain selected features in order to im-
prove sensitivity. The remaining features are observed with a low-sensitivity large field of
view vision device in order to render the controller full rank. Thereby, control performance
is significantly improved. This aspect is only realizable with multi-focal systems. Using
only high-sensitivity sensors in a mono-focal system setup would require a sufficient num-
ber of sensors to observe all necessary features and, thus, additional resources. Moreover,
the two strategies are combined exploiting the benefits of both. The innovative concept of
multi-focal vision-based control provides a flexible method to improve control performance
and reduce perceptual resources.

From a higher-level perspective control of active vision has to consider the current
mission and situational requirements in order to select appropriate view directions for the
individual vision devices. While Chapter 4 considers dynamical issues, in Chapter 5 the
information gain of multi-focal vision system configurations is assessed in order to derive
optimal view directions for visual guidance of a mobile robot in the current situation. The
novel concept of multi-focal active vision for robot navigation is applied to a humanoid
walking robot scenario considering a foveated system and a system comprising two inde-
pendent stereo cameras. The contribution of this flexible perceptual resource allocation
method manifests itself in a significantly improved localization accuracy and improved
reactive behavior. Multi-focal vision with independent sensors turns out to outperform all
other considered systems in performance and reactivity. The novel perceptual and active
vision concepts consitute a promising signpost for future research in mobile systems with
high perceptual capabilities and autonomy.

Summarizing, the ideas, concepts, and approaches developed in this thesis significantly
advance the state of the art in design and control of vision, active vision, and visual
servoing systems. The results are expected to have a high impact on the development of
future systems and applications in many research areas as, e.g., robotics, transportation,
and surveillance as well as perception for autonomous and cognitive systems.
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6.2 Outlook

Vision is one of the most powerful information sources. Current and future advances in
computing power and bus systems go hand in hand with advances in sensor technology and
increasing demands on information processing. Thus, increasing computational resources
have to process increasing amounts of data and the need for information pre-filtering and
resource optimization will always be essential. Multi-focal vision as a flexible, efficient, and
economical concept is an elementary tool to keep up with these increasing demands and to
improve the performance of vision-based applications. The fundamental research on design,
control, and planning aspects of multi-focal vision presented in this thesis constitutes the
basis for future developments in this area. There is a number of exciting research directions
directly emerging from this thesis, some of which are:

• Quantization effects and error propagation - Yet, effects of quantization have only
been considered in a few works, e.g. quantized feedback stabilization of nonlinear
systems and image processing. In order to assess the effects of quantization and
probabilistic errors the whole processing chain has to be evaluated covering sensor
characteristics, feature extraction, data fusion and processing algorithms, transfor-
mation of the dynamical system, etc. The propagation of quantization errors and
sensor noise through the control system is an important next step in multi-focal
systems research. Some interesting effects pending to be quantified are steady-state
errors and limit cycles as well as stability issues.

• Multi-focal multi-level data fusion - Only some works are known considering the fusion
of multi-focal visual information yet, e.g. multi-resolution disparity maps. However,
known approaches are limited to certain abstraction levels. A future challenge in
multi-focal vision is the fusion of multi-resolution data on statical, dynamical, and
higher levels such as knowledge representation.

• Higher-level situation assessment and multi-focal attention models - In order to make
use of multi-focal efficiency and flexibility with respect to mission and situational de-
mands an assessment of the current situation is necessary. Higher-level information
extraction, learning, knowledge representation, and decision issues have to be consid-
ered in order to cope with complex and real-world environments and to continually
adapt the configuration and view direction of the multi-focal system. This will be
an essential aspect in multi-focal perception and active vision for future autonomous
and cognitive systems research.

Many aspects of multi-focal vision and of the research presented in this thesis are not
limited to vision systems and are basically applicable to any multi-resolution sensor set-
ting exploiting the mentioned benefits. Research on multi-focal vision will have a large
impact on integrated concepts of multi-sensor systems and sensor networks and vice versa.
Promising will be the joint research on multi-focal resource allocation and technological
and biologically inspired attentional mechanisms where significant synergies are expected
which will highly advance the state of the art with high impact on future technology and
applications.
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A Experimental Vision System

Within the framework of the development of Lola, the successor model of the humanoid
robot Johnnie, a multi-focal vision system has been developed [71]. The system comprises
four cameras mounted on a 6 DOF platform. An extreme wide-angle stereo-camera pair is
mounted on a central pan/tilt-platform. Two additional cameras forming a second stereo
pair with high resolution are gimbal-mounted on the central platform. The system is
designed for very high velocities and accelerations of the gimbal-mounted cameras in order
to outperform human capabilities. An embedded motion controller with CAN interface
provides an easy integration into a top-level control architecture.

Intended for real world outdoor environments, the main design considerations for this
vision system are a selective high measurement accuracy of object and robot positions, a
simultaneous detection of objects of interest within a wide field of view, the recognition of
distant objects, and fast and flexible reaction to complex dynamic scenes. The application
on mobile autonomous platforms requires lightweight design and low power consumption.

System Overview
The multi-focal vision system is shown in Figure A.1. The system comprises four digital
IEEE1394-cameras with lenses of various focal-lengths. A commercially available wide-
angle stereo pair (Bumblebee, Point Grey Inc.) is mounted on a central pan-tilt platform.
Its baseline is 12cm and the focal-lengths are 2mm each. The aperture angles are approxi-
mately 85◦ from the optical axis for each camera and 50◦ for the range of stereo vision. Two
cameras (Dragonfly, Point Grey Inc.) equipped with telephoto lenses with focal-lengths of
25mm each are gimbal-mounted on the pan-tilt platform. Their aperture angles are ap-
proximately 5◦. This results in a maximum angular resolution of approximately 0.02◦. The
maximum baseline of the telephoto cameras is 31cm if both cameras are oriented straight
ahead. The maximum video framerate of all cameras is 30fps.

Brushless DC motor direct drives are used to drive the 4 DOF of the gimbal-mounted
cameras ensuring minimum friction and high accelerations. The 2 DOF of the pan-tilt
platform are driven by DC motors with harmonic drive gears. All position sensors are
single-turn conductive plastic precision potentiometers with ball-bearings.

The whole system body is made of aluminum alloy. The centers of mass of all sub-
components are placed approximately in the corresponding joint axis and the moments
of inertia are kept as small as possible resulting in pose independent and minimum drive
torques. Maximum dimensions of the vision system are 37x30x5cm. The weight is ∼ 2.2kg.

Kinematics
The kinematic structure of the vision system is shown in Figure A.2. The forward kinemat-
ics are derived based on the coordinate frames shown. The reference frame Sr is placed
in the intersection point of the joint axes of the central pan-tilt platform. The effector
frames correspond to the camera frames for the gimbal-mounted (telephoto) cameras and
the frame placed in the plane of symmetry between both of the cameras of the central
stereo pair, respectively. The link lengths are shown in Table A.1.
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Figure A.1: Multi-focal high-performance vision system.
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Figure A.2: Kinematic structure of the vision system.

Table A.1: Link legths of the multi-focal vision system

link di [m]

d1, d5 0.065

d2, d6 0.045

d3, d7 0.089

d4, d8 0.015
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Dynamics
The maximum torques of the central dc drives and the outer direct drives, and the moments
of inertia with respect to the individual joint axes are shown in Table A.2. The moments
of inertia are determined using the modeling software SolidWorks (SolidWorks Corp.)
based on a detailed model of the vision system and measured parameters as mass and
dimensions. The expected maximum accelerations and velocities are coarsely estimated
based on maximum drive torques and moments of inertia

τi,max = Iiθ̈i,max,

where τi,max is the stall torque, Ii the estimated moment of inertia, and θ̈i,max the maxi-
mum angular acceleration for the joint axis i. The velocity after a 360◦-turn is taken for
maximum value

θ̇i,360◦ =
√

720◦θ̈i,max.

Table A.2: Maximum drive torques and moments of inertia

axis τi,max [Nm] Ii [kgm2] θ̇i,360◦ [◦/s] θ̈i,max [◦/s2]

1 4.8 1.63·10−2 2470 16900

2 4.8 3.77·10−3 5120 72900

3; 5 260·10−3 149·10−6 8490 100000

4; 6 260·10−3 200·10−6 7320 74500

Mechatronics and Control Architecture
The general control architecture is shown in figure A.3. The control algorithm is imple-
mented on an MPC555 (Motorola), a 32-bit PowerPC RISC microcontroller with a core
performance of 52.7kmips at 40MHz. The chip comprises a dual CAN 2.0B serial commu-
nication protocol controller and two time processor units (TPU) controlling the 8 channel
PWM sub-modules.

Using the on-chip PWM-modules and six I/O pins the power electronics module is
controlled and galvanically isolated. The power electronics module consists of two H-
bridges and four brushless dc driver ICs controlling the drive section.

Each of the gimbal-mounted telephoto cameras is driven by two brushless dc direct
drives (30W, EC45, Maxon). The central pan-tilt platform is driven by dc drives (22W,
REmax29, Maxon) with Harmonic Drive gears (100:1).

Single-turn conductive plastic precision potentiometers with ball-bearings (MCP05, 1kΩ,
Megatron) are used as position sensors. The sensor signal is converted by a six-channel 16-
bit analog-digital converter with simultaneous sampling capability. An anti-aliasing-filter
of second order is integrated. The sensor data are memory mapped to the controller.

Via CAN serial communication protocol the communication to a host PC is managed
exchanging the current and desired angular orientations. The overall architecture provides
a modular and easy integration into a top-level decision and control architecture.

The no-load power consumption is approximately 1W and 27W for the signal and power
parts, respectively, and 5W and 164W in full-load.
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Figure A.3: Architectural structure of the mechatronical system.

Currently, a simple cascade control strategy is used with outer position control and inner
velocity control.

Dynamic Performance
The vision system is designed to reach very high velocities and accelerations. In order to
evaluate the dynamic performance of the vision system, step responses are recorded, which
are shown in Figures A.4, A.5 and A.6.

Figure A.4 shows the step response of the position controlled right gimbal-mounted
camera to an orientation step of the pitch-angle of 54◦ corresponding to a sensor output
change of 0.75V. A rise time of t90% = 76ms can be noted.
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Figure A.4: Pitch-angle step response of right gimbal; desired step ∆β = 54◦.

The step response to an orientation step of the yaw-angle of the position controlled
right gimbal-mounted camera system is shown in Figure A.5. An orientation step of 72◦
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Figure A.5: Yaw-angle step response of right gimbal; desired step ∆α = 72◦.
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Figure A.6: Yaw-angle step response to maximum set value of right gimbal starting from rest
pose.

corresponding to a sensor voltage output change of 1V is commanded. The rise time is
approximately t90% = 90ms.

The response of the uncontrolled right gimbal-mounted camera system to maximum
manipulated value is shown in Figure A.6. A whole rotation of 360◦ around its yaw-
axis is performed in approximately 86ms. Evaluating this, a maximum angular velocity
after a 360◦-turn of approximately 8400◦/s and a maximum angular acceleration of about
97300◦/s2 are reached. For comparison, the peak velocities and accelerations of the human
eye [16] are estimated to about 900◦/s and 20000◦/s2.
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B Visual Servoing Performance Metrics

The performance of visual servoing is commonly evaluated in terms of a feature error norm.
The pose of the robot manipulator is less considered and mainly a matter of experimental
validations. In this work the error and variance of the vision sensor pose are considered.
The translational and rotational parts of the average remaining pose error are computed
separately after the assumed convergence of the system. These are defined as

êtran =
1

N − k1

N−1∑

k=k1

‖xt(kT ) − xt,d‖2,

êrot =
1

N − k1

N−1∑

k=k1

‖xr(kT ) − xr,d‖1,

with Cartesian pose vector x, (.)t and (.)r denoting the translational and rotational com-
ponents, respectively, (.)d denoting the desired pose, N maximum number of samples,
sampletime T , and k1T the time step after which the system is considered converged.

A good estimate for the translation error variance is given by

σ̂2
tran =

1

N − k1

N−1∑

k=k1

‖xt(kT ) − xt,d‖2
2 − ê2

tran,

and similarly for the rotation error the variance estimate is defined as

σ̂2
rot =

1

N − k1

N−1∑

k=k1

‖xr(kT ) − xr,d‖2
1 − ê2

rot.

In case of trajectory following tasks, the tracking error is computed as

êtran(kT ) = ‖xt(kT ) − xt,d(kT )‖2,

with desired trajectory xt,d(kT ) and similarly for the rotational part. Regarding the vari-
ance estimates a small time window of W steps is evaluated giving

σ̂2
tran(kT ) =

1

W

k∑

n=k−W+1

‖xr(nT ) − xn,d‖2
2 − ê2

tran,W (kT ),

with etran,W (kT ) the mean of the W consecutive translation error values, and similarly for
the rotational part. This definition gives rather coarse, but comparable results.

The error in image space is defined straight forward as the mean of the offset vectors
between the current and desired feature positions

êpix =
1

I(N − k1)

N−1∑

k=k1

I∑

i=1

‖ξi(kT ) − ξd
i ‖2,
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with ξi, ξd
i the current and desired component vectors of feature point i and the number

of feature points I. The variance estimate of the feature error vector is defined as

σ̂2
pix =

1

I2(N − k1)

N−1∑

k=k1

[
I∑

i=1

‖ξi(kT ) − ξd
i ‖2

]2

− e2
pix,

In case of trajectory following tasks, the feature error vector is evaluated according to the
definitions regarding the pose error.
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