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ABSTRACT 

We address the problem of optimizing the latency time for 
transmit filters which can have FIR or block structure. When 
we allow the transmission system to have latency time, we 
gain an additional degreeof freedom which can be exploited 
to improve the performance substantially. Contrary to the 
latency time optimization for FIR filters, the optimization 
for block transmit filters is very complex. We present a sub- 
optimum approach for block transmit filters which leads to 
results close to optimum but with low complexity. 

1 .  INTRODUCTION 

Conventionally, the distortions caused by the channel are 
combatted by receive processing. However, we have to keep 
the mobile stations simple. Thus, transmit processing is ad- 
vantageous for the downlink, as the receivers perform an 
a priori known processing and the transmitter has to adapt 
to the properties o f  the channel. The transmit matchedfilter 
(TxMF, [I]) maximizes the desired signal portion, the trans- 
mit zcro-forcingf/ter (TxZF, [ 2 ,  3,4 ,  5 ,  6, 71) removes in- 
terference, and the transmit Rener$/ter (TxWF, [SI) mini- 
mizes the modified mean square error (modified MSE). 

An additional degree of freedom can be gained by in- 
troducing a latency time. The time period between trans- 
mission and detection of a symbol is not fixed anymore and 
the optimization of the latency time can further improve the 
performance of the system. In [9],  Krauss et al. stated that 
latency time optimization leads to an SNR improvement of  
3 - 4 dB for FIR receive filters. To our knowledge, no com- 
parable result has been reported for FIR transmit filters yet. 

Our contribution is to show that the latency time opti- 
mization for FIR transmit filters implies similar gains as for 
FIR receive filters. Moreover, we will investigate the poten- 
tial of latency time optimization for block filters. Because 
the latency time optimization for block filters is very com- 
plex, we discuss different suboptimum approaches. 

We explain the system models for FIR and block trans- 
mit processing in Section 2 and the respective latency time 
optimizations in Sections 3 and 4. In Section 5, we discuss 
suboptimum latency time optimizations for the TxZF and 
the TxWF, and show the simulation results in Section 6. 

2. SYSTEM MODEL 

We use E[.], '*', '@', ( o ) ~ ,  and ( D ) ~  for expectation, con- 
volution, Kronecker product, transpose, and conjugate trans- 
pose, respectively. All random processes are assumed to be 
zero-mean and stationary. The covariance matrix of x[n] is 
R, = E [ z [ n , ] r H [ n ] ] ,  whereasa; = E [ / y [ n ] l * ]  is thevari- 
ance of y[n] .  We denote the N x N identity matrix by l ~ ,  
the N x A4 zero matrix by O , v , ~ r ,  and use the selection ma- 
triXs(q,Af,y = [ O n r x y ,  1 A f , O A f x N - q ]  E {o, l }Afx"+N.  

2.1. FIR Transmit Filtering 

The data s[n]  are convolved with the FIR transmit filter 
p [ n ]  = p& - e] E C?" prior to transmission over 

notes the number of antennas. Thus, we get for the estimate 

the channel h[n] = Cq=" Q h,6[n. - q] E e"", where N, de- 

s[n] = hT[n] * p [ n ]  s[n] + ?In] = p"Ws[n] +?In], 
(1) 

where we added the Gaussian noise ~ [ n ]  and defined the 
filter vector p = Ip;, . . . , P : ] ' ~  E C(L+l)A'a, the channel 

and s[n] = Is[.], . . . , s [n  - Q - L]IT E CQ+L+l. n e  
desired value of i [ n ]  (cf. Fig. I )  is s[n - U ]  with latency U .  

2.2. Block Transmit Processing 

With the transmit filter P E the channel matrix 
f f h  = E,"=, S ~ , , , Q ) @ h ~  E CQ+NxN'v8 andthe receive 
noise vector 17 = [ ~ [ o ] ,  . . . , q[Q + N - l]]'r E CQ+N, the 
estimate can be expressed as (see Fig. 2) 

matrix H = E:='=, s(,,L+i,Q) @ h, E @+l)NXQ+L+l, 

gb S(,,,N,Q) ( H h P S h  + 1))  > (2) 

where sb = [s[O], . . . , s [ N  - 1]IT E CjV contains the N 
symbols of one block and we introduced a latency time fi .  

3. LATENCY TIME OPTIMIZATION FOR FIR 
TRANSMIT FILTERS 

Although Montalbano et al. [3] mentioned the possibility to 
optimize the latency time for FIR transmit filters, they did 
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Figure 1 : System Model for FIR Transmit Processing 

s ( ~ , N , Q ) b  'b 

Figure 2: System Model for Block Transmit Processing 

not deal with the problem. We follow the idea of Krauss 
et al. in [9] for FIR receive filters to further optimize the 
objective function by the choice of the latency time. 

3.1. FIR Transmit Zero-Forcing Filter - FIR TxZF 

The FIR TxZF removes interference, uses the whole avail- 
able transmit power E@, and maximizes the gain p of the 
combinationofthe channel h[n] with the transmit filterp[n]: 

pg = arg*nP-' s. t.: E[llp[n] * s[n]II:] = E,, (3) 
P 1y 

and hT[n] * p[n] = pb[n - v] 

The solution of above optimization for fixed v reads as 

where &(U) is necessary to satisfy the transmit power 
constraint, e,  denotes the v-th column of l q + ~ + l ,  and we 
assumed white symbols, i.e. R. = u ~ l q + ~ + l .  The opti- 
mum latency time further maximizes the gain pzF(u): 

VZF = argmine;+, ( H H H ) - l e , + l .  ( 5 )  

Therefore, the optimum u=+l is the index of the minimum 
diagonal element of the inverse of H H H .  

3.2. FIR Transmit Matched Filter - FIR TxMF 

The desired signal portion in the estimate 4.1 is maximized 
by the TxMF which can be written as [ I ]  

P a 4  = b ( + ; S + 1 H H ,  (6) 
whereICW(u) isusedtofilfillE[IIp[n] *s[n]llf] = Eeand 

the optimum m is simply the channel order Q. 

3.3. FIR 'Ikansmit Wiener Filter - FIR TxWF 
The FIR TxWF minimizes the modified MSE and uses the 
whole available transmit power E*: 

The solution of above optimization for fixed latency U can 
be expressed as 

1 
PL(Y)  = Pw(u)e;S+,HH ( H H ~  + E ~ ( L + ~ ) N . ) -  , 

(8) 

where .$ = u;/Etr and &(U) guarantees that the trans- 
mit power constraint is satisfied. The optimum latency time 
further minimizes the modified MSE and can be found by 
setting VWF + 1 equal to the index of the principal diagonal 
element o f H H ( H H H  + F ~ ( L + ~ ) N , ) - ' H .  

4. LATENCY TIME OPTIMIZATION FOR BLOCK 
TRANSMIT FILTERS 

Contrary to the block receive filters (e.g. [IO]), the block 
transmit filters depend on the latency time p, as the receiver 
only employs N of N + Q received symbols as estimate &,. 

4.1. Block Transmit Zero-Forcing Filter - TxZF 

With an optimization similar to Eqn. (3), the TxZF for ked 
latency time p can be found to be 

1 
pZF(p) = Pb.ZF(p)Hb H T  ( E , H b H b  H T  E , ) -  , (9) 

wherePbp(p)  isusedtosatisfyE[IIPsblll] = &b andwe 
introduced E, = S(,,,,q). The optimum latency time is 

p= = argmint r  ( ( E , H a H f E ; ) - I )  . (10) 

The necessary search is very complex (0(QN3)), because 
for every value of p = 0,. . . , Q, we have to compute the 
inverseofthe N x N matrix E,HbHFEE. 

P 

4.2. Block Transmit Matched Filter - TxMF 

The TxMF can be expressed as 

= P~.MF(~)HFE; with ( I  1) 

p m = a r g m a x t r  HfEEE,Hb , (12) 

where pb,m(p) is needed to set the transmit power to Etr,b. 

P ( ) 

4.3. Block Transmit Wiener Filter - TxWF 

With AV&) = HfE:E,Hb + [ b l N N , ,  where we intro- 
duced Eb = tr(E,&E:)/Ev,b, the TxWF reads as 

(13) PwF(p) = Pb,wF(P)Ad.(P)Hb H T  E, ,  
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which can be obtained with an optimization like in Eqn. (7) 
and whose optimum latency time can be found with 

Pb,JVF = X g n l W t r  ( E,,HbA&(/i)HFEz). (14) 

Similar to the TxZF, the complexity of above latency time 
optimization is O(Qn'"). 

5. SUBOPTIMUM LATENCY TIME 

FILTERS 
OPTIMIZATIONS FOR BLOCK TRANSMIT' 

5.1. A Priori Fixed Latency Time 

The simplest and most commonly used latency time "opti- 
mization" is to use an aprion' fixed latency. Many authors 
set the latency to zero (e.g. [2, 4, 71) and Kowalewski et al. 
chose a fixed latency time equal to the channel order in [6]. 
Note that this approach is very sensitive to the power de- 
/ayprofile (PDP) of the channel. Thus, the transmitter must 
know the actual PDP to decide the value ofthe fixed latency. 

5.2. Maximum Amplitude Latency Time 

Another heuristic approach is to set the latency time to the 
delay ofthe channel path with the largest amplitude [ 5 ] :  

Pb.mar = arglnax II~,, 11; . (15) 

Consequently, this approach tries to maximize the gain of 
the channel leading to a receive signal with large amplitude. 

5.3. Trace Approximation Latency Time 

When we replace the trace of the inverse (cf. Eqn. IO) by 
the reciprocal of the trace, we end up with the trace approx- 
imation latency time for the TxZF: 

~ z F , ~ ~ ~ ~  = arg uiin tr-' (E,HbHFEF) , (16) 

which is equal to the TxMF latency time optimization in 
Eqn. (12). Since t r (B- ' )  2 N*tr- '(B) with a Hermitian 
N x N matrix B, we minimize a lower bound, which does 
not assure that the original fiinction is minimized. 

The trace approximation approach to obtain the latency 
time for the block transmit Wiener filter reads as 

pw,tnec = a r g n l a t r - '  ( A w F ~ ) )  t r  ( B w F ( ~ ) ) ,  (17) 

where we introduced B w ( p )  = HFEzE,Hb. Hence, 
we maximize an upper bound instead of the original func- 
tion, because t r ( (C+< ' lN) - lC)  5 Ntr- ' (C+<' l ,v) t r (C)  
with Hermitian C E C N X N  and f' E LR:. 

Both trace approximation latency time optimizations re- 
duce the compexity to O(QNz) ,  but are more complex than 
the other two suboptimum approaches. 

6. SIMULATION RESULTS 

For all simulations, we have used N, = 2 antennas, and 
white noise, i.e. & = u&+N. We considered two PDPs: 
1) exponential PDP with {E(llholl~], ..., E[Ilh,Ila]}= {-3.1, 
-4.1,-12.1,-13.1,-16.1,-23.1)dB; 2) uniform PDP 
with hk = 0 for one random k E {0, ..., 4} and E[llh,1/;] = 
1/4,Vq = 0 ,_.., 4, q # k .  We set the transmit power to 
Et = n,' (FIR) or EILb = Nu: (block) and show the mean 
of 10000 realizations each with N = 50 QPSK symbols. 

In Fig. 3, we compare the FIR transmit filters of order 
L = Q = 5 with two FIR receive filters of the same length. 
Obivously, the transmit filters lead to similar results as the 
receive filters. Moreover, the FIR TxZF and the FIR TxWF 
profit from latency time optimization, since the filters with 
fixed latency vfi, = 5 are much worse. 

10-1 

10-2 

10-3 

0 2 4 6 8 I O 1 2 1 4  
c:/oi m dB 

Figure 3: FIR Transmit Filters for Exponential PDP 

We show the results for the block TxZFs in Fig. 4. Due 
to the exponential PDP, the TxZF with fixed latency = 1 
is as close to the optimum TxZF as the TxZF with latency 
time ~ I W F , ~ ~ ~  ofthe trace approximation approach. Even the 
TxZF with latency pmay equal to the delay of the strongest 
path outperforms the often used TxZF with /&flx = 0. For 
pfix > 1, the performance deteriorates with increasing wfir 

due to the small power of the latter channel taps. 
Since we get similar results for the block TxWFs (cf. 

Fig. 5) with exponential PDP, where especially the TxWF 
with pmx is close to optimum, we also present the results 
for the TxWFs with uniform PDP in Fig. 6. The TxWFs 
with pfix = 0 and hifix = 1 lead to the same results as the 
TxWFs with pfix = 4 and pfix = 3, respectively, because of 
the symmetry of the PDP. However, the best fixed latency 
time for uniform PDP is pcy = 2 which is different from 
the optimum pfiX = 1 for exponential PDP (cf. Fig. 5). Ad- 
ditionally, the TxWF with bmaX and pw,Lra3EC nearly reach 
the performance of the optimum TxWF. 
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Figure 4: Block TxZFs for Exponential PDP 
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Figure 5: Block TxWFs for Exponential PDP 

I. CONCLUSIONS 

We have proposed to include latency time optimization in 
the design of FIR and block transmit filters. Simulations 
have shown that latency time optimization is crucial for FIR 
and block transmit filters. Moreover, the simulations jus- 
tify to use the trace approximation latency time optimization 
and the latency time according to the path with the maxi- 
mum amplitude, since both suboptimum approaches seem 
to be very robust against power delay profile changes. 
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