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Abstract - Global Laming Algorithms pnsmted an a companion paper are applied to procti- 
cal claaaifiation and segmentation problems: Teztum ckrssijhtion and Tezturt S q "  
of a r t i w  and natural tedurcs, and Tezt Segmentation as a sub-problem of Page Layout A d -  
ysis. In all mea, DTCNN q a t m  ccm solve the p b k m  very w l l  in spik of ita only Ioerrl 
inknrnuuction-. 

1 Introduction 
The Discrete-Time Cellular Neural Network (DTCNN) [l] is a discrete-time, nonlinear, 
first-order dynamical system consisting of M identical cells on a 1D or 2D cell grid. It is 
defined by the equations 

u,,(t), y,(t), and z,,(t) are the input signal at port p ,  the output signal and the rtate of cell 
p, respectively, at time-rtep t. a = (av) and b = (a) arc the feedback and feedforward 
template coeffidents, i is the cell bias. bo = and io *te aa additional template m d  
an additional bias for the computation of the initial state ~ ~ ( 0 ) .  N ( p )  ir the veighborho4d 
of cell p on the cell grid. The cell grid is rurrounded by r layem of dummy eelb. 

Learning is achievd by meam of the two global learning dgorithmu presented in a 
companion paper [2]. The goal of these learning algorithrm is to find the template p& 
rameters so that the network maps a set of input images onto a set of corresponding 
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desired output images. The above learning algorithms were applied to the fields of Tex- 
ture Classification (Section 2), Texture Segmentation (Section 3), and Text Segmentation 
(Section 4). 

2 Texture Classification 
Texture classification and texture segmentation are two fundamental preprocessing steps 
in image analysis. In the texture classification task, an input image has to be classified 
as belonging to  one of several previously known texture classes. Most of the traditional 
syskms require several steps (cf. [3], [4], [5]):  First, a feature matrix is computed from 
the original image (e.g. using FFT or Hough-Transform). In the next step, a feature 
vector is extracted from this matrix. This vector is then used in the clustering process to 
determine the correct texture cl-. 

In our approach, all these steps are replaced by a single DTCNN, which determines 
the texture class directly from the input image. 

A standard DTCNN with a 1-neighbrhood in the cell grid and a 2-neighborhood in 
the input grid was used for this problema. The dummy cells of the cell grid were set to 
zero, and the dummy cells ef the input grid were set to  the value of the nearest active 
input cell. 

The g u y  ZeveZg(t) denoting the fraction of black pixels in the output pattern was used 
as output signal of the DTCNN: 

(2) 

The signal g" denotes the gray level of the stable output of the DTCNN. If the trajectory 
reaches a stable limit cycle, the average value of g ( t )  over one period of the cycle is used. 

If only two different texture classes have to be distinguished, a reasonable strategy is 
to map input images of one class onto g" = 0, and input images of the other class onto 
g" = 1. Our experiments have shown that the HYBRID algorithm can find appropriate 
templates for different pairs of texture classes. If more than two texture classes have to be 
classified, other strategies have to be used. The two following strategies work particularly 
well: 

2.1 

One approach is to map the K different texture classes onto different gray levels. This 
strategy is similar to the one used in [SI. Each texture class k has a gray level target gk 
associated with it. By choosing a special form for the objective function, the targets are 
found by the learning algorithms as well. The goal for the objective function is to  obtain 
an optimal separation between the targets gk corresponding to different texture classes, 
and at the same time a minimal variance of the network responses gm belonging to one 
texture class. k t  p denote the parameter vector. 

Then we obtain for the objective d c t i o n  dp): 

Self Organizing Gray  Level Me thod  
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where gk is the average gray level of all input patterns of class k and OL is the variance of 
the gray levels in this class. 

class 2 

n 

d16 

d02 

d21 d77 
Fig. 1: Natural textures 

d8 2 

A training set consisting of 20 natural textures from [7] was created. The input images 
with a 40 x 40 pixel size were taken from 4 different texture classes and normalized to 
zero mean and identical standard deviation (see Fig. 1). The Learning algorithms found 
a template that mapped the input images onto gray levels as shown in Fig. 2. Obviously, 
a perfect separation of the texture classes in the training set is possible. 

The template was then applied to several test sets each consisting of 40 images from 
the same texture classes. The images could be classified very well. The system was even 
capable of classifying input images that were slightly scaled or skewed. In theses cases 
however, some input images were misclassified (see Fig. 3). 

i 4t I 
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0 

gray level Grauwerl 
Fig. 2: Gray level Histograms for input 
images from the training set 

Fig. 3: Gray level histogram for input im- 
ages rotated by 5” 

2.2 1-in-K method 

In the second approach, K DTCNNs using a 1-out-of-K coding were used to classify the 
K different texture classes. For each texture class, there is a DTCNN mapping this class 
onto gm = 0 and all other classes onto g” = 1. The input images are fed into all K 
DTCNNs. Two different recall modes were used: In the Manzmum Output mode, the 
network with the smallest output value determines the class of the input pattern. In 
the Coded Output mode, the outputs of all networks are thresholded at gth = 0.5. A 
decision is only made if one network produces a logical “0” output and all other net- 
Ir-arks produce the logical output “1” In all other cases, the input pattern is rejected 
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Templates for the K = 4 DTCNNs were found 
by the global learning algorithms, resulting in an 
error-free classification of the training set. A test 
set containing 40 different images was created. 
In the minimum output mode 97.5% of the pat- 
terns were classified correctly. In the coded output 
mode, 7.5% of the input patterns were rejected but 
no pattern was misclassified. Fig. 4 shows the out- 
puts of the 4 DTCNNs (upper row: DTCNNS for 
the detection of d16 and d21, lower row: detection 
of d 7 7  and d82) for an input image d77 from the 
training set. Test sets with slightly scaled input 
images were tested as well, resulting in a some- 
what higher error rate. 

d 
4 

r 

c r  

c ’  
a 4 - m  
Fig. 4: Output of the 4 DTCNNs 
of the 1-in-K method 

3 Texture Segmentation 
In the next step, the DTCNN 1-in-K system as described above was used for the more 
difficult task of texture segmentation, where the input images contain more than one 
texture class. Learning was done using a training set with multi-texture images. Again, 
the input images were fed into all K = 4 DTCNNs. A direct application of the Coded 
Output mode on a pixel level is too coarse, because in many cases near the boundaries 
between textures more than one network responds by a logical “0”. 

Since the output of a single DTCNN cell is binary-valued, the gray level of a single 
pixel in the DTCNN output was defined as the number of black pixel within a small 

Fig. 5 :  Segmentation of artificial textures: 
(a) input image (b) segmentation result 

neighborhood .vo (radius ro = 2) around 
this pixel. The class of a pixel was then 
determined using the Minimum Output 
mode. 

A first training set consisted of 4 
classes of artificial textures with normal- 
ized means. Fig. 5 shows an input image 
from the test set and the resulting classi- 
fication by the network. 

Other experiments with natural tex- 
tures from [7] were performed, and the re- 
sults were only slightly worse than in the 
case of the artificial textures. 

The Serf Organizing Gray Level Method was also applied to the texture segmentation 
task. In this case, the average gray levels g k  and the variances ck used in the objective 
function (3) were computed pixel by pixel. The results for artificial textures were compa- 
rable to the 1-in-K-method. A satisfactory segmentation of natural textures however was 
not possible with this method. 

4 Text Segmentation 
An important early processing step in automatic text reading systems is to determine, 
which parts of the page contain text, images, or graphics. These different regions are then 
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further processed by specific algorithms. In this section, a DTCNN is used to detect and 
mark text blocks in a document. This is a part of the Layout Analysis problem, and it 
can be seen as a special case of a Texture Segmentation problem. 

A page from a jour- 
nal was scanned as an 8 
bit greyscale image with a 
52 DPI resolution (image 
size 514 x 386 pixel, see 
Fig. sa). A training set con- 
sisting of 20 images with a 
40 x 40 pixel size was cre- 
ated by segmenting images 
of this size from Fig. 6a 
(marked by boxes). The de- 
sired output images for the 
training set were designed 
manually (black for text re- 
gions, white otherwise). 

A DTCNN with zero 
dummy cells, with dummy 
ports having the value of the 
nearest active ports, and 

(4 (b) 

Fig. 6: Text Segmentation: (a) Input image with boxes 
denoting the training set; (b) output image 

- .  
with 2-neighborhoods for all templates was used (77 independent parameters). The HY- 
BRID method [2] was used during the learning phase. Templates could be found that 
solved the learning problem reasonably well, although the boundaries of the regions con- 
taining text were not absolutely accurate. The best template obtained during different 
runs of the learning algorithms was then applied to the whole 514 x 386 pixel input image. 
The network reaches a stable limit cycle of length Tcyc = 5 after T,,, = 169 time-steps. 

Fig. 6b shows the average - 
c 

over one limit cycle. Taking 
into account that each cell 
of the network is only con- 
nected to a 5 x 5 region of 
the whole 514 x 386 image 
(0.012% of the total num- 
ber of cells), the results are 
surprisingly good. Even the 
headings of the page and 
the article and the captions 
of the photographs on the 
page are marked, although 
a different font is used in 
these parts of the document. 
A closer examination of the 

Fig. 7: Text Segmentation test example: (a) Input im- areas erroneously marked 
age; (b) output image in the upper photograph 

(a) (b) 
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showed that the text printed on the back side of the page can still be seen through the 
paper. These faint traces of text are also detected by the network. 

The system was tested by applying the same templates to  the image shown in Fig. 7a, 
which uses the same font, but does not have fully justified text blocks and two additional 
bar graphs and a cartoon on the page. The stable result after Tt,, = 121 time-steps 
is shown in Fig. 7b. Note that parts of the cartaon are erroneously marked as text 
blocks, and that the system is even able to detect the captions inside the shaded boxes. 
Application of the DTCNN with the same templates to a slightly tilted version of image 
Fig. 6a and a page from a Russian journal with a cyrillic font resulted in equally good 
results. When compared to the results of typical higher level approaches [8], [9], [lo], 
the output of the DTCNN is still relatively coarse. However, the proposed DTCNN 
Texture Segmentation application has large advantages with respect to processing speed 
and parallelizability. 
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