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Abstract

Strongly interacting (QCD) matter is expected to exhibit a multifaceted phase structure: a
hadron gas at low temperatures, a quark-gluon plasma at very high temperatures, nuclear matter
in the low-temperature and high-density region, color superconductors at asymptotically high
densities. Most of the conjectured phases cannot yet be scrutinized by experiments. Much of
the present picture—particularly concerning the intermediate temperature and density area of
the phase diagram of QCD matter—is based on model calculations. Further insights come from
Lattice-QCD computations.

The present thesis elaborates a nonlocal covariant extension of the Nambu and Jona-Lasinio
(NJL) model with built-in constraints from the running coupling of QCD at high-momentum
and instanton physics at low-momentum scales. We present this model for two and three quark
flavors (in the latter case paying particular attention to the axial anomaly).

At finite temperatures and densities, gluon dynamics is incorporated through a gluonic back-
ground field, expressed in terms of the Polyakov loop (P). The thermodynamics of this nonlocal
PNJL model accounts for both chiral and deconfinement transitions. We obtain results in
mean-field approximation and beyond, including additional pionic and kaonic contributions to
the chiral condensate, the pressure and other thermodynamic quantities. Finally, the nonlocal
PNJL model is applied to the finite-density region of the QCD phase diagram; for three quark
flavors we investigate, in particular, the dependence of the critical point appearing in the models
on the axial anomaly. The thesis closes with a derivation of the nonlocal PNJL model from first
principles of QCD.

Zusammenfassung

Es wird vermutet, dass stark wechselwirkende (QCD) Materie in vielzähligen Phasen vorkom-
men kann: Der Bereich niedriger Temperaturen ist durch ein Hadronen-Gas gegeben, das bei
hohen Temperaturen in ein Quark-Gluon-Plasma übergehen kann; bei tiefen Temperaturen und
moderaten Dichten kondensiert Kernmaterie, und bei asymptotisch hohen Dichten entstehen
Farb-Supraleiter. Experimente können derzeit noch nicht in alle interessanten Bereiche des
QCD-Phasendiagramms, insbesondere bei moderaten Temperaturen und Dichten, vordringen.
Deshalb beschränkt sich unser gegenwärtiges Wissen diesbezüglich vor allen Dingen auf Modell-
Rechnungen. Zusätzliche Informationen stammen aus Resultaten der Gitter-QCD.

Die vorliegende Arbeit präsentiert eine nichtlokale kovariante Erweiterung des Nambu- und
Jona-Lasinio-(NJL-)Modells mit Berücksichtigung einerseits der laufenden QCD-Kopplung bei
hohen Energien und andererseits der Instanton-Physik im Niederenergie-Bereich. Wir entwickeln
dieses Modell für zwei und drei Quark-Flavors (im letzteren Fall untersuchen wir insbesondere
den Einfluss der axialen Anomalie).

Bei nichtverschwindenden Temperaturen und Dichten wird die Gluon-Dynamik implemen-
tiert, indem wir das nichtlokale NJL-Modell an ein gluonisches Hintergrundfeld koppeln, das
durch den Polyakov-Loop (P) ausgedrückt wird. Die Thermodynamik des daraus entstande-
nen PNJL-Modells ist in der Lage, sowohl den chiralen als auch den Farb-Deconfinement-
Übergang zu beschreiben. Wir erhalten Ergebnisse in Molekularfeld-Näherung und erweitern
diese darüberhinaus durch Einbeziehung von pionischen und kaonischen Beiträgen zum chi-
ralen Kondensat, zum Druck und anderen thermodynamischen Größen. Schließlich beschreiben
wir den Phasendiagramm-Bereich nichtverschwindender Dichte mithilfe des nichtlokalen PNJL-
Modells. Für den Fall von drei Quark-Flavors untersuchen wir insbesondere den Einfluss der
axialen Anomalie auf den kritischen Punkt, der im QCD-Phasendiagramm auftritt. Die Arbeit
schließt mit einer systematischen Herleitung des nichtlokalen PNJL-Modells ausgehend von der
Lagrange-Dichte der QCD.
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Chapter 1

Introduction

Quantum chromodynamics (QCD)—the theory of the strong interaction of quarks and gluons—
is characterized by two important features: the first one is asymptotic freedom, the weakening
of the interaction strength at small distances or, equivalently, high energies; the second one is
confinement, i. e, the phenomenon that no free quarks exist in nature. Given these properties,
it is natural to assume that QCD matter at high energy densities undergoes a phase transition
from a state with confined hadrons into a new state of matter with liberated quarks and gluons.

It is believed that quantum chromodynamics at finite temperature, T , and finite baryon
density, ϱB, has a rich phase structure governed by symmetries and their (spontaneous) break-
down. Besides being invariant under the local SU(3)c color gauge group, the QCD Lagrangian
possesses a G := SU(3)L × SU(3)R × U(1)L × U(1)R global chiral symmetry, when only three
massless flavors “up”, “down” and “strange” are considered. The U(1)A axial symmetry is
only conserved at a classical level, quantum corrections break it down to the center symmetry
Z(6). At low temperature T and low baryon density ϱB, G is broken down spontaneosly to
G → SU(3)V×U(1)B. The breakdwon of G in this region is characterized by a nonvanishing chi-
ral condensate ⟨ψ̄ψ⟩ ̸= 0 which is the corresponding order parameter. According to Goldstone’s
theorem, massless pseudoscalar bosons are associated with the spontaneous chiral symmetry
breaking. These are identified with the pions, kaons and the eta meson. At temperatures typi-
cally around the intrinsic scale of QCD, i. e., T ∼ ΛQCD ∼ 200MeV the chiral condensates melt
away and a quark-gluon plasma symmetric under SU(3)c and SU(3)L × SU(3)R is formed, with
chiral symmetry restored in its trivial (Wigner-Weyl) realization. The experimental exploration
of the quark-gluon plasma is pursued using ultrarelativistic heavy-ion collisions at the Relativis-
tic Heavy Ion Collider (RHIC) at Brookhaven National Laboratory (BNL) and, in the future,
at the Large Hadron Collider (LHC) at CERN in Geneva. Finally, in cold quark matter at
low temperature T and high densities ϱB ∼ Λ3

QCD ∼ 1 fm−3 condensation of quark-quark pairs
leads to a color superconducting phase and dynamical breaking of color SU(3)c gauge symmetry.
This is exactly what one would expect from ordinary BCS-superconductors: all gluons acquire
masses, as required by the Anderson-Higgs mechanism in order to describe the Meissner ef-
fect. There are many different color-superconducting phases. At asymptotically high densities,
the so-called color-flavor-locked phase is conjectured, characterized by the symmetry breaking
G → SU(3)c+V × Z(2). There are speculations that the interior of compact stellar objects such
as neutron stars could be formed by such color-superconducting matter.

In this work we are going to investigate the phase structure of strongly interacting matter
limiting ourself to the chiral and confinement-deconfinement transitions, i. e., we are not consid-
ering color superconductors. On the theoretical side there are basically two different strategies
to gather further insight into the phase structure of strongly interacting matter: large-scale
computer simulations of full QCD on a discretized lattice, and model calculations based on fun-
damental symmetries of QCD. In this thesis we follow the second route and choose as starting
point a model proposed long ago by Y. Nambu and G. Jona-Lasinio, the NJL model.
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6 Introduction

Models of the Nambu and Jona-Lasinio type have been quite useful for orientation in this
context as they properly incorporate the chiral symmetry breaking scenario of low-energy QCD.
A basic element of such models is the gap equation connecting the chiral condensate and the
dynamical quark mass, providing a mechanism for spontaneous chiral symmetry breaking and
the generation of quark quasiparticle masses. Thermodynamic aspects of confinement, while
absent in the original NJL model, can be implemented by a synthesis with Polyakov-loop dy-
namics. The resulting PNJL model has been remarkably successful in describing the two-flavor
thermodynamics of QCD.

The original PNJL approach worked with an artificial momentum-space cutoff, ΛNJL ≈
(0.6–0.7)GeV, which prohibits establishing connections with well-known properties of QCD at
higher momentum scales such as the running coupling and the momentum-dependent quark-
mass function. Furthermore, a meaningful extrapolation to the high-density region with its
variety of color-superconducting phases cannot be performed once the quark Fermi momentum
becomes comparable to the NJL cutoff.

In this work we are going to derive a nonlocal extension of the original PNJL model that does
not have such a priori limitations. We are treating the two-flavor case first and then extend
to the more realistic three-flavor case. These nonlocal PNJL models remove the problem of
the cutoff regularization by introducing momentum-dependent quark interactions that permit
to realize the high-momentum interface with QCD and Dyson-Schwinger calculations at the
level of the quark quasiparticle propagators. The extension to the three-flavor case, including
the strange quark, is nontrivial. This step involves a detailed study of the axial U(1) anomaly,
its role in separating the flavor singlet component of the pseudoscalar meson nonet from the
Nambu-Goldstone boson sector, and its thermodynamical implications.

This thesis is organized as follows. In the first part (Chapts. 2 and 3) we deal with zero
temperatures and densities. The second part (Chapts. 4 and 5) is devoted to the thermody-
namics of strongly interacting matter. In Chapt. 2 we introduce the basic elements of quantum
chromodynamics and describe, in particular, two approaches to nonperturbative QCD: lattice
calculations and Dyson-Schwinger equations. Chapt. 3 describes in detail the derivation of the
nonlocal Nambu–Jona-Lasinio model, starting from a color-current interaction, as it arises in
QCD. First, we consider the case of two flavors and present the formalism necessary for the
derivation of the fundamental gap equation. Meson properties will be calculated, and we de-
rive low-energy theorems known from current-algebra. The second part of Chapt. 3 is devoted
to a detailed study of the axial U(1)A anomaly. We refer to the instanton-liquid model and
show how this is related to the anomalous breaking of the U(1)A symmetry and the large mass
of the eta-prime meson, mη′ ≃ 958MeV, about 400MeV higher than the eta mass. In the
interpretation given by ’t Hooft, the axial anomaly is induced by instanton effects and trans-
lates into an axial U(1)A breaking effective interaction between quarks that has the form of an
Nf × Nf determinant of right- and left-handed quark bilinears, ψi(1 ± γ5)ψj . For Nf = 3 this
is a genuine six-point vertex involving all three up, down and strange quarks simultaneously.
The instanton-liquid model provides us with the nonlocal extension of this genuine six-fermion
term. Given this expression, we can apply the formalism known from the two-flavor case to
the three-flavor version, as well, ending with formulas for the pseudoscalar mesons, their de-
cay constants and fundamental low-energy theorems. In Chapt. 4 we give an overview of the
present wisdom about the QCD phase diagram. We describe the experimental and theoretical
status. Because of the recent developments in finite-temperature lattice calculations, we devote
an extra section to this issue. Chapt. 5 describes the thermodynamics of the nonlocal model
developed in this thesis. First, we prove why the Polyakov loop serves as the order parameter
for the confinement-deconfinement transition. Next, we couple the Polyakov loop to the non-
local NJL model, leading to the nonlocal Polyakov-loop-extended NJL (PNJL) model. Using
this model, we describe the finite-temperature and -density region of the QCD phase diagram,
for the both the two- and three-flavor case. Before presenting our conclusions in Chapt. 7, we
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describe in Chapt. 6 a formal derivation of the nonlocal PNJL model starting directly from full
QCD. This is done consistently for the three-flavor case. This derivation justifies rigorously
the assumptions made in the nonlocal PNJL model, and it sheds much light on its physical
content. The Appendices collect the notations used in the present work and outline details of
some calculations.





Chapter 2

Quantum Chromodynamics

Quantum chromodynamics (QCD) is the theory of the strong interaction. QCD is a non-Abelian
gauge theory with gauge group SU(3). The gauge bosons (gluons) couple to fermions (quarks)
in the fundamental triplet representation [3] of the gauge group. The gluons are in the adjoint
octet representation [8] of SU(3).

After a short historical overview we introduce the QCD Lagrangian and discuss the sym-
metries and symmetry breaking pattern investigated in this work. We explain the physical and
mathematical tools that will be used throughout the thesis. Following a brief description of
lattice QCD techniques we present results obtained from the Dyson-Schwinger formalism that
will be, although in a slightly modified form, the framework applied here.

2.1 The Eightfold Way

At the beginning of the 1960’s Murray Gell-Mann developed a theory collecting baryons and
mesons into (flavor-) SU(3) octets; this is the well-known Eightfold Way. In 1962, Gell-Mann
applied this scheme also to the spin-32 decuplet states and predicted a state with electrical charge
−1, spin 3

2 and strangeness −3, that he called Ω−. Its discovery two years later at Brookhaven
National Laboratory (BNL) became a triumphant success of the Eightfold Way. On the other
hand, such a (fermionic) state should not exist as a consequence of Pauli’s exclusion principle.
Assuming that the Ω− is composed of three (indistinguishable) strange quarks, a state with spin
3
2 and, for example, spin projection Ms = +3

2 has all three quark spins aligned in the same
direction. Hence the spin-flavor wave function of this state is totally symmetric, in contradic-
tion to Pauli’s principle which dictates that the wave function of a fermion system must be
totally antisymmetric. To reconcile the baryon spectrum with the spin-statistics theorem, Han
and Nambu (1965), Greenberg (1965), and Gell-Mann (1972) proposed that quarks carry an
additional quantum number, later called color1. Furthermore, they introduced the ad hoc as-
sumption that baryon wave functions must be totally antisymmetric in color quantum numbers.
If this is the case, then quark wave functions that are totally symmetric in spin and flavor are
totally antisymmetric overall.

Independently of Gell-Mann’s studies, the Isreali physicist Yuval Ne’eman proposed a similar
theory and initiated the subsequent development of the quark model, a more general classification
scheme for hadrons on the basis of their valence quarks. All quarks are assigned a baryon
number of B = 1

3 . The up, charm and top quarks (u, c, t respectively) have an electric charge
of Q = +2

3 , while the down, strange and bottom quarks (d, s, b) have an electric charge of
Q = −1

3 . Furthermore, for each quark there exists an antiquark which is described by the
fundamental representation [3] of SU(3) and is attributed opposite quantum numbers compared
to the respective quark. Assuming that up and down quarks have nearly the same mass and that
the strange quark is only a little heavier than u and d quarks, it makes sense to consider them

1In this work we use the three colors red (r), green (g) and blue (b).
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10 Quantum Chromodynamics

altogether as representing an (approximate) SU(3) flavor symmetry.2 Besides baryon number
B, it is useful to collect u and d quarks in an I = 1

2 isospin doublet with I3 = +1
2 for up and

I3 = −1
2 for down, and to attribute the strange quark the strangeness S = −1. From this SU(3)

quark model follows the so-called Gell-Mann–Nishijima formula3

Q = I3 +
1

2
(B + S) .

The SU(3) flavor symmetry structure implies, e. g.,

[3]⊗ [3] = [8]⊕ [1]

for combinations of quarks and antiquarks such as the ones forming the known pseudoscalar
meson octet of pions, kaons and eta (η8), and the singlet eta meson (η0). The η0 and η8 mix in
order to form the physical mass eigenstates η and η′ observed in experiment.4 For baryons with
their three valence quarks one finds

[3]⊗ [3]⊗ [3] = [10]⊕ [8]⊕ [8]⊕ [1] .

The multiplets on the right-hand side include the spin-32 baryon decuplet and the spin-12 baryon
octet (comprising the nucleons). The two octets have mixed symmetry; in order to obey Pauli’s
principle, they have to be recast in symmetric and antisymmetric multiplets.5 The octet of
lowest mass has the proton and neutron as its members. Finally, the singlet state is totally
antisymmetric; Pauli’s exclusion principle prohibits such a state to exist (in a ground state
with zero orbital angular momentum). The two aforementioned combinations are thus the only
combinations of quark-antiquark and three quarks6 forming hadrons (mesons and baryons) that
are singlets under color SU(3) transformations.

The introduction of color as an additional degree of freedom created the obvious question
of the mechanism behind confinement, ensuring that all hadron wave functions are color sin-
glets. The confining phase is usually described in terms of the Polyakov loop, to be discussed
in Chapt. 5.2. Furthermore, QCD enjoys the property of asymptotic freedom (see Sect. 2.3.2),
which means that the QCD coupling strength decreases when going to higher energies, or equiv-
alently, to smaller distances (as opposed to quantum electrodynamics).

2.2 QCD Lagrangian and Symmetries

After this historical overview we can now write down the QCD Lagrangian. As mentioned
before, QCD relies on (local) SU(3) color gauge invariance:

LQCD =
∑

f∈flavors
ψ̄f [iγ

µDµ −mf ]ψf −
1

2
Tr(GµνG

µν) , (2.2.1)

where ψf (x) = (ψr,f (x), ψb,f (x), ψg,f (x))
⊤ is the quark field of flavor f , mf is the current quark

mass of mass with flavor f , g is the coupling strength of the strong interaction and the γµ are
the Dirac matrices. Local gauge invariance implies replacing the partial derivative ∂µ by the
covariant derivative,

Dµ := ∂µ − igAµ ,

2The historical development of the quark model started with the three lightest quarks; generalizations to more
quarks followed later.

3This formula was originally given by Kazuhiko Nishijima and Tadao Nakano in 1953 based on empirical
observations.

4We will return to this issue and, in particular, to the large mass difference between the η and the η′ in
Sect. 3.3.1.

5This is the reason why only one octet is observed.
6Together with [3]⊗ [3]⊗ [3], where quarks are replaced by antiquarks.
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that incorporates the eight gluon fields Aaµ, a ∈ {1, . . . , 8}, where we have defined Aµ := taA
a
µ

using the generators ta := λa
2 of the Lie algebra of SU(3)c (in the fundamental representation)

which satisfy the commutation relations

[ta, tb] = ifabc, Tr(tatb) =
1

2
δab, Tr(ta) = 0 .

The λa are the Gell-Mann matrices and the fabc are the totally antisymmetric structure con-
stants. The last term in Eq. (2.2.1) describes the gluon dynamics through the gluonic field
strength tensor

Gµν :=
i

g
[Dµ, Dν ] . (2.2.2)

The Lagrangian LQCD is indeed invariant under gauge transformations U(x) = exp(−itaθ
a(x)) ∈

SU(3)c. The quark fields ψf (x) are functions of space-time in the fundamental representation
of the group and transforms as

ψf (x) → U(x)ψf (x) . (2.2.3)

The gluon fields Aµ are functions in the (inhomogeneous) adjoint representation of SU(3)c and
transform according to

Aµ → AU,µ := U

[
Aµ −

i

g
U−1∂µU

]
U−1. (2.2.4)

As we will discuss in greater detail later (see Sect. 3.3.1), the QCD Lagrangian could additionally
include a term

Lθ = − θ

64π2
εµνρσGµνGρσ , (2.2.5)

where εµνρσ is the totally antisymmetric Levi-Civita tensor. The inclusion of this term would
violate P and CP conservation. Therefore, a nonzero7 θ would generate a neutron electric dipole
moment dn proportional to |θ| (cf. Refs. [1, 2]). From the current best upper limit of the dipole
moment, |dn| < 2.9 · 10−26 e · cm [3], one gets |θ| < 10−10. This explains why it is justified to
omit Lθ from the QCD Lagrangian for our purposes. It is still puzzling, though, why θ is so
small. One possible solution was given by R. Peccei and H. Quinn [4, 5], F. Wilczek [6] and
S. Weinberg [7]. The idea is to interpret θ as the Nambu-Goldstone boson (“axion”) of a new
spontaneously broken U(1) symmetry, the Peccei-Quinn symmetry. Owing to instanton effects
in the QCD vacuum, the Peccei-Quinn symmetry is explicitly broken providing a small mass for
the axion.

Besides the invariance under the SU(3)c color gauge group, the QCD Lagrangian LQCD is
Poincaré and CPT invariant and it exhibits other global symmetries. The breaking patterns of

7From the instanton model (Sect. 3.3.1) it follows that, if at least one of the quarks were massless, the theta-
term would vanish.
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these symmetries are summarized in the following diagram for Nf quark flavors:

mf = 0 for all f U(Nf)L

decomposition in subgroups

× U(Nf)R

SU(Nf)L × U(1)L

anomalous breaking of U(1)A
RRRRR

))RRRRR

× SU(Nf)R × U(1)R
mmmm

vvmmmm

SU(Nf)L

spontaneous chiral symmetry breaking
��

× SU(Nf)R
lllll

uulllll

× U(1)V

SU(Nf)V

nonvanishing but equal current quark masses mf
��

× U(1)V

flavor symmetry SU(Nf)f

nondegenerate current quark masses mf

��

× U(1)V

flavor symmetry
breaking ����SU(Nf)f × U(1)V

Let us consider vanishing current quark masses first. In this case, QCD does not discriminate
between different flavors. First of all, one observes that LQCD, Eq. (2.2.1), is invariant under a
chiral U(Nf)L × U(Nf)R flavor symmetry group that can be divided in special unitary SU(Nf)
and unitary U(1) groups. The chiral SU(Nf)L × SU(Nf)R symmetry is spontaneously broken by
the nontrivial QCD vacuum to the vector SU(Nf)V with the formation of chiral condensates of
quark flavors with current quark masses smaller than the typical QCD scale ΛQCD ≈ 250MeV
(see Sect. 2.4.2). The axial symmetry U(1)A is exact in the classical theory, but broken in
the quantum theory by the axial anomaly. Its appearance is strongly related to the nontrivial
structure of the QCD vacuum (see Sect. 3.3.1).8 The vector symmetry, U(1)V corresponds to
the baryon number which is an exact symmetry.

For nonvanishing current quark masses, LQCD is not invariant under the chiral symmetry
SU(Nf)L × SU(Nf)R because of the mass term δLm = ψ̄m̂ψ, (with the current quark mass
matrix m̂ = diag(m1, . . . ,mNf

)) that mixes left- and right-handed components of the Dirac
field. However, if all masses are assumed to be equal but nonzero, then the remnant SU(Nf)V
symmetry is still a symmetry of LQCD, while axial SU(Nf)A is explicitly broken. This can easily
be seen by introducing

m̃ := m̂− 1

Nf
(m1 + . . .+mNf

) · 1Nf×Nf
.

m̃ is traceless, therefore it can be expressed in terms of elements of the SU(Nf) Cartan subalgebra
H (i. e., the subset of SU(Nf) matrices that commute with all elements of SU(Nf)). A basis of
H is given by the Nf ×Nf matrices hi := diag(0, . . . , 1︸︷︷︸

i

, −1︸︷︷︸
i+1

, 0, . . . , 0) for i ∈ {1, . . . , Nf − 1}.

Thus, we may write

m̂ =
1

Nf
(m1 + . . .+mNf

) · 1Nf×Nf
+ c1h1 + . . .+ cNf

hNf
,

with the expansion coefficients ci =
1
2Tr (m̃ · hi) = 1

2(mi −mi+1), i ∈ {1, . . . , Nf − 1}. From this
it is clear, that in the case of isospin symmetry with all current quarks equal, all coefficients

8There is a second symmetry that is anomalously broken: scale, or the so-called conformal symmetry. This
conformal anomaly gives rise to asymptotic freedom.
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ci vanish. In this case, only the term proportional to unity survives. Thus, δLm is invariant
under SU(Nf)V transformations of ψ for equal current quark masses, but not invariant under
SU(Nf)A transformations. The remnant SU(Nf)V symmetry is often called flavor symmetry and
denoted by SU(Nf)f. For instance, for Nf = 3 one recovers degenerate meson octets as predicted
by the eightfold way even before QCD was established. Finally, if the current quark masses
are different, then SU(Nf)f is explicitly broken and one obtains nondegenerate meson N2

f − 1
multiplets.

2.3 Perturbative Quantum Chromodynamics

2.3.1 Path-Integral Formalism

Owing to asymptotic freedom, a perturbative approach can be applied to QCD in the high-energy
region where the coupling constant becomes weak. One approach to a perturbative analysis of
QCD is Feynman’s path-integral formalism [8–10]. Consider connected n-point functions G(n),
defined through the vacuum expectation value

G(n) := ⟨0|T [ϕ̂(x1) . . . ϕ̂(xn)]|0⟩ =
∫

Dϕϕ(x1) . . . ϕ(xn) exp(iS)∫
Dϕ exp(iS)

. (2.3.1)

Here ϕ̂ represents an arbitrary (fermionic or bosonic) field, T is the time-ordering operator and
Dϕ stands for the path-integral measure, i. e.,

∫
Dϕ is a formal notation for an integral over all

possible values of the fields at all space-time points. Moreover,

S =

∫
d4xL (ϕ, ∂µϕ) (2.3.2)

is the action of the given quantum field theory.
Introducing the generating functional,

Z(J) =

∫
Dϕ exp

(
i

∫
d4x[L + ϕ(x)J(x)]

)
, (2.3.3)

the n-point Green functions (2.3.1) are obtained by functional differentiation of Z with respect
to the sources J :

G(n)(x1, . . . , xn) =
(−i)n

Z(0)

δZ(J)

δJ(x1) . . . δJ(xn)

∣∣∣∣
J=0

. (2.3.1′)

Note, that due to the anticommutation relations fulfilled by fermions the corresponding classical
fields appearing in the path integral must be represented by anticommuting numbers, the so-
called Grassmann variables. Consequently, the sources for fermion fields are Grassmann-valued,
too.

Gauge field theories involve integrations over (infinitely many) physically equivalent gauge
field configurations. This requires introducing a gauge-fixing condition G(Aaµ) = 0. For SU(N)
Yang-Mills theories this is in general not sufficient to count each physical gauge configuration
only once. There might arise so-called Gribov copies [11] for which there exists a gauge transfor-
mation U with G(Aa) = G(AaU ) (cf. Eq. (2.2.4)). In 1976 Faddeev and Popov (cf. [12]) showed
how to incorporate properly the constraints dictated by gauge invariance into the path-integral
formalism: multiplying the path integral Eq. (2.3.3) by 1 in the form

1 =

∫
Dθ(x)δ(G(AaU )) det

(
δG(AaU )

δθb

)
,

where AaU denotes the transformed gluon field according to (2.2.4), and introducing Grassmann-
valued fields χ and χ⋆, known as ghosts, the determinant of the functional JacobianMab(x, y) :=



14 Quantum Chromodynamics

δG(Aa
U (x))

δθb(y)
can be written in the form

detM = i

∫
DχDχ⋆ exp

(
−i

∫
d4xd4y χa⋆(x)Mab(x, y)χb(y)

)
.

Then the complete generating functional including all source terms (the sources ξ, ξ⋆, η, η̄ for the
ghosts and fermionic fields are Grassmann numbers while the sources Jaµ for the gluon fields
are c-numbers) can be written for QCD as9

Z(J, ξ, ξ⋆, η, η̄) =

∫
DADχDχ⋆ DψDψ̄

exp

(
i

∫
d4x

[
LQCD +AaµJ

aµ + χa⋆ξa + ξa⋆χa + ψ̄η + η̄ψ
])

,

(2.3.3′)

where the full QCD Lagrangian reads

LQCD = ψ̄(iγµDµ − m̂)ψ − 1

2
Tr(GµνG

µν)− 1

2λ
(∂µAaµ)

2 + (∂µχa⋆)Dab
µ χ

b . (2.2.1′)

The third term on the right-hand side is the gauge-fixing term, the last term involves the ghost
fields.

From the generating functional (2.3.3′) one can derive fermion and gluon propagators through
functional differentiation. We have already seen that in QCD gluons do not only interact with
quarks but also with each other. Therefore, we split the QCD Lagrangian into a free and an
interaction part, i. e., we write LQCD =: L0 + LI . Then the generating functional can be
decomposed as follows [9]:

Z(J, ξ, ξ⋆, η, η̄) = exp

[
i

∫
d4xLI

(
−i

δ

δJ
,−i

δ

δξa⋆
,+i

δ

δξa
,−i

δ

δη̄
,+i

δ

δη

)]
Z0(J, ξ, ξ

⋆, η, η̄) .

(2.3.4)
Expanding the exponential in Eq. (2.3.4) finally leads to the perturbative expansion of QCD.

To conclude this section we point out that the resulting loop expansion is equivalent to an
expansion in powers of the small quantity ~ around the classical theory. To see this one has to
restore a factor 1

~ in the exponential of the path integral in (2.3.4). Then it is clear that each
vertex contributes a factor ~−1 and that each propagator contributes a factor ~ to a general
graph in n-th order perturbation theory.

2.3.2 Renormalization Group Equations and
Asymptotic Freedom

In order to deal with divergences that appear in loop corrections to Green functions the theory
has to be regularized in order to isolate the singularities. Many different regularization schemes
have been invented, each of them, however, exhibits some deficiencies: the (quite intuitive) cut-
off method destroys translation and gauge invariance of the theory; the Pauli-Villars scheme
is applicable to quantum electrodynamics (QED) but it ruins gauge invariance of non-Abelian
theories; lattice calculations do not maintain translation and Lorentz invariance (cf. Sect. 2.4.3).
Since gauge invariance is essential for QCD the most popular regularization scheme is dimen-
sional regularization. It destroys only scale invariance (for problems which concern the extension
of the matrix γ5 to arbitrary dimensions we refer to the original paper by ’tHooft and Veltman
[13]). In this regularization scheme diagrams are evaluated in D = 4 − 2ε space-time dimen-
sions and singularities can be extracted as poles in ε. From simple dimensional considerations

9This is, actually, the result for a generalized Lorentz gauge, G(Aa
µ) = ∂µAa

µ(x)−ωa(x), with ωa some functions
chosen as a constraint. Only in such covariant gauges ghosts originate. If we had chosen an axial gauge, i. e.,
G(Aa) = Aa

3 = 0, no ghost fields would have arisen.
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it follows that the Lagrangian L has mass dimension D. Consequently, the dimension of the
coupling constant g in D = 4 − 2ε dimensions is equal to ε. Demanding that g should still be
dimensionless in D dimensions one has to make the replacement

g → gµε ,

where µ is an arbitrary scale with the dimensions of mass. The appearance of the scale µ has
profound impact on the theory.

In order to get rid of the divergences in Green functions the fields and parameters in the
Lagrangian are renormalized according to

Aa0,µ = Z
1/2
3 Aaµ ψ = Z

1/2
ψ ψ

g0 = Zggµ
ε m0 = Zmm.

(2.3.5)

The index “0” denotes the unrenormalized (“bare”) quantities, Aaµ and ψ are renormalized fields,
g is the renormalized QCD coupling andm the renormalized quark mass. The (divergent) factors
Zi are called renormalization constants and have to be chosen such that all divergences disappear
from the Green functions once expressed in terms of renormalized quantities. It is important to
stress that the bare quantities do not depend on the scale µ. This implies that the renormalized
quantities do depend on µ; in particular, the renormalization constants Zi are µ dependent.

The explicit form of the renormalization constants depends on the renormalization scheme
applied. A frequently used scheme is the modified minimal subtraction (MS) scheme, in which
not only divergent parts are subtracted but also finite terms that result throughout the calcula-
tions in D dimensions. In this scheme renormalization constants Zi do not depend on masses.
In this work all quantities which depend on the scale µ are understood to be calculated within
the MS scheme.

The µ dependence of the renormalized coupling constant g (and of the quark mass) is
governed by the renormalization group equations. These equations are derived easily from
Eq. (2.3.5) noting that the bare quantities are µ independent:

dg(µ)

d lnµ
= −εg + β(g) , (2.3.6)

where the (Gell-Mann–Low) β function is given by

β(g) = − g

Zg

dZg
d lnµ

. (2.3.7)

This means that the µ dependence of the QCD coupling constant can be calculated from the
vertex renormalization constant Zg. From the leading-order contribution to the quark-gluon
vertex one obtains

β(g) = −β0
g3

16π2

with β0 = (11Nc − 2Nf)/3, where Nc = 3 and Nf = 3 is the number of quark flavors. Using this

expression and setting αs(µ) :=
g2(µ)
4π allows one to integrate the renormalization group equation

(2.3.6), with the leading-order result for the running QCD coupling:

αs(µ) =
4π

β0 ln

(
µ2

Λ2
MS

) . (2.3.8)

As long as β0 > 0 (for Nc = 3, Nf ≤ 16) the running coupling decreases logarithmically at
large momentum scales (or short distances) so that the asymptotic freedom of QCD is realized.
This is a remarkable result; the physical relevance to strong interactions was first discovered
and understood by Gross and Wilczek [14, 15] and Politzer [16, 17]. Asymptotic freedom is a
peculiar feature of renormalizable Yang-Mills theories, while not present in Abelian field theories
like QED. In QED the coupling strength diminishes at larger distances owing to electrical charge-
screening effects. In QCD one has the contrary, namely a net antiscreening effect of color charges.
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2.4 Aspects of Nonperturbative QCD

After the discussion of the perturbative (high-momentum) regime of QCD we explore now the
vacuum structure of QCD and nonperturbative effects, following loosely the lines of Ref. [18]. At
energies and momenta belowQ < 1GeV, where the running coupling strength αs(Q), Eq. (2.3.8),
is of order one, a systematic expansion in powers of αs is no longer possible: the region where
perturbative QCD breaks down is called nonperturbative QCD. There exist several strategies
how to approach this region; some of them (lattice QCD and Dyson-Schwinger equation) will be
described and used in this work, for the other (e. g., QCD sum rules, chiral perturbation theory)
we refer the reader to the literature.

2.4.1 Conservation Laws and PCAC

Symmetries of the QCD Lagrangian LQCD, Eq. (2.2.1), have already been discussed in Sect. 2.2.
Let now Nf ≥ 2 be the number of flavors10. We mentioned, that the invariance of LQCD under
the U(1)V transformation implies a conserved baryon-number current, 1

3 ψ̄γ
µψ, with its conserved

charge, the (properly normalized) baryon number

B =
1

3

∫
d3xψ†ψ . (2.4.1)

Moreover, separate global chiral SU(Nf)R × SU(Nf)L transformations acting independently
and the right- and left-handed quark fields, ψR,L = 1

2(1 ± γ5)ψ respectively, leave LQCD with
vanishing current quark masses invariant. This invariance under chiral symmetry implies N2

f −1
conserved Noether vector currents,

JµV,a(x) = ψ̄(x)γµ
λa
2
ψ(x) , with ∂µJ

µ
V,a(x) = 0 , (2.4.2)

and N2
f − 1 conserved Noether axial currents,

JµA,a(x) = ψ̄(x)γµγ5
λa
2
ψ(x) , with ∂µJ

µ
A,a(x) = 0 . (2.4.3)

The λa stand for the generators of the SU(Nf) Lie algebra. The corresponding charges are

QaV =

∫
d3xψ†(x)

λa
2
ψ(x) , QaA =

∫
d3xψ†(x)γ5

λa
2
ψ(x) . (2.4.4)

If the chiral SU(Nf) × SU(Nf) symmetry is explicitly broken by small but finite current quark
masses m̂ = diag(m1,m2, . . . ,mNf

), the divergence of the axial current becomes

∂µJ
µ
A,a(x) = i ψ̄

{
m̂,

λa
2

}
γ5ψ . (2.4.5)

This produces sources of pseudoscalar quark-antiquark pairs. This is the microscopic basis of
the partially conserved axial current PCAC hypothesis that plays a key role in weak interactions
of the nucleon and low-energy pion-nucleon dynamics. Important low-energy theorems involving
pions (the Goldberger-Treiman and Gell-Mann–Oakes–Renner relations) are a consequence of
the PCAC relation (2.4.5).

10Since this thesis deals both with Nf = 2 and Nf = 3 we leave the number of flavors at this stage unspecified.
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2.4.2 The QCD Vacuum (I):
Spontaneous Breaking of Chiral Symmetry

We return now to the case of vanishing current quark masses (the chiral limit) and consider
the special case Nf = 3. There is plenty of evidence from hadron spectroscopy that the chiral
SU(3)L×SU(3)R symmetry group is spontaneously broken to the flavor group SU(3)f ≡ SU(3)V
(for vanishing quark masses). For dynamical reasons of nonperturbative origin, the ground state
|0⟩ of QCD is symmetric only under the subgroup SU(3)V generated by the vector charges QaV. If
the ground state were symmetric under SU(3)L×SU(3)R, both vector and axial charge operators
would annihilate (2.4.4) the vacuum:

QaV|0⟩ = QaA|0⟩ = 0 (Wigner, Weyl) . (2.4.6)

This is the so-called Wigner-Weyl realization of chiral symmetry with a trivial vacuum. It would
imply that parity doublets appear in the hadron spectrum. Consequently, the spectra of, e. g.,
pseudoscalar (JP = 0−) and scalar (JP = 0+) mesonic excitations should be identical. This
degeneracy is, however, not observed in nature: the pion mass (mπ ≈ 140MeV) is well separated
by a gap from that of the a0 meson (ma0 ≈ 980MeV). Hence, in order to be compatible with
experimental results, only QaV|0⟩ = 0 can be maintained, and we conclude QaA|0⟩ ̸= 0. This is
the so-called Nambu-Goldstone realization of chiral symmetry. In this case, according to the
Goldstone theorem there exists a massless Goldstone boson

|ϕa⟩ = QaA|0⟩ (Nambu, Goldstone) (2.4.7)

which is energetically degenerate with the ground state |0⟩ and which carries the quantum
numbers of the corresponding axial charges. Hence for Nf = 3, the Nambu-Goldstone bosons
are the eight pseudoscalar mesons (pions, kaons and eta).

Since phase transitions are best characterized by the behavior of an order parameter, we now
introduce the order parameter relevant for the chiral phase transition: the chiral condensate.
Spontaneous chiral symmetry breaking is accompanied by a qualitative rearrangement of the
QCD ground state: the vacuum is populated by a condensate of scalar quark-antiquark pairs,
characterized by a nonzero expectation value of the composite operator ψ̄ψ; for Nf = 3 we have:

⟨ψ̄ψ⟩ := ⟨0|ψ̄ψ|0⟩ = ⟨0|ūu|0⟩+ ⟨0|d̄d|0⟩+ ⟨0|s̄s|0⟩ . (2.4.8)

This quantity is called the chiral condensate and its exact definition is

⟨ψ̄ψ⟩ = −i Tr lim
y→x+

[
SF(x, y)− S

(0)
F (x, y)

]
. (2.4.9)

Herein, SF(x, y) = −i⟨0|T ψ(x)ψ̄(y)|0⟩ is the full quark propagator (T denotes the time-ordering

operator) and S
(0)
F (x, y) is the perturbative quark propagator. From the subtraction in Eq. (2.4.9)

it is manifest that ⟨ψ̄ψ⟩ is a purely nonperturbative quantity.11 Writing ψ̄ψ = ψ̄RψL + ψ̄LψR,
one sees that ψ̄ψ is not chirally invariant. Hence, the appearance of a nonvanishing chiral con-
densate signals that the ground state is restructured such that it has lost the chiral symmetry
of the underlying Lagrangian.

Low-Energy Theorems

Since we have now investigated conservation laws following from the QCD Lagrangian and the
vacuum structure of QCD we are now able to derive some fundamental theorems that have to
hold in the model that we use in this work. From hadron spectroscopy we deduced that chiral

11The condensates ⟨ūu⟩, ⟨d̄d⟩ etc. depend on the renormalization scale; therefore, they are not observables in
QCD. Only the products mf⟨q̄fqf⟩ are invariants of the renormalization group.
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symmetry is broken down to SU(3)V giving rise to pseudoscalar Goldstone fields |πa⟩, compare
Eq. (2.4.7). The Goldstone theorem then states

⟨0|JµA,a(x)|πb(p)⟩ = ipµf0δabe
−ip·x . (2.4.10)

f0 is the pion decay constant in the chiral limit. The physical value of the pion decay constant
is deduced from charged pion decay (cf. [19]) and given by

fπ = (92.4± 0.3)MeV . (2.4.11)

The difference between f0 and fπ is a correction linear in the quark mass m0.
Nonvanishing quark masses shift the mass of the Goldstone boson from zero to the observed

value of the physical pion mass mπ. Using the PCAC relation Eq. (2.4.5), one obtains in the
Nf = 2 case12 for a selected isospin component with a = 1

∂µJ
µ
A,1 = (mu +md)ψ̄iγ5

τ1
2
ψ.

In addition, applying the canonical anticommutation relations for fermionic fields and [Â, B̂] =
{Â, B̂} − 2B̂Â one shows for P̂a := ψ̄(x)γ5τaψ(x) the relation[

Q̂aA, P̂b

]
= −δabψ̄ψ .

Then one can combine these two relations to obtain⟨
0
∣∣∣ [Q̂1

A, ∂µJ
µ
A,1

] ∣∣∣0⟩ = − i

2
(mu +md)⟨ūu+ d̄d⟩ .

The expression on the left-hand side can easily be calculated from Eq. (2.4.10) after inserting
a complete set of pseudoscalar states in the commutator. Truncating this set by the one-pion
states |πa⟩ we obtain

m2
π = − 1

f20
m⟨ψ̄ψ⟩+O(m2) , (2.4.12)

where we have assumed the isospin limit, i. e., mu ≈ md := m. This result is the celebrated Gell-
Mann–Oakes–Renner relation (cf. [20]) that is based entirely on the symmetries and symmetry
breaking patterns of QCD.

Another important relation can be obtained when evaluating the matrix element of the
weak axial-vector current JµA,1 + iJµA,2 between nucleon states |p⟩, |n⟩. This matrix element is
measured in neutron β decay. The PCAC relation connects this to the charged-pion matrix
element ⟨p|π+|n⟩ and one recovers the Goldberger-Treiman relation [21]

fπgπNN =MNgA , (2.4.13)

where gπNN = 13.2 ± 0.1 is the pion-nucleon-nucleon coupling constant, MN = 0.939GeV is
the nucleon mass and gA = 1.267 ± 0.004 is the nucleon-axial-vector coupling constant. The
Goldberger-Treiman relation is thus better than 5%.

2.4.3 Lattice QCD

Asymptotic freedom allows for a perturbative treatment of QCD at high energies and momenta.
Until 1974 all predictions of QCD were restricted to this regime. In order to study the low-
energy, or long-distance, properties of QCD Kenneth Wilson [22] introduced in 1974 the lattice
gauge theory. In lattice gauge theories one discretizes the space-time continuum, which provides a
natural cutoff scheme (lattice regularization): wavelengths shorter than twice the lattice spacing

12In the two-flavor case the generators of SU(Nf) are given by the isospin Pauli matrices
{

τ1
2
, τ2

2
, τ3

2

}
.
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a have no meaning; equivalently one can state that momenta k are restricted to the first Brillouin
zone, i. e., |k| ≤ π/a. One usually introduces the lattice in field theory by performing a Wick
rotation to Euclidean space, i. e., x0 → −ix4, xi → xi, i ∈ {1, 2, 3}, and by quantizing the theory
via the path-integral formalism (Euclidean lattice formulation13). One of the advantages of
lattice quantum field theory is that the path integrals can be given a precise meaning since one
is dealing with only a finite number of degrees of freedom. A nontrivial task is, however, the
removal of the lattice structure and its artifacts by studying the continuum limit.

Considerable freedom exists in the lattice formulation: one is free to add to the Lagrangian
terms that do not contribute in the continuum limit. Wilson took advantage of this freedom
when writing down the lattice formulation for gauge theories which keep local gauge invariance
as an exact symmetry. In the QCD Lagrangian LQCD the partial derivative is replaced by the
covariant one incorporating the gauge field. This is, actually, one particular (the infinitesimal)
manifestation of the more general concept of parallel transport14: suppose we want to gauge
(with gauge group G) a nonlocal operator Ô(x, y) = Â(x)B̂(y); it turns out that the correct
prescription is given by

Â(x)B̂(y) −→
G

Â(x)U(x, y)B̂(y) , (2.4.14)

with the parallel-transport operator

UC (x, y) = P
{
exp

[
ig

∫
C

λa
2
Aaµ(s) ds

µ

]}
, (2.4.15)

where C denotes an arbitrary path connecting y and x, P is the path-ordering operator, the
λa are the generators of the gauge group G and the Aaµ describe the corresponding gauge fields.
Since all lattice sites are separated at least by the (finite) lattice spacing a, the gauge action
must be constructed out of (discretized) parallel-transport operators U(n,m), where n,m now
denote lattice sites and U is called link variable. It turns out that the lattice action for the gluon
field is given by a sum over plaquettes Up,

Up = U(n, n+ µ̂)U(n+ µ̂, n+ µ̂+ ν̂)U(n+ µ̂+ ν̂, n+ ν̂)U(n+ ν̂, n) ,

where µ̂, ν̂ denote unit vectors on the lattice. The gauge part of an SU(N) lattice action is then
given by [24]

S(SU(N))
gauge =

2N

g20

∑
p

[
1− 1

2N
Tr
(
Up + U †

p

)]
(2.4.16)

where the sum extends over all distinct (path-ordered) plaquettes on the lattice, and g0 denotes
the bare coupling strength.

We have stressed here the concept of parallel transport, because we will use in the second
part of this work that UC (x, x), the Wilson loop, serves as an order parameter for confinement
(see Sect. 5.2).

So far, it was straightforward to describe a (pure) gauge theory on the lattice. Problems
arise when describing fermions on the lattice: when naively discretizing the (Euclidean) Dirac
action,

SDirac =

∫
d4xψ̄(x)(γµD

µ + m̂)ψ(x) ,

by replacing Dµ with a covariant difference operator, one obtains an action that describes 16
degenerate types of fermions (“tastes”). This is the famous fermion doubling problem which
is strongly related to the axial anomaly on the lattice. Since one wants to describe only one

13There exists another method, the Hamiltonian lattice formulation of Kogut and Susskind [23], in which only
the spatial dimensions are discretized in a Minkowski space-time.

14The reader could be familiar with this argument from differential geometry, or, more specifically, from its
application in general relativity.
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fermion, one has to get rid of the other 15 tastes. There are several possibilities. The first
(and oldest) is due to Wilson, who added some term (that vanishes in the continuum limit) to
the action to change the propagator so that it has only one pole (only one of the 16 fermions
remains massless, the other 15 gain masses that are inversely proportional to the lattice spacing).
The Wilson solution to the doubling problem is easy to understand, implement and compute
with. But it suffers from a number of flaws. The first is that the Wilson term breaks chiral
symmetry. Another (technical) problem with Wilson quarks is that the Wilson term introduces
a linear error in the lattice spacing a that can be very large. That is the reason why one has
been looking for other approaches: in the “staggering” method the four spin components of
the Dirac spinor are put on different sites of the lattice. This procedure reduces the number of
tastes from 16 to four15. The major advantage of the staggered-fermion over the Wilson-fermion
approach is that the action of the first one preserves a continuous U(1) × U(1) symmetry (in
the chiral limit) which is a remnant of the chiral symmetry group. Although neither one of the
approaches incorporates chiral symmetry properly (we will see the reason for this shortly), one
can nevertheless use the staggered-fermion formulation to study the spontaneous breakdown of
this remaining lattice symmetry and the associated Nambu-Goldstone phenomenon. One of the
drawbacks of this method is that since the different components of the staggered quark field
live on different lattice sites, they experience a slightly different gauge field, which leads to a
breaking of their naive degeneracy and, hence, to Nambu-Goldstone bosons with nonvanishing
mass even in the chiral limit.16

The fact that chiral symmetry is not preserved by lattice actions is a possible consequence
of the Nielsen-Ninomiya no-go theorem [26]. It states that it is impossible to have a chirally
invariant, doubler-free, local, translation invariant, real bilinear fermion action on the lattice.
Since locality, translation invariance and hermiticity should always be fulfilled by the action,
on first sight, one has to abandon either chiral symmetry or freedom from doublers. It is,
however, possible to circumvent the Nielsen-Ninomiya theorem: one possibility is to realize the
four-dimensional theory of a chiral fermion by dimensional reduction from a five-dimensional
theory (domain-wall or overlap fermions). With a finite extent Ls in the fifth direction, there
will necessarily be another domain wall with opposite orientation, on which a massless chiral
fermion of opposite chirality will live, thus fulfilling both the Nielsen-Ninomiya theorem in the
five-dimensional theory and ensuring the mutual cancelation of the chiral anomalies stemming
from either fermion. To be precise, chiral symmetry in the domain-wall formalism is preserved
only for large Ls. A finite separation Ls between the walls with opposite chirality gives rise
to a residual chiral symmetry breaking that can be strongly suppressed, though, by taking Ls
to be large. To leading order in an expansion in lattice spacing, the residual chiral symmetry
breaking can be characterized by a single parameter, the residual mass mres. This acts as an
additive shift to the bare input quark mass m0. Hence, the “physical” quark mass is given by
mres+m0. The full continuum SU(Nf)×SU(Nf) chiral symmetry can be reproduced by choosing
Ls sufficiently large, even at finite lattice spacing. This comes, however, with an approximate
factor of Ls increase in computational cost.

Lattice calculations are performed on large-scale computers using sophisticated numerical
algorithms (Monte Carlo methods). Particularly time-consuming is the evaluation of the fermion
determinant. Until the mid-nineties it was essentially impossible to simulate the full action on
the lattice. This led people to drop the fermion determinant, using the so-called quenched
approximation, that amounts to neglecting dynamical fermions in the simulation.

We will come back to lattice simulations in the second part of this work (Sect. 4.3), when
dealing with the finite temperature description of QCD.

15The number of fermions can be reduced to one when artificially taking the fourth root of the fermion deter-
minant. This rooting procedure is, however, still under lively debate (cf. [25]).

16Improved staggered lattice actions are known that do not suffer from such pathologies.
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2.5 Dyson-Schwinger Formalism

Apart from lattice simulations, the Dyson-Schwinger formalism provides an alternative approach
to QCD. The Dyson-Schwinger equations (DSE) are a nonperturbative tool for analyzing a
quantum field theory starting from the theory’s generating functional in Euclidean space-time.
From this one obtains an enumerably infinite set of coupled integral equations, the so-called
DSE tower. Since it is not possible to solve all of them, one has to truncate this tower at some
order. In theories with elementary fermions, the simplest of the DSEs is the gap equation, which
already incorporates the dynamical (chiral) symmetry breaking. From this one notes that a self-
consistent solution of the DSEs comprises nonperturbative effects that would not be included in
a systematic perturbative expansion.

We derive the fermion gap equation for QCD and determine its solution, which is actually
a two-point function. This procedure will guide us in developing the model that is the major
subject of this work and it will serve as a consistency check whenever simplifications are made.

2.5.1 Euclidean Action

From now onwards we work in Euclidean space-time without exception. Euclidean space has
already been encountered when describing lattice QCD in the previous section. The following
conventions will be used: for four-vectors a, b we have

a · b := aµbνδµν :=

4∑
i=1

aibi . (2.5.1)

A distinction between co-variant and contra-variant indices is not necessary anymore. With this
definition, spacelike vectors xµ have x2 > 0. Furthermore, a four-vector xµ can be Wick-rotated
from Minkowski to Euclidean space according to

(x0, x⃗ ) → (x⃗, x4) , with x4 = ix0 . (2.5.2)

Finally, we need to define the Dirac matrices in Euclidean space. Here we use the following
convention:

γ4 = iγ0 (2.5.3)

(and all other Dirac matrices unchanged: γE,i = γiE := γi for i ∈ {1, 2, 3}). Then, the matrices
fulfill the algebra

{γµ, γν} = −2δµν . (2.5.4)

In particular, one obtains
/∂ = γ4∂4 + γ⃗ · ∇ . (2.5.5)

Using these conventions the Euclidean QCD action can be calculated from the Minkowskian ex-
pression, SQCD

M =
∫
d4xMLQCD (cf. Eq. (2.2.1)), replacing the expressions properly in Euclidean

space:

SQCD
E =

∫
d4x

[
1

2
Tr (GµνGµν)+

1

2λ

(
∂µA

a
µ

)2−(∂µχa⋆)Dab
µ χ

b+
∑

f∈flavors
ψ̄f
(
−i/∂ +mf + g /A

)
ψf

]
.

(2.5.6)
From this the generating functional follows as in Eq. (2.3.3′):

Z(J, ξ, ξ⋆, η, η̄) =

∫
DADχDχ⋆ DψDψ̄

exp
(
−SQCD

E

)
exp

(
i

∫
d4x

[
AaµJ

aµ + χa⋆ξa + ξa⋆χa + ψ̄η + η̄ψ
])

.

(2.5.7)
The Dyson-Schwinger equations are derived from the generating functional demanding that its
derivative with respect to the fields is zero. We will see this explicitly in the next subsection.
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2.5.2 Dyson-Schwinger Equation for the Quark Propagator

Consider the quark Dyson-Schwinger equation, or gap equation, which is useful when studying
dynamical chiral symmetry breaking. The quark DSE in momentum space is given by

−1
=

−1
−

S(p)−1 = −/p+m0 − g2
∫

d4q

(2π)4
Dµν(p− q)

λa
2
γµS(q)

λa
2
Γν(q, p)

(2.5.8)

where S(p) is the dressed quark propagator, Dµν(k) is the dressed gluon propagator17 (curly line
with the filled circle), Γν(q, p) is the dressed quark vertex (full circle), λa2 γµ is the one-particle
irreducible vertex (open circle), m0 is the (bare) current quark mass and −/p+m0 is the inverse
free fermion propagator (solid line). Furthermore, we use the propagators expressed in Landau
gauge, λ = 0.18

The solution of Eq. (2.5.8) has the form

S(p)−1 = −/p+M(p2) , (2.5.9)

where M(p2) is the (dynamically generated) quark mass function. In the chiral limit, defined
as mu = md = ms = 0, there is no perturbative contribution to the mass function M(p2) in
Eq. (2.5.9). This means thatM(p2) ̸= 0 in the chiral limit has a nonperturbative origin from the
QCD vacuum and is hence related to spontaneous chiral symmetry breaking. In fact, inserting
Eq. (2.5.9) in definition Eq. (2.4.9), one sees thatM(p2) ̸= 0 in the chiral limit is only possible if
the quark condensate is nonzero, which serves, as described in Sect. 2.4.2, as an order parameter
for spontaneous chiral symmetry breaking.

Consider now a schematic solution of the gap equation Eq. (2.5.8) in the two-flavor case.
Since the quark DSE is an integral equation, all of its elements must be known at all values of
their momentum arguments, i. e., not just in the perturbative domain, but also in the infrared.
The gluon propagator and the quark-gluon vertex fulfill their own DSE, which couples the
quark DSE to the other members of the tower of equations (diagrammatic representation in
Eq. (2.5.8)). Therefore we employ an ansatz for the dressed gluon propagator Dµν(k) and the
vertex function Γν(q, p). First assume that the gluon propagator is diagonal in Dirac space, i. e.,
we set

g2Dµν(k) =
3

2
NcGG(k) δµν ; (2.5.10)

this is the so-called “Abelian approximation”. We choose G such that it is normalized to G(k =
0) = 1. We have introduced a constant G with mass-dimension −2; the prefactor has been
chosen for practical reasons when comparing the results obtained in this section with those of
Chapt. 3. Furthermore, we use the “rainbow truncation” for the dressed vertex function:

Γν(q, p) = γν . (2.5.11)

Inserting this in the gap equation (2.5.8), using the general expression (2.5.9) and carrying out
the algebra, we finally obtain

M(p) = m0 + 8GNc

∫
d4q

(2π)4
G(p− q)

M(q)

q2 +M2(q)
. (2.5.12)

17The dressed gluon propagator is diagonal in color space because we do not allow for anisotropies in color
space.

18Landau gauge is convenient because it is a fixed point of the renormalization group, i. e., λ = 0 at all orders
in perturbation theory.
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FIGURE 2.1: Solution to the gap equation Eq. (2.5.12) using a Gaussian ansatz for the dressed
gluon propagator. The nonvanishing dynamical quark mass function M(p) indicates that chiral
symmetry is spontaneously broken.

There exist sophisticated parametrizations for the gluon function G in the literature (cf., e. g.,
Ref. [27]). For schematic simplicity, choose G(k) = exp(−k2/β2), a Gaussian normalized such
that G(0) = 1. We will see in Chapt. 3 that this ansatz actually turns out to be quite reasonable.
Eq. (2.5.12) then depends on two constants, namely the coupling constant, G, and the width of
the Gaussian, β. These parameters, in addition to the current quark mass m0 = mu = md which
might vary in the rangem0 ∈ [3, 10]MeV, are fixed by reproducing the pion massmπ ≈ 140MeV
and the pion decay constant fπ ≈ 92MeV; formulas are taken from Ref. [28]. The solution of the
gap equation (2.5.12) has been performed iteratively relying on Banach’s fixed-point theorem.
The resulting mass function is shown in Fig. 2.1. It is clear that with M(0) ≈ 300MeV, chiral
symmetry is spontaneously broken. From the Gell-Mann–Oakes–Renner relation (2.4.12) we
immediately get the chiral condensate (m0 = 3.7MeV) ⟨ūu⟩ = ⟨d̄d⟩ ≈ −(280MeV)3.

We have shown here how the simplest Dyson-Schwinger equation can be solved using as-
sumptions about the fully dressed gluon propagator and vertex function. The next logical step
would be an extension of this formalism to three flavors and to finite temperature and densities.
This is, however, not trivial and, in particular, the implementation of thermodynamics in the
Dyson-Schwinger formalism is involved. The gap equation (2.5.12) as a simplified version of the
DSE (2.5.8) is nonetheless useful for guidance in the modeling of QCD thermodynamics, the
central topic of this thesis to which we now turn.





Chapter 3

Nonlocal Nambu–Jona-Lasinio
Models

In this chapter we establish contacts between the Dyson-Schwinger formalism, described and
worked out in the previous chapter, Sect. 2.5, and the time-honored Nambu–Jona-Lasinio model.
At the end we will have developed a model with a gap equation only slightly different from the
DSE gap equation (2.5.8), which is, however, perfectly suited for a practicable implementation of
thermodynamics and a direct comparison to studies within a Polyakov-loop-extended Nambu–
Jona-Lasinio model performed over the last decade (see Chapt. 5). We consider both the two-
and three-flavor cases.

3.1 The Local Nambu–Jona-Lasinio Model

The ground state of QCD spontaneously breaks chiral symmetry. Furthermore, the axial U(1)
symmetry is anomalously broken by instanton effects (cf. Sect. 3.3.1). All these features are
embodied in LQCD, Eq. (2.2.1). In this chapter the aim is to construct a model Lagrangian
that is simpler to work with than full QCD but nevertheless encodes all relevant aspects of
the symmetry breaking pattern of QCD. A model fulfilling this requirement was proposed in
1961 by Y. Nambu and G. Jona-Lasinio (NJL) [29, 30] already in the pre-QCD era. Their aim
was, actually, to describe a mechanism that is able to give rise to the nucleon mass. Treating
primary fermionic degrees of freedom like in the Bardeen-Cooper-Schrieffer theory (BCS theory)
of superconductivity, Nambu and Jona-Lasinio obtained a gap equation determining the nucleon
mass. Considering a simplified model of a nonlinear four-fermion interaction that preserves
SU(2)L × SU(2)R symmetry, Nambu and Jona-Lasinio got, in addition, pseudoscalar zero-mass
bound states of nucleon-antinucleon pairs which were identified with pions.

Once QCD was established as the theory of strong interactions, the NJL model has been in-
terpreted as an effective theory of quarks. For Nf = 2 quark flavors the minimal NJL Lagrangian
reads1:

L 2 f
NJL = ψ̄

(
−i/∂ + m̂

)
ψ − G

2

[(
ψ̄ψ
)2

+
(
ψ̄iγ5τ⃗ψ

)2]
(3.1.1)

where m̂ = diag(mu,md) is the current quark mass matrix, ψ stands for the two-flavor quark
fields, τk with k ∈ {1, 2, 3} denote the isospin Pauli matrices and G is the NJL four-point
coupling strength with mass dimension −2. The Lagrangian L 2 f

NJL is invariant under SU(2)L ×
SU(2)R × U(1)V symmetry. The U(1) axial anomaly is explicitly broken already at the level of
the Lagrangian. A corresponding Lagrangian for the Nf = 3 flavor case (cf. Ref. [31]) has the

1Remember that we use exclusively Euclidean space notation.
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form:

L 3 f
NJL = ψ̄

(
−i/∂ + m̂

)
ψ − G

2

8∑
a=0

[(
ψ̄λaψ

)2
+
(
ψ̄iγ5λaψ

)2]
−H

{
det
[
ψ̄(1 + γ5)ψ

]
+ det

[
ψ̄(1− γ5)ψ

]} (3.1.2)

where λa with a ∈ {1, . . . , 8} are the SU(3) flavor Gell-Mann matrices and λ0 =
√

2
3diag(1, 1, 1);

m̂ = diag(mu,md,ms) and ψ is the three-flavor quark field. det here denotes the determinant
in flavor space, and G and H are coupling constants. The four-fermion symmetric term in
Eq. (3.1.2) is invariant under U(3)L × U(3)R, while the determinant term [32, 33], a genuine
three-fermion interaction, is required to remove the U(1)A symmetry that would otherwise be
present. We have mentioned already in Sect. 2.2 that the anomalous breaking is the reason for
the mass of the η′ meson. Note that the two-flavor NJL Lagrangian (3.1.1) can be cast into the
same form as the three-flavor Lagrangian (3.1.2) after a re-distribution of the terms:2

L 2 f
NJL = ψ̄

(
−i/∂ + m̂

)
ψ − G

4

3∑
i=0

[(
ψ̄τiψ

)2
+
(
ψ̄iγ5τiψ

)2]
− G

2

{
det
[
ψ̄(1 + γ5)ψ

]
+ det

[
ψ̄(1− γ5)ψ

]}
.

(3.1.1′)

The new feature for three flavors is the additional independent coupling H.
At this stage, both the two- and three-flavor NJL Lagrangians are not confining. They should

be applied only to properties for which confinement is not essential. The point interaction renders
the model nonrenormalizable. A cutoff ΛNJL is necessary to regulate the theory. This cutoff
introduces a characteristic length scale for the interaction. Using ΛNJL as a three-momentum
cutoff, one typically gets ΛNJL ≈ 650MeV (see, e. g., Refs. [34–38]).

3.2 Nonlocal Nambu–Jona-Lasinio Model for Two Flavors

The original NJL model effectively introduces a schematic interaction that is strong at quark
momenta |p⃗ | ≤ ΛNJL and turned off at |p⃗ | > ΛNJL. Closer contact with QCD and its running
coupling strength can be established in a generalized nonlocal NJL model [39, 40] to which we
now turn. In this section we describe the two-flavor version of this nonlocal NJL model. The
generalization to three flavors needs some more preparation and will be discussed in Sect. 3.3.

3.2.1 The Nonlocal Action

We start with the construction of the basic two-flavor action [39], S2 f
E , that will be used in this

thesis:
SE = S0 + S(4)

int , (3.2.1)

where we separate the free part of the action,

S0 =

∫
d4x ψ̄

(
−i/∂ + m̂

)
ψ , (3.2.2)

with the quark fields ψ(x) = (ψu(x), ψd(x))
⊤ =: (u(x), d(x))⊤ (following the notation in Eq. (2.2.1))

and m̂ = diag(mu,md). In this thesis, we restrict ourself to the isospin symmetric casemu = md.
Consider now a QCD effective interaction between two color currents Jµa (x) = ψ̄(x)γµ λa2 ψ(x)

(λa/2 denote the generators of the SU(3) color gauge group). This interaction contributes a term
of the following generic form to the action:

Sint = −
∫

d4x

∫
d4y Jµa (x)Dµν(x− y) Jνa (y) . (3.2.3)

2Here we define τ0 := 1, such that the relation tr{τi · τj} = 2δij holds for all i, j ∈ {0, 1, 2, 3}.
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Here Dµν(x − y) is proportional to the gluonic field correlator (we recall that Dµν is diagonal
in color space, excluding color anisotropies), compare Eq. (2.5.6). As discussed in Sects. 2.5
and 2.4.3, approximate solutions for this correlator can be obtained from Dyson-Schwinger
calculations and from lattice QCD. We do not need to specify Dµν in all detail at this stage.
Eq. (3.2.3) defines a nonlocal effective interaction between quarks. The range of the nonlocality
is determined by the correlation length characteristic of the color exchange through gluon fields.

In order for our model to be compatible with the Dyson-Schwinger gap equation (2.5.8) we
use the “Abelian approximation” (cf. Eq. (2.5.10)) for the leading behavior of Dµν here as well,
i. e., Dµν(x − y) ∼ δµν

G
2 G(x − y), with a distribution function G(x − y) of mass dimension 4

and an NJL-type four-fermion coupling strength G with mass dimension −2. A Fierz exchange
transformation then leads to the following generic form of the nonlocal four-fermion interaction

S(4)
int = −G

2

∑
α

cα

∫
d4x

∫
d4y ψ̄(x)Γα ψ(y)G(x− y) ψ̄(y)Γα ψ(x) , (3.2.4)

with well-defined Fierz expansion coefficients cα. The Γα are a set of Dirac, flavor and color
matrices resulting from the Fierz transform, with the property γ0 Γ

†
α γ0 = Γα. By a change of

variables, Eq. (3.2.4) can be rewritten as:

S(4)
int = −G

2

∑
α

cα

∫
d4x

∫
d4z ψ̄

(
x+

z

2

)
Γα ψ

(
x− z

2

)
G(z) ψ̄

(
x− z

2

)
Γα ψ

(
x+

z

2

)
. (3.2.4′)

The Fierz transformation introduces combinations of operators Γα which maintain the symme-
tries of the original QCD Lagrangian. The symmetry that governs low-energy QCD with two
flavors is global chiral SU(2)L × SU(2)R, which undergoes dynamical (spontaneous) breaking to
SU(2)V. Moreover, explicit chiral symmetry breaking corrections are introduced by the quark
mass term of the action, ψ̄m̂ψ. A minimal subset of operators satisfying this symmetry is the
color-singlet pair of scalar-isoscalar and pseudoscalar-isovector operators,

Γα = (1, iγ5 τ⃗ ) , (3.2.5)

the one we focus on. Other less relevant operators (vector and axialvector terms in color singlet
and color octet channels) will not be treated in this thesis.

The action constructed up to this point leads to the same gap equation (2.5.8) as obtained
from the full QCD Lagrangian using the assumptions of the Dyson-Schwinger approach described
in Sect. 2.5.

Separable Four-Fermion Interaction

As it stands, the Dyson-Schwinger gap equation (2.5.8) is an integral equation that is not
practical for our present purposes. In particular, the thermodynamics based on this equation
would be confronted with the full complexity of finite-temperature Dyson-Schwinger calcula-
tions (cf. Refs. [27, 41–44]). We therefore approximate the distribution G by a separable form,
replacing

G(z) →
∫

d4z′ C
(
z +

z′

2

)
C
(
z − z′

2

)
,

with C(z) normalized to
∫
d4z C(z) = 1 (compare also Ref. [45]). The model using this separable

ansatz will be worked out starting from the next subsection. A comparison between the full
Dyson-Schwinger calculation and the separable approach in Sect. 3.2.4 demonstrates that the
separable action is an excellent approximation to the full Dyson-Schwinger formalism for all
practical purposes. We can now write the chirally invariant four-fermion interaction in a more
tractable form:

S(4)
int = −G

2

∫
d4x

[
jS(x)jS(x) + jPk (x)j

P
k (x)

]
, (3.2.6)
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where jSα and jPα are scalar and pseudoscalar densities, given by3

jS(x) =

∫
d4z ψ̄

(
x+

z

2

)
C(z)ψ

(
x− z

2

)
,

jPk (x) =

∫
d4z ψ̄

(
x+

z

2

)
C(z) iγ5τkψ

(
x− z

2

)
.

(3.2.7)

The particular functional form of C(z) used in this work will be given in Sect. 3.2.4.

3.2.2 Formalism

Given the four-fermion coupling in the nonlocal framework, Eq. (3.2.6), we can now write down
the complete Euclidean two-flavor nonlocal NJL action, SE, that will be the basis of the calcu-
lations performed in this section. From Eq. (3.2.2) and Eq. (3.2.6) we have

SE =

∫
d4x

{
ψ̄(x) [−iγµ∂µ + m̂]ψ(x)− G

2

[
jS(x)jS(x) + jPk (x)j

P
k (x)

]}
. (3.2.8)

In the remainder of this section we demonstrate how this approach works in reproducing
zero-temperature QCD, the nonperturbative vacuum and its lowest quark-antiquark excitations:
the pseudoscalar pions including their decay constants. As usual, we start from the partition
function

Z =

∫
Dψ̄Dψ e−SE (3.2.9)

and seek to replace the bilinear combinations of fermionic fields appearing in Eq. (3.2.9) by
bosonic fields (bosonization). For this purpose, we introduce four bosonic fields σ and πk (k ∈
{1, 2, 3}) and four auxiliary fields S, Pk, which serve only for technical reasons in the two-flavor
case, but which obtain a more profound significance in the three-flavor generalization. Inserting
a “one” in terms of delta functions,

1 =

∫
DSDPk δ(S − jS) δ(Pk − jPk ) =

∫
DSDPk DσDπk e

∫
d4z σ(S−jS) e

∫
d4z πk(Pk−jPk ) ,

the partition function is written as

Z =

∫
Dψ̄DψDSDPk DσDπk exp

{
−
∫

d4x
[
ψ̄ (−iγµ∂µ + m̂)ψ + σjS + πkj

P
k

]}
× exp

{∫
d4x

[
(σS + πkPk) +

G

2

(
S2 + PkPk

)]}
.

The inserted delta functions have implied a replacement of jS and jPk by S and Pk, respectively.

The first exponential, on the other hand, contains terms of the form ψ̄Â ψ, hence the path
integration over the fermionic fields ψ̄ and ψ can be carried out by standard means, leading to

Z =

∫
DσDπk det Â

∫
DSDPk exp

{∫
d4x

[
(σS + πkPk) +

G

2

(
S2 + PkPk

)]}
. (3.2.10)

The integration over the auxiliary fields S, Pk can easily be carried out by completing the square,
leading to

Z = N
∫

DσDπk det Â exp

{
− 1

2G

∫
d4x

[
σ2 + π⃗2

]}
, (3.2.11)

3k ∈ {1, 2, 3}.
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where det Â is the fermion determinant. In momentum space one finds after a simple Fourier
transformation4

A (p, p′) := ⟨p|Â |p′⟩ =
(
−/p+ m̂

)
(2π)4δ(p− p′) + C

(
p+ p′

2

)[
σ(p− p′) + i γ5τkπk(p− p′)

]
.

(3.2.12)
Note, that from the normalization of C(z) in coordinate space we obtain C(p = 0) = 1 in
momentum space.

Finally, comparison of Eq. (3.2.11) with the definition (3.2.9) of the partition function gives
the bosonized Euclidean action,

Sbos = − ln det Â +
1

2G

∫
d4x

[
σ2 + π⃗2

]
, (3.2.13)

where ln and det denote the functional logarithm and functional determinant, respectively.

Mean-Field Approximation and Beyond

In order to perform numerical computations with the bosonized action (3.2.13) we need to expand
the full action. This can be accomplished assuming that in the homogeneous and isotropic
vacuum, the scalar σ field has a nonzero expectation value σ̄ = ⟨σ⟩, while the vacuum expectation
values of the pseudoscalar fields πi are zero. We write σ(x) = σ̄ + δσ(x), π⃗(x) = δπ⃗(x) and
expand the bosonized action (3.2.13) around the mean field in powers of the mesonic fluctuations
δσ, δπ⃗ (setting δσ and δπ⃗ equal to zero defines the so-called mean-field approximation (MF)):

Sbos
E = SMF

E + S(2)
E + . . . (3.2.14)

The mean-field contribution per four-volume V (4) is given by

SMF
E

V (4)
= −4Nc

∫
d4p

(2π)4
ln
[
p2 +M2(p)

]
+
σ̄2

2G
, (3.2.15)

with the mass function M(p) determined by the gap equation

M(p) = m0 + C(p) σ̄ . (3.2.15a)

Here m0 stands for either the current up- or down-quark masses, as we are assuming isospin
symmetry. The quadratic terms beyond mean-field approximation are derived explicitly in
Appendix C. Here we only state the result:

S(2)
E =

1

2

∫
d4p

(2π)4
[
F+(p2) δσ(p) δσ(−p) + F−(p2) δπ⃗(p) · δπ⃗(−p)

]
, (3.2.16)

where

F±(p2) =
1

G
− 8Nc

∫
d4q

(2π)4
C2(q)

q+ · q− ∓M(q+)M(q−)[
(q+)2 +M2(q+)

][
(q−)2 +M2(q−)

]

=
1

G
−

q + p
2

q − p
2

Γ± Γ±

(3.2.17)

4We use Ĉ(p) =
∫
d4z C(z) e−ip·z, ϕ̂(p) =

∫
d4z ϕ(z) e−ip·z, where ϕ(z) stands for an arbitrary field ϕ ∈ {σ, π⃗}.

We omit the hats on the Fourier transforms and set henceforth C(p) ≡ Ĉ(p), ϕ(p) ≡ ϕ̂(p), etc.
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with q± = q ± p
2 and Γ+, Γ− denote the scalar-isoscalar and pseudoscalar-isovector vertices,

respectively. The loop diagram involves the fermion (quark) quasiparticle propagator (2.5.9),
already met when dealing with Dyson-Schwinger equations in Sect. 2.5,

SF(p) = =
1

−/p+M(p)
, (2.5.9)

with the momentum-dependent (dynamical) constituent quark mass M(p).

Gap Equation and Chiral Condensate

The mean-field part, SMF
E , of the action SE is governed by the scalar mean field σ̄. Its value is

found by the principle of least action,
δSMF

E
δσ = 0 for σ = σ̄. It is straightforward to derive

σ̄ = 8NcG

∫
d4p

(2π)4
C(p) M(p)

p2 +M2(p)
, (3.2.18)

to be solved self-consistently with the gap equation (3.2.15a). We notice, that Eq. (3.2.18) is
the same as the Dyson-Schwinger gap equation (2.5.12) provided one uses the separable ansatz
G(p−q) = C(p)C(q) in Eq. (2.5.12) and setsM(p) = m0+ σ̄ C(p). The assumption of separability
turns out to be only a weak restriction, but it reduces drastically the technical complexity: while
Eq. (2.5.12) is an integral equation for which the self-consistent solution M(p) has to be known
over the whole momentum region, Eq. (3.2.18) represents an equation for the mean-field value
σ̄, thence only for a single number. This simplification will allow one to extend the formalism
presented in this chapter to QCD thermodynamics (Chapt. 5).

The chiral condensate ⟨ψ̄ψ⟩ = ⟨ūu⟩+ ⟨d̄d⟩ can be calculated from Sbos
E using the Feynman-

Hellmann theorem, by differentiation with respect to the current quark mass m0. Equivalently,
we can use the definition (2.4.9)

⟨ψ̄ψ⟩ = −i Tr lim
y→x+

[
SF(x, y)− S

(0)
F (x, y)

]
, (2.4.9)

with the full fermion Green function,

SF(x, y) =

∫
d4p

(2π)4
eip(x−y)SF(p) , (3.2.19)

and the free quark propagator S
(0)
F subtracted. Using Eq. (2.5.9) with M(p) from Eq. (3.2.15a)

this leads to

⟨ψ̄ψ⟩ = −4NfNc

∫
d4p

(2π)4

[
M(p)

p2 +M2(p)
− m0

p2 +m2
0

]
. (3.2.20)

Note that M(p) → m0 for large p. The subtraction makes sure that no perturbative artifacts
are left over in ⟨ψ̄ψ⟩ for m0 ̸= 0.

We have already commented on the parallels and differences of the nonlocal NJL model and
the more general Dyson-Schwinger formalism; a more thorough investigation will be presented in
Sect. 3.2.4. Before continuing with the formal derivation of all quantities of interest, we will first
examine a comparison with the local NJL model. As described in Sect. 3.1, C(p) and M(p) are
replaced by constants in the local NJL model, C(0) = 1 and M . The relevant momentum-space
integrations are cut off at |p⃗ | = ΛNJL. The gap equation is simply M = −G⟨ψ̄ψ⟩ = σ̄. This
direct proportionality between the scalar mean field σ̄ and the chiral condensate is not realized
anymore in the nonlocal model, as the inspection of Eqs. (3.2.18) and (3.2.20) demonstrates.
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Pion Mass, Quark-Pion Coupling Constant and Pion Decay Constant

The pion mass mπ is determined by the pole of the pion propagator, while the square of the
quark-pion coupling constant, g2πqq, figures as the residue of the pion pole in the pseudoscalar-
isovector quark-antiquark amplitude,

Dπ
ij(q) = iγ5τi

ig2πqq
q2 +m2

π

iγ5τj . (3.2.21)

Its inverse is easily calculated from the bosonized action (3.2.13) by means of functional differ-
entiation, i. e., [

Dπ
ij(q)

]−1
=

δ2Sbos
E

δπi(q)δπj(0)
= δijF

−(q2) . (3.2.22)

The last equality results from Eqs. (3.2.16) and (3.2.17). The pion mass is therefore determined
by

F−(−m2
π) = 0 . (3.2.23)

Furthermore, by comparison with Eq. (3.2.21) the quark-pion coupling constant is given as:

g−2
πqq =

dF−(q2)

dq2

∣∣∣∣
q2=−m2

π

. (3.2.24)

The calculation of the pion decay constant fπ is more involved. As we have seen in Sect. 2.4.2,
it is defined through the matrix element of the axial current JµA,i(x) between the vacuum and

the physical one-pion state π̃j with π̃j = g−1
πqq πj (cf. Eq. (2.4.10)):

⟨0|JµA,i(0)|π̃j(p)⟩ = iδijp
µfπ . (3.2.25)

Note that the usual local axial current, Jµ,locA,i = ψ̄(x)γ5
τi
2 γ

µψ(x), is not conserved within the
nonlocal framework (cf. Ref. [46, 47]). In order to calculate this matrix element one has to gauge
the nonlocal action in Eq. (3.2.13) following the procedure outlined in Sects. 2.2.1 and 2.4.3.
This requires not only the replacement of the partial derivative by a covariant derivative,

∂µ → ∂µ +
i

2
γ5τiAi

µ(x),

where Ai
µ (i ∈ {1, 2, 3}) are a set of axial gauge fields, but also the connection of nonlocal terms

through a parallel transport with a Wilson line (cf. Eq. (2.4.15) and Refs. [48, 49]),

W(x, y) = P exp

{
i

2

∫ 1

0
dαγ5τiAµ

i (x+ (y − x)α) (yµ − xµ)

}
,

where we have chosen a straight line connecting the points x and y. This means that expres-
sions of the form ψ̄(x)Ô(z)ψ(y) (where Ô(z) is an arbitrary field operator) in the action SE,
Eq. (3.2.8), have to be replaced by ψ̄(x)W(x, z) Ô(z)W(z, y)ψ(y). This guarantees the (local)
gauge invariance of the underlying Lagrangian. It turns out that the only term that is eventually
affected by the gauging is the fermion determinant of Â , Eq. (3.2.12), which then becomes, in
coordinate space,

A G(x, y) =

(
−i /∂y +

1

2
γ5τi /A

i
+ m̂

)
δ(x− y)+

+ C(x− y)W
(
x,
x+ y

2

)
Γi ϕi

(
x+ y

2

)
W
(
x+ y

2
, y

)
.

(3.2.26)
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Here Γi stands either for Γ = 1 or Γi = i γ5τi, and ϕi accordingly for either the scalar field σ, or
a pseudoscalar pion field, πi. The desired matrix element then follows from the gauged fermion
determinant according to

⟨0|JµA,i(0)|πj(p)⟩ = − δ2 ln detA G

δπj(p) δAi
µ(t)

∣∣∣∣
A=0
t=0

. (3.2.27)

After a lengthy evaluation (all details of this calculation are presented in Appendix D) of the
functional derivatives we obtain in momentum space5

⟨0|JµA,i(0)|πj(p)⟩ = 2i tr{τi, τj} T̃r

{∫ 1

0
dα qµ

dC(q)
dq2

M(q+α )

q+α
2
+M2(q+α )

}
+

+ 2i tr{τi, τj} T̃r

{
C(q)

q+µM(q−)(
q+2 +M2(q+)

)(
q−2 +M2(q−)

)}+

+ 2i σ̄ tr{τi, τj}×

× T̃r

{∫ 1

0
dα qµ

dC(q)
dq2

C
(
q− p

2
α
) q+α · q−α +M(q+α )M(q−α )(

q+α
2
+M2(q+α )

)(
q−α

2
+M2(q−α )

)} ,
(3.2.28)

where T̃r stands for the functional trace and, moreover,

q+α = q +
p

2
(1− α) , q−α = q − p

2
(1 + α)

q+ = q +
p

2
, q− = q − p

2
.

(3.2.29)

Now, the pion decay constant can be derived from its definition, Eq. (3.2.25) and the expression
(3.2.28), by contraction with pµ:

fπ = i pµ⟨0|JµA,i(0)|πi(p)⟩
g−1
πqq

m2
π

, (3.2.30)

evaluated at the pion pole p2 = −m2
π. One pion-field component with index i is singled out in

this expression.

Chiral Relations

In order to confirm that this nonlocal model is consistent with fundamental chiral symmetry
requirements, we derive the Goldberger-Treiman and Gell-Mann–Oakes–Renner relations. For
this purpose it is sufficient to consider an expansion of Eq. (3.2.30) up to O(m2

π), i. e., to leading
(linear) order in the quark mass m0, giving

fπ = gπqq
F(−m2

π)−F(0)

m2
π

, (3.2.30′)

where we have defined
F(p2) = m0 I1(p2) + σ̄ I2(p2) ,

with

I1 = 8Nc

∫
d4q

(2π)4
C(q) q · (q + p) +M(q)M(q + p)

[q2 +M2(q)] [(q + p)2 +M2(q + p)]

I2 = 8Nc

∫
d4q

(2π)4
C(q) C(q + p)

q · (q + p) +M(q)M(q + p)

[q2 +M2(q)] [(q + p)2 +M2(q + p)]
.

5tr{τi, τj} = 4δij can readily be evaluated. We write the result in this more general form, though, because this
will enable us the generalize the matrix element (3.2.28) immediately to three flavors.
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Using Eqs. (3.2.18) and (3.2.23), one can write F(0) = σ̄/G and I2(−m2
π) = 1/G. Then one

obtains from Eq. (3.2.30′)
m2
πfπ = m0 gπqq I1(−m2

π) . (3.2.31)

A Taylor expansion around the chiral limit of the pion polarization term, Eq. (3.2.17), leads to

F−(p2) = F−(0) +
∂F−

∂p2

∣∣∣∣
p2=0

p2 +O(p4) = F−(0) + g−2
πqq p

2 +O(p4) .

Using this in the conditional equation for the pion mass, F−(−m2
π) = 0, one recovers the leading

order contribution to m2
π:

m2
π =

g2πqq
σ̄
m0I1 +O(m4

π) = g2πqq F
−(0) +O(m4

π) . (3.2.32)

Finally, combining Eqs. (3.2.17) and (3.2.20) gives

F−(0) = −m0

σ̄2
⟨ψ̄ψ⟩+O(m2

0) .

From Eq. (3.2.31) and the first equality of Eq. (3.2.32) one finds

fπ gπqq = σ̄ +O(m0) . (3.2.33)

In the chiral limit, i. e., for m0 = 0, this is the Goldberger-Treiman (compare Eq. (2.4.13))
relation at the level of quarks as quasiparticles. Using this relation, the second equality of
Eq. (3.2.32) together with the expression for F−(0) derived above gives

m2
πf

2
π = −m0⟨ψ̄ψ⟩+O(m2

0) , (3.2.34)

which is the well-known Gell-Mann–Oakes–Renner relation (compare Eq. (2.4.12)). We have
thus demonstrated that the nonlocal NJL model preserves chiral low-energy theorems and
current-algebra relations.

3.2.3 Fixing of the Distribution C(p): Politzer’s Quark Self-Energy

The contact strength G will be determined by fixing pion properties (mass and decay constant).
This requires choosing a particular functional form for the momentum distribution function C(p).
The gap equation (3.2.18) of the local NJL model implies a simple relation between the dynamical
(constituent) quark mass and the chiral condensate, M = −G⟨ψ̄ψ⟩. A similar expression,
although not completely equivalent, holds in the nonlocal model, compare Eqs. (3.2.18) and
(3.2.20): M(p) = C(p)σ̄ (in the chiral limit). It is this relation that will enable us to fix C(p)
and give this distribution a physical foundation.

We consider a quark propagating with large (Euclidean) momentum p in the QCD vacuum.
Its self-energy Σ(p) is given pictorially as

−iΣ(p) = , (3.2.35)

with full quark and gluon propagators and vertex functions (cf. Sect. 2.5). At high momentum,
this self-energy can be evaluated recalling its operator product expansion and identifying the
leading O(p−2) term [50, 51].

It is well known that QCD perturbation theory at any order does not generate a nonzero
quark mass term starting from a massless quark, simply as a consequence of helicity conser-
vation at each quark-gluon vertex. However, as pointed out by Politzer [50], the presence of
a nonperturbative QCD vacuum with a quark condensate ⟨ψ̄ψ⟩ ̸= 0 turns a massless current
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quark into a quasiparticle with a momentum-dependent mass (often referred to as a constituent
quark mass): the spontaneous breaking of chiral symmetry implies a nonzero dynamical quark
mass.

At high quark momentum, the leading nontrivial part of Σ(p), calculated in “rainbow trun-
cation” and “Abelian approximation” (see Sect. 2.5) is found, with the running QCD coupling
αs(p

2), Eq. (2.3.8), to leading order in 1/p2 (with p2 > 0):

Σ(p2) = π
N2

c − 1

2N2
cNf

αs(p
2)

p2
(3 + ξ)⟨ψ̄ψ⟩+ δΣ , (3.2.36)

where we have explicitly written the nonperturbative piece, Σn. p., and the remaining δΣ stands
for all perturbative corrections to Σ (which vanish in the chiral limit, m0 → 0). The parameter
ξ is required for gauge fixing (see also Refs. [51, 52]).

From Eq. (3.2.36) one arrives at the dynamically generated quark mass term

M(p2) := Σn. p.(p2) = −πN
2
c − 1

2N2
cNf

αs(p
2)

p2
(3 + ξ)⟨ψ̄ψ⟩ . (3.2.37)

This is the result for the constituent quark mass calculated first by Politzer in an operator prod-
uct expansion. Even in the limit of vanishing current quark masses, the quark propagator has
a nonperturbative contribution which generates a large constituent quark mass in the presence
of a nonvanishing chiral (quark) condensate. We choose the Landau gauge, setting ξ = 0, as in
Sect. 2.5. Any other value of ξ can be absorbed by a rescaled coupling in Eq. (3.2.37).

From Eq. (3.2.15a) it is evident that the distribution C(p) must behave as

C(p2) ∝ 2π

3

αs(p
2)

p2
(p ≥ Γ ) , (3.2.38)

at p larger than a matching scale Γ of order 1GeV below which C(p2) is governed by nonper-
turbative physics. For our present purposes it is sufficient to use the standard form for the
perturbative running QCD coupling,

αs(p
2) =

4π

β0 ln
p2

Λ2
QCD

, (2.3.8)

with β0 = 9 (using three active quark flavors) and ΛQCD = 0.25GeV in order to reproduce
αs = 0.12 at mZ = 91.2GeV.

The low-momentum behavior of C(p) is governed by nonperturbative QCD effects. It is
clear that the expression (3.2.38) breaks down at some p . 1GeV because of the Landau pole

in Eq. (2.3.8). Here we choose a Gaussian C(p) = exp
[
−p2d2

2

]
for convenience in order to

match Eq. (3.2.38) below Γ . Owing to the integral measure d4p ∼ p3 d3p in the gap equation
(3.2.18), the low-momentum behavior of C(p) is strongly suppressed. Our results are, therefore,
only weakly influenced by the particular choice of C(p) at p ≪ Γ . A more profound physical
justification for this choice can be given from the instanton liquid model, dealt with in Sect. 3.3.1.
From this the width of the Gaussian d is identified with the instanton size, d ≃ 1/3 fm. Putting
these two assumptions together, we have the nonlocality distribution

C(p2) =

e−p
2d2/2 for p2 < Γ 2

const. · αs(p
2)

p2
for p2 ≥ Γ 2 ,

(3.2.39)

normalized as C(p = 0) = 1 and with a constant fixed by the matching condition requiring
continuity and differentiability of C(p) at p = Γ . The full momentum distribution function C(p)
used for the Nf = 2 flavor model is shown in Fig. 3.1.
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nonlocal NJL

local NJL
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FIGURE 3.1: Distribution C(p) used in the
nonlocal NJL model (solid line). The dot-
dashed line shows C(p) in a local NJL model
with four-momentum cutoff.
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FIGURE 3.2: Momentum dependence of the
constituent quark mass M , calculated in the
two-flavor nonlocal NJL model, compared
with lattice data in Landau gauge extrapo-
lated to the chiral limit (from Ref. [53], im-
proved staggered quark actions have been
used).

m0 Γ G

3.3MeV (0.24 fm)−1 (1.26 fm)2
⟨ψ̄ψ⟩1/3 σ̄ fπ mπ

−0.36GeV 0.42GeV 0.09GeV 0.14GeV

TABLE 3.1: Parameters and calculated physical quantities for the nonlocal NJL model with
Nc = 3 and Nf = 2.

3.2.4 Parameters

Given the nonlocality distribution function C(p) (3.2.39) and the formulas for the pion mass and
decay constant in Sect. 3.2.2, we can know fix the parameters of the two-flavor nonlocal NJL
model. There are actually only two parameters apart from the matching point Γ : the four-
fermion interaction strength G and the current quark mass m0. The width d of the Gaussian is
correlated with the matching parameter Γ by the matching condition for C(p) at p = Γ .

The parameters and resulting values of observables are listed in Table 3.1. The determination
of G,Γ and m0 is such as to reproduce, as closely as possible, the empirical pion decay constant
fπ = 92.4MeV and the pion mass mπ. Fig. 3.2 shows the momentum dependence of the
dynamical quark mass M(p) compared with lattice data from Ref. [53]. One notes that the
nonlocal NJL model reproduces both the low- and the high-momentum behavior. The quark
mass m0 ≃ 3.3MeV is compatible with QCD estimates at a typical renormalization scale µ ≃
2GeV [19]. The value of the chiral condensate follows consistently from the Gell-Mann–Oakes–
Renner relation (2.4.12), with ⟨ūu⟩ = ⟨d̄d⟩ ≃ −(0.28GeV)3.

The optimal matching scale Γ ≃ 0.83GeV ≃ (0.24 fm)−1 corresponds to d ≃ 0.4 fm which
is indeed compatible with the typical instanton size dI ≃ 1/3 fm, cf. Sect. 3.3.1. It turns out,
however, that Γ is located in the momentum window where the gap equation (3.2.18) has
its maximum weight. It is therefore important to examine the sensitivity of the results with
respect to variations of Γ . We have performed this test by varying the matching scale in the
range 0.6GeV < Γ < 1GeV (i. e., about 20% around its optimal value), with the constraint of
keeping the chiral condensate ⟨ψ̄ψ⟩ fixed. The resulting variations in the pion mass and decay
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constant are within only 10%, implying stable conditions.

In order to understand the meaning of the coupling strength G we note that a direct com-
parison to the NJL model is not appropriate as the NJL model uses a three-momentum cutoff
for the regularization of loop integrals while in the nonlocal approach the distribution C(p)
mimics a four-momentum cutoff. This implies, in particular, a different scale for the coupling
strength G appearing in the scalar mean field σ̄. Consider again the chiral limit and compare
Eqs. (3.2.18) and (3.2.20). Writing Eq. (3.2.15a) asM(0) = m0− σ̄

−⟨ψ̄ψ⟩⟨ψ̄ψ⟩ and comparing this

with the constituent quark mass in the local NJL model, MNJL = m0−G⟨ψ̄ψ⟩, we can interpret
G̃ := − σ̄

⟨ψ̄ψ⟩ as an effective coupling strength in a corresponding local NJL model. Indeed, one

obtains G̃ ≈ 9GeV−2 which is very close to the usual local NJL value found in the literature
(e. g., Refs. [35, 37, 38, 54]).

We conclude this section summarizing the main features of the nonlocal NJL model. The
prime advantage of the present nonlocal approach is the absence of an artificial momentum-
space cutoff as it appears in local NJL-type models. Indeed, the gap equation (3.2.18) does not
require any regularization: the scalar mean field σ̄ and, likewise, the dynamical quark massM(p)
are well-defined within the nonlocal scheme.6 As a further check, we compare this separable
model with the full Dyson-Schwinger gap equation (2.5.8) and its solution (Fig. 2.1). For this
purpose we solve the separable model of this section using a Gaussian distribution function C(p)
in order to be consistent with the numerical calculation presented in Sect. 2.5. After fixing the
parameters such as to reproduce the experimental values of the pion mass and decay constant
we obtain the results shown in Fig. 3.3. This plot clearly demonstrates that the impact of the
separability assumption on the gluon correlation function, i. e., G(p − q) → C(p) · C(q) is very
weak and can basically be absorbed by a redefinition of the model parameters.

3.3 Three-Flavor Nonlocal NJL Model:
Role of Strangeness and Axial Anomaly

This section extends the nonlocal NJL model to three quark flavors [40]. It is straightforward

to promote the chirally invariant four-fermion interaction S(4)
int , Eq. (3.2.6), to three flavors,

replacing the Pauli matrices by the generators of the Nf = 3 flavor group, with the Gell-Mann

matrices λi, i ∈ {1, . . . , 8} and the singlet matrix7 λ0 :=
√

2
3diag(1, 1, 1). For completeness, we

recall

S(4)
int = −G

2

∫
d4x

[
jSα (x)j

S
α (x) + jPα (x)j

P
α (x)

]
, (3.3.1)

where jSα and jPα are scalar and pseudoscalar densities, given by

jSα (x) =

∫
d4z ψ̄

(
x+

z

2

)
C(z)λαψ

(
x− z

2

)
,

jPα (x) =

∫
d4z ψ̄

(
x+

z

2

)
C(z) iγ5λαψ

(
x− z

2

)
.

(3.3.2)

The functional form of C in momentum space is again given by Eq. (3.2.39).

6This does not exclude the possibility that secondary quantities, such as the chiral condensate, can be weakly
divergent and potentially require a cutoff at ultrahigh momenta, very far beyond the range of applicability of
the model. Inspection of the integral for ⟨ψ̄ψ⟩ in Eq. (3.2.20), with the asymptotic form M(p) → mq + const.

p2 ln p2

inserted, displays a weak (double-logarithmic) far-ultraviolet divergence. For regularization we choose a cutoff at
20GeV, the necessity of which just reflects the simplified leading-order choice for the asymptotics of C(p).

7The normalization has been chosen, as in the two-flavor case, such that tr{λα · λβ} = 2δαβ holds for all
α, β ∈ {0, . . . , 8}.
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FIGURE 3.3: Solution to the DSE gap equation Eq. (2.5.12) (solid line) compared to the so-
lution of the separable ansatz presented in this section, Eq. (3.2.18) (dashed curves) using a
Gaussian ansatz for the functions G(p) and C(p), respectively. The gray band indicates different
values for the chiral condensate, varying between (260MeV)3 ≤ |⟨ūu⟩| = |⟨d̄d⟩| ≤ (280MeV)3;
for the DSE we obtained |⟨ūu⟩| = (280MeV)3.

3.3.1 The QCD Vacuum (II): Axial Anomaly and Instantons

It is a much more involved task to derive the term that introduces the anomalous U(1)A breaking.
In this subsection we show how the axial U(1) anomaly arises in QCD and give an explanation
guided by instantons. The instanton model leads to a nonlocal separable six-fermion interaction
expression that can immediately be transferred to the nonlocal generalization of the three-flavor
local NJL Lagrangian (3.1.2).

Anomalous Breaking of the Axial Symmetry

The QCD Lagrangian is invariant under U(1)A transformations of the fermion fields ψ, ψ̄ in
the chiral limit. At the classical level, the flavor-singlet axial-vector current jµ5 (x) = ψ̄γµγ5ψ
is conserved, ∂µj

µ
5 (x) = 0. This statement does no longer hold when deriving the continuity

equation in the quantum field theory. The appearance of an anomalous term in the divergence
of the axial-vector current was first shown by Adler [55] and Bell and Jackiw [56] in 1969.

We outline here the more general proof of K. Fujikawa [57] using the functional integral
formalism; this proof holds to all orders of perturbation theory. The starting point is the
derivation of the axial-vector Ward identities form the functional integral (compare Eq. (2.3.3′)8)

Z =

∫
DADψDψ̄ exp

{
−
∫

d4xL QCD
E

}
(3.3.3)

with the Lagrangian and action defined as in Eq. (2.5.6). Next, one considers an infinitesimal
axial U(1) transformation on the fermion fields

ψ(x) → ψ′(x) =
(
1 + iα(x)γ5

)
ψ(x)

ψ̄(x) → ψ̄′(x) = ψ̄
(
1 + iα(x)γ5

) (3.3.4)

8The source terms in Eq. (2.3.3′) are suppressed here.
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with a real function α(x). This transformation causes a nontrivial Jacobian J of the (fermionic)
path integral measure, i. e., one obtains [57] for Nf flavors

J = exp

{∫
d4xα(x)

[
g2Nf

32π2
εµνλσGµνGλσ

]}
(3.3.5)

with the field strength tensor (2.2.2). The tensor

G̃µν :=
1

2
εµνλσGλσ (3.3.6)

is the dual field strength tensor. The functional integral can then be written as

Z −−−−→
U(1)A

∫
DADψDψ̄ exp

{
−
∫

d4x

[
L QCD

E + α(x)

(
∂µj

µ
5 +

g2Nf

32π2
εµνλσGµνGλσ

)]}
,

(3.3.7)
where the term α(x)∂µj

µ
5 is a result of the axial transformation in the kinetic part of the

fermionic action. The Ward identity associated with the symmetry is given by the derivative of
the functional integral with respect to α(x). It follows that

∂µj
µ
5 = −g

2Nf

32π2
εµνλσGaµνG

a
λσ . (3.3.8)

Therefore, at the quantum level, the axial-vector current is not even conserved in the chiral
limit. After this mathematical derivation of the axial anomaly, we give in the next subsection a
physical interpretation of the anomalous breaking of the U(1)A symmetry.

Instantons

The energy density of the QCD vacuum is ϵ0 ≃ −500MeV/fm3. This quantity is related through
the energy-momentum tensor to the quark and gluon condensate and hence to chiral symmetry
breaking and confinement. A model of the QCD vacuum should therefore be able to explain
the origin of this value. A frequently discussed option is the instanton model. Instantons are
classical solutions to the Euclidean equations of motion. They are characterized by a topological
quantum number and correspond to tunneling events between degenerate classical vacua. It is
these tunneling events that lower the ground-state energy and give a possible explanation for the
negative nonperturbative vacuum energy density. We will see later that instantons are associated
with fermionic zero modes (i. e., eigenstates of the Dirac operator with eigenvalues zero) that
are crucial for the understanding of both the axial anomaly and spontaneous chiral symmetry
breaking.

In order for instantons to be solutions of the classical equations of motions they must mini-
mize the QCD action. First, we consider only the gauge part, that writes (cf. Eq. (2.5.6))9

Sg,E =

∫
d4x

1

2g2
Tr (GµνGµν) . (3.3.9)

One can show (cf., e. g., Ref. [58]) that this action is minimal for

Gµν = ±G̃µν , (3.3.10)

i. e., the solutions of the classical Euclidean Yang-Mills theory are given by self-dual or antiself-
dual fields. Furthermore, we demand a finite Euclidean action which implies that Gµν −−−−→

|x|→∞
0,

so that one has
Aµ(x) −−−−→

|x|→∞
U−1(x)∂µU(x) (3.3.11)

9From now on it is convenient to absorb the coupling constant g into the gauge fields, i. e., Aµ → 1
g
Aµ, Gµν →

1
g
Gµν .
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(see Eq. (2.2.4)) for an arbitrary gauge transformation U(x) ∈ SU(3)c. Such a “pure gauge
field” is obtained from Aµ(x) = 0 by an aforementioned gauge transformation. First solutions
were found by Belavin, Polyakov, Schwartz and Tyupkin in 1975 [59].

Let us now deduce an important observation: Since the points at infinity, |x| → ∞, in
four-dimensional Euclidean space are three-spheres S3 and the gauge transformations U =
exp(−itaθ

a(x)) are mappings from S3 to SU(3) space, the topological structure of the vacuum
is hence given by the homotopy group π3(SU(3)). It is well known that

π3(SU(N)) ≃ Z for all N ≥ 2 . (3.3.12)

From this we learn that (non-Abelian) Yang-Mills theories possess topologically degenerate vacua
which can be characterized by a new quantum number (running through the domain Z). This
(topological) quantum number is the winding number (or Pontryagin index )

nW =
1

16π2

∫
d4xTr

(
GµνG̃µν

)
=

1

32π2

∫
d4x ∂µKµ (3.3.13)

where we have introduced the Chern-Simons current

Kµ := 4εµνλσ Tr

[
Aν∂λAσ +

2

3
AνAλAσ

]
. (3.3.14)

Now, assuming that there are Nf light quarks present in our theory, we can relate the axial
anomaly (3.3.8), on one hand, directly to the winding number (3.3.13) via∫

d4x ∂µj
µ
5 = −2Nf nW , (3.3.15)

and on the other hand, to the topological current Kµ, according to

∂µj
µ
5 = −Nf ∂µKµ . (3.3.16)

From the first relation it follows that the axial-vector current is not conserved if nW ̸= 0. From
the second relation, the definition of the winding number nW and the Chern-Simons current Kµ

one might argue, though, that nW vanishes because it is given by the divergence, and hence a
total derivative, of the topological current Kµ. This argument is, however, not true, because
surface terms cannot be neglected after the application of Gauß’s law owing to the structure of
the QCD vacuum. Furthermore, Kµ is not a gauge-invariant quantity, hence having no direct
physical meaning.

Instantons correspond to tunneling events between topologically different vacua. ’t Hooft
[33] showed that the tunneling amplitude is T ∼ e−SE . As vacuum states |n⟩ corresponding
to different topological winding numbers are separated by finite-energy barriers and there is
tunneling between these states, the true vacuum |θ⟩ is a superposition of these |n⟩ states:

|θ⟩ =
∑
n

e−inθ|n⟩ . (3.3.17)

The parameter θ labels the physically inequivalent sectors of the theory. Different θ vacua do
not communicate with one another, therefore there is no a priori method to determine the value
of θ. This θ is exactly the parameter that appears in the P - and CP -violating term (2.2.5) of
the QCD Lagrangian, leading to the strong CP-problem.

Let us conclude this section by mentioning how fermions can be introduced in the instanton
model (see, e. g., Ref. [58]). Fermions add to the pure gauge part of the action, Sg,E (3.3.9), the
Kobayashi-Maskawa-’tHooft determinant [32, 33] term,

S(6)
int = −8H

∫
d4x [detJ+(x) + detJ−(x)] . (3.3.18)
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FIGURE 3.4: Comparison of the distribution C(p) used in the nonlocal NJL model (solid line) and
the one derived from the instanton model with instanton size d = 0.35 fm (dashed line). The dot-
dashed line shows the step function C(p) of a local NJL model with Euclidean four-momentum
cutoff.

The coupling strength H with mass dimension −5 is defined in the same way as in the local
NJL Lagrangian (3.1.2), and

(J±(x))ij =

∫
d4z ψ̄j

(
x+

z

2

) 1

2
(1∓ γ5)K(z)ψi

(
x− z

2

)
, (3.3.19)

where K(z) represents the distribution of the U(1)A breaking interaction strength. For Nf = 3,
this flavor determinant generates a genuine three-body interaction (or six-quark vertex) in which
the u, d, and s quarks participate simultaneously. In his original paper [33], ’t Hooft discovered
the crucial property of instantons, namely the Dirac operator has a zero mode i /Dψ0(x) = 0 in the
instanton field. From this observation he obtained the U(1)A breaking interaction with a simple
expression for K as the density of zero modes. Its Fourier transform K̃(p) =

∫
d4z e−ipzK(z)

is written [58] in terms of Bessel functions and a characteristic instanton size, d ≃ 0.35 fm, as
follows (compare also Fig. 3.4):

K̃(p) = πp2d2
d

dξ

[
I0(ξ)K0(ξ)− I1(ξ)K1(ξ)

]
with ξ =

|p|d
2

. (3.3.20)

This expression leads to a gap equation similar to that of the nonlocal two-flavor NJL model,
Eq. (3.2.18). The chiral condensate in the instanton model is strongly related to fermionic zero
modes (Banks-Casher relation [60]).

3.3.2 Three-Flavor Nonlocal Lagrangian

We are now in the situation to write down the nonlocal equivalent to the three-flavor (local)
Lagrangian (3.1.2) by combining the four- and six-fermion interaction terms (3.3.1) and (3.3.18).
The four-fermion momentum distribution function C (cf. Eq. (3.2.39)) does in general not co-
incide with the instanton distribution function K. It turns out, however, (see Fig. 3.4) that
both functions are very similar, and hence we can replace K by C. As outlined in detail in
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Appendix B, the six-fermion interaction (3.3.18) can then be expressed in terms of the currents
defined in Eq. (3.3.2):

S(6)
int = −H

4

∫
d4xAαβγ

[
jSα (x)j

S
β (x)j

S
γ (x)− 3jSα (x)j

P
β (x)j

P
γ (x)

]
, (3.3.21)

where the constants Aαβγ are given in terms of the Gell-Mann matrices as

Aαβγ :=
1

3!
εijkεmnℓ (λα)im (λβ)jn (λγ)kl for α, β, γ ∈ {0, . . . , 8} .

With the four- and six-fermion couplings in the nonlocal framework for three quark flavors,
we can now write down the Euclidean nonlocal NJL action, SE. We have

SE =

∫
d4x

{
ψ̄(x) [−iγµ∂µ + m̂q]ψ(x)−

G

2

[
jSα(x)j

S
α (x) + jPα (x)j

P
α (x)

]
+

−H
4
Aαβγ

[
jSα (x)j

S
β (x)j

S
γ (x)− 3jSα (x)j

P
β (x)j

P
γ (x)

]}
,

(3.3.22)

where the first term is the kinetic term and m̂ = diag(mu,md,ms) is the mass matrix with
the current quark masses mu,md,ms; G and H are constants to be determined. The densities
jSα , j

P
α are given in Eq. (3.3.2) with the nonlocality distribution C(z) chosen as in the two-

flavor model described in Sect. 3.2.3. In the remainder of this section we demonstrate how
this approach works in reproducing zero-temperature QCD, the nonperturbative vacuum and
its lowest quark-antiquark excitations: the pseudoscalar meson nonet including decay constants
and η-η′ mixing. The bosonization procedure has already been outlined in Sect. 3.2.2. The
generalization to the three-flavor action, Eq. (3.3.22), is straightforward and we simply state the
result for the partition function:

Z =

∫
Dσα Dπα det Â

∫
DSα DPα exp

{∫
d4x (σαSα + παPα)

}
× exp

{∫
d4x

[
G

2
(SαSα + PαPα) +

H

4
Aαβγ (SαSβSγ − 3SαPβPγ)

]}
.

(3.3.23)

Here we have introduced 18 scalar and pseudoscalar bosonic fields σα and πα (α ∈ {0, . . . , 8})
and, additionally, 18 auxiliary fields Sα, Pα necessary to deal with the six-fermion interactions
induced by the ’tHooft term. In momentum space, the fermion determinant det Â reads

A (p, p′) := ⟨p|Â |p′⟩ =
(
−/p+ m̂q

)
(2π)4δ(p− p′) + C

(
p+ p′

2

)
λα
[
σα(p− p′) + i γ5πα(p− p′)

]
.

(3.3.24)
Again we conveniently write C(p) ≡ Ĉ(p) for the Fourier transform of the distribution C(z).
The major differences compared with the two-flavor partition function (3.2.10) are the cubic
expressions in the auxiliary fields Sα, Pα. Because of these, an analytic evaluation of the func-
tional integral over the auxiliary fields is not possible anymore. One needs to approximate the
partition function in order to get an analogous expression to the two-flavor bosonized partition
function (3.2.11). This is the topic of the next subsection.

Stationary Phase Approximation

The path integration over the cubic terms in Sα and Pα fields cannot be carried out explicitly.
The stationary phase approximation (SPA) is used, choosing the fields Sα, Pα so as to minimize
the integrand in the bosonized partition function Eq. (3.3.23). A necessary condition imposed
on the fields is therefore:

σα +GSα +
3H

4
Aαβγ [SβSγ − PβPγ ] = 0 ,

πα +GPα − 3H

2
AαβγSβPγ = 0 ,

(3.3.25)
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where Sα, Pα are now to be considered as (implicit) functions of σα, πα. The bosonized action
can thus be written as

Sbos
E = − ln det Â −

∫
d4x

{
σαSα + παPα +

G

2
[SαSα + PαPα] +

+
H

4
Aαβγ [SαSβSγ − 3SαPβPγ ]

}
.

(3.3.26)

From here on we can apply the methods developed in the two-flavor case (Sect. 3.2.2) in order
to reproduce the meson spectrum within the nonlocal three-flavor NJL model.

3.3.3 Gap Equation and Meson Properties

The stationary phase approximation enables us to complete the bosonization of the nonlocal
three-flavor Lagrangian in an analytical way. The price to be paid for this is, however, that
one has to solve, in addition to the gap equations equivalent to Eq. (3.2.18), the SPA equations
(3.3.25). By solving these equations self-consistently, we are able to reproduce the large η′ mass
which is the result of the anomalous breaking of the axial U(1)A symmetry. The mixing angle
between the η and the η′ mesons is a further outcome of this calculation.

Mean-Field Approximation, Gap Equations and Chiral Condensates

We proceed now analogously to Sect. 3.2.2. Starting from the action Sbos
E , Eq. (3.3.26), a power

series expansion is performed around the expectation values of the fields σα, πα,

σα(x) = σ̄α + δσα(x) ,

πα(x) = δπα(x) .
(3.3.27)

A first constraint is imposed on the scalar fields by charge conservation, i. e., the charge matrix
Q̂ = diag

(
2
3 ,−

1
3 ,−

1
3

)
commutes with the SU(3) generators: [Q̂, λα] = 0. This is only possible

for λ0, λ3, λ8 which means in turn that only σ0, σ3 and σ8 have to be considered (in the isospin
limit which will be investigated later one has the additional constraint that σ3 also vanishes).
Given these conditions it is useful to introduce

σ = diag(σu, σd, σs) := σ0λ0 + σ3λ3 + σ8λ8 , (3.3.28)

and, analogously, S = diag(Su, Sd, Ss) = S0λ0 +S3λ3 +S8λ8. Since we have ⟨πα⟩ = ⟨Pα⟩ = 0 to
leading order, the action in mean-field approximation reads

SMF
E

V (4)
= −2Nc

∫
d4p

(2π)4
Tr ln

[
p213×3 + M̂2(p)

]
− 1

2

{ ∑
i∈{u,d,s}

(
σ̄iS̄i +

G

2
S̄iS̄i

)
+
H

2
S̄uS̄dS̄s

}
,

(3.3.29)
where M̂(p) = diag (Mu(p),Md(p),Ms(p)) with

Mi(p) = mi + σ̄i C(p) , (3.3.30)

and 13×3 denotes the unity matrix in flavor space and V (4) is the four-dimensional Euclidean
volume.

The mean-field equations (gap equations) are deduced, again, by applying the principle of

least action,
δSMF

E
δσi

= 0 for σi = σ̄i (i ∈ {u, d, s}). The Si and Pi are both implicit functions of
σi, determined through the SPA equations in mean-field approximation (compare Eq. (3.3.25)).
Eventually, we obtain

σ̄i = −GS̄i −
H

4
εijkεijkS̄jS̄k (3.3.31a)

S̄i = −8Nc

∫
d4p

(2π)4
C(p) Mi(p)

p2 +M2
i (p)

. (3.3.31b)
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Finally, the chiral condensate ⟨q̄q⟩ can be calculated in the same fashion as in the two-flavor
case using the definition (2.4.9). This leads to

⟨q̄q⟩ = −4Nc

∫
d4p

(2π)4

[
Mq(p)

p2 +M2
q (p)

− mq

p2 +m2
q

]
. (3.3.32)

Note that Mq(p) → mq for large p. The subtraction makes sure that no perturbative artifacts
are left over in ⟨q̄q⟩ for mq ̸= 0.

Second-Order Corrections and Meson Masses

The calculation of the meson masses is now more involved and more technical compared with
the two-flavor case, because we are treating the (pseudoscalar) meson octet plus the η′ meson
which is known to have a large mass due to the anomalous breaking of the U(1)A symmetry.
Calculating the masses of the pseudoscalar mesons is a major step beyond mean-field approxi-
mation. Consider second-order corrections to the mean-field action, extracted from a functional
Taylor expansion,

S(2)
E =

1

2

∫
d4xd4y

δ2SE

δσα δσβ
δσα(x) δσβ(y) +

1

2

∫
d4xd4y

δ2SE

δπα δπβ
δπα(x) δπβ(y) ,

where the second derivatives, δ2SE
δσα(x) δσβ(y)

and δ2SE
δπα(x) δπβ(y)

, are evaluated at the mean-field values

σα(x) = σ̄α, etc. We now focus on pseudoscalar mesonic excitations and change the basis
according to πij =

1√
2
(λαπα)ij . This gives a standard representation of the pseudoscalar meson

octet:

πij = (π̂)ij =


π0
√
2
+ η8√

6
+ η0√

3
π+ K+

π− − π0
√
2
+ η8√

6
+ η0√

3
K0

K− K̄0 −2η8√
6
+ η0√

3

 . (3.3.33)

Defining analogously a matrix σ̂ for the scalar mesons, the fermion determinant, Eq. (3.3.24),
can be written as

Â (p, p′) =
(
−/p+ m̂q

)
(2π)4δ(4)(p− p′) + C

(
p− p′

2

)√
2
[
σ̂(p− p′) + i γ5π̂(p− p′)

]
. (3.3.24′)

The calculation of the derivatives appearing in the Taylor expansion requires some caveats
that are outlined in Appendix C. The resulting second-order contributions to the action are
given by

S
(2)
E =

1

2

∫
d4p

(2π)4

[
G+
ij,kℓ(p) δσij(p) δσkℓ(−p) +G−

ij,kℓ(p) δπij(p) δπkℓ(−p)
]
, (3.3.34)

with

G±
ij,kℓ(p) = Π±

ij δiℓ δjk +
(
r±ij,kℓ

)−1
, (3.3.35)

where

Π±
ij (p) = −8Nc

∫
d4q

(2π)4
C2(q)

q+ · q− ∓Mi(q
+)Mj(q

−)[
q+2 +M2

i (q
+)
][
q−2 +M2

j (q
−)
] , (3.3.36)

q± = q ± p
2 , and (r±)−1 is defined as the solution of the system[

Gδkmδnℓ ±
H

2
εkntεtℓknSt

](
r±ij,kℓ

)−1
= δimδjn . (3.3.37)
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The meson masses can now be determined by writing the second-order term of the action,
Eq. (3.3.34), in the physical basis as

S(2)
E

∣∣∣
P
=

1

2

∫
d4p

(2π)4
{
Gπ(p

2)
[
π0(p)π0(−p) + 2π+(p)π−(−p)

]
+

+GK(p2)
[
2K0(p) K̄0(−p) + 2K+(p)K−(−p)

]
+

+ G88(p
2) η8(p) η8(−p) +G00(p

2) η0(p) η0(−p) + 2G08(p
2) η0(p) η8(−p)

}
,

where the functions GP are defined according to Eq. (3.3.35). If one considers only the isospin
symmetric case, mu = md, where σ3 = 0, one has

Gπ(p
2) =

(
G+

H

2
S̄s

)−1

+Π−
uu(p

2) (3.3.38)

GK(p
2) =

(
G+

H

2
S̄u

)−1

+Π−
us(p

2) (3.3.39)

G88(p
2) =

1

3

[
6G− 4HS̄u − 2HS̄s
2G2 −GHS̄s −H2S̄2

u

+Π−
uu(p

2) + 2Π−
ss(p

2)

]
(3.3.40)

G00(p
2) =

1

3

[
6G+ 4HS̄u −HS̄s

2G2 −GHS̄s −H2S̄2
u

+ 2Π−
uu(p

2) +Π−
ss(p

2)

]
(3.3.41)

G08(p
2) =

√
2

3

[
H(S̄s − S̄u)

2G2 −GHS̄s −H2S̄2
u

+Π−
uu(p

2)−Π−
ss(p

2)

]
. (3.3.42)

From the construction of the action it is clear that the functions GP correspond to the inverse
pseudoscalar meson propagators. The corresponding masses are given by the poles of these
propagators or, equivalently

GP (−m2
P ) = 0 , for P ∈ {π,K, η} . (3.3.43)

Finally, the physical η and η′ mesons can be identified after a basis change and by introducing
the mixing angle θ = θ(p2):

η = η8 cos θη − η0 sin θη

η′ = η8 sin θη′ + η0 cos θη′ ,
(3.3.44)

where θη = θ(−m2
η), θη′ = θ(−m2

η′). Introducing the (inverse) η and η′ propagators Gη and Gη′ ,
respectively, instead of G00, G88, G08 we obtain for the mixing angle

tan 2θ(p2) =
2G08(p

2)

G00(p2)−G88(p2)
(3.3.45)

and therefore:

Gη(p
2) =

G88(p
2) +G00(p

2)

2
−

√
G2

08(p
2) +

(
G00(p

2)−G88(p
2)

2

)2

(3.3.46)

Gη′(p
2) =

G88(p
2) +G00(p

2)

2
+

√
G2

08(p
2) +

(
G00(p

2)−G88(p
2)

2

)2

. (3.3.47)

From these formulas we conceive that there is a mass splitting, m2
η′ −m2

η, that is given by twice
the square root appearing in Eqs. (3.3.46). In Sect. 3.3.5 we will see the quantitative impact on
the η-η′ mass splitting.
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Renormalization Constants

Renormalized fields10, φ̃(p) = Z
−1/2
φ φ(p), are introduced so that the quadratic part of the

Lagrangian can be written in the standard form

L
(2)
E =

1

2

(
p2 +m2

ϕ

)
φ̃(p) φ̃(−p) .

Masses are identified with poles of the propagators G−1
P (p2). From this one arrives at an explicit

expression for the renormalization constants, namely

Z−1
P =

dGP (p
2)

dp2

∣∣∣∣
P

, for P ∈ {π,K, η} . (3.3.48)

Decay Constants

The pseudoscalar meson decay constants are defined as

⟨0|JµA,α(0)|π̃β(p)⟩ = i fαβ pµ ⇐⇒ ⟨0|JµA,α(0)|πβ(p)⟩ = i fαβZ
1/2
β pµ , (3.3.49)

where JµA,α(x) = ψ̄(x)γµγ5
λα
2 ψ(x) denotes the axial-vector current. As described in Sect. 3.2.2

we have to gauge the nonlocal action in Eq. (3.3.22) connecting the fields by a Wilson line and
introducing a set of axial gauge fields Aα

µ (α ∈ {0 . . . , 8}). Following the lines of the two-flavor
calculation, we find again that only the fermion determinant is affected by the gauging, becoming
then, in coordinate space,

A G(x, y) =

(
−i /∂y +

1

2
γ5λα /A

α
+ m̂q

)
δ(x− y)+

+ C(x− y)W
(
x,
x+ y

2

)
Γα φα

(
x+ y

2

)
W
(
x+ y

2
, y

)
.

(3.3.50)

Here Γα stands either for Γα = λα or Γα = i γ5λα, and φα accordingly for either a scalar field,
σα, or a pseudoscalar field, πα.

The matrix elements (3.3.49) then follow from the gauged fermion determinant according
to Eq. (3.2.27) and the result, Eq. (3.2.28), is readily generalized. The complete calculation,
relegated to Appendix D, leads to:

⟨0|JµA,α(0)|πβ(p)⟩ = 2i
(
λijαλ

ji
β + λijβ λ

ji
α

)
T̃r

{
C(q)

q+µMi(q
−)(

q+2 +M2
j (q

+)
)(
q−2 +M2

i (q
−)
)}+

+ 2i
(
λijαλ

ji
β + λijβ λ

ji
α

)
T̃r

{∫ 1

0
dα qµ

dC(q)
dq2

Mi(q
+
α )

q+α
2
+M2

i (q
+
α )

}
+

+ 2i σ̄j

(
λijαλ

ji
β + λijβ λ

ji
α

)
×

× T̃r

{∫ 1

0
dα qµ

dC(q)
dq2

C
(
q− p

2
α
) q+α · q−α +Mj(q

+
α )Mi(q

−
α )(

q+α
2
+M2

j (q
+
α )
)(
q−α

2
+M2

i (q
−
α )
)} ,

(3.3.51)

(T̃r denotes the functional trace) with

q+α = q +
p

2
(1− α) , q−α = q − p

2
(1 + α)

q+ = q +
p

2
, q− = q − p

2
.

(3.3.52)

10Here φ(p) stands generically for any of the fields πα(p), . . .
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The decay constants can be derived from the expression (3.3.51) and their definitions, Eq. (3.3.49),
by contraction with pµ, hence

fαβ = i pµ⟨0|JµA,α(0)|πβ(p)⟩
Z

−1/2
β

m2
β

, (3.3.53)

evaluated at the corresponding mass p2 = −m2
β. Owing to the properties of the Gell-Mann

matrices and assuming isospin symmetry (i. e., mu = md) one has
11 fαβ = δαβfπ for α ∈ {1, 2, 3}

and fαβ = δαβfK for α ∈ {4, 5, 6, 7}. On the other hand, for the 0- and 8-component we obtain

f88(p
2) =

4

3

[
2fss(p

2) + fuu(p
2)
]

f00(p
2) =

4

3

[
2fuu(p

2) + fss(p
2)
]

f08(p
2) = f80(p

2) =
4
√
2

3

[
fuu(p

2)− fss(p
2)
]
.

3.3.4 Chiral Low-Energy Theorems

In this section we are going to show that the low-energy theorems are explicitly fulfilled by
the nonlocal three-flavor NJL model, as well. In order to derive the Goldberger-Treiman and
Gell-Mann–Oakes–Renner relations from the nonlocal model, the meson self-energy contribution
Π−
uu, Eq. (3.3.36), is expanded up to first order in the current quark massmu and the momentum

p2:

Π−
uu(p

2,mu) =
S̄u,0
σ̄u,0

− 2⟨ūu⟩0
σ̄2u,0

mu + Z−1
π,0 p

2 . (3.3.55)

The first term on the right-hand side follows immediately from Eq. (3.3.36) by setting mu =
0, p2 = 0 and using the gap equation (3.3.31b) in the chiral limit, mu = 0 (index “0”). The
second term can be recovered by writing C(p) = 1

σ̄u
(Mu(p)−mu) in Eq. (3.3.36) and using the

definition of the chiral condensate, Eq. (3.3.32). The last term follows from the definition of the
renormalization constant Zπ, Eq. (3.3.48).

Expanding the pion decay constant, Eq. (3.3.51), only the term in the first line of this
equation contributes to order O(p2). One finds

lim
p2→0

fuu(p
2) =

1

4
σ̄u,0Z

−1
π,0 . (3.3.56)

Using Eq. (3.3.53) this implies
fπ,0 = σ̄u,0Z

−1
π,0 , (3.3.57)

which is the Goldberger-Treiman relation. Finally, multiplying both sides of the expansion
(3.3.55) by G+ H

2 , identifying the pion mass (3.3.43) on the left-hand side and the gap equation
(3.3.31a) on the right-hand side, we get

f2π,0m
2
π = −mu⟨ūu+ d̄d⟩0 , (3.3.58)

which is the Gell-Mann–Oakes–Renner relation.
We have thus demonstrated that the nonlocal three-flavor NJL model is also consistent,

as expected, with fundamental low-energy theorems based on chiral symmetry. At the same
time the nonlocal model reduces to the local NJL model results when C(p) is chosen as a theta
function.

11This follows from the fact, that the summands in Eq. (3.3.51) can be written as

(λij
α λ

ji
β + λij

β λ
ji
α )Aij = 2Re

(
λij
α λ

ij
β

∗
)
Aij . (3.3.54)

Assuming mu = md one gets the stated result. Note, in particular, that for the two-flavor case, Aij is independent
of i, j, hence leading the anti-commutators of the Pauli matrices, as given in Eq. (3.2.28).
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G H mu ms

(0.96 fm)2 −(0.83 fm)5 3.0MeV 70MeV

TABLE 3.2: Scenario I parameter set of the Nf = 3 nonlocal NJL model.

⟨ūu⟩ = ⟨d̄d⟩ ⟨s̄s⟩ Mu =Md Ms

−(0.282GeV)3 −(0.303GeV)3 362MeV 575MeV

mπ mK mη mη′ fπ fK θη θη′

138MeV 487MeV 537MeV 954MeV 83.4MeV 104.1MeV 3.3◦ −29.1◦

TABLE 3.3: Calculated physical quantities using the scenario I parameters of Table 3.2.

3.3.5 Parameters and Results

In this section we determine the parameters of the nonlocal three-flavor NJL model in the same
manner as in the two-flavor case in Sect. 3.2.4. In the present case, we fix the parameters in
order to reproduce the masses and decay constants of the pseudoscalar meson nonet. Apart
from the nonlocality distribution C(p) with its characteristic scale, the parameters to be fixed
are the coupling strengths G and H and the current quark masses mu (= md) and ms. For
the distribution C(p) we take over the functional form, Eq. (3.2.39), used in the two-flavor
case, again (the three-flavor matching scale does not differ remarkably from the Nf = 2 case:
Γ 3 f = 0.85GeV ≃ (0.23 fm)−1, Γ 2 f = 0.83GeV ≃ (0.24 fm)−1), see Fig. 3.4.

In order to investigate the impact of the four-fermion coupling strength, we consider two sce-
narios with marginally different coupling strengths G (leaving C(p) and all remaining parameters
unchanged). “Scenario I” optimizes the η′ sector including η-η′ mixing. “Scenario II” provides
a best fit to pseudoscalar octet observables.

Choosing the parameters of scenario I as given in Table 3.2, one finds the values of the
pseudoscalar masses12, decay constants and η-η′ mixing angle as shown in Table 3.3. The
current quark masses are consistent with those listed in the table [19] at a renormalization scale
of about 2GeV. The η′ mass is very close to its experimental value. The same is true for the
ratio of the decay constants fK/fπ = 1.25 (compared to the experimental (fK/fπ)exp = 1.22).
The pion decay constant fπ, though, is approximately 10% off its experimental value but close
to its value at the chiral limit.

Furthermore, it is instructive to compare our result for the η-η′ mixing angle, θη′ = −29.1◦,
to the empirical value. The most recent analysis [63] gives13 θ = −29.0◦ and agrees perfectly
with our result. Note, however, that in Ref. [63] contributions from the gluon condensate are
included which our model does not explicitly account for. The left part of Fig. 3.5 shows the
momentum dependence of the resulting dynamical up-quark mass, Mu(p), compared to lattice
data from Ref. [53].

The parameters of scenario II (Table 3.4) differ from those of scenario I only by a four-
fermion coupling constant G that is about 15 % larger. We see from the calculated quantities
given in Table 3.5 that the pseudoscalar meson masses and decay constants now agree perfectly

12Note, that the ūu-threshold is lower than the η′ mass. Hence, the integrals determining the η′ mass might be
ill-defined owing to poles in the integration region. Therefore, in fixing the η′ mass, we apply the regularization
method described in Appendix C.3 (following Refs. [61, 62]).

13Note the different definitions of the η-η′ mixing angle in this work and in Ref. [63]. The cited number
θ = −29.0◦ has, however, already been translated to the definition, Eq. (3.3.44), of the mixing angle used in the
present work.
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G H mu ms

(1.04 fm)2 −(0.83 fm)5 3.0MeV 70MeV

TABLE 3.4: Scenario II parameter set of Nf = 3 nonlocal NJL model.

⟨ūu⟩ = ⟨d̄d⟩ ⟨s̄s⟩ Mu =Md Ms

−(0.304GeV)3 −(0.323GeV)3 468MeV 694MeV

mπ mK mη mη′ fπ fK θη θη′

139MeV 495MeV 547MeV 964MeV 92.8MeV 110.1MeV 1.9◦ −22.3◦

TABLE 3.5: Calculated physical quantities using the parameters of Table 3.4. (These values
together with the parameters of Table 3.4 are referred to as “scenario II”.)

with their empirical values. On the other hand, the magnitudes of the chiral condensates and
the dynamical quark masses Mu(0) and Ms(0) increase, making them less compatible with
common phenomenology. This can easily be understood from the Gell-Mann–Oakes–Renner
relation (2.4.12) recalling that the current quark and pion masses for scenario I are the same
as for scenario II, while the value of the pion decay constant of scenario II is increased. The
momentum dependence of the dynamical quark mass, M(p), is shown on the right-hand side of
Fig. 3.5. In particular, the η-η′ mixing angle θη′ = −22.3◦ now differs by 20% from the deduced
empirical value in Ref. [63].

As in the two-flavor case, we conclude this section with a comparison to the standard local
NJL model. From Refs. [34, 64–66] one finds the gap equations

Mu = mu − G̃3⟨ūu⟩ −
H̃

2
⟨ūu⟩⟨s̄s⟩

Ms = ms − G̃3⟨s̄s⟩ −
H̃

2
⟨ūu⟩2 .

The equivalent coupling strengths G̃ and H̃ of the local model can be evaluated by comparison
with Eq. (3.3.31a). One derives for scenario I: G̃ := G S̄u

⟨ūu⟩ ≈ 11GeV−2 and H̃ := H S̄uS̄s
⟨ūu⟩⟨s̄s⟩ ≈

400GeV−5, values that lie well in the ballpark of typical local approaches [34, 35, 37, 38, 64–67].
We will comment further on the influence of the different model parameters in Sect. 5.4.3

when dealing with thermodynamics.

3.4 Comparison of the Two- and Three-Flavor Results

We complete this chapter with a comparison of the two- and three-flavor results obtained from
the corresponding nonlocal NJL models. We have calculated the dynamical (constituent) quark
mass M(p) (Figs. 3.2 and 3.5). It is clear, that the results are very similar. However, there
are remarkable differences between two and three flavors when going to the thermodynamical
treatment of the model. This is the topic of the second part of this work. Before proceeding to
that, we would like to outline first merits of the model developed in the present part of the thesis.
From its construction it is clear that the model has a strong foundation in Dyson-Schwinger
calculations; the simplification made is the assumption of a separable four-fermion interaction.
It has turned out, however, that effects related to differences between the full Dyson-Schwinger
result and its approximation, using a separable form, can be compensated by modifying the
four-point coupling strength. Thus the nonlocal NJL models incorporate, in principle, all merits
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FIGURE 3.5: Momentum dependence of the dynamical (constituent) up-quark mass Mu com-
pared with lattice data in Landau gauge extrapolated to the chiral limit (from Ref. [53] using
improved staggered fermion actions). The left figure shows the result for scenario I, the right
figure the result for scenario II.

of Dyson-Schwinger calculations. In particular, the integrals are convergent and do not need
a cutoff regularization anymore. This is important for extensions to high temperatures and
high densities, since there is no artificial length scale that limits the applicability of the model.
Furthermore, by choosing an appropriate ansatz for the momentum distribution function C(p)
we were able to reproduce the correct high-momentum asymptotics of the mass function M(p).
It is comforting that the width of C(p) is approximately the same for the two- and three-flavor
model and that this width can physically be interpreted as an instanton size. Moreover, a
comparison with the local NJL models is possible. It turns out, that the coupling constants G
and H accord within the local and nonlocal framework, if properly translated.

We conclude that the nonlocal NJL framework presented in this chapter is consistent with
constraints imposed by QCD. It provides a model that is practical and, perhaps most im-
portantly, applicable to compute thermodynamical quantities with no principal restrictions at
nonzero chemical potentials.





Chapter 4

Overview of QCD Thermodynamics
and QCD Phase Diagram

As a well-defined quantum field theory, QCD is, in principle, suitable to access the properties
of matter under extreme conditions where the strong forces dominate. A precise knowledge
and description of QCD thermodynamics is essential for the understanding of, e. g., compact
stars and laboratory experiments involving relativistic heavy-ion collisions. Since the interesting
experimental region of temperature T and density ϱB, or baryo-chemical potential µB, is in the
range where these quantities are of order ΛQCD, perturbative methods do not apply. Lattice
approaches which do not rely on small-parameter expansions, are the most powerful tool in
studying QCD thermodynamics. Present lattice calculations at µB = 0 lead to significant results
for thermodynamic quantities in the sense that results from different lattice collaborations agree
within their stated uncertainties. The description of QCD matter at µB ̸= 0 is more complicated,
though. The main restriction is the so-called “sign problem” which makes it difficult to use lattice
simulations at finite baryo-chemical potential. In this short chapter we describe the present
status and expectations of the QCD phase diagram which best collects the phases and phase
transition lines of strongly interacting matter. We highlight both recent theoretical (lattice,
models) and experimental results. The detailed thermodynamical description of the model
presented in the first part of this work will be redirected to the next chapter (Chapt. 5). In
the present chapter we outline why model approaches are useful in order to gain, at least
qualitatively, further insights into relevant topics related to the QCD phase diagram.

4.1 The Phase Diagram

Thermodynamic properties of strongly interacting matter treated as a grand-canonical ensemble
are expressed in terms of a phase diagram in the plane of temperature T and baryo-chemical
potential1 µB. Each point on the diagram corresponds to a thermodynamic equilibrium state
characterized by various thermodynamical functions such as pressure or baryon density.

In Fig. 4.1 we sketch the QCD phase diagram according to the emerging picture shared by
many theorists. As already discussed in detail in Sect. 2.4.2, the vacuum of QCD is charac-
terized by a spontaneously broken chiral symmetry. We now investigate the different phases
when temperature and density are increased. First assume that the chemical potential is small,
µB . ΛQCD while the temperature is increased. At sufficiently high temperature T ≫ ΛQCD,

1Alternatively to the chemical potential µB one could also use the baryon-number density ϱB, which is related
to µB and the grand-canonical potential Ω according to ϱB = − ∂Ω

∂µB
. The reason why µB is chosen is that µB

is continuous at the phase transition lines, while ϱB is not. In a T -ϱB diagram one would obtain a transition
region rather than a transition line in the T -µB. This can most easily be perceived if one thinks of the solid-liquid
transition in water: at the melting point, temperature remains constant until the complete amount of ice has
molten into (liquid) water.

51



52 Overview of QCD Thermodynamics and QCD Phase Diagram

FIGURE 4.1: The contemporary view of the QCD phase diagram: both experimental and lattice
data are included, on one hand, and expectations, on the other, are shown.

perturbation theory expanded around a gas of (asymptotically) free quarks and gluons should
be applicable: this is the so-called quark-gluon plasma, where chiral symmetry is unbroken. One
expects a transition from the spontaneously broken chiral symmetry of the vacuum state to a
chirally symmetric phase at a temperature Tc ∼ ΛQCD.

It is more difficult to obtain some information about the order of the transition. Assuming
massless quarks, the order of the phase transition (if there are massive quarks present, the phase
transition turns into a crossover transition) depends on the number of flavors Nf. According
to R. D. Pisarski and F. A. Wilczek [68] the transition in QCD for Nf = 3 massless quarks
must undergo a first-order chiral restoration transition. For the Nf = 3 case with two massless
quarks the transition can either be second- or first-order depending on the value of the strange-
quark mass ms and/or the baryo-chemical potential µB. The dependence of the order of (phase)
transitions on the current quark masses is summarized in the so-called Columbia Plot [69],
depicted in Fig. 4.2. The point on the chiral phase transition line where the transition changes
its order is called tricritical point. For massless light quarks this can only be the case if the
strange-quark mass is larger than mtric

s , see Fig. 4.2, and with a second-order phase transition
at µB = 0. But even this statement is still under debate. Neither can it rigorously be claimed
that a transition, that begins as a second-order at µB = 0, changes to first-order, as many model
and lattice calculations show.

Although not of primary interest in this work, we describe, for the sake of completeness,
the low-temperature and high-density part of the QCD phase diagram. When approaching the
high-baryo-chemical region, one first encounters a first-order phase transition from the hadronic
gas to (liquid) nuclear matter. This is, actually, the only first-order transition found so far
experimentally [70–72]. Its line ends at a critical temperature of Tl-g = (17±3)MeV and a critical
baryon density of ϱl-g ≃ 0.95ϱ0, where ϱ0 ≃ 0.17 fm−3 is the density of normal nuclear matter.
These values are deduced from multi-fragmentation experiments [71, 72]. At low temperature,
nuclear matter shows spontaneous chiral symmetry breaking. When going to higher chemical
potentials, recent advances [73] conjecture that nuclear matter is separated by a first-order phase
transition from a color-superconducting quark matter phase. It follows from the quark-quark
attraction in the color-antitriplet channel that color-flavor locked (CFL) superconductors are
formed at least at asymptotically high densities.
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FIGURE 4.2: Illustration of (phase) transitions depending on the light- (mu,md) and strange-
(ms) quark masses: Columbia plot [69]. It is still not clear, yet, where the physical point is
located. The groups labeling the second-order lines correspond to the universality classes to
which the second-order transitions belong: for the Nf = 2 chiral limit case, i. e., mu = md =
0 one has a second-order phase transition from the chirally broken to the chirally restored
phase with O(4) ≃ SU(2) × SU(2) scaling; the (3d-)Z(2) universality class is that of the three-
dimensional Ising model.

Let us now consider the physical case where up and down quarks have a small but nonvan-
ishing current quark mass. In this case the second-order phase transition turns into a crossover.
To date, lattice calculations agree on a crossover transition at µB = 0 [74–76], but they do not
yet consistently agree on the location of the transition temperature Tc. It lies between 150MeV
[76] and 200MeV [74], depending on the methods applied and pion masses used. Ref. [75] uses
domain-wall fermions that, according to Sect. 2.4.3, do not suffer from the usual pathologies
encountered for quarks on the lattice. Since such calculations require, however, an extension to
a fifth dimension, the result (Tc = 171(10)(17)MeV) has still an error that can conciliate both
margins for the transition temperature.

For T ∼ (1–2)Tc the system forms a strongly coupled quark-gluon plasma. “Strongly cou-
pled” means that the potential energy of the system is of the same order as its kinetic energy.
In the last few years, transport properties of the strongly coupled quark-gluon plasma have
attracted considerable attention. The ratio of shear viscosity η to the entropy density s is of
special interest. It is known to tend to infinity on either far side of the crossover (i. e., in a
dilute gas and in an asymptotically free quark-gluon plasma). From empirical considerations,
on the other hand [77], η/s appears to reach a minimum near the crossover. The viscosity can
be indirectly determined in heavy-ion collisions by comparison of hydrodynamic calculations to
experimental data. It is puzzling that why such a comparison indicates η/s nearly reaching its
lower bound η/s ≥ 1/(4π) conjectured in holographic QCD calculations [78].

Taking into account a crossover transition for µB = 0 (for which there is strong evidence)
and a first-order transition for T = 0 (for which there is only weak evidence), the first-order
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transition line must end at a critical point. The critical (end) point of a first-order line is of
second order. When approaching the end point the previously coexisting phases finally end in a
single phase at that point. In QCD the coexisting phases along the first-order line are a hadron
gas and the quark-gluon plasma. The distinction of the two phases is only quantitative: chiral
symmetry, on one hand, is explicitly broken by quark masses, therefore, the two phases cannot
be distinguished by realizations of any global symmetry; deconfinement, on the other hand, does
not provide a strict distinction from the confined phase, either. With quarks, even in vacuum,
the confining potential cannot rise infinitely, because a quark-antiquark pair inserted into the
color flux tube breaks it. The energy required to separate two color charges from each other is
finite.

It has been conjectured recently that the critical point in the QCD phase diagram should
rather be a triple point at which hadronic matter, the quark-gluon plasma and a new state of
matter referred to as “quarkyonic matter” coexist [79, 80]. Quarkyonic matter is (approximately)
confined and it is characterized by a large energy density due to quarks deep in the Fermi sea.
Whether chiral symmetry is broken or restored cannot be answered unequivocally, because
there is always the possibility for chiral symmetry breaking even at high densities from pairing
effects near the Fermi surface. As an experimental indication for the possible existence of an
additional state of matter one considers the chemical freeze-out temperatures at large µB. From
experiments at the Relativistic Heavy Ion Collider (RHIC) one deduces that chemical freeze-
out takes place close to the phase boundary (at low µB), driven by the rapid density change
across the phase transition. At high µB, the confinement-deconfinement transition is far apart
from the freeze-out line, but this still takes place within a small interval in temperature and
chemical potential for all hadrons. From this it is argued that one needs an additional phase. Its
transition line to the hadronic state is believed to provide the rapid change in density, necessary
for the sharp chemical freeze-out region.

4.2 Experimental Status

While the existence of a critical point in the QCD phase diagram2 (apart from the one asso-
ciated with the nuclear liquid-gas transition) is not yet established, we mention in this short
section briefly how one could detect signatures for a critical point. It is known empirically that
with increasing collision energy

√
s the generated fireball freezes out at decreasing values of the

chemical potential (see Fig. 4.3). This is easily understood by the fact that the amount of gener-
ated entropy grows with

√
s while the net baryon number is limited by that in the initial nuclei.

Simulating the time evolution of a fireball by ideal hydrodynamics, the trajectories follow lines
of constant baryon number per entropy density because of baryon number and entropy conser-
vation. What is more, these lines point towards the critical end point, a phenomenon known
as focusing : the (chemical) freeze-out points3 tend to cluster near the critical point. Hence, it
suffices to hit a neighborhood around the critical point in heavy-ion collisions. Experimentally,
the location of the freeze-out point is obtained by measuring the ratios of particle yields (e. g.,
baryons or antibaryons to pions) and fitting to statistical models. Fig. 4.7 shows some freezeout
points for orientation.

One searches for signatures of the critical point by considering the non-monotonous depen-
dence on

√
s (and hence, on µB) of event-by-event fluctuation observables. This idea relies on

the fact that susceptibilities diverge at the critical point and that the magnitude of the fluctu-
ations is proportional to the corresponding susceptibilities. As a starting point, one considers

2Here we mean, as before as well, the end point of the hadronic gas to quark-gluon plasma state and not
the critical point at the end of the liquid-gas transition (between the hadron gas and nuclear matter) at low
temperature.

3These are the points in T -µB plane below which the hadron content does not change anymore.
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FIGURE 4.3: Temperature and baryo-chemical potential of Statistical Model fits to hadro-
chemical abundances as a function of center of mass energy per nucleon pair for collisions
of heavy nuclei from Refs. [81, 82].

the quark number susceptibilities

⟨∆nip⃗∆n
j

k⃗
⟩ = ⟨nip⃗n

j

k⃗
⟩ − ⟨nip⃗⟩⟨n

j

k⃗
⟩ , (4.2.1)

where ∆nip⃗ := nip⃗−⟨nip⃗⟩ denotes the event-by-event fluctuation of the number of particles of the
type i in the momentum bin centered around p⃗. Although this quantity can be measured directly,
one often uses so-called cumulative measures which sum over all momenta. The charge fluctua-
tions are then given, e. g., by ∆Q =

∑
p⃗,i q

i∆nip⃗, where q
i is the charge of the particle i. In our

recent work [83] we calculated quark number susceptibilities for the local Nambu–Jona-Lasinio
models. Such quantities are useful also for comparison to experiment, once data will be avail-
able. In addition to charge fluctuation one often considers quark- or baryon-number fluctuations
or transverse-momentum fluctuations. The characteristic feature of all such signatures is the
non-monotonic dependence on the value of an experimentally controlled parameter, such as the
center of mass energy

√
s, as the critical region is entered. Near criticality, the crucial quantity

is the value of the correlation length ξ. In experiments, the divergence of ξ is, however, limited
by two effects: first, the finite system size of order 10 fm for heavy-ion collisions, and secondly,
the finite evolution time τ . It turns out [84, 85], that the second effect is more important. The
time during which the correlation length reaches equilibrium diverges as τ ∼ ξz, which defines
the dynamic scaling exponent z. This definition allows one now to conclude the discussion of
Sect. 4.1 on the universality arguments entering the QCD phase diagram. As mentioned there,
it has been well established that the static universality class of the QCD critical point is that of
the three-dimensional Ising model. It was proven, however, only recently [86], that the dynamic
universality class of the critical point is the same as that for the liquid-gas transition (the uni-
versality class of model H in Hohenberg and Halperin’s classification [87]). Hence we see, that
equal static universality classes (three-dimensional Ising model and liquid-gas transition) do not
necessarily imply the same dynamical universality classes (3d Ising model is in the model A
class, the liquid-gas transition in the H-model class according the the classification of Ref. [87]).
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Apart from these general considerations, we do not comment on possible experimental sig-
natures further, because a detailed description of present experiments is beyond the scope of
this work. On the other hand, a reasonable approach towards the critical region can probably
be made only starting with the low-energy run at RHIC (starting from 2010), at the CBM
experiment at FAIR (∼ 2020) and with the ALICE experiment at LHC that extends the data
base to the highest possible energies.

4.3 Lattice-QCD Calculations at
Finite Temperature and Density

Finite-temperature and -density lattice calculations use Monte Carlo methods in order to com-
pute the thermodynamical partition function, to be defined in Eq. (5.1.1), in its path-integral
representation, Eq. (5.1.3). This allows lattice collaborations to determine the equation of state
of QCD as a function of T for vanishing baryo-chemical potential, µB = 0. One finds a crossover
with a transition temperature Tc in the range between 150MeV [76] and 200MeV [74], as al-
ready discussed in the previous section. Although there is still an uncertainty in the location of
Tc, there is no doubt about the existence of a crossover transition at zero density from lattice
simulations.

4.3.1 Lattice Methodology at Finite Density

At finite µB, lattice calculations become more involved due to the notorious sign problem: cal-
culating the partition function using Monte Carlo methods relies on the fact that the exponent
of the Euclidean action SE is a positive-definite function of its variables. The so-called im-
portance sampling allows one then to limit the calculation to a tractably small set of random
field configurations needed to achieve reasonable accuracy. Importance sampling relies on the
fact that only those of the econst·V configurations are important for which e−SE is sizeable. In
finite-density QCD the situation changes dramatically: from Eq. (5.1.1) we see that a nonzero
chemical potential modifies the zeroth component of the four-momentum vector in Minkowski
space, which, in the Euclidean- or imaginary-time formalism translates into a shift of p4 into
the imaginary Euclidean time direction by iµB. Therefore, the action SE is in general complex.
This is obviously a major impediment for importance sampling because there is no ordering
according to which complex numbers could be compared with one another. Several methods
to circumvent this issue have been used, but none of them can be expected to converge to the
correct result when increasing the lattice volume. This can be best shown by considering the
most straightforward method for finite chemical potential: reweighting. In this case, one uses
the µB = 0 sample even at µB ̸= 0 and corrects for the incorrect probability measure by mul-

tiplying the contribution of each configuration by e
SE|µB=0−SE . This is exact in the limit when

all possible configurations would be considered. But when considering a finite volume V and a
finite number of samples, one relies on the hope that configurations important for µB ̸= 0 are
the same as for µB = 0. The probability for this to happen is exponentially small, e−const·V , and
the reweighting factor, correcting for this, is exponentially large (“overlap problem”). Hence,
the obtained result suffers from large fluctuations that wash out the significance of the result.

Irrespective of these caveats, the first lattice prediction for the location of the critical point
was reported by Fodor and Katz [88, 89]. From Fig. 4.7 one sees that the critical point found in
Refs. [88, 89] is at a small value of µB, thus there is hope that the volume V might not be too
large in order to achieve a reasonable accuracy.

Another method which allows for dealing with the imaginary fermion determinant was pro-
posed by P. de Forcrand and O. Philipsen [90, 91] and uses the continuation to an imaginary
chemical potential µB. In this case the extra term iµB introduced to the partition function
when dealing with finite densities is again real and consequently the partition function itself is
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a real quantity. It is indeed not devious to consider an imaginary µB as may be conceived from
the following reasoning: we mentioned earlier that in the case of three vanishing current quark
masses the system undergoes a first-order phase transition at µB = 0. By continuity arguments,
this must be true for a finite region around zero current quark masses (cf. the Columbia plot
Fig. 4.2). Hence, when decreasing the current quark masses one expects the critical point to
be pulled towards the µB = 0 axis until it disappears off the phase diagram. Equivalently,
this means that the “critical point” then appears at imaginary µB not causing any problems
in the calculation of the partition function on the lattice anymore. De Forcrand and Philipsen
have studied the µ2B dependence of the quark masses, in particular of the strange-quark mass
ms = ms(µ

2
B) for µ2B < 0, and have then analytically continued to real µB which has enabled

them to estimate the position of the critical point in the T -µB plane. In Ref. [92] de Forcrand

and Philipsen determine with the method of imaginary chemical potential the curvature d2mc

dµ2B
of the critical surface at µB = 0. Here mc denotes the critical mass that determines the critical
point (T (mc), µ

2
B(mc)). The critical surface can be thought of as the surface separating the

first-order and crossover transitions when extending the Columbia plot to nonzero chemical po-
tentials. In Ref. [92] it is found that this surface has negative curvature, meaning that no critical
point would be present in the QCD phase diagram. There are no general arguments that forbid
the critical surface having negative curvature (it turns out, that this question is related to the
strength of the axial anomaly [93]), nor do there exist any constraints that hinder a change in
the sign of the curvature, i. e., it could well be that the critical curvature bends into the opposite
direction at higher chemical potentials.

Another method to circumvent the sign problem is a Taylor expansion of the thermodynam-
ical potential Ω in µB. This permits calculating the µB dependence of, e. g., the baryon-number
susceptibility χB ∼ d2Ω

dµ2B
. This quantity is of particular interest because it serves as a signature of

the critical point in experiments: like in ferromagnets, the susceptibility diverges at the critical
point4. Finally, such Taylor expansions possess a finite radius of convergence that is determined
by the nearest singularity in the complex µB plane. Assuming that the critical point is the
nearest singularity to µB one can use the radius of convergence in order to find an estimate for
the critical point.

4.3.2 Recent Lattice-QCD Developments

QCD thermodynamics on the lattice has recently been simulated essentially by two groups: first,
the Budapest-Marseille-Wuppertal collaboration [76, 94], and second, the “hotQCD” collabora-
tion [74, 95] (which is composed by members from RIKEN, Brookhaven National Laboratory,
Columbia and Bielefeld — RBC-Bielefeld collaboration, and part of the MILC collaboration).
Before discussing some of the details of the simulations we first describe the general formulation
that underlies all lattice calculations at finite temperature.

In a lattice calculation, temperature and volume are given in terms of the temporal (Nτ )
and spatial (Nσ) extent of the four-dimensional discretized Euclidean space. The lattice spacing
a is controlled by the lattice gauge coupling β := 2Nc/g

2 (β = 6/g2 for Nc = 3) and is related
to temperature T and lattice volume V through

T =
1

Nτa(β)
, V = (Nσa(β))

3 . (4.3.1)

The g denotes the coupling strength. Note that the lattice coupling β must not be confused
with the QCD beta function (2.3.7) encountered in the discussion of the renormalization group
equations.5 All observables calculated on the lattice are functions of the coupling β. This has

4Remember, that the critical point of a first-order phase transition is of second order.
5One finds, though, for the weak-coupling limit (i. e., β → ∞): T dβ

dT
= 12b0 + 72b1/β + O(β−2) with b0 =

9/(16π2) and b1 = 1/(4π4). Thus, T dβ
dT

approaches the universal form of the two-loop β function of three-flavor
QCD.
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important consequences for lattice simulations at finite temperature: the coupling strength β
is related, on one hand, to the QCD Lagrangian or action at zero temperature and, on the
other hand, through Eq. (4.3.1) to the temperature. This means that simulating a system at a
particular temperature T on the lattice requires the determination of a certain lattice spacing
a(β) as a function of the coupling β (where a constant Nτ is assumed).

The QCD (grand-canonical) partition function on a lattice of size N3
σNτ is

ZLCP(β,Nσ, Nτ ) =

∫ ∏
x,µ̂

dU(x; µ̂) e−SE(U) , (4.3.2)

where U(x; µ̂) ∈ SU(3) denotes the gauge link variables connecting lattice sites x and x + µ̂
encountered in Sect. 2.4.3. The Euclidean action, SE, decomposed into its gauge and fermionic
part is given, respectively, by

SE(U) = βSG(U, β)− SF(U, β) . (4.3.3)

The subscript LCP in Eq. (4.3.2) indicates that the partition function is defined on a line
of constant physics. The LCP is defined at T = 0 as a line in the space of light- and bare
quark masses, ml := mu = md and ms, respectively, parametrized by the coupling β. Each
point on this line corresponds to identical physical conditions at different values of the lattice

spacing a(β) ∝ exp
(
− β

4Ncb0

)
, b0 = 9

16π2 , which is tuned towards the continuum limit (i. e., for

a → 0 or β → ∞) by increasing the gauge coupling β. Since each temperature is related to
a particular value of β according to Eq. (4.3.1), the current quark masses have to be adjusted
accordingly. The two publications considered here use different physical observables that are
fixed in their zero-temperature runs for the determination of the LCP. We will discuss them
later in this subsection. Finally, the LCP introduces a physical scale into the lattice calculations
that permits to define the temperature scale for the thermodynamics calculations.

From the partition function (4.3.2) one can easily calculate the grand-canonical potential
Ω(T, V ), normalized such that it vanishes at zero temperature,

Ω(T, V ) = −T lnZ(T, V )− Ω0 (4.3.4)

with Ω0 := limT→0 [−T lnZ(T, V )]. This prescription is equivalent to requiring a zero pressure
or energy density at vanishing temperature.

In this subsection the primary interest is in the recent discussion concerning the transition
temperature from the chirally broken to the chirally restored phase at vanishing baryo-chemical
potential. The appropriate order parameter for chiral symmetry breaking is the chiral condensate
⟨q̄q⟩, q ∈ {u, d, s}. It is nonzero at low temperature and vanishes above a critical temperature Tc.
Chiral symmetry is broken spontaneously for T < Tc. The condensate ⟨q̄q⟩ is, however, an exact
order parameter only in the chiral limit; in the presence of nonvanishing (light) current quark
masses, the phase transition turns into a smooth crossover. Nevertheless, the chiral condensates,
given as the derivatives of the thermodynamical potential with respect to quark masses,

⟨q̄q⟩ = T

V

∂ lnZ
∂mq

, q ∈ {u, d, s} , (4.3.5)

are used to trace the transition.
The chiral condensates need to be renormalized. At zero quark mass a multiplicative renor-

malization is sufficient. At nonzero values of the quark mass, an additional renormalization is
necessary to eliminate singularities that are proportional tomq/a

2. An appropriate renormalized
order parameter for chiral symmetry breaking can be defined as

∆l,s(T ) :=
⟨ūu⟩T − mu

ms
⟨s̄s⟩T

⟨ūu⟩0 − mu
ms

⟨s̄s⟩0
, (4.3.6)
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where the subscripts on the angled brackets, ⟨ · ⟩T , ⟨ · ⟩0, indicate that the quantities are
calculated at temperature T or zero temperature, respectively. ∆l,s is unity at low temperatures
and vanishes at Tc for mu = md = 0.

The derivative of the chiral condensate with respect to the quark mass defines the chiral
susceptibilities

χm,q =
T

V

∂2 lnZ
∂m2

q

, q ∈ {u, d, s} . (4.3.7)

The divergence of χm,q at Tc in the chiral limit is an unambiguous signal of the chiral phase
transition. For finite quark masses, χm,q is expected to show a pronounced peak structure
enabling one to determine a crossover transition temperature Tc.

Apart from the chiral transition, the bulk thermodynamic observables are determined by
the transition between the confined and deconfined phase. The sudden liberation of partonic
degrees of freedom in QCD manifests itself in a rapid change of thermodynamical quantities. It
turns out [96, 97] that a suitable order parameter for this confinement-deconfinement transition
is the expectation value ⟨Φ⟩ of the Polyakov loop L(x⃗ ),

⟨Φ⟩ := 1

Nc

⟨
1

N3
σ

∑
x⃗

L(x⃗ )

⟩
with L(x⃗) := Tr

Nτ∏
x4=1

U ((x4, x⃗ ); n̂4) , (4.3.8)

where n̂4 denotes the unit vector in four-direction on the lattice. In Sect. 5.2 it will be shown
that the Polyakov loop is related to the free energy, F∞, of a quark-antiquark pair with infinite
spatial separation (cf. Refs. [96, 97]):

|⟨Φ(T )⟩|2 = e−
1
T

F∞(T ) . (4.3.9)

From this it is clear, that ⟨Φ⟩ vanishes for the confined phase, where F∞ → ∞, while it is
nonzero for the confined phase characterized by a finite free energy. Some remarks are in order:
first, the Polyakov loop is an exact order parameter for deconfinement only for the pure gauge
theory, i. e., for all quark masses taken to infinity (see Sect. 5.2). At finite quark masses it
is nonzero for all values of the temperature but changes rapidly at the transition such it can
still be used for an approximative determination of Tc. Second, the Polyakov-loop operator is
not present in the QCD action but can be added to it as an external source. Its expectation
value is then given by the derivative of the modified thermodynamic potential with respect to
the corresponding coupling, evaluated at zero coupling. Third, the Polyakov loop needs to be
renormalized in order to eliminate self-energy contributions to the static-quark free energy. The
detailed renormalization prescription depends on the lattice action used. We will not comment
on this further here.

We proceed now to compare the results of the Budapest-Marseille-Wuppertal collaboration
[76, 94], and of the “hotQCD” collaboration [74, 95], both obtained for the (2 + 1)-flavor case.
The left picture of Fig. 4.4 and Table 4.1 demonstrate discrepancies in the temperature depen-
dence of the chiral order parameter ∆l,s. We discuss briefly the methods applied in the two
collaborations and comment at the end about possible reasons for the different values of the
transition temperature Tc given by these two groups.

The Budapest-Marseille-Wuppertal collaboration has investigated, in a series of the three
publications [76, 94, 98], the impact of the size of the current quark masses and the lattice
spacing. Refs. [76, 98] are a major extension of a previous study in Ref. [94]. The simulations in
all three references were performed using a Symanzik-improved gauge and a stout-link-improved
staggered fermionic lattice action. The more recent publications [76, 98] are of particular interest
because they use, for the first time, physical quark masses. This means that in [76, 98] the
LCP, and hence mu,d = mu,d(β),ms = ms(β), were determined such that the pion and kaon
masses and the kaon decay constant assume their physical values. In contrast, in Ref. [94]
the aforementioned quantities were calculated at higher current quark masses rather than the
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FIGURE 4.4: Left: Renormalized chiral condensate ∆l,s as a function of the temperature. Col-
ored open symbols are the (stout) results on Nτ = 8, 10, 12 and 16 lattices from Ref. [98]; the
gray band is their continuum result. For comparison, results of the “hotQCD” collaboration with
three different fermion actions are also shown (compare Fig. 4.5): the Nτ = 8 p4 (full squares)
and asqtad (full circles) results from Ref. [95] were calculated for mπ = 220MeV, the other
asqtad results (full up triangle and full diamond) as well as the HISQ result (full down triangle)
correspond to a quasi-physical mπ = 160MeV. Right: Temperature dependence of the renor-
malized Polyakov loop for Nτ = 8, 10, 12 and 16 from Ref. [98]. The gray band is the continuum
extrapolated result.

physical ones. Different fit formulas were then used in order to extrapolate the ratios mK/mπ

and mK/fK to their physical values. (It turns out, that the direct determination and the
extrapolation agree within 2%.) The lattice scale, that converts lattice units into physical
units, was also fixed by the pion and kaon masses, and by the kaon decay constant (a change of
the experimental value of the kaon decay constant, fK in 2008 resulted in a reduction of Tc by
about 6MeV in Refs.’s [76, 94] predictions in Table 4.1). The finite temperature simulations in
Ref. [76] were performed on lattices up to Nτ = 12 and Nσ = 36 (extending the Nτ = 4, 6, 8, 10
calculations in Ref. [94]) while Ref. [98] adds to them the results of an Nτ = 16 calculation. The
temperature dependence of the quantities given in Table 4.1 was determined. As a generic feature
of any crossover, the transition temperatures obtained from different quantities are different.
Fig. 4.4 shows the temperature dependence of the chiral order parameter ∆l,s (left picture, from
Ref. [98]) and of the (renormalized) Polyakov loop6 (right picture, from Ref. [98]). After taking
the continuum limit, the temperatures range from 146MeV to 170MeV.

Consider next the lattice simulations of the “hotQCD” collaboration. Ref. [95] provides
an extension of the the results from Ref. [74] to Nτ = 8 over a large temperature range T ∈
[100MeV, 500MeV] using a Symanzik-improved gauge and two different improved staggered-
fermion actions, the asqtad and p4 actions. Refs. [74, 95] define the line of constant physics
by demanding that the ratio of the strange-pseudoscalar and the kaon mass, ms̄s/mK , stays
constant7 and ms̄s expressed in terms of the Sommer scale8 r0 stays constant. Using ms̄s/mK =
1.33, ml/ms = 0.1 and r0 = 0.469 fm one obtains mπ ≃ 220MeV, mK ≃ 503MeV and ms̄s ≃

6In order to compare the results of Ref. [98] to those of the “hotQCD” collaboration a new definition (compared
to Refs. [76, 94]) for the Polyakov loop was applied. Therefore, a direct comparison with Refs. [76, 94] is not
possible, and thus the slight difference in the transition temperatures found in Refs. [76] and [98].

7This is, indeed, a reasonable assumption if one assumes the ratio ml/ms staying constant. Using Gell-Mann–
Oakes–Renner-like relations for ms̄s and mK , i. e., m2

s̄s ∼ ms and m2
K ∼ ml +ms, respectively, one easily sees

that the ratio ms̄s/mK is a constant. Refs. [74, 95] use ml/ms = 0.1.
8The Sommer scale is defined as the distance at which the slope of the zero-temperature, static quark potential
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FIGURE 4.5: Temperature dependence of the chiral order parameter ∆l,s (left) and the renor-
malized Polyakov loop Lren (right) obtained with the asqtad and p4 actions from simulations on
lattices with temporal extent Nτ = 6 and 8 (from Ref. [95]).

669MeV. The temperature dependence of the chiral order parameter ∆l,s and the (renormalized)
Polyakov loop Lren from Ref. [95] are shown in Fig. 4.5. While Ref. [74] cites a transition
temperature Tc = 196(3) (for Nτ = 6) a more recent publication [95] relaxes this number to a
broad transition region 180MeV ≤ Tc ≤ 200MeV. The results obtained using the asqtad and
p4 actions for different values of the lattice cutoff, aT = 1/Nτ = 1/6 and 1/8, are subject to
discretization effects: in the vicinity of the transition region they amount to 10% and at most
a few percent for temperatures larger than 300MeV. For this reason, the calculations of the
“hotQCD” collaboration have been advanced with respect to more improved staggered-quark
action and lower pion masses. The p4-action calculation of Ref. [99] uses a physical strange-
quark mass and performs the lattice calculations with ml/ms = 0.05, leading to a pion mass
of mπ = 154MeV and a kaon mass mK = 486MeV. The result for the chiral condensate ∆l,s

is shown in the left picture of Fig. 4.4.9 Ref. [100] uses the Highly Improved Staggered Quark
(HISQ) action for a light-to-heavy-current-quark ratioml/ms = 0.05 (givingmπ = 158–160MeV
and mK = 496–504MeV). The HISQ action reduces the taste symmetry breaking due to the
removal of tree level O(a2) artifacts and, hence, decreases the splitting between different pion
tastes by a factor of about three compared to the asqtad action. The reduced lattice artifacts
lead to a more realistic hadron spectrum. The results obtained for the chiral order parameter
∆l,s are shown in Fig. 4.4. They clearly show a strong decrease of the transition temperature to
a region around Tc = 170MeV. Furthermore, Fig. 4.4 shows that the asqtad results on Nτ = 12
lattices agree well with the ones obtained with the HISQ action on Nτ = 8. On the other hand,
the HISQ results disagree with the results obtained with the p4 and asqtad actions on Nτ = 8
lattices.

In summary, the Wuppertal-Budapest and “hotQCD” results for the chiral transition tem-
perature disagree by approximately 20–35MeV. From Fig. 4.4 and Table 4.1 it is clear that
all characteristic temperatures for the “hotQCD” collaboration are higher. Ref. [98] compares
the results of both the Wuppertal-Budapest collaboration and the “hotQCD” collaboration to a
hadron-resonance-gas (HRG) model. This model has its origin in a theorem by Dashen, Ma and
Bernstein which allows one to calculate the microcanonical partition function of an interacting
system, in the thermodynamic limit, i. e., V → ∞, assuming that it is a gas of noninteracting

Vq̄q(r) assumes a certain value: (
r2

dVq̄q(r)

dr

)
r=r0

= 1.65 .

9In order to be precise, Fig. 4.4 shows the p4 result for mπ = 220MeV. The result for mπ = 154MeV, as
given in [99] is shifted by about 5MeV towards lower temperatures.
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free hadrons and resonances. The HRG version of Ref. [101] permits to describe the pion-mass
and lattice-spacing dependence of the hadron masses. Combining this with results from chiral
perturbation theory, it turns out [98] that the Wuppertal-Budapest results are in complete agree-
ment with the HRG model (below the transition region) using the physical hadron spectrum.
The results of the “hotQCD” collaboration can, however, be reproduced within the HRG model
if one uses a “distorted” spectrum which takes into account the larger quark masses, as well as
the larger lattice spacing and pseudoscalar meson splittings. This analysis therefore provides
a convincing explanation of the observed shift in transition temperatures between the two col-
laborations. Another issue is related to the determination of the physical scale. As mentioned
earlier, the Wuppertal-Budapest collaboration uses, apart from the pion and kaon masses, the
kaon decay constant, fK , while the “hotQCD” collaboration uses the Sommer scale r0 for the
translation from lattice to physical units. In Ref. [100] it is pointed out that the stout results
at Nτ = 12 differ by about 10% depending on whether fK or r0 has been used. On the other
hand, Refs. [76, 94] argue that only continuum extrapolated results are physical, and that using
fK and r0 scale settings give the same continuum result. This emphasizes the important role of
taking the proper continuum limit.

Regardless of the discussion of the transition temperature in the framework of staggered-
fermion actions we mention here that the staggered formalism and all other large scale ther-
modynamics studies may suffer from theoretical problems. To date it is not proven that the
staggered formalism with 2 + 1 flavors really describes QCD in the continuum limit. Staggered
fermions suffer from the disadvantage that they do not preserve the full SU(2) × SU(2) chiral
symmetry of continuum QCD (if two quarks are supposed to become massless), but only a U(1)
subgroup. The lack of chiral symmetry is apparent in the pion spectrum for staggered quarks,
where there exists only a single pseudo-Goldstone pion, while the other pions acquire an addi-
tional mass from O(a2) flavor mixing terms in the action. Therefore it is necessary to study QCD
thermodynamics with a fermion discretization that does not suffer from lattice pathologies. In
Sect. 2.4.3 we have encountered domain-wall fermions that even preserve chiral symmetry. We
now show briefly recent domain-wall fermion calculations at finite temperature.

The domain-wall formalism is a variant of Wilson fermions (cf. Sect. 2.4.3) to the extent of a
fifth dimension (the s direction). The left- and right-handed chiral states are bound to the four-
dimensional boundaries of the five-dimensional volume. The finite separation, Ls, between the
left- and right-hand boundaries allows then for some mixing between the left- and right-handed
modes still giving rise to a residual chiral symmetry breaking. In contrast to Wilson fermions,
this chiral symmetry breaking can be suppressed by taking Ls to be sufficiently large. Here
we consider Ref. [75] where the region of the QCD phase transition is studied by using 2 + 1
flavors of domain-wall fermions and a 163×8 lattice volume with a fifth dimension Ls = 32. The
parameters in this calculation were chosen such that the pion mass is mπ ≈ 308MeV, more than
twice the physical mass, and the kaon mass is mK ≈ 496MeV, close to the physical one. The
chiral order parameter is again given by the renormalized quantity ∆l,s in Eq. (4.3.6), where
the masses mu,ms are the bare masses and not, as one could expect, the “physical masses”
mres +mu,mres +ms, cf. Sect. 2.4.3. The resulting chiral susceptibility (compare Eq. (4.3.7))
shown in Fig. 4.6 displays a clear peak around the lattice coupling strength βc = 2.03(1) and
suggests a critical T -region between 155MeV and 185MeV. From the peak position, a pseudo-
critical temperature Tc = 171(10)(17)MeV is estimated in Ref. [75]. The first error represents
the statistical and systematic errors when determining βc and the corresponding physical scale at
larger than physical quark masses and nonzero lattice spacing. The second error is an estimate
for the shift in Tc when lower quark masses are used and a continuum extrapolation is performed.

When comparing the chiral transition region to the rise of the Polyakov loop in Fig. 4.6 the
authors of Ref. [75] draw the conclusion that there is evidence for a single crossover transition
for both the chiral and the confinement-deconfinement transition. However, the Polyakov-loop
susceptibility does not show any well-resolved peak in the data, therefore the authors of Ref. [75]
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FIGURE 4.6: Left: β dependence of the chiral susceptibility χl/T
2 for light (black) and the

strange (red) quark at Ls = 32; the result for the light-quark susceptibility at Ls = 64 is given
by the blue diamonds. Both calculations were performed for fixed ml and ms (i. e., the physical
mass mres + mq is smaller for Ls = 64 because of a smaller residual mass mres). The Ls =
96 calculation (pink triangles) was performed such as to reproduce the Ls = 32 value of the
physical mass mres +mq. Right: β dependence of the Polyakov loop. (Plots from Ref. [75].)

χm,l/T
4 χm,l/T

2 χm,l ∆l,s Lren

Ref. [94] 151(3)(3) — — — 176(3)(4)

Ref. [76] 146(2)(3) 152(3)(3) 157(3)(3) 155(2)(3) 170(4)(3)

Ref. [98] 147(2)(3) — — 157(3)(3) −−−
Ref. [74] — — — 196(3) 196(3)

Ref. [95] — — — 185–195 185–195

Ref. [75] — 171(10)(17) — — —

TABLE 4.1: Continuum extrapolated transition temperatures (in MeV) at the physical point for
different observables and in different works. The uncertainty in the first parenthesis refers to
T > 0, the second one to T = 0 statistical plus systematic errors. See the text for explanations.

were unable to locate the confinement-deconfinement crossover region using this variable. Fi-
nally, we have to comment on the impact of the residual quark mass mres or, equivalently, on the
size of Ls. The physically relevant quantity is the mass term mres +mq, where mq is the bare
quark mass. Hence, in particular the light quark mass is influenced by a variation of Ls. In order
to investigate this impact, the simulations in Ref. [75] were performed at different values of Ls,
on one hand, and by fixing mres+mq, on the other. As a conclusion of these calculations subject
to the before-mentioned boundary conditions one extracts the critical value βc = 2.03(1). These
simulations give first promising results for lattice calculations under “physical conditions”. An
improvement in computer power is, however, necessary in order to perform simulations using
domain-wall fermions at physical pion masses.

We close this overview section by summarizing all results found and described here in Ta-
ble 4.1.

4.4 Model Predictions

In the last two sections we discussed that a complete exploration of the QCD diagram is so
far neither possible experimentally nor by lattice calculations. In a situation like this model
calculations are certainly useful for further guidance. One of the most successful models used
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FIGURE 4.7: Comparison of predictions for the location of the QCD critical point from Ref. [102].
Black points are model predictions: NJLa89, NJLb89 [103] – CO94 [104–106] – INJL98 [107] –
RM98 [108] – LSM01, NJL01 [109] – HB02 [110] – 3NJL05 [111] – PNJL06 [37]. Green points
are lattice predictions: LR01, LR04 [88, 89] – LTE03 [112] – LTE04 [113]. The two dashed
lines are parabolas with slopes corresponding to lattice predictions of the slope dT/dµ2B of the
transition line at µB = 0 [90, 91, 112]. The red circles are locations of the freeze-out points for
heavy-ion collisions at corresponding center of mass energies per nucleon (indicated by labels
in GeV).

in the last decades, the Nambu–Jona-Lasinio model, has been presented in the first part of this
work and will now be extended to the Polyakov–Nambu–Jona-Lasinio (PNJL) model suitable for
the description of QCD thermodynamics. Many more models have been applied for this purpose.
Some of the results for the location of the critical point are collected in Fig. 4.7, compiled by
M. Stephanov in Ref. [102]. We can already state at this point that model calculations are very
useful in order to get qualitative insights of the behavior of strongly interacting matter at high
temperatures and densities. The quantitative results, however, depend strongly on the model
and the parameters used. We will see this also in our work.



Chapter 5

Polyakov-Loop-Extended
Nonlocal NJL Models

Here we focus on the finite-temperature and -density description of the two- and three-flavor
nonlocal NJL models. Basic tools of QCD thermodynamics will first be summarized. We
introduce the Polyakov loop as an order parameter for the confinement-deconfinement phase
transition in pure gauge QCD without fermions. Of primary interest is the interrelation between
the chiral and confinement transition. NJL models, in general, and our nonlocal framework, in
particular, are able to describe spontaneous chiral symmetry breaking. They do not, however,
incorporate confinement, because gluons are eliminated as dynamical degrees of freedom1. We
explain the coupling of the Polyakov loop to the fermions and calculate the partition function
describing the system. After the calculation in mean-field approximation at finite temperatures
and densities we include second-order corrections to our finite-temperature calculations. Finally
we present the phase diagram of two- and three-flavor QCD as a result of the nonlocal NJL
calculations.

5.1 Thermodynamics of QCD

In thermal field theory (see, e. g., [8, 114, 115]) it is convenient to start from the path-integral
formulation of quantum field theory. Consider the partition function of the grand-canonical
ensemble, Z(β, µ), defined through

Z(β, µ) = Tr
(
e−β(Ĥ−µN̂)

)
, (5.1.1)

where β := 1/T is the inverse temperature, Ĥ the Hamiltonian describing the system, µ is
the chemical potential and N̂ the particle-number operator.2 Once the partition function Z is
determined, one can derive easily the grand-canonical potential (density)

Ω = −T
V

lnZ(β, µ) , (5.1.2)

where V is the volume of the system. From the maximum principle of the entropy it follows
that the system always tends to minimize the thermodynamical potential Ω.

1This is obvious for the local NJL models. In the nonlocal approach, the situation is more intricate: it has
often been argued (for a detailed exposure of the argument see Ref. [27]), that by an appropriate choice of
the momentum distribution function C, the fermion propagator (2.5.9) does not have purely imaginary poles in
Euclidean space (corresponding to real poles in Minkowski space). From this, it is often argued that a decay into
a pair of two constituent quarks is suppressed, which is considered a “form of” confinement.

2Following the statistical treatment of thermodynamics, the β and µ have to be considered initially as Lagrange
multipliers that make sure that the averaged energy and particle number of the system remain constant. The
relation to temperature and density is only given in thermodynamics by comparison with the laws of thermody-
namics.

65
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The partition function (5.1.1) can be expressed (cf. [114, 115]) as a functional integral in the
same manner as the generating functional (2.3.3),

Z(β, µ) =

∮ ′
Dϕ exp

(
−
∫ β

0
dτ

∫
d3x

(
LE − µN̂

))
, (5.1.3)

where LE denotes the Lagrangian expressed in Euclidean coordinates (see Eq. (2.5.6)), ϕ stands
for an arbitrary field variable and

∮ ′
indicates that the fields ϕ are subject to periodic or

antiperiodic boundary conditions for bosonic or fermionic fields, respectively. In Euclidean
space-time we have:

ϕ(x⃗, 0) = ϕ(x⃗, β) , for bosonic fields ϕ

ψ(x⃗, 0) = −ψ(x⃗, β) , for fermionic field ψ .
(5.1.4)

These boundary conditions follow from the cyclicity of the trace as the so-called Kubo-Martin-
Schwinger relations, which are a direct consequence of the canonical commutation and anticom-
mutation relations for bosons and fermions. Bosonic fields have c-number eigenvalues, while
fermionic fields have Grassmann-number eigenvalues. This implies that the expressions derived
at zero temperature (Chapt. 3) can be used modifying the four-component p4 of the momentum
such that it meets the correct boundary condition. These replacement rules are given by the
so-called Matsubara formalism.

Matsubara Formalism

In order to sketch the Matsubara formalism, consider the free bosonic and fermionic propaga-
tors3 that fulfill periodic and antiperiodic boundary conditions, respectively, in Euclidean, i. e.,
imaginary time. Setting µ = 0 and denoting the propagators by Dβ(τ, x⃗ ) and S

β
F(τ, x⃗ ), respec-

tively, it is always possible to write them as a Fourier series in imaginary-time space according
to

Dβ(τ, x⃗ ) =
1

β

∑
n∈Z

e−iωnτ D̂β(iωn, x⃗ ) with ωn =
2πn

β
(5.1.5)

SβF(τ, x⃗ ) =
1

β

∑
n∈Z

e−iωnτ ŜβF(iωn, x⃗ ) with ωn =
(2n+ 1)π

β
. (5.1.6)

The frequencies ωn appearing in both expressions are the so-called Matsubara frequencies. In
order to establish the rules for using the Matsubara formalism at finite temperatures, we calculate
D̂β and ŜβF in momentum space, leading to

D̂β(iωn, k⃗ ) =
1

ω2
n + k⃗ 2 +m2

(5.1.7)

ŜβF(iωn, p⃗ ) =
1

γ4ωn − γ⃗ · p⃗+m
, (5.1.8)

where we have used the standard convention for the Matsubara frequencies, such that p4 → −ωn
(cf. Eq. (2.5.9)). Before summarizing the relevant results, we have to come back shortly to the
question of a finite chemical potential. Although true in general, we derive the replacement rule
here for the fermionic case which is of relevance for the present work. For fermions one has the
number operator N̂ =

∫
d4x ψ̄(x)γ0ψ(x) =

∫
d4x ψ̄(x)(−iγ4)ψ(x). Inserting this explicitly in

Eq. (5.1.3), one sees that the Euclidean time derivative, ∂4 = ∂τ , has to be replaced according
to ∂4 → ∂4 − µ. With pµ = i∂µ and p4 → −ωn we obtain at finite chemical potential:

−p4 → ωn − iµ . (5.1.9)

3The same results hold true for the general case, and we will use them in a more general framework. But the
general derivation would require a discussion of spectral functions, which is beyond the scope of this thesis.
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This is true for both fermionic and bosonic particles. When dealing with antiparticles, one has
to replace −iµ→ +iµ.

Let us now summarize, how the zero-temperature description of Chapt. 3 can be extended
to finite temperatures and densities: First, replace the four-component p4 by the Matsubara
frequencies ωn, according to Eq. (5.1.9), and use the symmetric or antisymmetric expressions
for ωn in Eq. (5.1.5) depending on the treatment of bosons or fermions, respectively. Finally,
replace the integral over the Euclidean space-time by

(zero temperature)

∫
d4p

(2π)4
−→ 1

β

∑
ωn

∫
d3p⃗

(2π)3
(finite temperature) . (5.1.10)

These prescriptions will be extensively applied in the following sections.

5.2 Polyakov Loop and Confinement-Deconfinement Transition

After the general introduction to thermodynamics of strongly interacting matter, we now address
the question of how gluonic degrees of freedom can be introduced in the model in order to deal
with the confinement-deconfinement transition. As already mentioned previously neither the
local nor the nonlocal NJL models can account for this transition because of the absence of
gluons as dynamical degrees of freedom. First, we consider the heavy-quark limit mq → ∞, i. e.,
the pure gauge case. In this limit the Polyakov loop serves as an exact order parameter for the
confinement-deconfinement transition.

5.2.1 Polyakov Loop

Let us now introduce the Wilson line WA encountered already in Sects. 2.4.3 and 3.2.2, cf.
Eq. (2.4.15). It is a transformation operator connecting the configuration on the gauge group
manifold of one point x in space-time to the configuration of another point y:4

WA(x, y) = P exp

{
i

∫ y

x
dxµAµ(x)

}
, (5.2.1)

where P denotes the path-ordering operator. After an analytical continuation to the complex
time plane, the Wilson line can be used to connect two points τ = 0 and τ = β in imaginary
space-time,

L = P exp

{
i

∫ β

0
dτ A4(τ, x⃗ )

}
. (5.2.2)

This is the so-called Polyakov loop [116]; in what follows, we are interested in the renormalized
Polyakov loop Φ and its expectation value ⟨Φ⟩ defined as5

Φ(x⃗ ) =
1

Nc
Trc [L(x⃗ )] , ⟨Φ(x⃗ )⟩ = 1

Nc
⟨Trc [L(x⃗ )]⟩ . (5.2.3)

We are now going to show (following Res. [96, 117]), that the Polyakov loop ⟨Φ(x⃗ )⟩ can be
related to the free energy Fq̄q(x⃗ − y⃗ , T ) at temperature T of two static color sources q̄ and q
with spatial separation x⃗− y⃗ according to

e−βFq̄q(x⃗−y⃗ ,T ) = ⟨Φ(x⃗ )Φ†(y⃗ )⟩β , (5.2.4)

where ⟨ ⟩β denotes the thermal expectation value.

4From now on we absorb the coupling strength g in the gauge field, i. e., henceforth we write Aµ → gAµ.
5Note, that Eqs. (5.2.2) and (5.2.3) are the continuum expressions of Eq. (4.3.8) which defines L and ⟨Φ⟩ on

the lattice.
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In order to prove Eq. (5.2.4) we start with the statistical definition of the free energy
of a quark-antiquark pair, Fqq̄ = − 1

β lnZ(β) with the canonical partition function Z(β) =

Tr
(
e−βĤ

)
. Exponentiating this definition leads to

e−βFqq̄(x⃗,y⃗ ) =
1

N2
c

∑
|s⟩

⟨s|e−βĤ |s⟩ ,

with the summation indicated over all states |s⟩ with a heavy quark at x⃗ and a heavy antiquark
at y⃗. We are considering the heavy-quark limit, i. e., mq → ∞, because we are finally interested
in the pure gauge case. The factor 1/N2

c has been introduced for later convenience; since this
is a constant added to the free energy, physics are not influenced by this. Next, we express the
trace in the above formula in terms of states |s′⟩ with no heavy quarks:

e−βFqq̄(x⃗,y⃗ ) =
1

N2
c

∑
|s′⟩

⟨
s′
∣∣∣∣∑
a,b

ψb(y⃗, 0)
cψa(x⃗, 0) e

−βĤ ψ†
a(x⃗, 0)ψ

†c
b (y⃗, 0)

∣∣∣∣s′⟩ .
The quark and charge-conjugate quark field operators ψa, ψ

c
a, respectively, (with color index a)

have been introduced here. The two given formulas for the free energy are, indeed, equivalent
because of the equal-time anticommutation relations{

ψa(x⃗, t), ψ
†
b(x⃗

′, t)
}
= δ(3)(x⃗− x⃗ ′)δab ,

and similarly for ψc, with all other equal-time anticommutators vanishing. Therefore, the expec-
tation value over s′ gives only a contribution, if ψ†, ψ†c are creation operators of heavy quarks.

Since e−βĤ generates Euclidean time translations, i. e., eβĤO(t)e−βĤ = O(t + iβ) for any
operator O(t), we can now write (in Euclidean space-time):

e−βFqq̄(x⃗,y⃗ ) =
1

N2
c

∑
|s′⟩

⟨
s′
∣∣∣∣∑
a,b

e−βĤ ψa(x⃗, β)ψ
†
a(x⃗, 0)ψ

c
b(y⃗, β)ψ

†c
b (y⃗, 0)

∣∣∣∣s′⟩ . (5.2.5)

Here we have used the equal-time anticommutation relation for the fermionic fields in combina-
tion with the antiperiodic boundary conditions (5.1.4) for the fields, leading to{

ψa(x⃗, β), ψ
†
b(x⃗

′, 0)
}
= −δ(3)(x⃗− x⃗ ′)δab .

Since we consider static quarks and antiquarks, they obey the static time-evolution equation
(in Coulomb gauge) (

1

i

∂

∂t
−A0(x⃗, t)

)
ψ(x⃗, t) = 0 ,

with A0 = taA
a
0 and ta being the generators of the SU(Nc) Lie algebra. This equation can be

integrated yielding

ψ(x⃗, t) = T exp

{
i

∫ t

0
dt′A0(x⃗, t

′)

}
ψ(x⃗, 0) ,

where T denotes the time-ordering operator. Inserting this solution, Eq. (5.2.5) can be expressed
in terms of the Polyakov loop Φ, Eqs. (5.2.2) and (5.2.3),

e−βFqq̄(x⃗,y⃗ ) = Tr
[
e−βĤΦ(x⃗ )Φ†(y⃗ )

]
.

The trace is over states of pure gluon theory (i. e., for the heavy-quark limit) only. This is
because the arising expectation values, e. g.,

⟨s′(x⃗ )|ψ(x⃗, 0)ψ†(x⃗, 0)|s′(x⃗ )⟩ = ⟨s′(x⃗ )|
(
1− ψ†(x⃗, 0)ψ(x⃗, 0)

)
|s′(x⃗ )⟩
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are zero, if s′(x⃗ ) is not a heavy-quark state, and 1, if s′(x⃗ ) is a heavy-quark state. Hence
Eq. (5.2.4) follows.

Furthermore, owing to the cluster property of statistical mechanics, the correlations between
Φ(x⃗ ) and Φ†(y⃗ ) vanish for |x⃗− y⃗ | → ∞, leading to

F∞ := lim
|x⃗−y⃗ |→∞

Fq̄q(|x⃗− y⃗ |, T ) = −T ln |⟨Φ⟩|2 . (5.2.6)

This expression can be related to the free energy of a single quark6, F q
∞, and antiquark, F q̄

∞,
via

⟨Φ⟩ = e−
1
2
βF q

∞(T ) , ⟨Φ†⟩ = e−
1
2
βF q̄

∞(T ) . (5.2.7)

Consequently, ⟨Φ⟩ is a measure for the confinement of the quarks while ⟨Φ†⟩ indicates the
strength of the confinement of the antiquarks. In particular, when considering the pure gauge
case without quarks, the confined phase is characterized by an infinite free energy F which
corresponds to a vanishing expectation value for the Polyakov loop, i. e., ⟨Φ⟩ = 0. On the other
hand, if the system is deconfined, ⟨Φ⟩ assumes a nonzero value.

We will now comment on the symmetry that underlies the confinement-deconfinement tran-
sition. In a purely gluonic system the confinement-deconfinement transition is connected to
the spontaneous breaking of the center symmetry of SU(3). The center Z of a group in-
cludes all the elements of the group that commute with all group elements. Consequently,
Z(3) := Z(SU(3)) = {1, e

2
3
π i, e

4
3
π i}, which are the third roots of unity. Now let us consider the

QCD Lagrangian (2.2.1) in the absence of quarks (or with static quarks):

Lgauge = − 1

2g2
Tr (GµνG

µν) . (5.2.8)

Next, calculate the partition function (cf. Eq. (5.1.3))

Zgauge =

∫
DA exp

(
−
∫ β

0
dτ

∫
d3xLgauge

)
, (5.2.9)

with the fields Aµ subject to periodic boundary conditions (because of their bosonic character),
i. e.,

Aµ(τ + β, x⃗ ) = Aµ(τ, x⃗ ) . (5.2.10)

It turns out, that Zgauge, subject to the previously mentioned boundary conditions, is invariant
under local gauge transformations g(x) = ei ξa(x)ta (with arbitrary real functions ξa(x) and
gg† = 1), if and only if the following condition is fulfilled:

g(τ + β, x⃗ ) = zg(τ, x⃗ ) with z = e
2π i
3
n, n ∈ {1, 2, 3} . (5.2.11)

It is clear that z is an element of Z(3). Moreover, from this transformation behavior of the
gauge fields one obtains the following transformation law for the Polyakov loop

⟨Φ(x⃗ )⟩ SU(3)local−−−−−−→ e
2π i
3
n⟨Φ(x⃗ )⟩ . (5.2.12)

We conclude that the Polyakov loop ⟨Φ⟩ is invariant under Z(3) transformations if it vanishes,
which is, according to Eq. (5.2.7) equivalent to a confined system. On the other hand, for a
deconfined system, characterized by ⟨Φ⟩ ̸= 0, the Polyakov-loop variable is not invariant under
Z(3) transformations.

The Polyakov-loop variable ⟨Φ⟩ is thus the order parameter for the confinement-deconfine-
ment phase transition (in the pure gluonic case): the confined phase is characterized by a restored

6Note, though, that these quantities are physically meaningless.
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center symmetry of the SU(3) Lie group, described by ⟨Φ⟩ = 0, and in the deconfined phase the
Z(3) symmetry is spontaneously broken, entailing ⟨Φ⟩ ̸= 0 [118, 119] (see also Fig. 5.2).

The Polyakov loop ⟨Φ⟩ serves as an exact order parameter only in the heavy-quark limit,
mq → ∞. Consider the antiperiodic boundary conditions for fermionic fields, ψ(τ + β, x⃗ ) =
−ψ(τ, x⃗ ). Under a local SU(3) gauge transformation g, these fields transform according to
ψ → ψ′ = gψ, compare Sect. 2.2. But this implies

ψ′(τ + β, x⃗ ) = −zψ′(τ, x⃗ ) , (5.2.13)

which is only possible for z = 1. Therefore, in the presence of quark fields, the center symmetry of
the generating functional Z is explicitly broken. We will see in Sect. 5.3, that ⟨Φ⟩ can nonetheless
be used as an approximate order parameter for the confinement-deconfinement transition even
if quarks are present, in the sense that ⟨Φ⟩ changes rapidly at the transition.

5.2.2 The Effective Polyakov-Fukushima Potential

We show now how gluonic dynamics can be incorporated in NJL-type models using the Polyakov
loop ⟨Φ⟩. We follow Ref. [120] in choosing an appropriate ansatz for the effective potential that
describes the gluonic dynamics. Consider the full QCD generating functional for the Euclidean
action SE (cf. Eqs. (2.3.3′) and (2.5.6)):∫

DA

∫
Dψ̄

∫
Dψ e−SE

=
∏
ω,p⃗


∫

· · ·
∫  ∏

j∈{1,2,4,5,6,7}

dAjω,p⃗

∫ dA3
ω,p⃗

∫
dA8

ω,p⃗

∫
dψ̄ω,p⃗

∫
dψω,p⃗ e

−SE

 ,

(5.2.14)
where the gluon fields7 A(t, x⃗ ) are expressed in the basis of the Gell-Mann matrices λi,

A(t, x⃗ ) =
∑
ω,p⃗

N2
c−1∑
j=1

Ajω,p⃗λje
i(ωt−p⃗·x⃗ ) . (5.2.15)

The N2
c −1 gluon fields are separated into the set of nondiagonal matrices in the squared brackets

and the diagonal Cartan algebra elements A3 and A8. We show in Appendix E (see Ref. [121])
that it is generally possible to parametrize the Lie group SU(N) such that its group volume
measure element J (the Haar measure) depends exclusively on the diagonal elements of SU(N).
Thus, the relevant physical content is already contained in the field components A3 and A8.
This allows one, without loss of generality, to integrate out the nondiagonal matrices from the
generating functional, leading to the integrated Haar-measure volume. For the case of SU(3) we
obtain

J(ϕ3, ϕ8) =
1

VSU(3)

∫ ∏
j∈{1,2,4,5,6,7}

dAj =
2

3π2

(
cos(ϕ3)− cos(

√
3ϕ8)

)2
sin2(ϕ3) , (5.2.16)

where we have set ϕ3,8 = β
A3,8

4
2 .

In the so-called Polyakov gauge, the Polyakov loop8 Φ is parametrized only by the diagonal
elements of the SU(3) Lie algebra,

Φ =
1

Nc
trc [exp (i(ϕ3λ3 + ϕ8λ8))] . (5.2.17)

7Euclidean indices are suppressed for simplicity.
8From now on we omit the angled brackets in the definition of the (renormalized) Polyakov loop, i. e., ⟨Φ⟩ → Φ.
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a0 a1 a2 a3 b4

3.51 −2.56 15.2 −0.62 −1.68

TABLE 5.1: Parameters of the Polyakov potential U (from Ref. [37]).

Neglecting additionally spatial fluctuations of the fields, i. e.,

Aµ = δµ4(A
3
4t3 +A8

4t8) , (5.2.18)

allows one to write the Haar measure (5.2.16) in terms of the Polyakov loop Φ and its complex
conjugate Φ∗,

J(Φ,Φ∗) =
9

8π2

[
1− 6Φ∗Φ+ 4

(
Φ∗3 +Φ3

)
− 3 (Φ∗Φ)2

]
. (5.2.19)

If this expression is rewritten as a potential term to the action in the generating functional
(5.2.14), one arrives at the Polyakov-Fukushima effective potential U :

U(Φ,Φ∗, T )

T 4
= −1

2
b2(T )Φ

∗Φ+ b4(T ) ln
[
1− 6Φ∗Φ+ 4

(
Φ∗3 +Φ3

)
− 3(Φ∗Φ)2

]
, (5.2.20)

where the temperature-dependent coefficients are given in parametrized form:

b2(T ) = a0 + a1

(
T0
T

)
+ a2

(
T0
T

)2

+ a3

(
T0
T

)3

b4(T ) = b4

(
T0
T

)3

.

It implicitly includes the effects of the six nondiagonal gluon fields [120, 122, 123]. The first
term on the right-hand side is reminiscent of a Ginzburg-Landau ansatz. It is evident from
Eq. (5.2.20), that U is invariant under Z(3) transformations, but the cubic expressions in the
logarithm break the U(1) symmetry: the effective potential does not introduce a higher symme-
try.

The effective potential U is plotted in Fig. 5.2 for temperatures below and above a critical
temperature T0, exhibiting the spontaneous breaking of the center symmetry. The values of the
coefficients, listed in Table 5.1, have first been determined in Ref. [37], fitting both the lattice
data for pressure, entropy density and energy density, and the behavior of the Polyakov loop on
the lattice (see Fig. 5.1). The temperature scale T0 is identified with the critical temperature
for the first-order (pure gauge) confinement-deconfinement phase transition. We choose in this
work T0 = 270MeV from Ref. [124], although it is possible, that the transition temperature may
vary according to the number of active quark flavors, see Ref. [125].

We close this section by mentioning that in the original work by K. Fukushima, Ref. [122]
and Refs. [120, 126], a two-parameter ansatz based on the strong-coupling limit has been used.
This version of U differs from that used in the present thesis only at higher temperatures but
both forms produce very similar pressure profiles at T . 2Tc, the temperature region of primary
interest. At higher temperatures, transverse gluon degrees of freedom—not covered by the
Polyakov loop directly—begin to be important. For a discussion of transverse gluons in the
nonlocal PNJL model see also Sect. 6.2.1.

5.3 Nonlocal Polyakov-Loop-Extended NJL Models

In the previous two sections we have introduced the necessary ingredients for a thermodynamic
description of the NJL models. In the following, we apply the Matsubara formalism to the
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FIGURE 5.1: Simultaneous fit [37] of the pressure P , entropy density s and energy density ϵ
(left), and of the Polyakov loop Φmin (right) calculated from the Polyakov potential U . Lattice
data from Refs. [127] and [128].

two- and three-flavor nonlocal NJL models and introduce the effective Polyakov-Fukushima
potential (5.2.20) together with the Polyakov loop Φ as an (approximate) order parameter for
the confinement-deconfinement transition.

5.3.1 Coupling of the Polyakov Loop to the Quarks

The coupling of the Polyakov loop Φ to the quark fields in the nonlocal NJL models is ac-
complished by the minimal gauge coupling procedure applied to nonlocal field theories. This
implies, on one hand, a replacement of the partial derivative ∂µ by a covariant derivative
Dµ = ∂µ − iAµ, or in momentum space pµ → pµ + Aµ.

9 Furthermore, one introduces the
gluonic fields writing a Wilson line, Eq. (5.2.1), between the (nonlocal) fermionic bilinears, i. e.,
ψ̄(x)ψ(y) → ψ̄(x)WA(x, y)ψ(y). In the present case only the constant fields A3

4 and A8
4 enter, so

the Wilson line simplifies to a phase factor ei(x4−y4)(A
3
4t3+A

8
4t8). Thus, the minimal coupling pro-

cedure leads to a modification of the 4-component of the Euclidean momentum. In momentum
space, the phase factor translates into delta functions, with the replacements

p⃗→ p⃗, p4 → p4 − (A3
4t3 +A8

4t8) . (5.3.1)

From Eq. (5.1.9) it follows, how to promote this to the respective finite-temperature formulations.

Mean-Field Approximation

When calculating the partition function Z(β, µ), Eq. (5.1.3), in mean-field approximation (see
also Sects. 3.2.2 and 3.3.3), the field variables ϕ are replaced by constants ϕ̄ that are determined
by the principle of least action. In this case the partition function is given by an expression
Z̄ = e−S̄E , where the bars denote quantities evaluated at the mean-field configuration ϕ̄. From
Eq. (5.1.2) the following relation results between the mean-field action S̄E and the thermody-
namic potential Ω:

Ω̄ =
T

V
S̄E . (5.3.2)

This relation is useful because it allows one to determine the thermodynamical potential in
mean-field approximation by using the expressions for the Euclidean action derived at zero

9The coupling strength g is absorbed in the definition of the fields Aµ.



5.3 Nonlocal Polyakov-Loop-Extended NJL Models 73

FIGURE 5.2: Effective Polyakov-Fukushima potential U shown as a function of A3
4 and A8

4. The
left picture was generated for a temperature T < T0 = 270MeV: in each of the triangular sec-
tions there is only one minimum that is invariant under Z(3) transformations, hence describing
the confined phase. In the right picture one has T > T0 and in each compartment there are
three degenerate minima, responsible for the spontaneous breakdown of the center symmetry
and describing the deconfined phase. The overall hexagonal structure of both plots stems from
the Z(3) symmetry of the potential U itself.

temperature and applying the Matsubara formalism. The mean fields, in turn, are determined
by the stationary condition of the grand-canonical potential, i. e.,

∂Ω

∂ϕ
= 0 for ϕ = ϕ̄ . (5.3.3)

Here, ϕ stands for an arbitrary field, in our case either a boson field or the Polyakov-loop
variables A3

4, A
8
4.

5.3.2 The Two-Flavor Nonlocal PNJL Model

We now proceed to evaluate the partition function (5.3.2) in mean-field approximation, first for
the two-flavor model [39]. Later in this section we will also include corrections to the mean-field
results. The three-flavor case is treated in the next section.

We start from the action at zero temperature, Eq. (3.2.13), and use the replacement rules
(5.3.1), (5.1.9) and (5.1.10) in order to obtain the following expression for thermodynamical
potential:10

Ω = −T
2

∑
n∈Z

∫
d3p

(2π)3
Tr ln

[
βS̃−1(iωn, p⃗ )

]
+
σ̄2

2G
+ U(Φ,Φ∗, T ) . (5.3.4)

Here S̃−1 is the inverse quark propagator expressed in Nambu-Gor’kov space,

S̃−1(iωn, p⃗ ) =

(
iωnγ0 − γ⃗ · p⃗− M̂ − i(A4 + iµ)γ0 0

0 iωnγ0 − γ⃗ · p⃗− M̂∗ + i(A4 + iµ)γ0

)
,

(5.3.5)

10Note an extra factor 1/2 because of the doubling of the degrees of freedom in Nambu-Gor’kov space. This
notation is useful for a separate treatment of particle and antiparticles.
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where the momentum-dependent mass matrix M̂ is diagonal in color space,

M̂ = diagc(M(ω−
n , p⃗ ),M(ω+

n , p⃗ ),M(ω0
n, p⃗ )) (5.3.6a)

with
ω±
n = ωn − iµ±A3

4/2−A8
4/(2

√
3) , ω0

n = ωn − iµ+A8
4/
√
3 (5.3.6b)

and ωn = (2n + 1)πT, n ∈ Z are the fermionic Matsubara frequencies. M(p4, p⃗ ) is the dynam-
ically generated mass, Eq. (3.2.15a), already encountered in the zero-temperature treatment.11

The trace can be further simplified leading to

Ω = −4T
∑
i=0,±

∑
n∈Z

∫
d3p

(2π)3
ln
[
ωin

2
+ p⃗ 2 +M2(ωin, p⃗ )

]
+
σ̄2

2G
+ U(Φ,Φ∗, T ) . (5.3.4′)

This is the thermodynamic potential of the two-flavor nonlocal PNJL model in mean-field ap-
proximation.

Gap Equations and Results

We restrict ourself first to the zero-density case, i. e., we set µ = 0 unless otherwise stated. Finite
density will be introduced in an extra section.

The gap equations (5.3.3) are derived taking variations with respect to the sigma field and the
Polyakov-loop variables Φ and Φ∗, or A3

4 and A
8
4, that mimic the thermodynamics of confinement

and deconfinement. The necessary conditions are given by the requirement of a stationary
potential:

∂Ω

∂σ̄
=

∂Ω

∂A3
4

=
∂Ω

∂A8
4

= 0 . (5.3.7)

According to Refs. [37, 38], in mean-field approximation one has Φ = Φ∗ and, consequently,
A8

4 = 0.
We do not write down the resulting gap equations explicitly, because they can only be solved

numerically. A consistency check is, however, to compare the gap equation for the σ field to the
corresponding equation (3.2.18) at zero temperature. Performing the substitutions dictated by
the Matsubara formalism, we indeed obtain the finite-temperature result. In Fig. 5.3 we show
the results for the temperature dependence of the chiral condensate and of the Polyakov loop
using the parameters given in Tables 3.1, 5.1. This figure shows clearly the entanglement of
chiral dynamics and Polyakov-loop degrees of freedom (solid lines). As indicated by the dashed
curves, without a coupling between quark quasiparticles and Polyakov loop (and in the chiral
limit), the second-order chiral phase transition and the first-order deconfinement transition (of
pure gauge QCD) appear at very different critical temperatures (Tchiral ≈ 110MeV for the chiral
phase transition and T0 ≈ 270MeV for deconfinement). The quark coupling to the Polyakov
loop moves the deconfinement transition to lower temperature. At the same time the chiral
transition (with explicit symmetry breaking by nonzero quark mass) turns into a crossover
at an upward-shifted temperature, just so that both transitions nearly coincide in a common
temperature range around 200MeV. Note that the Polyakov loop in the presence of quarks is
not a strict order parameter anymore. Usually one uses the point of steepest ascent of Φ in order
to determine the transition temperature for the confinement-deconfinement transition, and the
point of the steepest descent for the chiral condensate.

There is no a priori reason that dictates the coincidence of the two transitions. It was
shown by G. ’t Hooft [129] by general symmetry arguments that confinement always implies

11From first principles, the matrix M̂ contains different contributions from the up and the down quark. Since
we consider here only the isospin limit, M̂ is proportional to unity in (two-)flavor space. In the three-flavor case
described below, we will have to abandon this assumption owing to the considerable mass difference between the
up and the strange quark.
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FIGURE 5.3: Solid curves: calculated temperature dependence of the chiral condensate ⟨ψ̄ψ⟩
and of the Polyakov loop Φ normalized to the critical temperature Tc = 207MeV as obtained
in the two-flavor nonlocal PNJL model. Also shown for orientation are lattice results from
Ref. [132]. The dashed lines show the chiral condensate in the chiral limit (left for the pure
fermionic case) and of the Polyakov loop for the pure gluonic case, respectively.

chiral symmetry breaking at zero temperature and zero baryon density. A simple and transpar-
ent argument was given by A. Casher [130] which also holds at finite temperatures12. Casher’s
argument uses the fact that a confined quark-antiquark bound state, say, is formed by super-
posing paths in which the bound fermion has to reverse its direction of motion at some point.
Since its helicity (chirality) is fixed, the change of direction of motion implies a spin flip ∆S = 1.
Since the angular momentum is conserved, and the orbital angular momentum does not change,
such a spin flip is not allowed, assuming a spin-independent attraction. Therefore, the helicity
changes at the turning point. Thus, confinement of quarks indeed requires dynamical breaking
of chiral symmetry.

Comparing our two-flavor model results to lattice-QCD calculations [132] we observe that a
similar symmetry breaking pattern is realized there, leading to a common chiral and deconfine-
ment transition temperature Tc = (196 ± 3)MeV (see, however, the discussion in Sect. 4.3.2).
Fig. 5.3 includes these lattice data for orientation; a direct comparison with two-flavor nonlocal
PNJL calculations is, however, not possible since the lattice computation has been performed
with Nf = 2+1 flavors and a pion mass mπ ≃ 220MeV. A comparison to our three-flavor results
presented in Sect. 5.3.3 will, hence, be more meaningful.

Pressure and Mesonic Corrections

From general thermodynamical considerations one obtains the pressure P from the grand-
canonical potential Ω by13

P = −Ω . (5.3.8)

12Note, that Casher’s argument does not exclude, however, the existence of chirally symmetric hadrons at large
density [131].

13Note, that from Eq. (5.1.2) it follows that in our notation the grand-canonical potential has already been
divided by the volume.
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Once the pressure is calculated, all thermodynamically relevant quantities, such as the energy
density, can be derived.

So far the calculations have been performed in the mean-field approximation in which the
pressure P is determined by the quarks moving as quasiparticles in the background provided
by the expectation values of the sigma field, σ̄, and the Polyakov loop Φ. In order to get a
realistic description of the hadronic phase (at temperatures T . Tc), it is important to include
mesonic correlations. The hadronic phase is dominated by pions as Goldstone bosons and their
interactions. The quark-antiquark continuum is suppressed by confinement. However, as pointed
out in Ref. [133], mesons described within the standard (local) PNJL model can still undergo
unphysical decays into the quark-antiquark continuum even below Tc. This is simply due to
the fact that the fermion propagator (2.5.9) has purely imaginary poles in Euclidean space, or
real poles in Minkowski space. In the nonlocal PNJL model, those unphysical decays do not
necessarily appear by virtue of the momentum-dependent dynamical quark mass (see also the
discussion in Sect. 2.5 and Ref. [27]). Indeed, we find no purely imaginary poles in the fermion
propagator and hence mesons are stable well below Tc. This means that the pressure below
Tc is basically generated by the pion pole with its almost temperature-independent position.
Therefore, the calculated pressure below Tc corresponds to that of a boson (pion) gas with
constant mass.

To include the mesonic contributions to the pressure in our nonlocal PNJL model we apply
again the Matsubara formalism. The contribution of the pion and sigma to the pressure is given
by their inverse propagators (3.2.17)14 involving the quark loop contribution to the mesonic
self-energies Ππ,σ(νm, p⃗ ) (where νm = 2πmT,m ∈ Z is the bosonic Matsubara frequency and p⃗
is the momentum of the incoming pion or sigma), depicted in Eq. (3.2.17), at finite temperature.
One finds:

Ππ,σ(νm, p⃗ ) = 8T
∑
i=0,±

∑
n∈Z

∫
d3k

(2π)3
C(ωin, k⃗ + p⃗ )2×

×

(
ωin+

vm
2

) (
ωin− νm

2

)
+
(
k⃗+ p⃗

2

)(
k⃗− p⃗

2

)
±M

(
ωin+

νm
2 , k⃗+

p⃗
2

)
M
(
ωin− νm

2 , k⃗−
p⃗
2

)
[(
ωin+

νm
2

)2
+
(
k⃗+ p⃗

2

)2
+M2

(
ωin+

νm
2 , k⃗+

p⃗
2

)] [(
ωin− νm

2

)2
+
(
k⃗− p⃗

2

)2
+M2

(
ωin− νm

2 , k⃗−
p⃗
2

)] ,
(5.3.9)

with ω±
n = ωn ± A3

4, ω
0 = ωn and M(ωn, p⃗ ) = mq + C(ωn, p⃗ ) σ̄. The additional contribution of

mesonic quark-antiquark modes to the pressure calculated from the inverse meson propagators
(evaluated at the mean-field values σ = σ̄ and π = π̄ = 0) represents a ring sum of random
phase approximation chains, investigated in Ref. [134], and leading to the expression

Pmeson(T ) = −T
∑

M=π,σ

dM
2

∑
m∈Z

∫
d3p

(2π)3
ln [1−GΠM (νm, p⃗ )] , (5.3.10)

where dM is the mesonic degeneracy factor, i. e., dπ = 3, dσ = 1. Due to the momentum de-
pendence of the nonlocality distribution C(p) and the dynamical quark mass M(p), integrations
and summations in Eqs. (5.3.9) and (5.3.10) can only be carried out numerically.

Results for the pressure in the presence of pion and sigma mesonic modes are presented
in Fig. 5.4. Apart from the full result (solid line) we additionally show the mean-field result
(with the pressure determined by quark quasiparticles only) and the mean-field result plus pion
contributions. The full pressure shows, indeed, the behavior discussed above: at low tempera-
tures the mean-field contribution from quark quasiparticles is suppressed and the pressure can
be described by a free pion gas. Near the critical temperature the sigma mesonic mode gives a
small additional contribution. Above temperatures T > 1.5Tc the mesonic contributions become
negligible and the quark-gluon mean fields dominate the pressure.

14The same formula as in Eq. (5.3.4) applies with the fermion propagator S̃−1 replaced by the inverse pion and
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FIGURE 5.4: Pressure in units of T 4 calculated in the two-flavor nonlocal PNJL model as a
function of temperature normalized to the critical temperature. Solid curve: full calculation
(i. e., mean-field result plus mesonic corrections). Dotted curve: mean-field result (no mesonic
corrections). Dashed curve: mean field plus pionic modes (no sigma).

Finally, in Fig. 5.5 we show a comparison of the pressure calculated with the physical pion
mass, mπ = 140MeV, and with a “heavy” pion (mπ = 500MeV) corresponding to a quark mass
of order mq ∼ 100MeV that has frequently been used in earlier lattice-QCD computations. In
this case the mesonic contributions to the pressure are evidently reduced. This explains the
apparent agreement of lattice data with mean-field calculations [37, 67].

Related Thermodynamic Quantities

From the thermodynamical potential Ω further quantities of interest can be derived, such as the
energy density ϵ, the trace anomaly (ϵ− 3P )/T 4 and the sound velocity vs. The trace anomaly
is of particular interest as this is the quantity which is directly computed in lattice simulations15

(Ref. [132]). A comparison to lattice data can serve only for orientation at this point. Since
calculations in Ref. [132] were performed for 2+1 flavors, it is more sensible to postpone a more
profound comparison and discussion to Sect. 5.3.3, where the impact of the strange quark and
the axial anomaly is additionally considered. For the time being, we limit ourself basically to
the investigation of higher-order corrections to the mean-field results.

Consider first the trace anomaly related to the trace of the energy-momentum tensor. From
the gauge action in 4− 2ε dimensional Euclidean space-time,

Sgauge
E =

∫
dτ

∫
d3−2εx⃗

{
1

4g20
GaµνG

a
µν

}
,

one calculates the Euclidean energy-momentum tensor

Tµν =
1

g20

(
1

4
δµνG

a
αβG

a
αβ −GaαµG

a
αν

)
.

sigma propagators F− and F+ from Eq. (3.2.17), respectively.
15Refs. [74, 95] induce the location of the transition region by studying the trace anomaly (ϵ− 3P )/T 4 and find

the same results as stated in Sect. 4.3.2 for the chiral order parameter ∆l,s calculated in those references.
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FIGURE 5.5: Comparison of the pressure for physical pion mass, mπ = 140MeV (solid line),
and heavy pion mass, mπ = 500MeV (dashed line). Note that the crossing of the curves is due
to the different critical temperatures to which they have been normalized.

Here we have adopted the lattice convention of the action writing the (bare) coupling constant g0
explicitly in front of the squared field strength tensor Gaµν . The trace of the energy-momentum
tensor in δµµ = 4− 2ε dimensions is then

Tµµ = −2ε

4

1

g20
GaαβG

a
αβ .

Expressing the bare coupling strength g0 in terms of the renormalized quantity g according to

g20 = g2 − 11Nc
3ε

g4

(4π)2
+O(g6), we finally obtain

Tµµ = −11Nc

6

1

(4π)2
GaαβG

a
αβ +O(g2) ,

which is the so-called trace anomaly.
Assuming a homogeneous and isotropic medium, the (Euclidean) energy-momentum tensor

is given as Tµν = diag(ϵ,−P,−P,−P ) where ϵ is the energy density and P the pressure. The
trace anomaly (ϵ−3P )/T 4 is evidently a direct measure of the deviation of the equation of state
of QCD matter from that of a noninteracting, homogeneous and isotropic system. A major
contribution to ϵ−3P is expected to come from the gluon condensate. In the presence of quarks
with nonvanishing masses, additional terms come from quark condensates. The impact of the
trace anomaly, or: interaction measure, is expected to be maximal in the (phase) transition
region. Finally, using standard thermodynamical relations, the trace anomaly is expressed in
terms of a derivative of the pressure with respect to temperature according to

ϵ− 3P

T 4
= T

∂

∂T

(
P

T 4

)
. (5.3.11)

The result is shown in Fig. 5.6. Once having determined the trace anomaly and the pressure,
one deduces easily from Eq. (5.3.11) the energy density ϵ and the ratio of pressure and energy
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density, which enables us finally, to determine the square of the sound velocity (at constant
entropy S):

v2s =
∂P

∂ϵ

∣∣∣∣
S

=
∂P
∂T

∣∣
V

T ∂2P
∂T 2

∣∣∣
V

,

The following figures show the quantities just mentioned as they result in the mean-field
case and with inclusion of mesonic corrections. Again, mesonic corrections are important only
at temperatures below Tc (Figs. 5.6–5.9). Mesonic correlations do have a strong influence on
the sound velocity below Tc (Fig. 5.9).
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FIGURE 5.6: Trace anomaly (ϵ − 3P )/T 4

shown as a function of temperature for the
mean-field case (MF) and with mesonic cor-
relations added.
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FIGURE 5.7: Comparison of the energy den-
sity ϵ as a function of temperature for the
mean-field case and with mesonic correla-
tions.
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FIGURE 5.8: Fraction of pressure and energy
density P/ϵ as a function of fourth root of the
energy density ϵ1/4.
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FIGURE 5.9: Squared sound velocity v2s as a
function of fourth root of the energy density
ϵ1/4.

Finite Quark Chemical Potential and Phase Diagram

In this subsection we are going to extend the nonlocal PNJL model to finite quark chemical
potential µ. We do this here with the aim of drawing a schematic phase diagram in the (T, µ)
plane. For the sake of simplicity we restrict ourself to a scenario without diquarks, i. e., we do
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not describe a possible color-superconducting phase. We have set the stage for the finite-density
description already at the beginning of this section. That means we calculate the thermody-
namical potential Ω, Eq. (5.3.4), using the fermion propagator (5.3.5) where we now maintain a
nonzero chemical potential. In the nonlocal PNJL model the four-component of the momentum
appearing in the dynamical quark mass M(p) experiences a modification due to both a nonzero
µ and the Polyakov-loop variables A3

4, A
8
4, according to Eqs. (5.1.9) and (5.3.1). In isospin sym-

metric matter, no distinction is made between an up- and down-quark chemical potential: we
have µu = µd = µ that is related to the baryon chemical potential µB via µB = 3µ.

In the mean-field approximation we have A8
4 = 0 [36] and determine the temperature and

density dependence of the chiral order parameter, the σ field, by solving the gap equations (5.3.7)
for the T - and µ-dependent thermodynamical potential Ω. The result is shown in Fig. 5.10. The
profile of σ̄ displays once again the chiral crossover transition at µ = 0. It turns into a first-
order phase transition at a critical point (here: TCEP = 167MeV and µCEP = 175MeV). This
qualitative feature is generic for NJL- or PNJL-type models with or without explicit diquark
degrees of freedom (see, e. g., Refs. [37, 67, 135]).

Of course, the two-flavor picture shown in Fig. 5.10 is quite schematic. A more “realistic”
picture will be given in the next section 5.3.3, where strangeness is included. Even then, we do
not get a well controlled location for the critical point. It turns out that the position of the
critical point in the T -µ plane is sensitive to the model parameters. Furthermore, the almost
constant behavior of σ̄(T = 0, µ) with increasing chemical potential is unrealistic in the absence
of explicit baryon (nucleon) degrees of freedom including their interactions. We will comment
on these issues more profoundly after the treatment of the thermodynamic description of the
three-flavor nonlocal model.
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FIGURE 5.10: (Normalized) chiral order parameter σ̄/σ̄0 shown in the (T, µ) plane. For small
chemical potentials a crossover transition is manifest. For large chemical potentials a first-
order phase transition is apparent which terminates in the critical point (CEP) at (TCEP, µCEP) =
(167MeV, 175MeV).
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Irrespective of the simplifications made and the missing degrees of freedom at high densities,
the nonlocal PNJL approach is useful and instructive in modeling the chiral and deconfinement
thermodynamics at µ = 0. The extension to the three-flavor nonlocal PNJL model leads to
further interesting insights. We can already state the major improvement of the nonlocal ap-
proach compared to the local one: since no cutoff enters the calculations, the applicability of the
nonlocal models is not restricted to a limited range of temperatures or densities. The question to
be tackled is, however, which degrees of freedom become important when going to high chemical
potentials.

5.3.3 Three-Flavor Nonlocal PNJL Model

The finite-temperature and -density formulation for three quark flavors is more intricate owing
to the different up-/down- and strange-quark masses, on one hand, and the axial anomaly, on
the other [40].

In mean-field and stationary phase approximation we can calculate the thermodynamical
potential, like in the two-flavor case, from the action SMF

E , Eq. (3.3.29), taking into account the
stationary phase approximation equations (3.3.31a). In the Matsubara formalism the thermo-
dynamical (grand-canonical) potential reads16:

Ω = −T
2

∑
n∈Z

∫
d3p

(2π)3
tr ln

[
βS̃−1(iωn, p⃗ )

]
− 1

2

{ ∑
f∈{u,d,s}

(
σ̄f S̄f +

G

2
S̄f S̄f

)
+
H

2
S̄uS̄dS̄s

}
+ U(Φ,Φ∗, T ) ,

(5.3.12)

with

S̃−1(iωn, p⃗ ) =

(
iωnγ0 − γ⃗ · p⃗− M̂ − i(A4 + iµ̂)γ0 0

0 iωnγ0 − γ⃗ · p⃗− M̂∗ + i(A4 + iµ̂)γ0

)
(5.3.13)

where the momentum-dependent dynamical mass matrix M̂ is diagonal in color and flavor space,

M̂ =

diagc(M(ω−
u,n, p⃗ ),M(ω+

u,n, p⃗ ),M(ω0
u,n, p⃗ ))

diagc(M(ω−
d,n, p⃗ ),M(ω+

d,n, p⃗ ),M(ω0
d,n, p⃗ ))

diagc(M(ω−
s,n, p⃗ ),M(ω+

s,n, p⃗ ),M(ω0
s,n, p⃗ ))


(5.3.14a)

with

ω±
f,n = ωn − iµf ±A3

4/2−A8
4/(2

√
3) , ω0

f,n = ωn − iµf +A8
4/
√
3 . (5.3.14b)

In contrast to the two-flavor model, different quark chemical potentials µ̂ = diagf(µu, µd, µs) have
now been introduced for the three quark flavors. The trace can be further simplified leading to

Ω = −2T
∑

f∈{u,d,s}

∑
i=0,±

∑
n∈Z

∫
d3p

(2π)3
Re
{
ln
[
ωif,n

2
+ p⃗ 2 +M2(ωif,n, p⃗ )

]}

− 1

2

{ ∑
f∈{u,d,s}

(
σ̄f S̄f +

G

2
S̄f S̄f

)
+
H

2
S̄uS̄dS̄s

}
+ U(Φ,Φ∗, T ) .

(5.3.12′)

This is the thermodynamic potential of the nonlocal three-flavor PNJL model in mean-field ap-
proximation. The auxiliary scalar fields S̄f are determined by the SPA conditions, Eq. (3.3.31a).

16The factor 1
2
results again from the doubling of the degrees of freedom in Nambu-Gor’kov space.
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Gap Equations in Mean-Field Approximation

Once the thermodynamic potential Ω is calculated, the fields σu = σd, σs and A3
4, A

8
4 are de-

termined by requiring thermodynamic potential to be stationary. The necessary conditions are
given by the gap equations

∂Ω

∂σ̄u
=
∂Ω

∂σ̄s
=

∂Ω

∂A3
4

=
∂Ω

∂A8
4

= 0 , (5.3.15)

together with the stationary phase approximation equations (3.3.31a). First, we limit ourself to
the zero-density (µ = 0) case. We then have A8

4 = 0 (cf. Ref. [36]) as discussed in the two-flavor
case.

Fig. 5.11 shows the results for the temperature dependence of the chiral up- and strange-
quark condensate and of the Polyakov loop using the parameters given in Table 3.2 (scenario I)
and Table 5.1. This figure illustrates once more, as already discussed in the two-flavor case,
the entanglement of chiral dynamics and Polyakov-loop degrees of freedom at zero chemical
potential. In the absence of a coupling between quark quasiparticles and Polyakov loop the
chiral transition (for Nf = 3 flavors) and the first-order deconfinement transition (of pure gauge
QCD) appear at very different critical temperatures (Tchiral ≈ 110MeV for the chiral transition
and T0 ≈ 270MeV for deconfinement). The presence of quarks breaks the Z(3) symmetry
explicitly and turns the first-order deconfinement phase transition into a continuous crossover.
The quark coupling to the Polyakov loop moves this transition to lower temperature. At the
same time the chiral transition (with explicit symmetry breaking by nonzero quark mass) turns
into a crossover at an upward-shifted temperature, just so that both transitions nearly coincide
at a common temperature Tc ≈ 200MeV.
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FIGURE 5.11: Results of nonlocal PNJL calculations of the chiral and deconfinement transition
pattern using the parameter set of scenario I. Left solid curve: temperature dependence of the
chiral condensate ⟨ūu⟩ = ⟨d̄d⟩. The strange-quark condensate ⟨s̄s⟩ is shown as the dashed
curve. Right solid curve: temperature dependence of the Polyakov loop Φ. Left dotted curve:
light-quark condensate without coupling to Polyakov loop. Right dotted curve: Polyakov loop in
the absence of quarks (pure gauge QCD). Also shown are lattice results for the chiral conden-
sate and the Polyakov loop from the “hotQCD” collaboration [74]. The temperature is given in
units of the transition temperature Tc = 200MeV.
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FIGURE 5.12: Chiral condensate and Polyakov loop like in Fig. 5.11, but for parameters of sce-
nario II. The (lower border of the) gray band shows the modifications of the chiral condensate
once pionic contributions are considered.

This symmetry breaking pattern seems also to be realized in recent lattice-QCD results
using staggered fermions [74] where a common chiral and deconfinement transition temperature
Tc = (196 ± 3)MeV is observed. Fig. 5.11 shows these lattice data for orientation. For a more
detailed discussion, see Sect. 4.3.2. In the latest work of the collaboration [75], domain-wall
fermions are used instead of staggered fermions, leading to Tc = 171(10)(17)MeV, a value which
is consistent with both Tc = 196MeV and the alternative lattice computations of Ref. [76] that
find a lower chiral transition temperature, Tc ≃ 150MeV.

Compared to the Nf = 2 flavor case we observe only minor changes at this point, in particular
the transition temperature decreases slightly from T 2 f

c ≃ 207MeV to T 3 f
c ≃ 200MeV. The

transition temperature Tc can be decreased further if the response from quark effects is included
in the Polyakov-loop effective potential, leading to a lower T0 in its parametrization. According
to Ref. [125] one has T0 = 190MeV for 2 + 1 active quark flavors instead of T0 = 270MeV for
the pure gluon case.

Parameter Dependence

The chiral and deconfinement transition pattern shown in Fig. 5.11 changes only marginally when
scenario I (with parameter set listed in Table 3.2) is replaced by scenario II with a coupling
G that is about 15% larger, see Fig. 5.12. It is instructive also to examine the dependence
on other parameters such as the current quark mass mu. The impact of a variation of the
pion mass is shown in Figs. 5.13 and 5.14. In the chiral limit, mu = md → 0, the chiral
condensate displays a second-order phase transition as expected. Explicit chiral symmetry
breaking with mu,d ̸= 0 turns this into a crossover transition as evident from Fig. 5.11 for
mu,d = 3MeV. Increasing the quark mass to mu,d = 10MeV makes the crossover softer at
T > Tc while leaving the condensate unaltered at temperatures below Tc. The reason is that,
below the transition temperature, the dynamical quark massM(p) entering the chiral condensate
in the finite-temperature generalization of Eq. (2.4.9) is dominated by the large scalar field
σ̄u ≃ 0.4GeV. Changes of the light-quark mass mu,d within a 10MeV range are not important
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FIGURE 5.13: Pion mass (i. e., current quark
mass) dependence of the light chiral conden-
sate as a function of temperature. Parame-
ters of set II were chosen. It is apparent, that
higher pion masses influence the behavior of
⟨q̄q⟩ only above Tc.
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FIGURE 5.14: Dependence of the chi-
ral condensate on the four-fermion coupling
strength G. Results for parameter sets I and
II are shown for the physical pion mass. In
addition, the chiral condensate for set I using
a pion mass ofmπ ≃ 250MeV was calculated
and compared to lattice data from Ref. [95]
with mπ ≃ 220MeV.

compared to that scale, whereas they become more prominent above Tc where σ̄u drops rapidly.
The softening of the strange-quark condensate ⟨s̄s⟩ above Tc, as seen in Fig. 5.11, is much more
pronounced, given the larger s-quark mass ms ≃ 70MeV.

Corrections to the behavior of the chiral condensate and the pressure below Tc come primarily
from thermal pions (and kaons) as will be discussed in the following subsection.

Mesonic Corrections

So far the calculations have been performed in the mean-field approximation in which the pres-
sure P = −Ω is determined by the quarks moving as quasiparticles in the background provided
by the expectation values of the sigma fields, σ̄u = σ̄d and σ̄s, and of the Polyakov loop Φ. In or-
der to get a realistic description of the hadronic phase (at temperatures T . Tc), it is important
to include mesonic quark-antiquark excitations. The hadronic phase in the absence of baryons
is dominated by (the light) pseudoscalar mesons (pions and kaons). The quark-antiquark con-
tinuum is suppressed by confinement.

However, as pointed out when discussing the two-flavor case, mesons described within the
standard (local) PNJL model can still undergo unphysical decays into the quark-antiquark con-
tinuum even below Tc. In the nonlocal PNJL model, such unphysical decays do not appear
by virtue of the momentum-dependent dynamical quark mass17. This means that the pressure
in the Nf = 3 case below Tc is now basically generated by the pion and kaon poles of the
corresponding one-loop qq̄ Green functions.

To include the mesonic contributions to the pressure in our nonlocal PNJL model we can
basically use the two-flavor formulation of Sect. 5.3.2. One has to calculate GPS,S(νm, p⃗ ),
Eq. (3.3.35), and in particular the quark loop contribution to the pseudoscalar (PS) and scalar
(S) mesonic self-energies ΠPS,S(νm, p⃗ ) (where νm = 2πmT,m ∈ Z is the bosonic Matsubara
frequency and p⃗ is the momentum of the incoming meson), given in Eq. (3.3.36), at finite tem-

17With the possible exception of the η′ meson which will not be considered in this section.
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FIGURE 5.15: Pressure (in units of T 4) calculated in the nonlocal PNJL model as a function
of temperature on an absolute temperature scale. Solid curve: full calculation (i. e., mean-
field result plus mesonic corrections). Dashed-dotted curve: mean-field result (no mesonic
corrections). Dashed curve: mean field plus pionic and corresponding scalar modes.

perature. In analogy to Sect. 5.3.2 one has to evaluate the quark loop expression

Π±
ij (νm, p⃗ ) = 8T

∑
ℓ=0,±

∑
n∈Z

∫
d3k

(2π)3
C(ωℓn, k⃗ + p⃗ )2×

×

(
ωℓn+

vm
2

) (
ωℓn− νm

2

)
+
(
k⃗+ p⃗

2

)(
k⃗− p⃗

2

)
±Mi

(
ωℓn+

νm
2 , k⃗+

p⃗
2

)
Mj

(
ωℓn− νm

2 , k⃗−
p⃗
2

)
[(
ωℓn+

νm
2

)2
+
(
k⃗+ p⃗

2

)2
+M2

i

(
ωℓn+

νm
2 , k⃗+

p⃗
2

)] [(
ωℓn− νm

2

)2
+
(
k⃗− p⃗

2

)2
+M2

j

(
ωℓn− νm

2 , k⃗−
p⃗
2

)] ,
(5.3.16)

with ω±
n = ωn ± A3

4, ω
0 = ωn and Mq(ωn, p⃗ ) = mq + C(ωn, p⃗ ) σ̄q. From this we obtain the

pressure in random phase approximation (RPA)

Pmeson(T ) = −T
∑

M=PS,S

dM
2

∑
m∈Z

∫
d3p

(2π)3
ln [GM (νm, p⃗ )] , (5.3.17)

where GM (νm, p⃗ ) are the inverse meson propagators (3.3.38) in the Matsubara formalism and
dM is the mesonic degeneracy factor (dM = 3 for pionic and dM = 4 for kaonic modes).

Results for the pressure in the presence of pion, kaon and scalar modes are presented in
Fig. 5.15.18 Together with the full result (solid line) we show the mean-field result (MF, with
the pressure determined by quark quasiparticles only) and the mean-field result plus pion and
corresponding scalar contributions. It is evident that at low temperatures the mean-field con-
tribution from the quarks is suppressed and the pressure is that of a free meson gas. Near the
transition temperature the scalar mesonic modes give a small additional contribution. Finally,
above temperatures T > 1.5Tc the mesonic contributions die out and the quark-gluon mean
fields dominate the pressure.

18The plot shown in Fig. 5.15 uses the parameters of scenario I. The difference between pressure curves calculated
from parameter sets I and II turns out to be negligibly small.
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FIGURE 5.16: Trace anomaly (ϵ − 3P )/T 4.
Dot-dashed curve: mean-field results. Solid
curve: full calculation with inclusion of pi-
ons, kaons and scalar modes (results for sce-
nario I). For comparison, three-flavor lattice
results for Nτ = 8 from Ref. [95] are shown;
the blue points were calculated using the p4
action while the orange points were obtained
with the asqtad action.
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FIGURE 5.17: Energy density ϵ/T 4 for the
mean-field and RPA case. (Legend as in
Fig. 5.16.) Lattice data (Nτ = 8, p4 action)
are taken from Ref. [95].

The RPA treatment of mesonic contributions to the pressure allows one, in addition, to
compute their corrections to the chiral condensates. Starting from the definition of the chiral
condensate,

⟨q̄q⟩ =
∫

DADψ̄Dψ q̄q e−SE∫
DADψ̄Dψ e−SE

=
∂Ω

∂mq
, (5.3.18)

the pionic corrections to ⟨ūu⟩ are computed by differentiating the pion pressure of Eq. (5.3.17)
with respect to the up-quark current quark mass:

δπ⟨ūu⟩ = − ∂Pπ
∂mu

. (5.3.19)

From Fig. 5.12 we see, as expected, that the modification of the chiral condensate owing to
pions is very similar to the results from chiral perturbation theory (cf., e. g., Refs. [136–138]).
At temperatures below Tc pions tend to soften the condensate and make the chiral transition
smoother in the range 0.5Tc < T < Tc (see, also, Fig. 7.1).

To conclude this subsection we calculate the energy density, ϵ and the trace anomaly (5.3.11),
(ϵ− 3P )/T 4, for the Nf = 3 flavor case, see Figs. 5.16 and 5.17. In contrast to the Nf = 2 flavor
case it is now sensible to compare our model results to lattice calculations for the Nf = 2+1 flavor
case from Ref. [74]. Figs. 5.16 and 5.17 show the results that follow from Fig. 5.15 both for the
mean-field case and with the additional inclusion of mesonic (pionic and kaonic) contributions.
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5.4 Three-Flavor Nonlocal PNJL Model at Finite Density
and QCD Phase Diagram

In this section the nonlocal PNJL approach for three flavors is extended to nonzero chemical
potentials and the finite-density description of strongly interacting matter. The gap equations
(5.3.15) are solved maintaining the chemical potential matrix µ̂ in the effective fermion prop-
agator, Eq. (5.3.13). We restrict ourself to isospin symmetric systems with no strange valence
quarks (µs = 0) and set µ̂ = diagf(µu, µd, 0), µu = µd. Furthermore diquark condensates will
not be considered.

The introduction of a chemical potential is again accomplished using the prescriptions of the
Matsubara formalism (see Sect. 5.1 and Eq. (5.1.9)): the Matsubara frequencies are shifted as
ωf,n → ωf,n− iµf in the particle sector (i. e., in the upper-left submatrix) of the Nambu-Gor’kov
propagator (5.3.13) and ωf,n → ωf,n + iµf in the corresponding antiparticle sector (i. e., the
lower-right submatrix). The thermodynamical potential can then be calculated as in the Nf = 2
flavor case.

5.4.1 QCD Phase Diagram

Consider first the T and µu dependence of the scalar field σ̄u that acts as a chiral order pa-
rameter, deduced from the condition ∂Ω(T,µ)

∂σ̄ = 0. The results are shown in Figs. 5.18 and 5.19
for scenarios I and II, respectively. The profile of σ̄u displays once again the chiral crossover
transition at µu = 0. It turns into a first-order phase transition at a critical (end) point (CEP)
(located at TCEP ≈ 170MeV and µCEP ≈ 180MeV for scenario I and at TCEP ≈ 195MeV and
µCEP ≈ 110MeV for scenario II). The result is qualitatively similar to the the two-flavor case.
Quantitatively, however, the location of the critical point is varying significantly depending on
the choice of the parameters (see Fig. 4.7). We will discuss this issue in more detail at the end
of this chapter.
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FIGURE 5.18: Chiral order parameter σ̄u for
scenario I, normalized to its value σ̄0 at T =
µ = 0, as a function of temperature and up-
quark chemical potential (note µu = µd, µs =
0). The blue line shows the border for the
first-order transition.

0.00.1
0.2

0.3
0.4

T @GeVD

0.0
0.1

0.2
0.3

Μu @GeVD

0.0

0.5

1.0

Σu

Σ0

FIGURE 5.19: Same as in Fig. 5.18, for pa-
rameters of scenario II. The major difference
between Figs. 5.18 and 5.19 is the location
of the critical point: (µCEP, TCEP)

(I) =
(180MeV, 170MeV) compared to
(µCEP, TCEP)

(II) = (115MeV, 195MeV).



88 Polyakov-Loop-Extended Nonlocal NJL Models

1st order chiral

chiral crossover

Polyakov loop

0.05 0.10 0.15 0.20 0.25 0.30
0.00

0.05

0.10

0.15

0.20

Μu @GeVD

T
@G

eV
D

1st order chiral

chiral crossover

Polyakov loop

0.05 0.10 0.15 0.20 0.25 0.30
0.00

0.05

0.10

0.15

0.20

Μu @GeVD

T
@G

eV
D

FIGURE 5.20: Phase diagram calculated within the nonlocal PNJL model using the parameters
of scenario I (left picture) and scenario II (right picture). The solid blue line shows the first-order
chiral transition (the star denotes the critical point). The dashed blue line marks the (chiral)
crossover transition while the dashed black lines correspond to the deconfinement transition
(the lower and upper lines correspond to Φ = 0.3 and Φ = 0.5, respectively).

The projection of Figs. 5.18 and 5.19 onto the T -µu plane gives the phase diagram of the
nonlocal three-flavor PNJL model, Fig. 5.20. At low µ this phase diagram shows the chiral and
deconfinement crossover transitions in close contact, as already discussed. The deconfinement
transition is displayed here as a band bounded by dashed lines where the upper and lower
bounds are given by values Φ = 0.5 and Φ = 0.3 of the Polyakov loop, respectively, reflecting
the relatively soft crossover of this transition (see also Fig. 5.11). At larger values of the chemical
potential, beyond the critical point, a separation between the chiral and deconfinement transition
takes place.

The area between the (first-order) chiral phase transition and the deconfinement crossover
has recently been interpreted in terms of a “quarkyonic” phase [80, 139]. From Fig. 5.20 it
appears that the chiral first-order transition boundary meets the µ axis at T = 0 for values of the
baryon chemical potential as small as µB = 3µ < 0.9GeV. This is the domain of nuclear matter
that is known to be a Fermi liquid of nucleons. The PNJL model works instead with quarks
as quasiparticles, the “wrong” degrees of freedom in this low-temperature phase at moderate
baryon densities. Nuclear matter is not covered by PNJL-type models and, consequently, such
models cannot be considered realistic at low temperature and baryon chemical potentials µB =
3µ . MN where MN is the nucleon mass. Chiral effective field theory with baryons is instead
the appropriate framework to deal with this part of the phase diagram.

The deconfinement transition band at large µ has been calculated using the Polyakov-loop
effective potential (5.2.20). This effective potential does not include higher-order effects due to
the presence of quarks at nonzero chemical potential. Such additional µ-dependent effects are
expected to move the crossover boundary to lower temperatures as µ increases [125].

Fig. 5.20 demonstrates that the position of the critical point is sensitive to small changes
of the four-fermion coupling G. The relatively small increase of this coupling strength between
scenarios I and II, keeping hadronic vacuum properties at T = µ = 0 almost unchanged, results
nevertheless in a significant shift of the critical point in the T -µ plane.
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From Fig. 5.21 it is evident that the phase structure is sensitive to variations of the ’t Hooft
interaction coupling strength H. An increase of H by only 5% turns the chiral transition even at
µu = 0 into a first-order transition. This behavior might be expected considering the Columbia
plot (Ref. [69]). On the other hand, a decrease of H, corresponding to a reduced η′ mass in the
thermal medium, moves the end point to higher chemical potentials and lower temperatures.
The sensitivity to the axial anomaly observed here in the nonlocal PNJL model is, however, less
pronounced than that in the local model Ref. [126]. We do not observe that the end point is
removed altogether from the phase diagram as quickly as in the local PNJL model.

5.4.2 Pressure at Finite Density

Finally, using Eq. (5.3.12′) with finite chemical potentials included we calculate the pressure
P = −Ω at finite density. In Fig. 5.22 the (normalized) pressure difference

∆P (T, µu) := P (T, µu)− P (T, µu = 0) (5.4.1)

is shown for selected values of µu = µd and compared to (two-flavor) lattice data from Ref. [140].
Fig. 5.23 displays the full result in the T -µu plane. Both figures have been obtained using the
parameter set of scenario I.

5.4.3 Discussion of the Three-Flavor PNJL Model

Although the nonlocal PNJL model has undoubtedly many virtues, Figs. 5.18, 5.19 and 5.20
should be taken only as qualitative. The location of the critical point is sensitive to the coupling
strengths G and H, and to the input current quark mass [37]. The almost constant behavior of
σ̄u(T = 0, µu) with increasing quark chemical potential is unrealistic in the absence of explicit
baryon (nucleon) degrees of freedom including their interactions.

What is actually required as a starting point for extensions to nonzero chemical potential
is a realistic equation of state at finite baryon density, incorporating the known properties of
equilibrium and compressed nuclear matter. In such a framework [141], the density dependence
of the chiral condensate ⟨ūu⟩ (or of the scalar field σ̄u) is well-known to be quite different from
the profile shown in Figs. 5.18, 5.19. The magnitude of ⟨ūu⟩ decreases linearly with density ρ
[142, 143], with a slope controlled by the pion-nucleon sigma term, and then stabilizes at densities
above normal nuclear matter through a combination of two- and three-body correlations and
Pauli blocking effects. The transition towards chiral symmetry restoration at T = 0 is shifted
beyond at least twice the density of normal nuclear matter.

Irrespective of these comments, the nonlocal PNJL approach is obviously instructive in
modeling the chiral and deconfinement thermodynamics at µ = 0. Dealing with finite baryon
density requires ultimately yet another synthesis, namely a matching of PNJL above the chiral
transition and in-medium chiral effective field theory with baryons below that transition.



Chapter 6

QCD Foundations of the Nonlocal
PNJL Model

This final part returns to the question how the nonlocal PNJL model can actually be derived from
QCD. We follow here the recent publication of K.-I. Kondo, Ref. [144], extending it to the SU(3)
color gauge group. In the last few years, remarkable progress has been made in reformulating
QCD [144–151] in terms of the Cho-Faddeev-Niemi-Shabanov (CFNS) decomposition of the
Yang-Mills field, proposed first in 1980 by Cho [152, 153] and recently readdressed by Faddeev
and Niemi [154, 155], and by Shabanov [156, 157]. This CFNS separation is the basis for the
derivation of a nonlocal NJL-type four-point interaction. At the same time it generates an
entanglement of the quark sector and the Polyakov-loop variables, A3

4, A
8
4, exactly as in the

nonlocal PNJL model. The nonlocal model considered in this work can, therefore, be derived
consistently from full QCD.

6.1 Cho-Faddeev-Niemi-Shabanov Decomposition

Consider first only the Yang-Mills (gauge) part of LQCD. The Cho-Faddeev-Niemi-Shabanov
(CFNS) decomposition is then based on a gauge-independent separation of the non-Abelian
gauge field Aµ, Eq. (2.2.4), in terms of a so-called restricted potential, Vµ(x), of the maximal
Abelian subgroup H of the gauge group G (the maximal torus H), and the valence potential
Xµ(x) which transforms as a gauge-covariant vector field. The original SU(3) gauge field Aµ(x)
is separated as

Aµ(x) = Vµ(x) +Xµ(x) , (6.1.1)

such that Vµ(x) transforms under a SU(3) gauge transformation U(x) identically to the original
gauge field Aµ(x), while Xµ(x) transforms as an adjoint matter field:

Vµ(x) → VU,µ(x) = U(x)

[
Vµ(x) +

i

g
∂µ

]
U−1(x) (6.1.2a)

Xµ(x) → XU,µ(x) = U(x)Xµ(x)U
−1(x) . (6.1.2b)

The CFNS decomposition is made by introducing a unit color field n̂(x) that is given as a func-
tional of the Yang-Mills gauge field Aµ(x). Since the decomposition (6.1.1) is required to be
gauge independent we demand the field n̂(x) to transform according to the adjoint representa-
tion,

n̂(x) → n̂U = U(x)n̂(x)U−1(x) . (6.1.3)

The color field n̂(x) plays a crucial role in the CFNS decomposition. We derive now its general
form.
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6.1.1 Construction of the Color Vector Field

The color field n̂(x) specifies a direction in the color space at each space-time point x ∈ R4 in
four-dimensional space-time. It is introduced as a unit vector normalized as n̂(x) · n̂(x) = 1,1

and taking real values in the Lie algebra L(SU(3)) = su(3) of the Lie group SU(3):

n̂(x) = na(x)ta, na(x) ∈ R (a ∈ {1, . . . , 8}) . (6.1.4)

Therefore, n̂(x) is a traceless and Hermitian matrix by the properties of the generators ta =
λa
2

of SU(3) (see Appendix A.2). It follows that n̂(x) can be diagonalized into the matrix D by
using a suitable unitary matrix U(x) ∈ SU(3):

U(x)n̂(x)U−1(x) = diag(D1(x), D2(x), D3(x)) =: D(x) , (6.1.5)

with real eigenvalues D1, D2, D3.
2 The diagonal matrix D(x) can be expressed as a linear

combination of two diagonal generators H1,H2 belonging to the Cartan subalgebra3, H, as

D(x) = U(x)n̂(x)U−1(x) = a(x)H1 + b(x)H2 , with a2 + b2 = 1 . (6.1.6)

In su(3) we can choose H1 := t3 and H2 := t8. Therefore the field n̂(x) provides a map4

n̂(x) : R4 → SU(3)/H = SU(3)/(U(1)×U(1)) . (6.1.7)

Before continuing the discussion of the CFNS decomposition we need to determine the number of
independent degrees of freedom carried by the color field n̂(x). From Eq. (6.1.6) it appears con-
venient to introduce two unit vector fields n̂3(x) := U−1(x)t3U(x) and n̂8(x) := U−1(x)t8U(x).
This choice is, however, not necessarily unique from the viewpoint of reformulating the theory.
First notice that the relation (A.2) introduces three types of products; in vector representa-
tion of two SU(3) vectors a⃗, b⃗ ∈ SU(3) one has the scalar product (as encountered before),
a⃗ · b⃗ = aaba, the antisymmetric f -product, (⃗a × b⃗)c := fabcaabb, and the symmetric d-product,
(⃗a∗ b⃗)c := dabcaabb, with the structure constants fabc and dabc as given in Appendix A.2. It turns
out that n̂3(x), n̂8(x) constitute a closed set of variables under all multiplications ·,×, ∗. In
particular, one obtains n̂8(x) =

√
3 n̂3(x) ∗ n̂3(x), hence, only n̂3(x) is an independent variable.

Keeping this in mind, one can nevertheless write the unit color field n̂(x) in terms of n̂3(x) and
n̂8(x). That will be used in the following.

6.1.2 Decomposition

We now return to the CFNS decomposition (6.1.1) and determine the fields Vµ(x) and Xµ(x)
in terms of the color field n̂(x) and the original gauge field Aµ(x). As mentioned above, it
turns out to be useful to express n̂(x) in terms of the unit fields n̂3(x) and n̂8(x) with n̂3(x) :=
U−1(x)t3U(x) and n̂8(x) := U−1(x)t8U(x).5 These unit vectors commute mutually,

[n̂i(x), n̂j(x)] = 0 for i, j ∈ {3, 8} ,
1We use here equivalently the vector form, n̂(x) = (na(x))

8
a=1 = (n1(x), . . . , n8(x)), and the Lie-algebra form,

n̂(x) = na(x)ta, a ∈ {1, . . . , 8}, expressed in terms of the SU(3) generators ta = λa
2
. For the first form, the scalar

product of the generic SU(3) vectors a⃗, b⃗ is given by a⃗ · b⃗ := aaba. In the second case, we define the scalar product

as a⃗ · b⃗ := 2tr
(
a⃗⃗b
)
. From the relations in Appendix A.2 it is clear that both definitions are equivalent.

2We assume here that all three eigenvalues D1, D2, D3 are different. For the case of degenerate eigenvalues see
Ref. [148].

3The Cartan algebra is the largest commutative subalgebra of a Lie algebra.
4Note, that the target space of n̂(x), SU(3)/H, is six-dimensional, instead of the expected seven-dimensional

seven-sphere S7. This is because we require SU(3) to act transitively on the manifold M of the target space; i. e.,
any two elements of M are required to be connected by a group transformation. If we choose the coset space
SU(3)/H ⊂ S7, then this requirement is fulfilled.

5Note, that these fields are indeed orthogonal unit vectors, since for i, j ∈ {3, 8} we have

n̂i(x) · n̂j(x) = 2Tr
(
U−1(x)HiU(x)U−1(x)HjU

−1) = 2Tr (HiHj) = δij . (6.1.8)
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therefore, n̂3(x), n̂8(x) define for a fixed x ∈ R4 a basis of the Cartan algebra. The aim is to
decompose the gauge field Aµ(x) into an H-commutative part and a remaining part, lying in
SU(3)/H. This can be done by using the well known fact that any su(N)-Lie-algebra-valued func-
tion F can be decomposed into the H-commutative part FH and the remaining part FSU(N)/H :

F := FH + FSU(N)/H :=
r∑
i=1

n̂i (n̂i · F ) +
r∑
i=1

[n̂i, [n̂i, F ]] , (6.1.9)

where r := rank SU(N) = N − 1 and the summation is over the Cartan-algebra elements. In
the case of SU(3) we have r = 2 and the summation in Eq. (6.1.9) extends over n̂3 and n̂8. We
impose the two

Defining Conditions for the Fields Vµ(x) and Xµ(x)

1. n̂3(x) = (n3,a(x))
8
a=1 and n̂8(x) = (n8,a(x))

8
a=1 are covariant constants in the background

field Vµ(x):

0 = Dµ[V ]n̂i(x) := ∂µn̂i(x)− ig[Vµ, n̂i(x)]

= ∂µn̂i(x) + gfabcVa,µ(x)n̂i,b(x) for i ∈ {3, 8} and a ∈ {1, . . . , 8} .
(6.1.10a)

2. Xµ(x) does not have an H-commutative part, i. e., Xµ(x) is orthogonal to n̂3(x) and n̂8(x):

n̂i(x) ·Xµ(x) = n̂i,a(x)Xa,µ(x) = 0 for i ∈ {3, 8} and a ∈ {1, . . . , 8} . (6.1.10b)

These conditions are invariant under the transformations Eq. (6.1.2).
The gauge covariant potential Xµ(x) follows immediately from the second defining condition,

Eq. (6.1.10b), and the relation Eq. (6.1.9), applied to Xµ(x):

Xµ(x) =
1

g
n̂3(x)×Dµ[A]n̂3(x) +

1

g
n̂8(x)×Dµ[A]n̂8(x) , (6.1.11)

where Dµ[A]n̂i(x) := ∂µn̂i(x)− ig[Aµ, n̂i(x)] for i ∈ {3, 8}. Moreover, the Vµ(x) field expressed
in terms of Aµ(x) and n̂i(x) reads

Vµ(x) = (Aµ(x) · n̂3(x)) n̂3(x) + (Aµ(x) · n̂8(x)) n̂8 −
1

g
n̂3(x)× ∂µn̂3(x)−

1

g
n̂8(x)× ∂µn̂8(x) .

(6.1.12)
From the explicit expression for Vµ(x) it is evident that it can be further decomposed in a part
Cµ(x) with

Cµ(x) := (Aµ(x) · n̂3(x)) n̂3(x) + (Aµ(x) · n̂8(x)) n̂8 =: c3(x)n̂3(x) + c8,µ(x)n̂8(x) , (6.1.13)

that is H-commutative,
ci,µ(x) := (Aµ(x) · n̂i(x)) , (6.1.14)

and a remaining part Bµ(x),

Bµ(x) := −1

g
n̂3(x)× ∂µn̂3(x)−

1

g
n̂8(x)× ∂µn̂8(x) , (6.1.15)

that is not H-commutative and perpendicular to n̂3(x) and n̂8(x).
Thus, the original gauge field has the following CFNS decomposition:

Aµ(x) = Vµ(x) +Xµ(x) = Cµ(x) +Bµ(x) +Xµ(x) , (6.1.16)

with the electric connection Cµ(x), Eq. (6.1.13), the magnetic connection Bµ(x), Eq. (6.1.15),
and the gauge-covariant valence potential Xµ(x), Eq. (6.1.11).
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6.1.3 Transformation Properties of Vµ(x) and Xµ(x)

The decomposition of the gauge field Aµ(x) into the sum of Vµ(x) and Xµ(x) is gauge inde-
pendent. We are now going to check the transformation behavior of these fields under (lo-
cal) SU(3) transformations explicitly. It is sufficient to consider infinitesimal transformations
U(x) = exp(iα⃗a(x)) = exp(itaαa(x)) = 1 + itaαa(x) + O(α2). First of all, it is important to
observe from Eqs. (6.1.11) and (6.1.14), that the local transformations δci,µ(x) and δXµ(x) are
uniquely determined once the transformations δAµ(x) and δn̂i(x) are specified. From Eq. (2.2.4)
and Eq. (6.1.3), we obtain, respectively

δAµ(x) =
1

g
Dµ[A]α⃗ =

1

g
(∂α⃗(x) + gfabcAa,µ(x)αb(x)) (6.1.17a)

δn̂i(x) = n̂i(x)× α⃗(x) = fabcn̂i,a(x)αb(x) . (6.1.17b)

Consider first the transformation property of the magnetic connection Bµ(x):

δBµ(x) =
1

g
Dµ[B]α⃗(x)− 1

g
[(n̂3(x) · ∂µα⃗(x))n̂3(x) + (n̂8(x) · ∂µα⃗(x))n̂8(x)] . (6.1.18)

This expression is found by using the Jacobi identity (A.1) and the projection property of the
n̂i(x) (see Ref. [149]),

δab =
∑
i

[n̂i,an̂i,b − facdn̂i,cfdebn̂i,e] . (6.1.19)

Together with

δCµ(x) =
1

g
[(n̂3(x) · ∂µα⃗(x))n̂3(x) + (n̂8(x) · ∂µα⃗(x))n̂8(x)] + Cµ(x)× α⃗(x) , (6.1.20)

we find:

δVµ(x) =
1

g
Dµ[V ]α⃗(x) , (6.1.21)

and confirm indeed that the restricted connection Vµ(x) by itself describes an SU(3) connection
which incorporates the full SU(3) gauge degrees of freedom. The so-called restricted gauge theory,
described only by Vµ(x), is, hence, invariant under SU(3) gauge transformations, although being
restricted by condition (6.1.10a).

The transformation behavior of Xµ(x) is then easily obtained by subtracting Eq. (6.1.21)
from Eq. (6.1.17a):

δXµ(x) = Xµ(x)× α⃗(x) = fabcXa,µ(x)αb(x) . (6.1.22)

Hence Xµ(x) transforms covariantly under the gauge transformation.6 This confirms that the
CFNS decomposition provides a gauge-independent decomposition of the non-Abelian potential
into the restricted part Vµ(x) and the gauge-covariant part Xµ(x).

The SU(3)α⃗local symmetry is, however, not the full gauge symmetry of the (extended) CFNS-
Yang-Mills theory. This can be understood from the normalization condition of the color fields,
n̂i(x)

2 = 1. It follows that transformations belonging to the stabilizer group (or little group) of
n̂3(x) and n̂8(x), SU(3)n̂i

:= {g ∈ SU(3)|g · n̂i = n̂i}, i ∈ {3, 8}, leave n̂i(x) invariant for a given
fixed Aµ(x). From Eqs. (6.1.14) and (6.1.11) it is then obvious that the CFNS theory is invariant
under these conditions. Noting SU(3)n̂3,n̂8 = H = U(1) × U(1), the CFNS-Yang-Mills theory
is invariant under additional SU(3)/(U(1)× U(1)) gauge transformations. Assigning the gauge
parameter θ⃗ to this symmetry, the CFNS-Yang-Mills theory then has the local gauge symmetry

Gα⃗,θ⃗local := SU(3)α⃗local × [SU(3)/(U(1)×U(1))]θ⃗local (6.1.23)

6This is not surprising, because the connection space, i. e., the space of all gauge potentials, forms an affine
space. This guarantees that one can describe an arbitrary potential by adding a gauge-covariant piece Xµ(x) to
the restricted potential.
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which is larger than the local SU(3)α⃗local symmetry of the original Yang-Mills theory. One has to
introduce some gauge-fixing procedure in order to reduce this extended symmetry to the SU(3)
gauge symmetry of QCD. This will be described in Sect. 6.1.5.

6.1.4 Physical Relevance of the CFNS Decomposition and Wilson Loop

To understand the physical meaning of the CFNS decomposition we first express the field
strength tensor Gµν , Eq. (2.2.2), in terms of the new fields Vµ(x) and Xµ(x):

Gµν =
i

g
[Dµ[A], Dν [A]]

= (F3,µν +H3,µν)n̂3 + (F8,µν +H8,µν)n̂8︸ ︷︷ ︸
=:Ĝµν

+Dµ[V ]Xν −Dν [V ]Xµ + gXµ ×Xν ,
(6.1.24)

The field strength tensor of the restricted theory, Ĝµν , is composed of the field strengths Fi,µν +
Hi,µν made of the restricted potential,

Fi,µν := ∂µci,ν − ∂νci,µ (6.1.25a)

Hi,µν := −1

g
n̂i · (∂µn̂i × ∂ν n̂i) =: ∂µc̃i,ν − ∂ν c̃i,µ , (6.1.25b)

where c̃i,µ are the magnetic potentials.7 Some comments are in order: first notice, that—not
surprisingly—the field strength tensor

Ĝµν :=
i

g
[Dµ[V ], Dν [V ]] , (6.1.26)

defined by the restricted connection is proportional to n̂3(x) and n̂8(x). This actually follows
directly from the definition of the field strength tensor and from the defining condition (6.1.10a):

Ĝµν × n̂i =
1

g
[Dµ[V ], Dν [V ]] n̂i = 0 ,

which is only fulfilled if Gµν is proportional to n̂3(x) and n̂8(x). From Eq. (6.1.25) the dual
structure of the restricted connection Vµ(x) becomes evident; this justifies the notations electric
and magnetic potentials for ci,µ and c̃i,µ, respectively. This dual structure allows one to identify
(color) electric and magnetic currents, jµ and kµ, by applying Maxwell’s equations to the field
strength Gµν and its dual form ∗Gµν := 1

2εµνρσGρσ:

ji,µ(x) = ∂ν (n̂i(x) ·Gµν) = ∂νFi,µν (6.1.27a)

ki,µ(x) = ∂ν (n̂i(x) · ∗Gµν) = ∂ν∗H i,µν , (6.1.27b)

where ∗Hi,µν = 1
2εµνρσHi,ρσ is the dual magnetic field strength tensor.

Magnetic Monopoles

Taking the derivatives of the currents, one finds ∂µj
µ
i (x) = ∂µk

µ
i (x) = 0. It is tempting to expect

that the magnetic charges

gn̂i
=

∫
S2
R

ki,0(x) dσ⃗ , (6.1.28)

7Note, that the existence of such potentials is not clear at first sight. For the existence, de Rahm’s theorem,
∂µ (εµνρσHρσ) = 0, has to be fulfilled. We will see below, however, that the divergence of the dual magnetic
field strength tensor is determined by the magnetic monopole current which is not identically zero, but contains
singularities. In Ref. [158] it was shown, however, that such potentials can be found at least locally in each
section of the fiber bundle of (R4,SU(3)/(U(1) × U(1)). Since this proof relies on the fiber-bundle description of
the restricted gauge theory, it is beyond the scope of this work here.
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are conserved, where the integration is carried out over the two-sphere S2
R (see, e. g., Refs. [159,

160]): x⃗ 2 = R2 with R→ ∞. This argument is, however not true here. Although the magnetic
charge is indeed conserved, this does not originate in dynamics, but rather follows from the
topological structure of the color fields n̂3(x) and n̂8(x) in the three-dimensional space.8 This
means, that the gn̂i

do not generate a symmetry, and so Noether’s theorem does not apply. This
can be seen by noticing that the gn̂i

are completely determined by the color fields n̂i(x) and their
derivatives. They commute with all dynamical variables; thus, they do not generate symmetry
transformations. The appearance of a conserved (topological) magnetic charge is owing to
nontrivial boundary conditions of the color fields n̂i(x). We have mentioned at the beginning of
this section, that for (n̂3(x), n̂8(x)) being transitive, their target space is required to be restricted
to SU(3)/(U(1) × U(1)). On the other hand, the integral in Eq. (6.1.29) is extended over the
two-sphere. Therefore, for (n̂3(x), n̂8(x)) being singe-valued, as the two-sphere is covered once,
each of the n̂3(x), n̂8(x) will be covered an integral number of times. This is the result of

π2(SU(3)/(U(1)×U(1)) ≃ π1(U(1)×U(1)) ≃ Z× Z ,

where π2(G/H), π1(G/H) denote the second and first homotopy group of G/H. A nontrivial sec-
ond homotopy group of the quotient group of the gauge group G modulo an unbroken subgroup
H, π2(G/H) ̸= 0, is actually a very general condition for the appearance of magnetic monopoles
in a gauge theory (see Refs. [161, 162]). From this, one obtains the following magnetic charges:

gn̂3 =

∫
S2
R

k3,0(x) dσ⃗ =
4π

g

(
m− 1

2
m′
)

gn̂8 =

∫
S2
R

k8,0(x) dσ⃗ =
1

2

√
3
4π

g
m′ ,

(6.1.29)

where m,m′ ∈ N.9

Monopole Condensation and Confinement

The restricted connection Vµ(x) describes the potentials of electric and magnetic monopoles.
Now we examine the physical meaning of the covariant field Xµ(x). Writing the gauge part
of the QCD Lagrangian, Eq. (2.2.1), in terms of the CFNS variables n̂i(x), Vµ(x), Xµ(x), the
(Euclidean) Yang-Mills Lagrangian becomes

Lgauge =
1

2
Tr (GµνG

µν)

=
1

4

[
(F3,µν +H3,µν)

2 + (F8,µν +H8,µν)
2
]
+

1

2
Xa,µQab

µνXb,ν+

− 1

2
(Dµ[V ]Xν −Dν [V ]Xµ) · g(Xµ ×Xν) +

1

4
g2(Xµ ×Xν)

2 ,

(6.1.30)

where we have defined

Qab
µν [V ] := −(Dρ[V ]Dρ[V ])abδµν + 2gfabcĜ

c
µν , (6.1.31)

with

−(Dρ[V ]Dρ[V ])ab = −δab∂2ρ + g2
[(
V c
ρ

)2
δab − V a

ρ V
b
ρ

]
− gfabc∂ρV

c
ρ − 2gfabcV

c
ρ ∂ρ . (6.1.32)

The expressions above follow by noting n̂i(x)
2 = 1, n̂3(x) · n̂8(x) = 0 and by using first the

defining condition (6.1.10b) and then (6.1.10a):

0 = Dµ[V ](n̂i(x) ·Xν(x)) = n̂i(x) ·Dµ[V ]Xν(x) +Dµ[V ]n̂i(x) ·Xν(x) = n̂i(x) ·Dµ[V ]Xν(x) .

8We remind the reader of the discussion of instantons in Sect. 3.3.1, and, in particular, of the Chern-Simons
current.

9As mentioned earlier, n̂3(x) and n̂8(x) are not independent; this is now manifest in the magnetic charges, too.
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It is evident that Eq. (6.1.30) describes a U(1)×U(1) gauge theory coupled to a charged vector
field Xµ(x). In the literature, Xµ(x) is, hence, interpreted as the “valence gluon” which plays
the role of a colored source of the restricted theory [152, 153]. Moreover, Xµ(x) represents,
apart from the quarks, an independent colored degree of freedom that is subject to confinement.
This is a hint why only the restricted connection, Eq. (6.1.12), should play the dominant role
for confinement. The Lagrangian (6.1.30) has already been ordered according to powers of
the valence-gluon field Xµ(x). If we restrict ourself to quadratic terms in Eq. (6.1.32) without

derivatives, we obtain 1
2g

2
[(
V c
ρ

)2
δab − V a

ρ V
b
ρ

]
Xa
µX

b
µ, which can be diagonalized leading to a

mass term for the valence gluons. It turns out, then (see Ref. [146]), that these gluons acquire
a nonzero mass MX , if vacuum condensation10

⟨Bρ(x) ·Bρ(x)⟩ ̸= 0

occurs. This mass term is M2
X ∼ g2⟨Bρ(x) ·Bρ(x)⟩. From lattice calculations for the SU(2) case

it turns out to be MX ≃ 1.2GeV (see Ref. [163]).

Two important observations follow immediately from this result: first, remember that the
magnetic connection Bµ(x) is related to the magnetic monopole potential. Hence, ⟨Bρ(x) ·
Bρ(x)⟩ ̸= 0 is also related to the onset of magnetic monopole condensation which provides a
possible mechanism for confinement, as follows [164]: consider first ordinary superconductors
which are characterized by condensation of (equal) electric charges, the Cooper pairs. It is well
known that magnetic fields cannot penetrate a superconductor because of the Meissner effect.
This can be understood from the formation of a magnetic flux tube [165] (Abrikosov string) that
connects a magnetic monopole and an antimonopole by a linear potential.

Polyakov Loop

The Wilson-loop operator is defined as a path-ordered product of an exponent along a closed
loop C. With the non-Abelian Stokes theorem derived by Diakonov and Petrov [166, 167] one
obtains the following expression for the Wilson loop WA: Let G be a non-Abelian group with
maximal torus group H. Let Hi ∈ H (i ∈ {1, . . . , r}, r = rankG) be the generators of the
Cartan subalgebra of the corresponding Lie algebra of G. Finally, let m⃗ := (m1, . . . ,mr) denote
the highest weight of the chosen representation. Then (cf. also Ref. [168]),

WA(C) := Tr

[
P exp

(
i

∮
C
Aµ(x) dx

µ

)]
=

∫
DU(ξ) exp

{
i

∮
dξTr

[
miHi

(
U(ξ)A(ξ)U−1(ξ) +

i

g
U(ξ)

d

dξ
U−1(ξ)

)]}
,

(6.1.33)
where A(ξ) := Aµ(ξ)

dxµ

dξ . Here the functional integration extends over all gauge configurations

U(ξ).11 Formula (6.1.33) is manifestly gauge invariant, as is the Wilson loop itself. This version
of the Wilson loop removes the path ordering from WA in favor of a functional integration over
all gauge transformations U(ξ) along the loop.

10In this discussion, possible condensates of the electric components, ⟨Cρ(x) · Cρ(x)⟩, are neglected, because
they are incompatible with the residual U(1)×U(1) invariance.

11For the Wilson loop (and the Polyakov loop, considered later, as well) the gauge configurations U(ξ) are
subject to periodic boundary conditions: assume ξ1 being one point on the closed contour and let ξ2 correspond
to the same point but after we have performed a loop. Then the integration limits in Eq. (6.1.33) are explicitly
given as ∫

DU(ξ) exp

(
i

∮
dξ . . .

)
≡

∫
dU

∫ U(ξ2)=U

U(ξ1)=U

DU(ξ) exp

(
i

∫ ξ2

ξ1

dξ . . .

)
,

where dU denotes the invariant Haar measure on G/H. For the Polyakov loop, the boundary conditions are
ξ1 := ξ(0) = ξ(β) =: ξ2.
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We are now going to show that the exponential in Eq. (6.1.33) is already determined by the re-
stricted connection Vµ(x), Eq. (6.1.12). First notice that from ∂µn̂i(x) = [∂µU

−1(x)U(x), n̂i(x)]
and the defining condition (6.1.10a) one obtains [Vµ(x) + ig−1∂µU

−1(x)U(x), n̂i(x)] = 0 for all
i ∈ {1, . . . , r}. From Schur’s lemma, this implies, that Vµ(x) must have the form

Vµ(x) = Γi,µ(x)n̂i(x) + ig−1U−1(x) ∂µU(x) .

Comparing this to Eq. (6.1.24) it follows that Γi,µ(x) = ci,µ + c̃i,µ, a consequence of the dual
nature of Vµ(x). Furthermore, the second term can be expanded in terms of the a Cartan decom-
position using n̂i(x), i ∈ {1, . . . , r} and n̂⊥,i(x), i ∈ {1, . . . , dimG− r} (with n̂i(x) · n̂⊥,j(x) = 0
and n̂i(x) · n̂i(x) = n̂⊥,j(x) · n̂⊥,j(x) = 1) as a basis of G. Hence, the original connection may be
written as

Aµ(x) = (ci,µ(x) + c̃i,µ(x))n̂i(x) +
2i

g
Tr
(
n̂a(x)U

−1(x) ∂µU(x)
)
n̂a(x)

+
2i

g
Tr
(
n̂⊥,a(x)U

−1(x) ∂µU(x)
)
n̂⊥,a(x) +Xµ(x) ,

(6.1.34)

where we have used the previously introduced convention for the scalar product a⃗ · b⃗ = 2Tr(⃗a b⃗ ).
Next, again from the projection property

min̂i(x) ·Aµ(x) = 2Tr
[
miHiU(x)AµU

−1(x)
]
,

with

min̂i(x) ·Aµ(x) = mi(ci,µ(x) + c̃i,µ(x)) +
2i

g
Tr

(
min̂i(x)U

−1(x)
dU

dx

)
= mi(ci,µ(x) + c̃i,µ(x)) +

2i

g
Tr

(
miHi

dU

dx
U−1(x)

)
we finally obtain12

Tr

[
miHi

(
U(x)Aµ(x)U

−1(x) +
i

g
U(x)

d

dx
U−1(x)

)]
=

1

2
mi(ci,µ(x) + c̃i,µ(x)) . (6.1.35)

The Polyakov loop can then be calculated from

WA(C) =

∫
dU(ξ) exp

{
i

∮
dξ

[
1

2
mi(ci(ξ) + c̃i(ξ))

]}
, (6.1.36)

with ci(ξ) := ci,µ
dxµ

dξ , c̃i(ξ) := c̃i,µ
dxµ

dξ . Thus the Wilson line in Eq. (6.1.33) is given by the
diagonal components (“Abelian projection”) of the connection Aµ(x). The off-diagonal gluons,
Xµ(x), appear only in the expectation value of the Wilson loop, ⟨WA(C)⟩, as a term modifying
the Yang-Mills Lagrangian (6.1.30). This concludes the proof of Abelian dominance based on
monopole condensation.

6.1.5 Reduction Scheme

Having clarified the physical relevance of the CFNS decomposition, we can now proceed to show
how the nonlocal PNJL model derives from QCD. As noted previously (cf. Eq. (6.1.23)), the
CFNS-Yang-Mills theory has an enlarged gauge symmetry,

Gα⃗,θ⃗local = SU(3)α⃗local × [SU(3)/(U(1)×U(1))]θ⃗local . (6.1.23)

On the other hand, the number of degrees of freedom in the CFNS-Yang-Mills theory is 6 from
n̂(x), 4 · 2 = 8 from c3,µ(x), c8,µ(x), and 4 · 6 = 24 for Xµ(x) because of Eq. (6.1.10b). This

12Use dU−1

dξ
= −U−1 dU

dξ
U−1.
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implies that there are 32 + 6 degrees of freedom in total, 6 more than in standard quantum
chromodynamics. This excess number of degrees of freedom is introduced by the color field n̂(x)
that is also responsible for the enlargement of the gauge symmetry. However, as pointed out
previously, n̂(x) has only topological character but it is not a dynamical variable: the CFNS
gauge Lagrangian (6.1.30) does not generate an equation of motion for n̂(x). In this sense,
n̂(x) is a gauge artifact that can be removed by a gauge transformation.13 This means that the

additional degrees of freedom and the local [SU(3)/(U(1)×U(1))]θ⃗ symmetry can be removed
by imposing a gauge condition on the CFNS-Yang-Mills theory.

The gauge-fixing condition that reduces the gauge symmetry of the CFNS-Yang-Mills La-
grangian to the SU(3) local symmetry of the ordinary QCD Lagrangian proceeds as follows
(see Refs. [145, 148]). First, recall from Sect. 6.1.3 that the transformation properties of the
decomposed fields Bµ(x), Cµ(x), Xµ(x) are uniquely determined once those for Aµ(x) and n̂i(x)

are specified. Furthermore, the gauge parameters α⃗(x) and θ⃗(x) are independent, since the
original Yang-Mills Lagrangian does not depend on the choice of θ⃗(x). Therefore, the infinitesi-
mal version of the enlarged gauge transformation, δ

α⃗,θ⃗
, can be obtained by combining the local

transformations for δα⃗Aµ(x) and δθ⃗ n̂i(x) (see Sect. 6.1.3):

δα⃗Aµ(x) = Dµ[A]α⃗(x) (6.1.37a)

δ
θ⃗
n̂i(x) = gn̂i(x)× θ⃗⊥(x) , (6.1.37b)

where θ⃗⊥ ∈ L(SU(3)/H). Comparing this to Eqs. (6.1.17), it is clear that the enlarged sym-
metry (6.1.23) is broken down to the SU(3) symmetry if the condition α⃗⊥(x) = θ⃗⊥(x), with
α⃗⊥(x) := α⃗(x)− (α⃗ · n̂(x))n̂(x), holds. The appropriate reduction condition is then a version of
the maximal Abelian gauge, demanding a minimizing condition on the square of Xµ(x) ·Xµ(x)

with respect to variations of α⃗(x) and θ⃗(x):

δ
α⃗,θ⃗

∫
d4x

1

2
Xµ(x) ·Xµ(x) = 0 . (6.1.38)

Using Eq. (6.1.19) and the Jacobi identity (A.1) it is easy to show that

g2Xµ(x) ·Xµ(x) = (Dµ[A]n̂i(x)) · (Dµ[A]n̂i(x)) .

It follows by means of Eqs. (6.1.37) that

δ
α⃗,θ⃗

{
1

2
(Dµ[A]n̂i(x))

2

}
= g (n̂i ×Dµ[A]n̂i(x)) ·Dµ[A](α⃗⊥(x)− θ⃗⊥(x)) .

Clearly, (Dµ[A]n̂i(x))
2 is invariant under the subset α⃗⊥(x) = θ⃗⊥(x) of the enlarged transforma-

tion (6.1.37). Therefore, this gauge-fixing condition leaves exactly the SU(3) gauge symmetry
invariant.

Finally, we write the gauge condition (6.1.38) in its differential form. This can be deduced
from Eq. (6.1.38) using integration by parts and using the definition (6.1.11) for the covariant
field Xµ:

δ
α⃗,θ⃗

∫
d4x

{
1

2
(Dµ[A]n̂i(x))

2

}
= −

∫
d4x (α⃗⊥(x)− θ⃗⊥(x)) ·Dµ[A]g (n̂i ×Dµ[A]n̂i(x))

= −
∫

d4x (α⃗⊥(x)− θ⃗⊥(x)) · gDµ[A]Xµ(x) .

The differential reduction condition, χ, is then expressed as14

χ[{n̂i}, Cµ, Xµ] := Dµ[V ]Xµ(x) = 0 . (6.1.39)

13In order to be precise, this statement is true at least locally section-wise, as discussed above.
14Note Xµ(x)×Xµ(x) = 0.
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Indeed, χ ∈ SU(3)/(U(1)×U(1)) (one has n̂i(x) ·χ(x) = 0 because of 0 = Dµ[V ](n̂i(x) ·Xµ(x)) =
n̂i(x) ·Dµ[V ]Xµ(x)), and hence the number of reduction conditions is 8− 2 = 6, as necessary.

The major advantage of the gauge-fixing condition (6.1.39) is clearly that it removes the local
SU(3)/(U(1)× U(1)) symmetry from the theory, leaving the remaining SU(3) gauge symmetry
fully intact. A second gauge condition must be chosen in order to remove the unphysical QCD
degrees of freedom from the theory (imposing, i. e., the Landau or Lorenz gauge condition).
One is really left with ordinary quantum chromodynamics expressed in terms of the new CFNS
variables n̂i(x), ci,µ(x), Xµ(x). The requirement of a gauge-fixing condition for Xµ(x) is not
surprising. This feature is familiar from the background-field formalism. Indeed, Vµ(x) acts
here as the background field. The decomposition Aµ(x) = Vµ(x)+Xµ(x) is not unique since one
can always add another covariant field X̃µ(x) and find an alternative decomposition. In order
to get rid of this arbitrariness one needs to fix Xµ(x) by imposing a gauge condition, as given
by Eq. (6.1.39).

6.2 Derivation of the Nonlocal PNJL Model

We are now ready to express the (Euclidean) QCD action, Eq. (2.5.6), in terms of the CFNS
fields n̂i(x), ci,µ(x), Xµ(x) (i ∈ {3, 8}). Originally,

SQCD
E = Sq + Sgauge

Sq =
∫

d4x
∑

f∈flavors
ψ̄f
(
−i/∂ +mf + g /A+ iµfγ4

)
ψf

Sgauge =
1

2

∫
d4xTr(GµνGµν) .

(2.5.6′)

After applying the CFNS decomposition Aµ(x) = Vµ(x) +Xµ(x). The matter part Sq becomes:

Sq =
∫

d4x

[ ∑
f∈flavors

ψ̄f
(
−i/∂ +mf + g /V + iµfγ4

)
ψf +

∑
f∈flavors

ψ̄fg /Xψf

]
, (6.2.1)

and the gauge part, derived from the Yang-Mills Lagrangian, is given in Eq. (6.1.30):

Sgauge =

∫
d4x

[
1

4

[
(F3,µν +H3,µν)

2 + (F8,µν +H8,µν)
2
]
+

1

2
Xa,µQab

µνXb,ν+

−1

2
(Dµ[V ]Xν −Dν [V ]Xµ) · g(Xµ ×Xν) +

1

4
g2(Xµ ×Xν)

2

]
.

(6.2.2)

When dealing with n̂i(x), ci,µ(x) and Xµ(x) as independent variables, we have to make sure that
n̂i(x) · n̂i(x) = 1 and n̂i(x) · Xµ(x) = 0. These two constraints are invariant under the gauge
transformations (6.1.37) by construction. The most general method to include the gauge-fixing
condition is provided by the Becchi-Rouet-Stora-Tyutin (BRST) quantization, a generalization
of the Faddeev-Popov quantization. Applying the BRST quantization to the CFNS theory by
implementing the gauge-fixing condition (6.1.39), the remaining SU(3) gauge symmetry is fully
retained.

The BRST quantization proceeds in the same way as the Fadeev-Popov method,15 i. e.,
one writes down the generating functional, ZCFNS, including the constraints as delta functions
imposed on the fields. In our case we obtain specifically16

ZCFNS =

∫
D n̂DcDX J exp

(
−SQCD

E [n̂, c,X]
)
, (6.2.3)

15The advantage of the BRST over the Faddeev-Popov quantization is that the first allows an arbitrary gauge-
fixing condition while the latter is restricted to gauge-fixing conditions that can be expressed in terms of ghost-
antighost terms.

16Here, we suppress the source term, because it is not needed.
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where the components of the fields, over which the integration has to be extended, are collected
in n̂ ≡ {n̂i}, c ≡ {ci,µ}, X ≡ {Xµ}. The functional determinant J appears when changing the
variables of the extended gauge theory from (n̂, A) to (n̂, c,X). It turns out to be J = 1 (see
Ref. [148]), and will hence be neglected. In the standard BRST quantization scheme, which
can be found in the literature (e. g., Ref. [169]), the gauge-fixing condition is implemented by
introducing, first, ghost and antighost fields G and Ḡ, respectively, plus the so-called Nakanishi-
Lautrup auxiliary fields N and N̄ . The additional contribution to the action, SFP+GF, that
describes both the (generalized) Faddeev-Popov ghosts and antighosts, and the gauge-fixing
condition, is determined by

SFP+GF = −i

∫
d4x δBRST

(
Ḡ · χ[n̂, Cµ, Xµ]

)
, (6.2.4)

where δBRST(Y ) denotes the BRST transformation of the field Y ∈ {n̂, c,X,G, Ḡ,N, N̄} corre-
sponding to the gauge transformation (6.1.37). This transformation is characterized by being
nilpotent, i. e., δ2BRST = 0. Since its construction is rather involved, we refer the interested
reader to the literature, cf. Ref. [170], and content ourself here with the result

SFP+GF =

∫
d4x

[
N ·Dµ[V ]Xµ + iḠ ·Dµ[V ]Dµ[A]G+ g2

(
iḠ · (n̂×Xµ)

)
((n̂×Xµ) ·G)

]
.

(6.2.5)
The full generating function, including the correct gauge-fixing condition in order to eliminate
the redundant SU(3)/(U(1)×U(1)) local symmetry, is then given by

Z̃CFNS =

∫
D n̂DcDX DGDḠDN DN̄ exp

[
−
(
SQCD
E [n̂, c,X] + SFP+GF[G, Ḡ,N, N̄ , n̂, c,X]

)]
.

(6.2.6)
Carrying out the functional integrals over the fields G, N and Xµ, keeping only terms up to

second order (“one-loop level”) in SQCD
E and SFP+GF and completing the square with respect

to Xµ in SQCD
E , the effective CFNS action results as follows:

SCFNS =

∫
d4x

[
1

4
Ĝ2
µν +

∑
f∈flavors

ψ̄f
(
−i/∂ +mf + g /V + iµfγ4

)
ψf

]
+

+

∫
d4xd4y

1

2

(
ψ̄(x)γµtaψ(x)

)
g2
(
Q−1

)ab
µν

(x, y)
(
ψ̄(y)γνtbψ(y)

)
+

+
1

2
ln detQab

µν − ln detRab ,

(6.2.7)

with Ĝcµν defined in Eq. (6.1.24), and (cf. Eq. (6.1.31))

Qab
µν = Rabδµν + 2gfabcĜ

c
µν , Rab := − (Dρ[V ]Dρ[V ])ab . (6.2.8)

The term in the second line comes from the completion of the square, the first term in the third
line comes from the integration over Xµ in Eq. (6.1.30), and the last term in the third line

is the Faddeev-Popov determinant17. Here,
(
Q−1

)ab
µν

is the X-field correlator and a nonlocal
four-fermion interaction is generated. This is exactly the expression that appears in the nonlocal
PNJL model. The range of the nonlocality is determined by the correlation length ξ, character-
istic of the color exchange through gluon fields, and it is given by the inverse MX (defined in
the previous section), thus ξ ∼M−1

X ≈ 0.15 fm.

17This term follows from Eq. (6.2.5) after writing Ḡ ·Dµ[V ]Dµ[A]G = Ḡ ·Dµ[V ]Dµ[V ]G+ Ḡ ·Dµ[V ]gXµ ×G
and neglecting the last expression because being cubic in the ghost and Xµ(x) field.
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6.2.1 Weiss Potential and Renormalization Group Equation

After the determination of the effective action, SCFNS, in Eq. (6.2.7), we can now proceed with
its further evaluation. First, consider the gauge part,

Sgauge
CFNS =

∫
d4x

1

4
Ĝ2
µν +

1

2
ln detQab

µν . (6.2.9)

We adopt the Polyakov gauge for the four-component of the field Vµ(x):

Va,4(x) = c3,4(x⃗ )δa3 + c8,4(x⃗ )δa8 =⇒ ∂4V3,4(x) = 0 , ∂4V8,4(x) = 0 . (6.2.10)

Notice, however, that the Polyakov gauge, Eq. (6.2.10), is not complete. An additional gauge
condition must be chosen in order to eliminate all nonphysical degrees of freedom from the
theory. Here we use the Abelian gauge, fixing n̂3(x) ≡ ê3 := (0, 0, 1, 0, 0, 0, 0, 0)⊤ and n̂8(x) ≡
ê8 := (0, 0, 0, 0, 0, 0, 0, 1)⊤ in adjoint representation. The advantage of this gauge fixing is that
the restricted connection, Vµ(x), is proportional to the Cartan-algebra elements t3, t8. This,
in turn, reduces the integration in the generating functional (6.2.6) over the fields c. Next,
decompose the gluon part,18

1

4
Ĝ2
µν =

1

2
Ĝ2

4j +
1

4
Ĝ2
jk ,

into “electric” and “magnetic” pieces. The electric part is

1

2
Ĝ2

4j =
1

2
(∂jVa,4)

2 − 1

2
Va,jD

ac
4 [V ]Dcb

4 [V ]Vb,j , (6.2.11)

with Dac
4 [V ]Dcb

4 [V ] given in Eq. (6.1.32),

−Dac
4 [V ]Dcb

4 [V ] = −δab∂24 − 2gf3abV3,4∂4 − 2gf8abV8,4∂4+

+ g2V3,4V3,4diag

(
1, 1, 0,

1

4
,
1

4
,
1

4
,
1

4
, 0

)
ab

+

+ g2V3,4V8,4diag

(
0, 0, 0,

√
3

2
,

√
3

2
,−

√
3

2
,−

√
3

2
, 0

)
ab

+

+ g2V8,4V8,4diag

(
0, 0, 0,

3

4
,
3

4
,
3

4
,
3

4
, 0

)
ab

.

(6.2.12)

The magnetic part is

1

4
Ĝ2
jk =

1

2
Va,j (−δjk∂ℓ∂ℓ + ∂j∂k)Va,k +O(V 3) . (6.2.13)

Next, we expand the theory around the nontrivial background for V4 and assume vanishing
expectation values for the spatial components Vj :

Va,4(x) = 2φ1/(gβm3)δ
a3 + v3,4(x⃗ )δ

a3 + 2φ2/(gβm8)δ
a8 + v8,4(x⃗ )δ

a8

Va,j(x) = 0 + va,j(x) = c3,j(x)δ
a3 + c8,j(x)δ

a8 ,
(6.2.14)

where the last line is valid for the Abelian gauge assumed here. Recall that m⃗ := (m3,m8)
denotes the maximal weight vector of a representation. The prefactors in the expectation value
of Va,4 are chosen such that the Polyakov loop Φ, calculated using Eq. (6.1.36), is given in leading
order in V4 by19

Φ =
1

3
trc [exp (iφ1t3 + iφ2t8)] . (6.2.15)

18Latin characters denote the spatial components, only, i. e., j ∈ {1, 2, 3}.
19Note the change in notation compared to Eq. (5.2.17): for convenience, we have set φi = 2ϕi for i ∈ {3, 8}.
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From the explicit form of the magnetic part, Eq. (6.2.13), of the field strength tensor it is
convenient to split the spatial fluctuations, va,j , into the transverse and longitudinal components,
vta,j , v

l
a,j , respectively,

vta,j(x) := Πtjkva,k(x) :=

(
δjk −

∂j∂k
∂ℓ∂ℓ

)
va,k(x)

vla,j(x) := Πljkva,k(x) := (1−Πtjk)va,k(x) ,

with the transverse and longitudinal projection operators, Πt,Πl, which satisfy
(
Πt
)2

=
(
Πl
)2

=
1 and ΠtΠl = 0. Then the gauge part of the CFNS action (6.2.9) up to quadratic order in the
fluctuations, reads:

Sgauge
CFNS =

1

2
ln detQab

µν +
β

2

∫
d3x⃗ [v3,4(x⃗ )(−∂ℓ∂ℓ)v3,4(x⃗ ) + v8,4(x⃗ )(−∂ℓ∂ℓ)v8,4(x⃗ )] +

+
1

2

∫
d4x vta,j(x)

{
−δab∂ℓ∂ℓ −Dac

4 [V ]Dcb
4 [V ]

}
vtb,j(x)+

+
1

2

∫
d4x vla,j(x)

{
−Dac

4 [V ]Dcb
4 [V ]

}
vlb,j(x) +O(v3) .

(6.2.16)

Now, the functional integration over the fields v4, v
t
j , v

l
j can be performed20 with −Dac

4 [V ]Dcb
4 [V ]

evaluated at the mean-field values V3,4(x) → 2φ1/(gβm3), V8,4(x) → 2φ2/(gβm8), leading to

Sgauge
CFNS =

1

2
ln detQab

µν + 2 · 1
2
Tr ln(−∂ℓ∂ℓ) + 2 · 1

2
Tr ln

{
−δab∂ℓ∂ℓ −Dac

4 [V ]Dcb
4 [V ]

}
+

+
1

2
Tr ln

{
−Dac

4 [V ]Dcb
4 [V ]

}
.

Observing Qab
µν = δµνRab = −δµνDac

4 [V ]Dcb
4 [V ] in Polyakov gauge, the first term on the right-

hand side (from the integration over the fields Xµ(x)) and the first term in the second line (from
the longitudinal gluons) is exactly canceled by the Faddeev-Popov ghost term, − ln detRab, that
contributes to the total action (6.2.7). Therefore, the gauge part of the action reduces to

Sgauge
CFNS → S̃gauge

CFNS = Tr ln(−∂ℓ∂ℓ) + Tr ln
{
−δab∂ℓ∂ℓ −Dac

4 [V ]Dcb
4 [V ]

}
. (6.2.17)

Finally, using Ωgauge
CFNS = T

V S̃
gauge
CFNS and exploiting the Matsubara formalism, the traces can be

evaluated, leading to the following (φ1, φ2)-dependent contribution to the free energy Ωgauge
CFNS:

Ωgauge
CFNS ≡ VW (φ1, φ2) = f(φ1) + f

(
1

2
φ1 +

√
3

2
φ2

)
+ f

(
−1

2
φ1 +

√
3

2
φ2

)
, (6.2.18)

with

f(φ) =
1

2
T

∫
d3p⃗

(2π)3
4 ln

[
1− 2e−βp cosφ+ e−2βp

]
(6.2.19)

≃ T 4

[
−1

6
(φ− π)2 +

1

12π2
(φ− π)4 +

π2

12

]
(mod 2π) .

20Note, that the integration over n̂, c has been changed into an integration over v4, v
t
j , v

l
j . Not all of the latter

fields are, hence, independent and one would require an additional Faddeev-Popov determinant term in order to
get rid of the unphysical degrees of freedom. We will see, however, that the ghost term − ln detRab in Eq. (6.2.7)
already removes the (unphysical) longitudinal contributions. The reason for this is that the reduction scheme used
for breaking down the enlarged CFNS symmetry (6.1.23) to the local SU(3) symmetry was already an Abelian
gauge-fixing condition similar to that imposed here on n̂(x).
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VW is the so-called Weiss potential (cf. [171]). It exhibits Z(3) symmetry. It turns out that the
minimum of the Weiss potential is realized at the point where the Z(3) symmetry is sponta-
neously broken (e. g., (φ1, φ2) = (0, 0), (φ1, φ2) = (0, 4π/

√
3), (φ1, φ2) = (2π, 2π/

√
3)). Thus the

Weiss potential invariably describes the deconfined (high-temperature) phase. The treatment of
the action up to second order in the fluctuations of the gauge field Vµ(x) only reproduces the
high-temperature case where a perturbative expansion applies. The Weiss potential is generated
by the spatial fluctuations of the transverse components of the field Vµ(x). In turn, one con-
cludes that (in Polyakov gauge) fluctuations of the four-component, V4(x), carry the confining
properties of the Polyakov-loop variables.

The next step is to include fluctuations of V4(x) in order to obtain a Polyakov-loop potential
that describes the confinement-deconfinement transition in pure Yang-Mills theory. As shown
in Ref. [172], the effective Polyakov-loop potential can best be extracted by calculating the
effective action Γ within Wetterich’s functional renormalization-group approach. To this end,
one introduces an infrared cutoff for the transversal spatial gauge fields and in the temporal gauge
fields by modifying the action Sgauge

CFNS according to Sgauge
CFNS → Sgauge

CFNS[v4, v
t] + ∆Sk[v4] + ∆Stk[vt],

with an infrared scale k and cutoff terms

∆Sk[v4] =
1

2
β

∫
d3x⃗ v4R4,kv4

∆Stk[vt] =
∫ β

0
dτ

∫
d3x⃗ vta,iR

t
kv
t
a,i .

(6.2.20)

The regulators Rk are chosen to be momentum dependent and required to provide masses at low
momenta and to vanish at large momenta. For k → 0 they vanish identically, and one recovers
the full nonperturbative result for the action Γ .21

The flow of the cutoff-dependent effective Γk is then given by Wetterich’s equation, cf.
Refs. [173–175], for Yang-Mills theory in Polyakov gauge,

∂tΓk[v4, v
t] =

1

2
Tr

{(
Γ

(2)
k [v4, v

t] +Rk

)−1
∂tRk

}
, (6.2.21)

where t := ln(k/Λ), and Λ is some reference scale.
(
Γ

(2)
k

)
µν

:= ∂2Γk
∂vµ∂vν

denotes the second deriva-

tives (propagator) of the effective action with respect to the fields v4, vj := vtj . In Polyakov gauge,
it turns out (cf. Ref. [172]), that the simple approximation calculated above in Eq. (6.2.17), is
sufficient to describe the confinement-deconfinement phase transition. Hence, we have

Γk[v4, v
t] = β

∫
d3x⃗

[
1

2
v3,4(x⃗ )(−Z4,k∂ℓ∂ℓ)v3,4(x⃗ ) +

1

2
v8,4(x⃗ )(−Z4,k∂ℓ∂ℓ)v8,4(x⃗ ) + Vk[v4]

]
+

+
1

2

∫
d4xZj,kv

t
a,j(x)

{
−δab∂ℓ∂ℓ −Dac

4 [V ]Dcb
4 [V ]

}
vtb,j(x) ,

(6.2.22)
with k-dependent wave-function renormalizations Z4,k, Zj,k. The effective Polyakov potential,
Veff[v4], is given by Veff[v4] := limk→0 Vk[v4], and Vk[v4] has to be determined via the Wetterich
flow equation (6.2.21). Here we do not go into all details of the calculation, and refer the reader
to Ref. [172]. We comment, however, on some of the keystones of the calculation: using the

21We do not specify the explicit form of the regulators Rk here. We mention, however, that Rk(q) should satisfy
three requirements: First, it should play the role of an infrared regularization such that limq2/k2→0Rk(q) > 0,
i. e., the regulator term can, indeed, be viewed as a momentum-dependent mass term. Second, one demands
limk2/q2→0Rk(q) = 0, i. e., one automatically recovers the standard generating functional, as well as the full
effective action in this limit: limk→0 Zk = Z and limk→0 Γk = Γ . Third, the functional integral is dominated by the
stationary point of the action in the limit k → ∞: limk2→Λ2→∞Rk(q) → ∞. This justifies the use of the saddle-
point approximation which filters out the classical field configuration and the bare action, Γk→Λ → S + const.,
where Λ is some reference scale.
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FIGURE 6.1: Full effective SU(2) potential Veff as a function of the (normalized) temporal com-
ponent of the gluon field, φ := βgv4. The differently colored lines correspond to temperatures
ranging from 500MeV in the deconfined region to 250MeV in the confined phase. The expec-
tation value ⟨φ⟩ (that determines the Polyakov loop L[⟨v4⟩] = cos

( ⟨φ⟩
2

)
) in the center-broken

deconfined phase is given by the transition point between the decreasing part of the potential
for small φ and the flat region in the middle of the plot. In the center-symmetric confined phase
it is just given by the minimum at φ = π (from Ref. [172]).

truncation scheme of Ref. [172], leading to Eq. (6.2.22), and neglecting back-reactions of Vk[v4]
on the transversal gauge fields, the flow equations (6.2.21) for the temporal, v4, and spatial,
vt, components decouple. This allows one to split the effective potential into the corresponding
pieces, Vk[v4] := V t

k [v4] + ∆Vk[v4]. From the calculations above it is clear that limk→0 V
t
k [v4] =

VW (v3,4, v8,4), i. e., it reproduces the Weiss potential.

We are finally left with the determination of ∆Vk, the part of the effective potential induced
by V4 fluctuations. Since the contributions from transversal fields have been treated indepen-
dently of those of the temporal fields, it suffices to consider the following action:

Γk[v4] = −β
∫

d3x⃗

[
1

2
v3,4(x⃗ )Z4,k∂ℓ∂ℓv3,4(x⃗ ) +

1

2
v8,4(x⃗ )Z4,k∂ℓ∂ℓv8,4(x⃗ )−∆Vk[v4]− V t

k [v4]

]
.

(6.2.23)
This action allows one to derive the flow equation for the potential generated by the fluctuations
of V4,

β∂t∆Vk =
1

2

∫
d3p⃗

(2π)3
∂tR4,k

Z4p⃗ 2 + ∂24
(
∆Vk + V t

k

)
+R4,k

. (6.2.24)

The resulting effective action, Veff[v4] = limk→0

(
V t
k [v4] + ∆Vk[v4]

)
, is shown in Fig. 6.1 for the

SU(2) case. This potential leads to a critical temperature T
SU(2)
c = 305+40

−55MeV [172] (compare
also Ref. [176]).

Summarizing the Yang-Mills part, we find an effective Polyakov potential that describes the
confinement-deconfinement transition when both, the transverse- and temporal-gluon fluctua-
tions are included. Transverse gluons, vt, govern the perturbative behavior in the deconfined
high-temperature phase while fluctuations of the temporal gluons, v4, are responsible for the
confinement.
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6.2.2 Derivation of the Nonlocal PNJL Model

After the discussion of the Yang-Mills part of the reformulated (CFNS) quantum chromodynam-
ics, we are now ready to derive the nonlocal PNJL model. Let us first address the Polyakov-loop
effective potential. QCD in the one-loop approximation cannot account for confinement: the
Weiss potential (6.2.18) leads to deconfinement at all temperatures. Only the full nonperturba-
tive treatment, using the renormalization group equations generates confinement. The one-loop
treatment shows, however, that a potential describing deconfinement must include transverse
gluons as degrees of freedom. It can therefore be stated that the Polyakov-loop effective po-
tential, U of Eq. (5.2.20), used in our calculations and leading to the correct Stefan-Boltzmann
limit, already incorporates transverse gluons parametrized in terms of the temporal field v4.

Having clarified the origin of the U in the nonlocal PNJL model, we can now relate the four-
fermion interaction in the CFNS action (6.2.7) to that of the nonlocal PNJL model (Eq. (3.2.4)).

Under the assumption of
(
Q−1

)ab
µν

being diagonal in color space and Euclidean time-space, it is

easy to recover the following relation between the momentum distribution function, C(z), of the
nonlocal PNJL model, and the X-field correlator

(
Q−1

)ab
µν

(in Euclidean time-space):

g2
(
Q−1

)ab
µν

(x, y) = GδµνδabC(x− y) ,

(g2 = 4παs denotes the strong-interaction coupling strength) from which we obtain

G C(x− y) = g2
(
Q−1

)ab
µν

(x, y)
δµν
4

δab
N2

c − 1

= g2
Tr
(
R−1

)
N2

c − 1
.

(6.2.25)

Changing to Euclidean momentum space, the explicit calculation of the inverse correlator,(
R−1

)ab
, in Polyakov gauge (we have Ĝcµν = 0, and thus Qab

µν is determined by Eq. (6.1.32)
with Eq. (6.2.12)) leads to

Tr
(
R−1

)
ω,p⃗

= 2ϕω,p⃗ (0, 0) + ϕω,p⃗ (φ1, 0) + ϕω,p⃗ (−φ1, 0)+

+ ϕω,p⃗

(
1

2
φ1,

√
3

2
φ2

)
+ ϕω,p⃗

(
−1

2
φ1,

√
3

2
φ2

)
+

+ ϕω,p⃗

(
1

2
φ1,−

√
3

2
φ2

)
+ ϕω,p⃗

(
−1

2
φ1,−

√
3

2
φ2

)
,

(6.2.26)

where

ϕω,p⃗ (φ1, φ2) :=
1

p⃗ 2 + (ω − (φ1 + φ2)/β)2
. (6.2.27)

With this, we obtain exactly the momentum distribution function, Eq. (3.2.39) (compare, also,
Eqs. (5.3.6) and (5.3.14)), that we used in our finite-temperature calculations, once g2 = 4παs

is used.
In summary, the nonlocal PNJL model used in the present work has indeed its basis in

a consistent QCD treatment. The form of the nonlocality distribution function C(p) derives
from this formulation. It has been demonstrated that the Polyakov loop depends only on the
fields Vµ(x), i. e., the gauge fields that lie in the Cartan algebra of the SU(3) Lie group. An
expansion around nonvanishing expectation values of their temporal components, V4(x), and
assuming vanishing spatial components ⟨Vj(x)⟩ = 0, j ∈ {1, 2, 3} allows one to recover, first,
a deconfining (Weiss) potential governed by fluctuations of the transverse fields vt, and then,
using the renormalization group equations, a confining potential directed by the fluctuations
of the temporal components v4. We conclude for the gauge part that all this information is
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incorporated in the Polyakov-loop effective potential U used in the Polyakov-loop-extended NJL
model. Concerning the matter part, we have obtained the nonlocal four-fermion interaction
with a distribution function of the form used in the PNJL model and previously motivated by
the operator product expansion. With this we conclude our extended derivation of the nonlocal
PNJL model from QCD first principles.





Chapter 7

Discussion and Conclusion

In this thesis we have derived and presented a nonlocal Polyakov-loop-extended Nambu–Jona-
Lasinio model, suitable for a description of strongly interacting matter at finite temperature and
finite density. In our presentation, we have followed the “historical”, bottom-up development of
the model. We have started with the local NJL models, pointed out their limitations (imposed,
in particular, by the characteristic momentum cutoff), and have then extended the model by
establishing contact with Dyson-Schwinger calculations. The resulting model includes a nonlocal
four-fermion coupling plus a six-fermion Kobayashi-Maskawa-’tHooft interaction. It has turned
out, that this nonlocal NJL model can be coupled to the Polyakov loop, the order parameter
for the confinement-deconfinement transition in the pure gauge theory. Given this framework
we have derived the phase diagrams as they result from both the two- and three-flavor nonlocal
PNJL models.

7.1 Discussion

At this stage it is worth pointing out that we have actually gained more than yet another model
for a tentative description of the phase diagram of QCD. Based on and extending recent work by
K.-I. Kondo, we have clarified in Chapt. 6 how the Nf = 3 nonlocal PNJL model can be derived
from first QCD principles. The reformulation of quantum chromodynamics in terms of the Cho-
Faddeev-Niemi-Shabanov decomposition of the gauge fields allows one to consistently derive
the PNJL model and to understand the impact of the assumptions and simplifications made
in constructing the PNJL model. The role played by the gauge sector has been investigated
in detail. In lattice calculations it has been shown that the nondiagonal SU(3) gauge fields
become massive valence gluons. It follows that only the diagonal fields should play a role when
describing confinement. Indeed, the Polyakov loop can be parametrized in terms of the SU(3)-
Cartan-algebra elements A3 and A8 only. We have clarified the impact of transverse gluons: at
first sight one might assume that the Polyakov-loop-effective potential U , used in the present
work, includes only the contributions from longitudinal gluons since it exclusively depends on A3

4

and A8
4. We have shown, however, that an effective potential describing deconfinement implicitly

incorporates contributions from transverse gluons. Finally, treating the fermion sector of the
reformulated QCD allows one to recover exactly the nonlocal PNJL model used in this thesis.

In essence we now have a solid basis for and a profound understanding of (non)local PNJL
models. The derivation of the nonlocal PNJL model starting from full QCD allows one to
systematically include higher-order corrections.

Turning the discussion to thermodynamics, we have first considered the two-flavor scenario.
The strong entanglement of the chiral and the confinement-deconfinement transitions is manifest.
It is demonstrated to persist for the three-flavor case as well. Several thermodynamical quantities
have been calculated, such as the pressure, the energy density and the sound velocity, at the
mean-field level and including second-order corrections from pions.

109
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The major purpose of the two-flavor studies was a direct comparison to two-flavor calculations
performed in the local model [38]. The results up to the critical temperature, T ∼ Tc, are very
similar, but above Tc, the results differ reflecting the impact of the momentum cutoff in the local
PNJL model. In a second step, the same thermodynamical quantities have been calculated for
the three-flavor case. Furthermore, we have determined the QCD phase diagram as it results
from the nonlocal PNJL model. The three-flavor model is more involved compared to the two-
flavor case, because of the axial anomaly. In particular, we have calculated the movement of
the critical point as a function of the strength of the axial anomaly. In contrast to local-PNJL
investigations we have found that the critical point moves considerably on the chemical-potential
axis, while it is more stable on the temperature axis. This behavior can be understood from
the Columbia plot (cf. Chapt. 4) taking into account the particular values of parameters used
in the nonlocal PNJL model: in order to reproduce the physical meson spectrum, we have used
current quark masses mu = md = 3MeV and ms = 70MeV (corresponding to a renormalization
scale of about 2GeV). On the other hand, the axial-anomaly strength in the nonlocal model
had to be chosen about twice as large compared to the local model. From local-PNJL model
calculations [177] we know that the first-order chiral-transition region in the Columbia plot is
increasing with a rising anomaly strength. It is clear that the axial anomaly has a major impact
on the structure of the QCD phase diagram.

Furthermore, when considering the phase diagram of QCD, we have noticed that the first-
order transition line ends in nuclear territory when T → 0. This clearly indicates that important
degrees of freedom are missing when approaching nuclear-matter densities and low temperatures.
Regardless of whether the first-order line ends above or below µB = MN = 940MeV, it must
always be kept in mind that the known physics of nuclear matter influences the phase structure
qualitatively.

We have conceded some space to the discussion of finite-temperature lattice results. In
the last four years, major progress has been made in calculations at finite temperature but
zero density. It appears to be well-established that the transition from the chirally broken
to the chirally restored phase is a crossover. The actual challenge is, however, to determine
the transition temperature Tc itself. Until a year ago two numbers, TBMW

c ≈ 150MeV of
the Budapest-Marseille-Wuppertal collaboration, and T “hotQCD”

c ≈ 190MeV of the “hotQCD”
collaboration, existed that could not be reconciled with one another. During this year 2010 the
“hotQCD” collaboration has investigated the impact of discretization errors and of unphysically
large meson masses on their results. As of today it seems most likely that both collaborations
converge towards a transition-temperature range of Tc ≈ 155–170MeV.

Despite open questions regarding the lattice results, we show in Fig. 7.1 our nonlocal PNJL-
model results for the chiral condensate including pionic corrections (compare Fig. 5.12). Thermal
pions, owing to their small masses, influence the behavior of the chiral condensate in the tran-
sition region (note, that TBMW

c ≈ 150MeV ∼ mπ). It will be important in future investigations
to properly include the effects induced by pions and other light mesons.

7.2 Conclusion

The aim of this work has been to construct a model beyond the local NJL approach with
its simplistic momentum-space cutoff. Basic features related to the chiral and confinement-
deconfinement transitions are well reproduced. Further steps must include diquark degrees of
freedom. From a schematic Ginzburg-Landau treatment [178, 179] it turns out that diquarks
in color superconductors play an essential role in the low-temperature and high-density region.
When including a diquark-diquark-chiral condensate interaction, it is even possible to obtain
two critical points: the first one is the end point of the first-order chiral-transition line turning
into the chiral crossover at high temperatures. The second one arises in the low-temperature
and high-density region (at least with three degenerate flavors), removing the sharp border line
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FIGURE 7.1: Chiral condensate calculated in mean-field approximation (dashed line) and in-
cluding thermal pions (solid line) compared to lattice data of the Budapest-Wuppertal-Marseille
collaboration using physical meson masses [98].

between nuclear matter and superconducting quark matter (this is the so-called quark-hadron
continuity). In forthcoming work it will be interesting to investigate further the high-density
phase within the nonlocal PNJL model approach.

Concerning the work presented in this thesis we conclude that the effort of promoting the
celebrated NJL model to a nonlocal PNJL model has been worthwhile for several reasons: first
the nonlocal Polyakov-loop-extended NJL model can be deduced from quantum chromodynamics
by performing a suitable transformation and by systematically expanding the resulting theory.
Second, the nonlocal PNJL model meets Dyson-Schwinger calculations (at least in the zero-
temperature case), the results of which can be compared to our findings. Third, the nonlocal
model does not need to be regularized by a momentum cutoff, unlike the local NJL model, so
that the thermodynamics can be described up to arbitrarily large temperatures and densities,
in principle. A restriction, in a sense, is imposed upon the model by the degrees of freedom
relevant for the description of nuclear matter and its neighborhood. But, there is no conceptual
impediment to include diquark or other condensates. Thermal meson modes can be and have
been investigated (e. g., Fig. 7.1). Now that lattice computations reach physical pion masses it
becomes important to include such mesonic corrections to thermodynamical quantities.





Appendix A

Notations and Conventions

A.1 Isospin Matrices

The up and down quarks, u and d, form an isospin SU(2) doublet,

|u⟩ =
(
1
0

)
, |d⟩ =

(
0
1

)
.

The standard isospin basis of the isospin matrices is given by

τ⃗ = (τ1, τ2, τ3) , τ± =
1

2
(τ1 ± iτ2)

τ1 =

(
0 1
1 0

)
, τ2 =

(
0 −i
i 0

)
, τ3 =

(
1 0
1 0

)
,

so that

τ3|u⟩ = |u⟩ , τ3|d⟩ = −|d⟩ , τ−|u⟩ = |d⟩ , τ+ = |u⟩ .

The electric charge of a hadron is then given by the Gell-Mann–Nishijima formula

Q = I3 +
1

2
B ,

where I3 is the eigenvalue of the three-component of the isospin operator, Î3 = 1
2τ3, and B is

the baryon number, B = 1
3 for quarks and B = −1

3 for antiquarks.

Finally, we define

τ0 =

(
1 0
0 1

)
,

such that the relation

tr{τi · τj} = 2δij

holds for all i, j ∈ {0, 1, 2, 3}.

A.2 Gell-Mann Matrices

The Gell-Mann matrices are one possible representation of the infinitesimal generators of the
SU(3) Lie group. This group has dimension eight and therefore it has some set with eight linearly
independent generators, ta, a ∈ {1, . . . , 8}, that obey the commutation relations

[ta, tb] = ifabctc .
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The structure constants fabc are real and completely antisymmetric in the three indices. The
nonvanishing structure constants have values

f123 = 1 , f147 = f165 = f246 = f257 = f345 = f376 =
1

2
, f458 = f678 =

√
3

2

and fulfill the Jacobi identity

fabefecd + facefedb + fadefebc = 0 . (A.1)

Any set of Hermitian matrices which obey these relations are allowed. Here we state the fun-
damental representation of the SU(3) generators, ta := λa

2 , given in terms of the Gell-Mann
matrices λa, a ∈ {1, . . . , 8}:

λ1 =

0 1 0
1 0 0
0 0 0

 , λ2 =

0 −i 0
i 0 0
0 0 0

 , λ2 =

1 0 0
0 −1 0
0 0 0


λ4 =

0 0 1
0 0 0
1 0 0

 , λ5 =

0 0 −i
0 0 0
i 0 0

 , λ6 =

0 0 0
0 0 1
0 1 0


λ7 =

0 0 0
0 0 −i
0 i 0

 , λ8 =
1√
3

1 0 0
0 1 0
0 0 −2

 .

These matrices are traceless and Hermitian. In this representation, the product of two Gell-
Mann matrices is given by

λaλb =
2

N
δab + 2ifabcλc + 2dabcλc . (A.2)

Here we consider N = 3, the given relation holds, however, for arbitrary SU(N) Lie algebras in
the fundamental representation and the structure constants generalized properly. The dabc are
completely symmetric coefficients, the nonvanishing values of which are as follows:

d118 = d228 = d338 = −d888 =
1√
3
, d146 = d157 = d256 = d344 = d355 =

1

2

d247 = d366 = dd377 = −1

2
, d448 = d588 = d668 = d778 = − 1

2
√
3
.

From Eq. (A.2) it is clear that the dabc are determined by the anticommutator of the Gell-Mann
matrices,

{λa, λb} =
4

N
+ 2dabcλc .

Finally, we define

λ0 :=

√
2

3

1 0 0
0 1 0
0 0 1

 .

Then, the trace relation

tr{λα · λβ} = 2δαβ

holds for all α, β ∈ {0, 1, . . . , 8}, and, thus, generalizes the relation for the isospin (Pauli)
matrices.
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A.3 Euclidean Dirac Matrices

We define the Euclidean Dirac matrices in the chiral representation:

γE,µ = γµE := (γ⃗, γ4) , with γ4 := iγ0 ,

where

γ0 = γ0 =

(
0 1
1 0

)
, γ⃗ =

(
0 σ⃗
−σ⃗ 0

)
with the 2× 2 unit matrix 1 and the Pauli spin matrices

σ⃗ = (σ1, σ2, σ3) ,

σ1 =

(
0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
1 0

)
.

In Euclidean space-time, the matrices fulfill the algebra

{γµ, γν} = −2δµν .

Defining the scalar product of two Euclidean four-vectors a, b according to

a · b := aµbνδµν :=
4∑
i=1

aibi ,

allows one to introduce the “slash” notation

/a := aµ · γµE = aµ · γE,µ = a4γ4 + a⃗ · γ⃗ .

In particular, we have
/∂ = γ4∂4 + γ⃗ · ∇ ,

where ∂4 :=
∂
∂x4

,1 and x4 denoting the Euclidean time coordinate introduced in

(x0, x⃗ ) → (x⃗, x4) , with x4 = ix0 .

1Note, that this relation is consistent with the definitions γ4 = iγ0 and x4 = ix0, because from the Minkowskian

expression, /∂ = γ0∂0+γ
i∂i, one obtains with γ

0∂0 = iγ0 ∂

∂(ix0)
= γ4

∂

∂x4
and ∂i =

∂
∂xi = ∇ exactly the Euclidean

expression stated previously.





Appendix B

Derivation of the ’t Hooft Interaction

In this appendix we show how the Kobayashi-Maskawa-’t Hooft determinant expression, given
in Eq. (3.3.19), can be cast into the form used in this work, Eq. (3.3.21).

In order to write the ’tHooft determinant in a more tractable way, we apply Newton’s and
Girard’s formula

detJ ± =
1

6

(
trJ ±)3 − 1

2

(
trJ ±) (trJ ±2

)
+

1

3
trJ ±3

. (B.1)

Here tr indicates the trace over flavor space only. We use the Gell-Mann matrices as a basis in

flavor space, {λ0, λ1, . . . , λ8}, with the additional definition λ0 :=
√

2
3 diag(1, 1, 1) in order to

maintain tr{λα · λβ} = 2δαβ for all α, β ∈ {0, . . . , 8}. This allows one to write

J ± =

8∑
α=0

c±αλα ⇐⇒ tr{λαJ ±} = 2c±α (B.2)

and, consequently, c±α = 1
2tr{λαJ

±}.
Furthermore, from Eq. (3.3.19) we have with the definitions (3.3.2)

1

2
tr{λαJ ±(x)} =

1

4

∫
d4z λijα ψ̄i

(
x+

z

2

)
(1∓ γ5) C(z)ψj

(
x− z

2

)
=

1

4
jSα (x)∓

1

4 i
jPα (x) .

By means of Eq. (B.2), this allows one to write c±α = 1
4j
S
α ± i

4j
P
α , or, inversely j

S
α = 2 (c+α + c−α ),

jPα = −2 i (c+α − c−α ).

Next, we return to Newton’s and Girard’s formula, Eq. (B.1), and use

tr
(
J ±) = 2

√
3

2
c±0

tr
(
J ±2

)
= tr

(
c±αλαc

±
β λβ

)
= c±α c

±
β 2δαβ = 2c±α c

±
α

tr
(
J ±3

)
= c±α c

±
β c

±
γ tr (λαλβλγ) .

Inserting this into Eq. (B.1), one has

detJ + + detJ − = 2

√
3

2

[
c+0

3
+ c−0

3
]
− 2

√
3

2

[
c+0 c

+
α c

+
α + c−0 c

−
α c

−
α

]
+

+
[
c+α c

+
β c

+
γ + c−α c

−
β c

−
γ

]
tr (λαλβλγ) .
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Now, using the relations between the c’s and the currents jS , jP , we have

c+0
3
+ c−0

3
= 2Re

[
c+0

3
]
=

1

32
jS0

(
jS0

2 − 3jP0
2
)

c+0 c
+
α c

+
α + c−0 c

−
α c

−
α = 2Re

[
c+0 c

+
α c

+
α

]
=

1

32

[
jS0

(
jSα

2 − jPα
2
)
− 2jP0 j

S
αj

P
α

]
c+α c

+
β c

+
γ + c−α c

−
β c

−
γ = 2Re

[
c+α c

+
β c

+
γ

]
=

1

32

[
jSα
(
jSβ j

S
γ − jPβ j

P
γ

)
− jPα

(
jSβ j

P
γ + jSγ j

P
β

)]
.

Inserting this in the previous formula leads to

detJ + + detJ − =
1

16

√
3

2
jS0

(
jS0

2 − 3jP0
2
)
− 1

16

√
3

2

[
jS0

(
jSα

2 − jPα
2
)
− 2jSαj

P
0 j

P
α

]
+

+
1

96

[
jSαj

S
β j

S
γ − 3jSαj

P
β j

P
γ

]
,

where summation over α, β, γ ∈ {0, . . . , 8} is implicit.
Finally, using the SU(3) structure constants fkℓm, dkℓm, defined through [λk, λℓ] = 2 i fkℓmλm

and {λk, λℓ} = 4
3δkℓ+2dkℓmλm, respectively, one obtains λkλℓ = i fkℓmλm+ dkℓmλm+ 2

3δkℓ and,
hence,

tr (λkλℓλi) = 2 i fkℓmδmi + 2dkℓmδmi (B.3)

(for k, ℓ,m, i ∈ {1, . . . , 8}) which allows one to write

detJ + + detJ − =
1

48

√
2

3

(
jS0

3 − 3jS0 j
P
0
2
)
− 1

32

√
2

3

(
jS0 j

S
k j

S
k − jS0 j

P
k j

P
k − 2jSk j

P
0 j

P
k

)
+

+
1

48
dℓkm

(
jSℓ j

S
k j

S
m − 3jSℓ j

P
k j

P
m

)
,

where, again, ℓ, k,m ∈ {1, . . . , 8}.
If one sets

Aαβγ :=
1

3!
εijkεmnℓ (λα)im (λβ)jn (λγ)kl for α, β, γ ∈ {0, . . . , 8} , (B.4)

then the expression above can be written in a more compact form as

detJ + + detJ − =
1

32
Aαβγ

(
jSαj

S
β j

S
γ − 3jSαj

P
β j

P
γ

)
. (B.5)

This is the form given in Eq. (3.3.21), with the coupling constant properly adjusted.



Appendix C

Taylor expansion of the Euclidean
action Sbos

E

In this appendix we derive the Taylor expansion for the bosonized Euclidean action Sbos
E up to

terms of second order in order to obtain the inverse meson propagators GP . This corresponds
to a systematic perturbative expansion and to the derivation of Feynman rules for the mesonic
degrees of freedom according to the method of the “effective action”. We would like to point
out here, that the bosonized action is composed by two parts: the fermion determinant and a
term that is quadratic (for the two-flavor case) or quadratic an cubic (for the three-flavor case)
in the Bose fields. While the derivative of the quadratic terms in the two-flavor case is trivial,
it is more intricate in the three-flavor case because of the stationary phase approximation, see
Eq. (3.3.25). Therefore, we explain the derivative of the fermion part in Sect. C.1 and postpone
the treatment of the polynomial terms to Sect. C.2.

C.1 Functional Derivative

We start with a reminder of the Taylor expansion of a functional T = T [f(x)] about f(0) with
a (small) fluctuation h(x). One has

T [f(0) + h(x)] = T [f(0)] +

∫
dy1

δT [f(x)]

δf(y1)

∣∣∣∣
f=f(0)

h(y1)+

+
1

2

∫
dy1 dy2

δ2T [f(x)]

δf(y2) δf(y1)

∣∣∣∣
f=f(0)

h(y1)h(y1) + . . .

(C.1)

This formalism is now applied to Sbos
E . In this case, we use the function f(0) = ({σ̄i}, 0⃗ )

and the deviation h(x) = ({δσi(x)}, δπ⃗(x)), where {σ̄i}, {δσi} denote the set of all nonvanishing
sigma fields which are just one in the two-, but three (σu, σd, σs) in the three-flavor case. The
following relation is useful:

ln det = Tr ln ,

which holds both in functional and matrix space. We treat the functional space first, hence we
decompose det = d̃et ⊗ Det or Tr = T̃r ⊗ tr, where operators with a tilde act exclusively on
functional and Det, tr solely on Dirac, flavor and color space.

Then, the zeroth-order term is easy to calculate since σ̄ is a Lorentz invariant and, hence,

proportional to unity in functional space, i. e., σ̄i⟨p′|p⟩ = σ̄i
(2π)4

V (4) δ
(4)(p − p′). Therefore, the

functional trace simply gives an integration over p and the argument of the logarithm is given
by Det

[
−/p+ m̂q + C(p)σ̄

]
=
∏
i∈flavors(p

2+M2
i (p))

2Nc . From this the mean-field results (3.2.15)
and (3.3.29) are deduced. The linear term vanishes by definition of the mean fields.
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In order to determine the term of second order we calculate δ2

δσi(k) δσj(ℓ)
T̃r ln Â

∣∣∣
{σi(x)}={σ̄i}

.

As a continuation of matrix multiplication, the logarithm of an operator Â is treated as a power
series where the multiplication is given by the convolution. Therefore, all matrix identities can
be adopted in functional space, too, if all matrix products are replaced by convolutions. In
particular, we use operators Ô = Ô[f ] that are supposed to fulfill necessary convergence criteria
so that the following identities hold:

δ

δf(y)
T̃r ln

[
Ô[f(x)]

]
= T̃r

[
Ô−1[f ]

δÔ[f(x)]

δf(y)

]
δ

δf(y)
T̃r
[
Ô−1[f(x)]

]
= −T̃r

[
Ô−1[f ]

δÔ[f(x)]

δf(y)
Ô−1[f ]

]
.

(C.2)

In the case of the operators Â , Eqs. (3.2.12), (3.3.24), we may write

δ2

δσ(k) δσ(ℓ)
T̃r ln Â = −T̃r

[
(C δ(4)(• − ℓ))Â −1(C δ(4)(• − k))Â −1

]
,

where the • stands for the arguments of the delta function. Taking into account

⟨p|Â |p′⟩
∣∣∣
({σi},π⃗ )=({σ̄i},⃗0)

= (2π)4δ(4)(p− p′)
[
−/p+ m̂q + C(p)σ̄

]
,

one carries out the convolutions and arrives at the result:

δ2 ln det Â

δπkℓ(ℓ) δπij(k)
= −Tr

{
Â −1(p, p′)

δÂ

δπkℓ
(p′, p′′)Â −1(p′′, p′′′)

Â (p′′′, p)

δπij(k)

}

= −2Tr

{
diag

(−/p′ +M(p′)

p′2 +M2(p′)

)
jk

δ(p+ p′) i γ5
√
2δ(p′ + p′′ − ℓ) C

(
p′ − p′′

2

)
×diag

(−/p′′′ +M(p′′′)

p′′′2 +M2(p′′′)

)
ℓi

δ(p′′ + p′′′) i γ5
√
2δ(p′′′ + p− k) C

(
p− p′′′

2

)}
= 8 δ(k + ℓ)δiℓδjk

∫
d4p

(2π)4
C2

(
p+

k

2

)
p · (p+ k) +Mi(p)Mj(p+ k)[

p2 +M2
i (p)

][
(p+ k)2 +M2

j (p+ k)
] .

This is the first part of the second-order term in the Taylor series expansion of the Euclidean
action in Eqs. (3.2.13) and (3.3.26). For the two-flavor case, the expansion of the quadratic term
in {σ, πi} of Eq. (3.2.13) is trivially done, leading altogether to the result stated in Eqs. (3.2.16).
As mentioned above, the three-flavor case is treated separately in the next section. In Sect. C.3
we investigate the imaginary-pole structure of the loop integrals which becomes important when
determining the η′ mass.

C.2 Second-Order Contributions to the Action

Let us now consider the polynomial part of the bosonized three-flavor action (3.3.26). Owing to
the SPA equations, Eqs. (3.3.25), the auxiliary fields1 Sα, Pα are implicit functions of σ and π.
This implies calculating the second derivative of the expression

S̃E := σαSα + παPα +
G

2
(SαSα + PαPα) +

H

4
Aαβγ (SαSβSγ − 3SαPβPγ) .

1From now on we omit the tildes on S̃α, P̃α.
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Neglecting first the space dependence of the fields we may first introduce the matrices σ̂ =
1√
2
σαλα and π̂ = 1√

2
παλα. The SPA equations (3.3.25) in this new basis then read

√
2σ̂ +GSαλα +

3H

4
Aαβγλα(SβSγ − PβPγ) = 0 (C.1a)

√
2π̂ +GPαλα − 3H

2
AαβγλαSβPγ = 0 . (C.1b)

From the first derivative of Eq. (C.1a),

0 +G
δSα
δπij

λα +
3H

4
Aαβγλα

(
2Sβ

δSγ
δπij

− 2Pβ
δPγ
δπij

)
= 0 ,

it follows that δSα
δπij

= 0 for all α ∈ {0, . . . , 8} and i, j ∈ {1, 2, 3}, recalling that Pα = 0 for all α

in mean-field approximation.
The second derivative of Eq. (C.1a) leads to

Gλα
δ2Sα

δπkℓ δπij
+

3H

2
AαβγλαSβ

δ2Sγ
δπkℓ δπij

=
3H

2
Aαβγλα

δPβ
δπkℓ

δPγ
δπij

. (C.2)

Analogously, one has from the second equation

√
2δimδjn +G

δPα
δπij

(λα)mn −
3H

2
Aαβγ (λα)mn Sβ

δPγ
δπij

= 0

or, by contraction with (λϵ)nm

G
δPϵ
δπij

− 3H

2
AϵβγSβ

δPγ
δπij

= − 1√
2
(λϵ)ij . (C.3)

Finally, from the second derivative

0 +G
δ2Pα

δπkℓ δπij
(λα)mn −

3H

2
Aαβγ (λα)mn Sβ

δ2Pγ
δπkℓ δπij

= 0 ,

and it follows that δ2Pα
δπkℓ δπij

= 0 for all α, i, j, k, ℓ in mean-field approximation.

The sum of the SPA equations gives

σαSα + παPα +G(SαSα + PαPα) +
3H

4
Aαβγ(SαSβSγ − 3SαPβPγ) = 0 ,

so that one can write

S̃E = −1

2
G(SαSα + PαPα)−

H

2
Aαβγ(SαSβSγ − 3SαPβPγ) .

Finally, applying identities (C.2) and (C.3) we may deduce the desired derivative

δ2S̃E

δπkℓ δπij
=

1√
2
(λβ)ij

δPβ
δπkℓ

.

We conclude that the additional term is given by the solution of relation (C.3) contracted by
λα,

G
δPα
δπij

(λα)mn −
3H

2
Aαβγ (λα)mn Sβ

δPγ
δπij

= −
√
2δimδjn ;
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this can be further simplified by noting Sα = 1
2tr(λαS) and

Aαβγ (λα)mn Sβ
δPγ
δπij

=
1

3!
εrskεuvℓ (λα)ru (λβ)sv (λγ)kℓ

1

2
St (λβ)tt (λα)mn

δPγ
δπij

=
1

3
εntkεmtℓ

δPγ
δπij

(λγ)kℓ St .

Consequently, the equation to be solved is

G (λα)mn
δPα
δπij

− H

2
εkntεtℓmSt (λγ)kℓ

δPγ
δπij

= −
√
2δimδjn .

Defining (rij,mn)
−1 := 1√

2
(λα)mn

δPα
δπij

we may write

δ2S̃E

δπkℓ δπij
= − (rij,kℓ)

−1 , (C.4)

where rij,kℓ solves the system given in Eq. (3.3.37).
Finally, we consider the functional derivative of terms of the form

∫
d4xSα(x)Sβ(x)Sγ(x)

etc. The first derivative with respect to πij(y) generates a delta function, δ(x− y), hence∫
d4xSα(x)Sβ(x)Sγ(x) → Sα(y)Sβ(y)Sγ(y) .

The second derivative with respect to πkℓ(z) generates an additional δ(y−z). This means that in
mean-field approximation the functional dependence of the fields after a Fourier transformation
is given by

r−1
ij,kℓ

∫
d4y d4z e−ip·y e−ip′·z δ(y − z) δπij(y) δπkℓ(z) = r−1

ij,kℓ δπij(p) δπkℓ(−p) .

Treating analogously the contributions from the σ field, and combining this with the derivatives
of the fermion determinant, calculated in the previous section, we arrive at Eq. (3.3.34).

C.3 Evaluation of Quark Loop Integrals

When determining formulas for the meson masses in Sect. 3.3.3 we have mentioned that one of
the advantages of the nonlocal NJL model is that the integrand in Eq. (3.3.36) might not have
poles on the imaginary axis. Since all formulas have been derived in Euclidean space, this means
that the mesons do not decay (unphysically) into a pair of constituent quarks. Whether or not
such poles arise is, however, dependent on the form of the distribution function C(p) and the
explicit values of the input parameters. For the choice of the parameters used in this work it
turns out that only the integrals, Eq. (3.3.36), involved in the determination of the η′ mass are
affected by poles on the imaginary plane. Here we show how these integrals have to be treated
properly.

Suppose that the meson mass is given by p0. Then, without loss of generality, one can choose
p = (⃗0, ip0) and use three-dimensional rotational invariance to write the quark loop integrals
determining the meson mass as

Π̃ij(−p20) =
∫

dq3 dq4 q
2
3

Fij(q3, q4, p0)[
q+2 +M2

i (q
+)
] [
q−2 +M2

j (q
−)
] , (C.1)

where q3 := |q⃗ | and q± =
(
0, 0, q3, q4 ± ip02

)
. The explicit form of Fij(q3, q4, p0) depends on

the described meson and can be read off by comparing Eqs. (C.1) and (3.3.36). As mentioned
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previously, the integral (C.1) has poles in the integration domain (q3, q4) ∈ [0,∞)× (−∞,∞)—
and is hence divergent—only if p0 = imη′ . For this case, only expressions Π̃ij with i = j are
relevant, see Eqs. (3.3.47) and (3.3.40), (3.3.41), (3.3.42). From now on, we omit the indices i, j.
Let us first determine the zeros of the denominator in Eq. (C.1). We write the denominator as
D = D+D− with

D± =
(
q±
)2

+M2(q±) . (C.2)

In order to find the zeros of D, we first characterize the zeros ξν of the inverse quark propagator
S−1(q) = −/q+M(q) by a set of two real numbers (Sνr , S

ν
i ), with S

ν
r ∈ R+

0 and Sνi ∈ R+. Since the
zeros appear in multiplets, we have introduced the index ν ∈ N that labels these multiplets. It
turned out, however, that for the particular choice of the distribution function C(q) chosen in this
work only one multiplet of zeros appears, therefore the index ν will be dropped in the following.2

Furthermore, one would have to distinguish, in principle, between two cases: the first, in which
purely imaginary poles exist, i. e., Sr = 0, and the second, with no purely imaginary poles, i. e.,
Sr > 0. In our case, only the latter is important. It turns out, then, that such complex poles
appear as quartets located at

√
ξ2 = Sr ± iSi and

√
ξ2 = −Sr ± iSi. Having determined the

zeros of S−1, we find the zeros of D—or, equivalently the zeros of D+ and/or D−—as

q+
2
= q23 + q24 −

p20
4

+ iq4p0 ≡ S2
r − S2

i ± 2iSrSi (C.3a)

and/or

q−
2
= q23 + q24 −

p20
4

− iq4p0 ≡ S2
r − S2

i ± 2iSrSi . (C.3b)

Solving these equations for q4 leads to eight different solutions; the zeros of D+ are

q
(3,1)
4 = − SiSr

γ(q3, Si, Sr)
+ i
(
±γ(q3, Si, Sr)−

p0
2

)
(C.4a)

and the poles of D− are

q
(4,2)
4 = − SiSr

γ(q3, Si, Sr)
+ i
(
±γ(q3, Si, Sr) +

p0
2

)
, (C.4b)

with

γ(q3, Si, Sr) =

√√√√q23 + (S2
i − Sr)

2 +
√
q43 + 2q23(S

2
i − S2

r ) + (S2
i + S2

r )
2

2
, (C.5)

and the other four poles are given by

q
(4+i)
4 = −Re

(
q
(i)
4

)
+ i Im

(
q
(i)
4

)
for i ∈ {1, . . . , 4} . (C.6)

Clearly, for small values of p0, q4 cannot be real (since S−1 does not have real zeros as p0 → 0).
Now, as p0 increases, the poles move closer towards the real axis until they meet on the real

q4 axis at the point (qp3 , q
p
4). This is fixed by the condition Im q

(2)
4 = Im q

(3)
4 = 0, hence, using

Eqs. (C.4b) and (C.4a)

(qp3 , q
p
4) =


√

(p20 − 4S2
i )(p

2
0 + 4S2

r )

2p0
,±2SiSr

p0

 . (C.7)

2Even if there were more poles appearing, the effect of these higher poles would not be observed as long as p0
is considerably lower than the Si of the corresponding pole.
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From this, we clearly see, that such a point only exists for q3 ≥ 2Si.
3

Having isolated the pole in the integration region, we can now describe the proper regular-
ization procedure. This requires to introduce two small parameters ε and δ and to take the
limit δ → 0+, ε→ 0+ at the end of the calculation. ε (corresponding to the Feynman ε) is used
to shift the poles of D+ and D−, whereas δ is used to split the q3 integration interval in three
subintervals: q3 > qp3 + δ, qp3 − δ < q3 < qp3 + δ and q3 < qp3 − δ. In the regions q3 > qp3 + δ
and q3 < qp3 − δ the integration over the real q4 axis can be performed, and the limit ε → 0+

can be taken even before performing the integrations. In the region qp3 − δ < q3 < qp3 + δ the
situation is, however, more complicated, because the integration over q4 hits the poles at q4 = qp4
for q3 = qp3 . Therefore, the q4 integration over (−∞,∞) is shifted to the contour q4 → q4 + iκδ,
with κ > 1 being an arbitrary constant. The final result can then be obtained by applying the
residue theorem to the complex integrals described above.

In the case Sr ̸= 0 primarily considered here, one has an ambiguity in the choice of the sign

of the (Euclidean) ε prescription. Choosing different signs of ε for sets q
(i)
4 , i ∈ {1, . . . , 4} and

q
(j)
4 , j ∈ {5, . . . , 8} (see Ref. [61]), it is not hard to see that the contributions to the imaginary
part of the quark loop integral vanish:

Im
[
Π̃(−p20)

]
= 0 . (C.8a)

The real part is given by

Re
[
Π̃(−p20)

]
= lim

δ→0+

{
R(−p20, δ) +

∫ qp3−δ

0
dq3

∫ ∞

−∞
dq4

q23F (q3, q4, p0)[
q+2 +M2(q+)

] [
q−2 +M2(q−)

]+
+

∫ ∞

qp3+δ
dq3

∫ ∞

−∞
dq4

q23F (q3, q4, p0)[
q+2 +M2(q+)

] [
q−2 +M2(q−)

]} .

(C.8b)
Here R(−p20, δ) is the so-called “residue contribution”, responsible for the cancelation of the
divergence appearing in the integrals in Eq. (C.8b) in the limit δ → 0+. It follows from the
residue theorem as

R(−p20, δ) = 4π

∫ qp3−δ

0
dq3Re

[
q23F (q3, q4, p0)[

q+2 +M2(q+)
]
[1 + ∂M2(q−)/∂(q−)2] (iq4 + p0/2)

]
q4=q

(2)
4

.

For the sake of completeness, we also state the result for the case Sr = 0 (see Ref. [62]). For
the imaginary part (which is solely determined by the integration region qp3 − δ < q3 < qp3 + δ)
we obtain

Im
[
Π̃(−p20)

]
= − π2

2p0

qp3F (q
p
3 , 0, p0)[

1 + ∂M2(q)
∂q2

∣∣∣
q2=−S2

i

]2 (C.9a)

while the real part is the same as in Eq. (C.8b) with the residue contribution replaced by the
following expression:

Re
[
Π̃(−p20)

]
= Eq. (C.8b) with

R(−p20, δ) = 2π

∫ qp3−δ

0

dq3√
q23 + S2

i

Re

[
q23F (q3, q4, p0)[

q+2 +M2(q+)
]
[1 + ∂M2(q−)/∂(q−)2]

]
q4=q

(2)
4 (Sr=0)

.

(C.9b)
Using the expressions Eqs. (C.8) allows one to determine the η′ mass according to Eq. (3.3.43).

3In the case Sr ̸= 0 there exist two of them, as it is evident from Eq. (C.7).



Appendix D

Derivation of the Pseudoscalar
Meson Decay Constants

In this appendix section we present a detailed derivation of the formulas for the (pseudoscalar)
decay constants1 which were defined as

⟨0|JµA,α(0)|ϕ̃β(p)⟩ = i fαβ pµ ⇐⇒ ⟨0|JµA,α(0)|ϕβ(p)⟩ = i fαβZ
1/2
ϕ pµ , (3.3.49)

where JµA,α denotes the axial-vector current. In the following we outline the calculation of the

(unrenormalized) matrix element ⟨0|JµA,α(0)|ϕβ(p)⟩.
In order to calculate the matrix element one has to gauge the nonlocal action in Eq. (3.3.22).

As discussed in Sects. 3.2.2 and 3.3.3, gauge invariance requires not only the replacement of the
partial derivative by a covariant derivative,

∂µ → ∂µ +
i

2
γ5λαAα

µ(x) ,

where Aα
µ (α ∈ {0 . . . , 8}) are a set of axial gauge fields, but also the connection of nonlocal

terms through a parallel transport with a Wilson line,

W(x, y) = P exp

{
i

2

∫ 1

0
dαγ5λαAµ

α(x+ (y − x)α) (yµ − xµ)

}
,

where we have chosen a straight line that connects the points x and y. Introducing the auxiliary
fields in the bosonization procedure properly, one gets an action in which only the fermion
determinant Â is affected by the gauging. In coordinate space this reads

A G(x, y) =

(
−i /∂y +

1

2
γ5λα /A

α
+ m̂c

)
δ(x− y)+

+ C(x− y)W
(
x,
x+ y

2

)
Γα Sα

(
x+ y

2

)
W
(
x+ y

2
, y

)
,

(3.3.50)

where Γα stands either for Γα = λα or Γα = i γ5λα, and Sα accordingly for either a scalar field,
σα, or a pseudoscalar field, πα.

The desired matrix element then follows from the gauged fermion determinant according to

⟨0|JµA,α(0)|πβ(p)⟩ = − δ2 ln detA G

δπβ(p) δAα
µ(t)

∣∣∣∣
A=0
t=0

. (D.1)

1We treat here the three-flavor case, because the two-flavor result is contained in this more general result, as
mentioned in the text.
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We begin with the calculation of the expressions needed, determining the complete matrix
element. One has

W(x, y)

δAν
β(t)

∣∣∣∣∣A=0
t=0

=
i

2

∫ 1

0
dαγ5λβ δ(x+ (y − x)α) (yν − xν)

and using Eq. (C.2), properly modified

δ ln detA G(x, y)

δAν
β

∣∣∣∣∣A=0
t=0

= −Tr

{[
δ(x− y)

1

2
γ5λβγ

ν δ(y)

+ C(x− y)
i

2

∫ 1

0
dαγ5λβ δ

(
x+

(
x+y

2
− x

)
α

)(
xν+yν

2
− xν

)
ΓαSα

(
x+y

2

)
− C(x− y)

i

2
ΓαSα

(
x+y

2

)∫ 1

0
dαγ5λβ δ

(
y+

(
x+y

2
− y

)
α

)(
xν+yν

2
− yν

)]
× A −1(y, y′)

}
.

We need now to calculate the derivative of this expression with respect to πβ(p), i. e., with
respect to a momentum-dependent variable. Owing to

T̃r [A(x, ξ)B(ξ, y)] = T̃r
[
⟨x|Â|ξ⟩⟨ξ|B̂|x⟩

]
= T̃r

[
⟨x|p⟩⟨p|Â|p′⟩⟨p′|ξ⟩⟨ξ|k⟩⟨k|B|k′⟩⟨k′|x⟩

]
= T̃r

[
⟨p|Â|p′⟩⟨p′|B̂|p⟩

]
= T̃r

[
A(p, p′)B(p′, q)

]
the functional trace of a product of operators can be calculated in an arbitrary basis as the
product of the operators, each of them represented in that basis. Since we know already the
momentum representation of Â −1, it is now sufficient to calculate the Fourier transforms of the
expressions in the squared bracket above. We have∫

d4xd4y e−i q·x e−i q′·y δ(x− y)
1

2
γ5λβγ

ν δ(y) =
1

2
γ5λβγ

ν ,

and, using in the following the substitution u = x− y, v = x+y
2 ⇔ x = v + u

2 , y = v − u
2 ,

i

2

∫
d4x d4y e−i q·x e−i q′·y C(x− y)

∫ 1

0
dαγ5λβ δ

(
x+

(
x+y

2
− x

)
α

)(
xν+yν

2
− xν

)
ΓαSα

(
x+y

2

)
=

i

2

∫
d4ud4v

∫ 1

0
dα e−i q·(v+u

2 ) e−i q′·(v−u
2 ) C(u)γ5λβ δ

(
v +

u

2
− u

2
α
)(

−uν
2

)
ΓαSα(v)

= − i

2

∫
d4u

∫ 1

0
dα e−i q·u

2
α e−i q′·(−u+u

2
α) uν

2
C(u)γ5λβ ΓαSα

(
−u
2
(1− α)

)
= − i

4

∫
d4u

d4k

(2π)4

∫ 1

0
dα e−i q·u

2
α e−i q′·u(−1+α

2) uνC(u) γ5λβ Γα e−i k·u
2
(1−α) Sα(k).

Analogously we have

− i

2

∫
d4xd4y e−i q·x e−i q′·y C(x− y)

∫ 1

0
dαΓαSα

(
x+y

2

)
γ5λβ δ

(
y+

(
x+y

2
− y

)
α

)(
xν+yν

2
− yν

)
= +

i

4

∫
d4u

d4k

(2π)4

∫ 1

0
dα e−i q′·u

2
α e−i q·u(−1+α

2 ) uνC(u)Γαγ5λβ e−i k·u
2
(1−α) Sα(k).
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Having this, we can write down the desired expression in mean-field approximation (ΓαSα(k) →
diag(σ̄i) δ(k)

δ2 ln det Â G

δπγ(ℓ) δAν
β(t)

∣∣∣∣∣A=0
t=0

= −Tr

{[
− i

4

∫
d4u

∫ 1

0
dα e−i q·u

2
α e−i q′·u(−1+α

2 ) uνC(u) γ5λβ Γγ e−i ℓ·u
2
(1−α)+

+
i

4

∫
d4u

∫ 1

0
dα e−i q′·u

2
α e−i q·u(−1+α

2 ) uνC(u)Γγ γ5λβ e−i ℓ·u
2
(1−α)

]
×

×diag

(−/q′′ +M(q′′)

q′′2 +M2(q′′)

)
δ(q′′ + q′)δ(q − q′′)

}
+

+Tr

{[
1

2
γ5λβγ

ν − i

4

∫
d4u

∫ 1

0
dα e−i q·u

2
α−i q′·u(−1α

2 ) uνC(u) γ5λβ diag(σ̄i)+

+
i

4

∫
d4u

∫ 1

0
dα e−i q′·u

2
α−i q·u(−1+α

2 ) uνC(u) diag(σ̄i) γ5λβ
]
×

× diag

(−/q′′ +M(q′′)

q′′2 +M2(q′′)

)
δ(q′ + q′′)C

(
q′′ − q′′′

2

)
Γγδ(q

′′ + q′′′ − ℓ)×

×diag

(−/q +M(q)

q2 +M2(q)

)
δ(q′′′ + q)

}
.

Now, we show how the above expression can be simplified term by term. We start with
the first summand, which after performing the Fourier transform, gives (note, that there are
contributions only from Γγ = i γ5λγ)

2

1

4
Tr

{∫ 1

0
dα

[(
2sν

dC
ds2

)
qα
2
+q′(−1+α

2 )+
ℓ
2
(1−α)

γ5λβΓγ −
(
2sν

dC
ds2

)
q′α
2

+q(−1+α
2 )+

ℓ
2
(1−α)

Γγγ5λβ

]
×

×diag

(−/q +M(q)

q2 +M2(q)

)
δ(q + q′)

}
=

1

2
Tr

{∫ 1

0
dα

[(
sν

dC
ds2

)
q+ ℓ

2
(1−α)

γ5λβΓγ −
(
sν

dC
ds2

)
−q+ ℓ

2
(1−α)

Γγγ5λβ

]
× diag

(−/q +M(q)

q2 +M2(q)

)}

= 2i tr

{∫ 1

0
dα

(
qν +

ℓν
2
(1− α)

)
dC
ds2

∣∣∣∣
q+ ℓ

2
(1−α)

λijβ λ
ji
γ

Mi(q)

q2 +M2
i (q)

+

+

∫ 1

0
dα

(
qν −

ℓν
2
(1− α)

)
dC
ds2

∣∣∣∣
−q+ ℓ

2
(1−α)

λijγ λ
ji
β

Mi(q)

q2 +M2
i (q)

}

= 2i
(
λijβ λ

ji
γ + λijγ λ

ji
β

)
tr

{∫ 1

0
dα qν

dC
dq2

Mi

(
q + ℓ

2(1− α)
)(

q + ℓ
2(1− α)

)2
+M2

i

(
q + ℓ

2(1− α)
)
}
.

2Tr denotes the traces over Dirac, flavor and color indices as well as the functional trace, while tr stands only
for the functional trace.
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The first summand in the second term leads

− Tr

{
1

2
γ5λ

ij
β γ

ν−/q
′ +Mj(q

′)

q′2 +M2
j (q

′)
C
(
q′ +

ℓ

2

)
i γ5λ

ji
γ

−(/q′ + /ℓ) +Mi(q
′ + ℓ)

(q′ + ℓ)2 +M2
i (q

′ + ℓ)

}

= −2iλijβ λ
ji
γ tr

{
−qνMi(q + ℓ) + (qν + ℓν)Mj(q)(
q2 +M2

j (q)
)(
(q + ℓ)2 +M2

i (q + ℓ)
)C(q + ℓ

2

)}

= 2iλijβ λ
ji
γ tr

{ (
qν − ℓν

2

)
Mi

(
q − ℓ

2

)(
q−2+M2

j (q
−)
)(
q+2+M2

i (q
+)
)+ (qν − ℓν)Mj(q)(

q2+M2
j (q)

)(
(q − ℓ)2+M2

i (q − ℓ)
)C(q − ℓ

2

)}

= 2i
(
λijβ λ

ji
γ + λjiβ λ

ij
γ

)
tr

C(q) qν+Mi(q)(
q+2 +M2

j (q
+)
) (
q−2 +M2

i (q
−)
)
 .

The second summand of the second term gives

− 1

4
Tr

{∫ 1

0
dα

(
2sν

dC
ds2

)
qα
2
+q′(−1+α

2 )
γ5λβ diag(σ̄i) diag

(−/q′ +M(q′)

q′2 +M2(q′)

)
δ(q′ + q′′)×

×C
(
q′′−q′′′

2

)
i γ5λγδ(q

′′ + q′′′ − ℓ) diag

(−/q′′′ +M(q′′′)

q′′′2 +M2(q′′′)

)
δ(q′′′ + q)

}
= − i

2
tr

{∫ 1

0
dα

(
sν

dC
ds2

)
− q′+ℓ

2
α+q′(−1+α

2)
λijβ σ̄j

/q′+Mj(q
′)

q′2+M2
j (q

′)
C
(
q′+

ℓ

2

)
λjiγ

−(/q′+/ℓ)+Mi(q
′+ℓ)

(q′+ℓ)2+M2
i (q

′+ℓ)

}

= −2iλijβ λ
ji
γ σ̄j tr

{∫ 1

0
dα

(
sν

dC
ds2

)
− ℓα

2
−q′

C
(
q′ +

ℓ

2

)
q′(q′ + ℓ) +Mj(q

′)Mi(q
′ + ℓ)(

q′2 +M2
j (q

′)
)(
(q′ + ℓ)2 +M2

i (q
′ + ℓ)

)}

= 2iλijβ λ
ji
γ σ̄j tr

{∫ 1

0
dα qν

dC
dq2

C
(
q − ℓ

2
α

) (
q + ℓ

2(1− α)
)(
q − ℓ

2(1 + α)
)
+Mj(q

+
α )Mi(q

−
α )(

q+α
2
+M2

j (q
+
α )
)(
q−α

2
+M2

i (q
−
α )
) }

,

where q+α , q
−
α are defined in Eq. (3.2.29). In the same manner, one obtains for the third summand

of the second term

i

2
Tr

{
dα

(
sν

dC
ds2

)
q′α
2

−(q′+ℓ)(−1+α
2 )
σ̄iλ

ij
β

/q′ +Mj(q
′)

q′2 +M2
j (q

′)
C
(
q′+

ℓ

2

)
λjiγ

−(/q′ + /ℓ) +Mi(q
′ + ℓ)

(q′ + ℓ)2 +M2
i (q

′ + ℓ)

}

2i tr

{∫ 1

0
dα qν

dC
dq2

σ̄iλ
ij
β λ

ji
γ C
(
q− ℓα

2
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q−α · q+α +Mj(q

−
α )Mi(q

+
α )(

q−α
2
+M2

j (q
−
α )
)(
q+α

2
+M2

i (q
+
α )
)} .

Finally, summing up all contributions, we may write

⟨0|JµA,α(0)|ϕβ(p)⟩ = 2i
(
λijαλ

ji
β + λijβ λ

ji
α

)
tr

{∫ 1
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dα qµ

dC
dq2
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2
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α )

}
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λijαλ

ji
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ji
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)
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+ 2i σ̄j
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λijαλ

ji
β + λijβ λ

ji
α
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×

× tr

{∫ 1

0
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(D.2)

with
q+α = q +

p

2
(1− α) , q−α = q − p

2
(1 + α)

q+ = q +
p

2
, q− = q − p

2
.

(3.2.29)
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Now, the decay constants can be derived from the expression (D.2) and their definitions,
Eq. (3.3.49), by contraction with pµ, hence

fαβ = i pµ⟨0|JµA,α(0)|ϕβ(p)⟩
Z

−1/2
ϕ

m2
ϕ

, (D.3)

evaluated at the corresponding mass p2 = −m2
ϕ. Owing to the properties of the Gell-Mann

matrices one has fαβ = δαβfϕ with ϕ = π for α ∈ {1, 2, 3} and ϕ = K for α ∈ {4, 5, 6, 7}. On
the other hand, for the 0- and 8-component we obtain

f88(p
2) =

4

3

[
2fss(p

2) + fuu(p
2)
]

f00(p
2) =

4

3

[
2fuu(p

2) + fss(p
2)
]

f08(p
2) = f80(p

2) =
4
√
2

3

[
fuu(p

2)− fss(p
2)
]
.

This concludes our rather lengthy calculation of the decay constants.





Appendix E

Haar Measure in SU(N)

In this appendix section we are going to derive explicitly an expression for the SU(N) Haar
measure appearing in the Polyakov potential in Eq. (5.2.20). In order to motivate the integration
over a (Lie) group we start with the expression

∑g
a=1 F (Ĝa) for a discrete and finite group of

order g. Such an expression is invariant with respect to replacements of the form Ĝa → Ĝc =
ĜbĜa with Ĝb fixed but arbitrary, if Ĝa runs over the whole group. Now, turning our attention to
a continuous group G, we have to replace the summation by an integral,

∫
µ(a)f(a) da, wherein

a = (a1, . . . , an) collects all parameters of the group, and the measure function |µ(a)| has to be
chosen such that ∫

G
f(a)µ(a) dna =

∫
G
f(c)µ(a) dna , (E.1)

with c defined according to Ĝ(c) = Ĝ(a)Ĝ(b) and Ĝ(b) is, again, a fixed group element. In
addition to Eq. (E.1) one has trivially for another parameter set c = (c1, . . . , cn)∫

G
f(a)µ(a) dna =

∫
G
f(c)µ(c) dnc . (E.2)

The right-hand side of Eq. (E.2) can be transformed by standard means of functional analysis
into an integral over the parameters a,∫

G
f(c)µ(c) dnc =

∫
G
f(c)µ(c)

∂c

∂a
dna ,

where the Jacobian J = ∂c
∂a was introduced. Then, a comparison of the expressions Eqs. (E.1)

and (E.2) leads to a conditional equation for the Haar measure:

µ(a) =
∂c

∂a
µ(c) , (E.3)

which holds for all a. Once having calculated the Haar measure µ one can determine the volume
of a (compact) group, V (G) by integration over the whole parameter range,

V (G) =

∫
G
µ(a) dna .

After these introductory remarks on group integration we turn our attention to the special
case of SU(N). From the definition of the Haar measure, Eq. (E.3), it is clear that one basically
has to calculate the Jacobian of a special representation of the Lie group. This is generally
a nontrivial matter, but we will show that in the special case of SU(N) it can be carried out
in a very elegant way. Before doing this, some preparation is needed. Since a Lie group is
a differentiable manifold its volume measure can be calculated from the metric tensor g: it
should be well-known from differential geometry that the metric tensor corresponding to an n-
dimensional submanifoldM =M(x1, . . . , xn) is given by the squared Jacobian, g = J ⊤J . Then,
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the n-dimensional volume measure is µV =
√
det g and the total volume of the submanifold

is determined according to V (M) =
∫
µV dx1 . . . dxn. Furthermore, one may introduce the

following bilinear differential form

(ds)2 = Tr
[
dx⃗⊤g dx⃗

]
. (E.4)

It turns out that this last quantity provides a feasible method for the calculation of the Haar
measure.

We now come to the Lie groups SU(N). It should be well-known that each element M ∈
SU(N) fulfills M †M = 1 and detM = 1. In particular, the dimension of SU(N) is N2 − 1. One
can say, hence, that SU(N) is a (N2 − 1)-dimensional submanifold in a higher-dimensional rep-
resentation space. Let us now consider an arbitrary M ∈ SU(N) and, as a slight generalization
of Eq. (E.4), the bilinear differential form (so-called Hilbert-Schmidt distance)

(ds)2 = Tr
[
dM † dM

]
(E.4′)

that is invariant under left or right multiplication of M with a group element of SU(N). If M is
parametrized by θ1, . . . , θN2−1, then, analogously to Eq. (E.4), the matrix elements of the metric
tensor g are encoded in

(ds)2 = gij dθ
i dθj . (E.5)

Hence, the goal in the following is the calculation of ds which allows for the determination of
the metric tensor g and consequently the evaluation of the volume measure

√
det g.

It is well-known from linear algebra that each element of a unitary group, in particular an
element of SU(N), can be diagonalized using a unitary matrix U ∈ SU(N):

M = UΛU † ,

where Λ = diag(Λ1, . . . , ΛN ) is a N ×N diagonal matrix with |Λi| = 1 for i ∈ {1, . . . , N}, and
U † = U−1. Having this, one obtains

dM = U
(
dΛ+ U−1 dU Λ− ΛU−1 dU

)
U−1

dM † = U
(
dΛ† + U−1 dU Λ† − Λ†U−1 dU

)
U−1 .

Inserting these into the bilinear form Eq. (E.4′) leads, after a straightforward calculation, to

(ds)2 =

N∑
i=1

|dΛi|2 − 2
∑
i<ℓ

|Λℓ − Λi|2
(
U−1 dU

)
iℓ

(
U−1 dU

)
ℓi
.

From U †U = 1 one derives
(
U−1 dU

)
ℓi
= −

(
U−1 dU

)∗
iℓ
, and therefore we finally may write

(ds)2 =

N∑
i=1

|dΛi|2 + 2
∑
i<ℓ

|Λℓ − Λi|2
∣∣(U−1 dU

)
iℓ

∣∣2 . (E.6)

In the case of SU(N) not all of the Λi are independent since the determinant is subject to the
constraint detM =

∏N
i=1 Λi = 1. This means, that ΛN , say, may be written as ΛN =

∏N−1
i=1 Λ−1

i

and, consequently,

dΛN = −

(
N−1∏
i=1

Λ−1
i

)
N−1∑
j=1

dΛj
Λj

.

This allows to eliminate dΛN in Eq. (E.6) resulting in

N∑
i=1

|dΛi|2 =
N−1∑
i=1

2|dΛi|2 +
N−1∑
i̸=j

dΛi dΛj , (E.7)
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because |Λi| = 1.
At this point we are almost done, since the basic results can now be read off from Eqs. (E.6)

and (E.7): First, Eq. (E.6) supposes to introduce the diagonal elements Λi and the elements(
U−1 dU

)
i<ℓ

as new group parameters. Note, in particular, that from the left translational

invariance of the Lie algebra su(N) it follows immediately that U−1 dU is an element of the
Lie algebra su(N), too. Since the parameters are assumed to be real, one should use real and
imaginary parts, Re

(
U−1 dU

)
i<ℓ

and Im
(
U−1 dU

)
i<ℓ

, respectively. In addition, taking into

account that the Λi represent N −1 independent parameters, one has totally (N −1)+2 · 12(N −
1)N = N2 − 1 parameters, as it has to be. Second, Eq. (E.6) shows explicitly that dΛi and(
U−1 dU

)
i<ℓ

decouple in the sense that there are no terms of the form dΛi
(
U−1 dU

)
jℓ
. This

means, that the SU(N) Haar measure may be decomposed into a product measure,

µSU(N)

(
Λi;
(
U−1 dU

)
i<ℓ

)
= µΛ(Λ1, . . . , ΛN−1)⊗ µU

((
U−1 dU

)
i<ℓ

)
.

As a consequence, the determinants necessary for a calculation of the metric tensor, g, factorize,
det g = det gΛ · det gU . The form of the matrix gΛ can easily be read off from Eqs. (E.6) and
(E.7),

gΛ =


2 1 . . . 1
1 2 1 . . . 1

. . . . . . .
1 . . 1 2


and its determinant is readily evaluated to be det gΛ = N . Thus, the (differential) SU(N) Haar
measure whose weighting factor is

√
det g =

√
det gΛ ·

√
det gU reads

dµSU(N) =
√
N

N−1∏
i=1

|dΛi|
∏

1≤i<ℓ≤N
|Λi − Λℓ|2

∏
1≤i<ℓ≤N

2Re
(
U−1 dU

)
iℓ
Im
(
U−1 dU

)
iℓ

(E.8)

Since the last term does not depend on the Λi, it can be integrated out to give an unimportant
factor, thence, in what follows it will simply be discarded. Therefore, the weighting factor of the
Haar measure is determined by the Vandermonde determinant of a diagonalized SU(N) matrix.
According to the definition (E.3) we write

µ(Λ1, . . . , ΛN−1)SU(N) =
∏

1≤i<ℓ≤N
|Λi − Λℓ|2 , (E.9)

where, as already mentioned above, ΛN =
∏N−1
i=1 Λ−1

i .

Example: Haar Measure of SU(3)

As an application of the result derived so far we evaluate the Haar measure (E.9) for SU(3).
Since any SU(3) matrix has determinant 1, a diagonal matrix may be parametrized as follows:

Λ = diag
(
e−iθ1 , e−iθ2 , ei(θ1+θ2)

)
.

The Vandermonde determinant is readily evaluated to∏
1≤i<ℓ≤3

|Λi − Λℓ|2 = 4
(
sin(θ1 − θ2) + sin(θ1 + 2θ2)− sin(2θ1 + θ2)

)2
.

If we set θ1 − θ2 = 2ϕ3 and 2θ1 + θ2 = ϕ3 +
√
3ϕ8, the above expression can be written as

µΛ(ϕ3, ϕ8) =
∏

1≤i<ℓ≤3

|Λi − Λℓ|2 = 4
(
sin(2ϕ3)− sin(ϕ3 +

√
3ϕ8) + sin(−ϕ3 +

√
3ϕ8)

)2
.
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It turns out, that in order to cover the whole SU(3) manifold the integration ranges have to be
chosen as −π ≤ ϕ3

2 ≤ π and −π ≤ 1√
3
ϕ8 ≤ π. Then it easy to determine the volume of SU(3),

µ(SU(3)) = 24π2 , (E.10)

and the normalized Haar measure is

µ(ϕ3, ϕ8)

µ(SU(3))
=

1

6π2

(
sin(2ϕ3)− sin(ϕ3 +

√
3ϕ8) + sin(−ϕ3 +

√
3ϕ8)

)2
, (E.11)

which is the result used for the Polyakov potential.
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