
Technische Universität München

Physik Department E20

Attosecond Time-Resolved

Photoemission from Surfaces and

Interfaces

Stefan Neppl
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Abstract

This thesis reports on experiments aiming at the observation of ultrafast dynamics of

photo-excited electrons in condensed matter that evolves on a sub-femtosecond (1 fs =

10−15 s) time scale. The experimental scheme providing this unprecedented time reso-

lution draws on the simultaneous illumination of a solid surface with the electric fields

of two different light pulses: photoelectrons generated by an extreme-ultraviolet (XUV)

pulse, with only a few hundred attoseconds (1 asec = 10−18 s) in duration, are modulated

in their final kinetic energy by a precisely synchronized, phase-controlled light field of a

near-infrared femtosecond laser pulse. A detailed analysis of these modulations for elec-

trons ejected from different electronic states of the solid allows access to relative time

delays occurring during the photoemission process. The capability of this method for

clocking electron emission from metal surfaces with a precision of only a few attoseconds

is demonstrated. In the quest of exploring the origin of these temporal phenomena in

solid-state photoemission, experiments on different single crystals and well-defined metal-

adsorbate interfaces have been performed. These measurements emphasize the extreme

sensitivity of these subtle time shifts on the atomic-scale electron transport experienced

by the photoelectrons prior to their release from the solid. The results are shown to be

compatible with a simple heuristic model solely based on average electron escape depths

and free-electron-like propagation of the photoelectron wave packets launched inside the

solid upon absorption of the exciting XUV pulse.





Kurzzusammenfassung

In der vorliegenden Arbeit werden Experimente vorgestellt, die auf eine direkte Messung

der ultraschnellen Dynamik photoangeregter Elektronen in Festkörpern abzielen, welche

auf einer Zeitskala im sub-Femtosekundenbereich (1 fs = 10−15 s) abläuft. Die ange-

wandte spektroskopische Methode, welche die erforderliche extreme Zeitauflösung bietet,

basiert auf der gleichzeitigen Bestrahlung von Festkörperoberflächen mit elektrischen

Feldern zweier unterschiedlicher Lichtpulsen. Photoelektronen werden von extrem ul-

travioletter Strahlung (XUV) mit einer Pulsdauer von nur wenigen hundert Attosekun-

den (1 asec = 10−18 s) freigesetzt. Dabei erfahren sie in einem präzise synchronisierten

elektrischen Feld eines phasen-stabilisierten Laserpulses eine Modulation bezüglich ihrer

kinetischen Energie. Der Vergleich dieser Modulationen für Photoelektronen, welche aus

unterschiedlichen elektronischen Zuständen des Festkörpers angeregt werden, erlaubt die

Bestimmung relativer zeitlicher Verzögerungen zwischen den verschiedenen Photoemis-

sionsprozessen. Es wird gezeigt, dass diese Methode Messungen von relativen Emissions-

zeiten mit einer zeitlichen Genauigkeit von nur wenigen Attosekunden ermöglicht. Die

physikalischen Ursachen für diese zeitlichen Phänomene, welche in der Photoemission von

Festkörpern auftreten, wird in Experimenten an verschiedenen Einkristallen, sowie an

wohldefinierten Metall-Adsorbat-Grenzflächen, erstmalig systematisch untersucht. Diese

Messungen belegen, dass die zeitliche Struktur der Festkörperphotoemission weitestge-

hend von Elektronentransportphänomenen auf der atomaren Längenskala dominiert wird.

Die Ergebnisse sind im Rahmen der Messgenauigkeit in Übereinstimmung mit den Vorher-

sagen eines einfachen heuristischen Models, welches den Transport der durch die XUV-

Pulse erzeugten Photoelektronen-Wellenpakete im Festkörper mittels empirischer Elek-

tronenausdringtiefen und freier Elektronenpropagation beschreibt.
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Chapter 1

Introduction

The desire to steer and control the outcome of physical, chemical and biological processes is

one of the main driving forces for exploring their dynamics in time-resolved measurements.

Traditionally, these experiments utilize short laser pulses for triggering the process while

a second delayed pulse probes the subsequent evolution of the system. Pioneered by the

work of A.H. Zewail, these pump-probe experiments allowed to observe the formation and

rupture of chemical bonds between molecules in real time [1]. Since the time scale of these

dynamics is linked to the vibrations and the atomic-scale movements of the nuclei, laser

pulses of a few femtoseconds (1 fs = 10−15 s) in duration are usually sufficient to track

the motion of the molecular constituents during a chemical reaction. In the end, however,

bond formation proceeds via rearrangement and transfer of electrons. The understanding

and control of this atomic-scale electronic motion, which unfolds on a much faster time

scale, is important in many fields of science and technology. On a fundamental level,

the functioning of solar cells, sensors, the catalytic action of surfaces and the working

principle of most of today’s nano-scale electronic devices relies on the motion of electrons

over the length scale of only a few angstrom (1 Å = 10−10 m), which implies that the

relevant dynamics evolve on an attosecond (1 asec = 10−18 s) time scale [2].

A straightforward extension of the established laser-based pump-probe schemes to resolve

electron dynamics in the sub-fs time domain is frustrated by the natural limit for the

minimum duration of a light pulse, which is set by the oscillation period of its carrier wave.

This limits the duration for pulses in the near-infrared (NIR) and ultraviolet spectral range

to a few femtoseconds, and restricts the prospects of breaking the femtosecond barrier for

the pulse duration to the shorter wavelength part of the electromagnetic spectrum. Over

the last decade, the tremendous progress in laser technology made it possible to produce

highly intense laser pulses in the near-infrared spectral region with durations approaching

this single-cycle limit, and even to control the electric field within the pulse envelope

[3, 4]. When atoms are exposed to such intense light fields, they can be forced to emit

high harmonics of the fundamental laser frequency in form of isolated light bursts of

extreme-ultraviolet radiation (XUV), with durations significantly smaller than the period

of the NIR driver pulses [5, 6, 7, 8]. Further improvements and developments eventually
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cumulated in the generation of XUV pulses with durations of only 80 asec [9]. These

are the shortest pulses ever produced in the laboratory. They opened the door for time-

resolved spectroscopy with unprecedented temporal resolution [2]. In combination with

the strong NIR driving field, these extremely short XUV pulses have been successfully

employed to study the dynamics of electrons in simple atoms in the gas phase, where they

enabled the observation of electron tunneling [10] and the motion of electrons within the

outer valence shells of an atom in real time [11]. Compared to these types of experiments,

the application of attosecond spectroscopy to condensed matter systems is still in its

infancy.

Today, most of our knowledge on the electronic properties of solids is based on the anal-

ysis and interpretation of photoemission experiments. In this fundamental process of

light-matter interaction an electron is ejected from the solid upon absorption of a pho-

ton. Measuring the energy and momentum of the emitted electrons allows mapping the

energy bands, the elemental composition and the atomic structure of a solid [12, 13]. In

its time-resolved fashion, two-photon photoemission with optical laser pulses is capable

of addressing femtosecond phenomena like thermalization of hot electrons, lifetimes of

image-potential and surface states, electron-electron scattering rates or charge carrier re-

laxation (see e.g. [14, 15, 16]). However, many essential processes in solids and at surfaces,

e.g. screening [17], heterogeneous charge transfer [18] and the build-up of electronic band

structure [19, 20], can proceed within less than a femtosecond. This calls for spectroscopic

techniques offering temporal resolution in the attosecond regime. So far, investigations

in this time domain were based on resonant photoemission techniques, which can yield

information on electron delocalization rates by using well-known lifetimes of core-level va-

cancies as an internal time reference [21]. The applicability of this approach is intrinsically

restricted by the constraint that the core-level lifetime has to match the time constant

of the process to be investigated. Furthermore, this technique only yields the rate of the

process but not its complete evolution over time. It is therefore highly desirable to extend

the attosecond spectroscopic tools, which have proven to be successful in many gas-phase

experiments, to solid-state systems.

The first step in this direction was taken by Cavalieri et al. in 2007, where photoelectron

emission from a tungsten surface was initiated with attosecond XUV pulses in the presence

of the strong electric field of a coincident NIR laser pulse [22]. Upon varying the relative

delay between the two pulses, characteristic modulations in the kinetic energy spectra of

the photoelectrons could be detected. From the analysis of a sequence of such ”streaked”

photoelectron spectra, a time delay of only ∼100 asec between electrons released from

the core-level and conduction band states of the solid could be inferred. This constitutes

the first time-domain measurement in condensed matter with a resolution well below one

femtosecond. Despite the existence of several theoretical studies based on the result of

this proof-of-principle experiment, it is presently not unequivocally clarified what kind of

information is encoded in time delays measured by this attosecond streaking technique,

and how it can be related to the electron dynamics taking place within the solid. The main

objective of this thesis is therefore to explore the potential of attosecond streaking spec-

2
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troscopy to investigate surface electron dynamics, and to elucidate the main mechanisms

behind the time delays observed in photoemission from solids. To this end, attosecond

photoemission experiments on well-defined model systems, including metal single crystals

and surfaces covered by adsorbate layers with different physical and chemical properties

have been performed. As a prerequisite for this systematic study, a new experimental

setup was developed that enables attosecond photoemission experiments under ultra-high

vacuum conditions.

This thesis is therefore organized as follows: Chapter 2 describes the basic principles

of the generation of attosecond XUV pulses by high-harmonic generation in gases and

introduces the concept of attosecond streaking spectroscopy as a technique to resolve

ultrafast electron dynamics. Chapter 3 gives specifics on the experimental setup, with

emphasis on the ultra-high vacuum apparatus which was developed and set up in the

framework of this thesis. The results obtained by attosecond streaking spectroscopy from

various well-defined solid-state systems are presented and discussed in Chapter 4. Finally,

a summary and outlook conclude this work.

3
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Chapter 2

General Background

This chapter describes the generation of isolated attosecond pulses via high-harmonic

up-conversion of laser frequencies in rare-gases and introduces the concept of attosecond

streaking spectroscopy. The only experimental result obtained by this method from a

condensed matter system so far is also briefly reviewed, along with its current state of

interpretation. A detailed introduction to the generation and mathematical description

of ultrashort laser pulses [23, 24], as well as to the theory of solid-state photoemission

[12, 13] and other basic surface science techniques [25, 26] employed in this thesis, can be

found in standard textbooks.

2.1 High-Harmonic Generation & Isolated Attosec-

ond Pulses

In any time-resolved measurement, a reference is needed for sampling that varies on a time

scale similar to the dynamical process under investigation. In conventional time-resolved

two-photon photoemission, this quantity is the envelope of the laser pulse which limits

the achievable resolution to a few femtoseconds. Advancing the photoemission technique

to gain access to attosecond phenomena therefore requires flashes of light that last shorter

than a femtosecond. Despite the progress made at large-scale Free-Electron-Laser (FEL)

facilities, such extremely short light bursts can currently only be produced in the extreme-

ultraviolet (XUV) spectral range by generating very high harmonics of optical frequencies

with high-intensity laser pulses.

High-harmonic radiation was originally observed in 1987, when intense linearly polarized

laser pulses were focused onto atoms in the gas phase [27]. The resulting spectrum is a line

series comprising discrete harmonics separated by twice the fundamental frequency ωL of

the driving laser. Only odd harmonics are generated in this process due to the inversion

symmetry of the gaseous medium. The generic structure of such a harmonic spectrum

is depicted in Fig. 2.1 (a). Whereas the intensity of the lower-order harmonics decreases
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Figure 2.1: Principle of high harmonic generation (HHG) with intense laser pulses. (a) Schematic

structure of the photon energy spectrum produced by HHG in atomic gases. (b) Semi-classical model for

the HHG process consisting of: (1) optical field ionization, (2) acceleration of the freed electron in the

laser field and (3) radiative recombination with the parent ion.

exponentially, the harmonics of higher order are produced with almost constant efficiency

giving rise to a plateau extending up to the so-called cut-off region, where the intensity

falls off sharply again. The occurrence of a harmonic plateau cannot be explained within

standard perturbation theory of nonlinear light-matter interactions, which predicts the

efficiency of a nonlinear processes to decrease rapidly with its order. This failure of a

perturbative description is related to the enormous strength of the applied electric field.

For intensities above 1013 W/cm2, the laser field strength becomes comparable to the

binding potential of electrons in the outermost valence shell of an atom and can therefore

not be considered as a small perturbation anymore.

The basic mechanism of high-harmonic generation (HHG) can rather be understood from

a semi-classical model proposed by Corkum [28] in which the process is divided into

three sequential steps (see Fig 2.1 (b)). In the first step, a weakly bound valence elec-

tron is detached from the atom by tunnel ionization. This purely quantum-mechanical

phenomenon is triggered most efficiently around the local extrema of the optical field

oscillation, where the instantaneous electric field is strong enough to substantially deform

the atomic Coulomb potential. Once freed from the atomic potential, the electron will be

accelerated away from the nucleus like a classical particle in the laser field. A quarter of

an optical cycle after ionization, as the electric field reverses direction, the electron will

be decelerated again and is finally driven back to its parent ion with a small probability

to recombine. The energy gained by the electron during its excursion in the laser field

(plus the ionization potential of the atom) will then be released in the form of high energy

photons as the atom relaxes to the ground state.

The energy accumulated by an electron when returning to the ion is precisely linked to the

6
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Figure 2.2: Impact of duration and waveform of the driving laser pulse on the temporal structure of

the high-energy photons (depicted as violet bursts) emitted during the high-harmonic generation process

for (a) a few-cycle pulse with carrier-envelope phase ϕCE = 0◦, (b) ϕCE = 90◦ and (c) for a multi-cycle

driving pulse. The green arrows illustrate the electron trajectories with the highest re-collision energies.

(d) The cut-off region of the resultant HH spectrum for ϕCE = 90◦ is modulated, but turns into a

continuum for ϕCE = 0◦. The latter is a signature of a single attosecond pulse in the time domain which

can be separated from the residual harmonic radiation by means of a suitable spectral bandpass filter

(dashed line). Similarly, the filtered cut-off radiation produced by few-cycle pulse with ϕCE = 90◦ will

give rise to a double pulse. For longer laser pulses, the cut-off region remains modulated for all settings

of ϕCE producing a train of attosecond pulses.

instant of ionization within the wave cycle. When the laser pulse comprises many optical

cycles, all three steps are repeated periodically for each half-cycle of the driving field.

Consequently, the overall emerging harmonic field will be formed by interference of the

radiation generated in consecutive half-cycles, which is the origin of the plateau harmonic

structure. Because of the strong temporal confinement of the HHG process to less than

a wave cycle, these photons are emitted in short bursts which can be significantly shorter

in duration than the driving laser pulse. In the time domain, this corresponds to a train

of sub-fs pulses separated by half the period of the fundamental laser field [5].

A more detailed analysis of the classical electron trajectories launched during HHG re-

veals that the maximum energy is transfered from the laser field to the electrons when

they are ionized ωLt =17◦ after the highest field oscillation [28]. The energy released in

the corresponding recombination processes defines the high-energy cut-off of the emitted

harmonic radiation according to:

Ecut−off = �ωmax = Ip + 3.17Up. (2.1)

7
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Here Ip is the ionization potential of the atom and Up denotes the so-called pondermotive

potential, i.e. the cycle-averaged kinetic energy acquired by a free electron in the laser field:

Up =
e2E2

0

4mω2
L

, (2.2)

with E0 being the amplitude the electric field EL(t) associated with the laser pulse:

EL(t) = E0(t) cos(ωLt+ ϕCE) = E0f(t) cos(ωLt+ ϕCE). (2.3)

The phase term ϕCE represents the so-called carrier envelope phase (CEP) which describes

the timing of the pulse envelope function f(t) with respect to the cosinusoidal carrier wave.

A fully quantum-mechanical treatment of the HHG process supports the intuitive inter-

pretation provided by this semi-classical model, but yields an additional prefactor of ∼1.3

for the ionization potential in Eq. 2.1 [29]. Common laser sources used for HHG operate

at near-infrared (NIR) wavelengths centered near λL = 750 nm. For typical intensities of

5 · 1014 W/cm2, the pondermotive potential becomes Up ≈ 30 eV. With neon as target gas

(Ip = 21.6 eV) Eq. 2.1 implies a HH cut-off energy of �ωmax ≈ 116 eV, which is far in the

XUV spectral range. By using helium as generating medium (Ip = 24.6 eV) and applying

even higher laser intensities, harmonic radiation extending into the water window [30]

and even above 1 keV [31] could be produced. At present, however, the achievable flux

in this photon energy range is insufficient for spectroscopic applications.

While the carrier-envelope phase ϕCE is of almost no relevance for long pulses, it signifi-

cantly affects the evolution of the electric field within a short few-cycle laser pulse. This

is illustrated in Fig. 2.2 (a) and (b) for the two extreme cases ϕCE = 0◦ (”cosine” wave-

form) and ϕCE = 90◦ (”sine” waveform), respectively. This sensitivity has far-reaching

consequences for the temporal structure of the cut-off harmonic emission generated with

these pulses. Because a ”sine” waveform exhibits two field extrema of equal strength,

two different electron trajectories will contribute to the cut-off radiation. For a ”cosine”

waveform on the other hand, the highest-energy photons stem only from a single electron

re-collision event. In this case, the generation of the cut-off radiation is completely local-

ized in time which corresponds to a continuum in the spectral domain (see Fig. 2.2 (d))

[4, 8]. An experimental example of this phenomenon is shown in Fig. 3.6 on page 37 of this

thesis. By selecting a certain bandwidth of this continuum, a single sub-fs pulse can be

filtered from the residual HH radiation. Usually, multilayer mirrors consisting of periodic

or aperiodic stacks of alternating layers from different materials are used for this purpose.

In principle, a suitable choice of both the layer materials, periods and thicknesses allows

not only for engineering the center and bandwidth of the reflectivity response, but even

for controlling the spectral phase of the reflected XUV pulses [32, 33]. Following this

approach, pulse durations as short as 80 asec have been demonstrated [9].

Isolated attosecond pulses are much easier to implement in pump-probe-type experiments

than attosecond pulse trains. Filtering the cut-off radiation driven by a sine-shaped laser

waveform results in a pair of identical attosecond pulses which is also unfavorable for many

8



High-Harmonic Generation & Isolated Attosecond Pulses

applications, especially for those discussed in this thesis. Moreover, any deviation from

the ”cosine” waveform will give rise to a satellite burst accompanying the main attosecond

pulse, with the intensity of the satellite depending sensitively on the CEP [34]. In this

respect it has to be mentioned that for driver pulses with durations very close to the single

cycle limit the range of CEP values for which single attosecond pulses can be filtered with

negligible satellite content is more extended. This is a consequence of the large contrast in

amplitudes for adjacent field extrema in these waveforms [9]. In general, pulses delivered

by a laser system do not have a constant waveform because the CEP varies from shot to

shot. For a reproducible and reliable generation of single attosecond pulses, the control

and stabilization of the CEP is therefore of uttermost importance. Experimental schemes

to control the waveform of laser pulses will be discussed in Section 3.1.2.

Due to the generation process, the higher harmonics also inherit the spatial and temporal

coherence properties from the fundamental laser field. The harmonic cut-off emission

is therefore radiated with a very small divergence angle θn that roughly scales with the

harmonic order n according to θn ≈ θL/
√
n, where θL is the divergence angle of the driving

laser beam [35, 36]. This property is crucial for experiments, where a spatial separation

of the generated XUV radiation from the fundamental light is often required.

Most of the above considerations concerning HHG applied to the response of a single

atom. In practice, however, the HH radiation is generated from a macroscopic ensemble

of atoms confined in a gas target to achieve sufficiently high photon flux. In order to build

up coherently over an extended propagation distance, the harmonics and the fundamental

laser light have to travel with the same phase velocity (phase matching). Only then,

harmonics generated from different atoms in the interaction region will add constructively

to the final harmonic field. Notably the dispersion induced by the free electrons produced

during the HHG process and the geometric phase shift introduced by focusing of the laser

beam (Gouy phase shift [37]) contribute to a dephasing between the fundamental and

its higher harmonics. Even though these effects can be partly accounted for by proper

adjustment of the interaction length, the gas density, and the focusing conditions, the

ultimate conversion efficiency will be limited by re-absorption of the XUV photons by the

surrounding gas atoms to ∼10−5 − 10−6 [3, 38].

The strategy for generating isolated attosecond pulses outlined above heavily relies on

intense, few-cycle NIR laser pulses, the generation of which is rather challenging. Different

schemes have therefore been developed to obtain single attosecond pulses from longer

driving pulses. Promising results have been obtained by so-called polarization gating

techniques that make use of the strong dependence of the HHG process on the ellipticity

of the driving laser field [39]. This sensitivity can be readily understood from the intuitive

model for HHG, since electrons tunnel-ionized by a non-linearly polarized light field will

never return to their parent ion. Thus, employing pulses with a time-varying polarization

state, it is possible to confine HHG to a time interval that can be shorter than half an

optical cycle of the fundamental field. The shortest XUV pulses generated in this way

have a duration of 130 asec and are centered at ∼36 eV [40]. The requirements concerning

9
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the laser pulse duration are even more relaxed when this gating method is combined

with two-color fields, e.g. the superposition of the fundamental laser field with its second

harmonic. Driven by such a laser field, the inversion symmetry in the HHG process is

broken which allows the generation of both even and odd harmonics. In the time domain,

this translates into a temporal separation equal to the full period of the fundamental laser

between consecutive pulses in the pulse train, which puts less stringent demands on the

width of the temporal gate. With this so-called ”double optical gating” method it seems

to be possible to generate isolated XUV pulses with durations of ∼130 asec directly from

9 fs long NIR driver pulses [41].

Nevertheless, the use of sub-4 fs driving laser pulses still offers several important ad-

vantages, such as the potential to reach higher cut-off energies and better conversion

efficiencies due to favorable phase matching conditions [42, 3]. Both aspects are crucial

for the feasibility of most of the attosecond experiments presented in Chapter 4.

2.2 Attosecond Streaking Spectroscopy

Although isolated sub-fs XUV pulses are becoming more and more available today, the

associated low photon flux still impedes their application in conventional pump-probe

schemes, where an sub-fs XUV pulse (resonantly) excites the electronic system of the sam-

ple, whose temporal evolution is then probed by absorption, reflection or photo-ionization

initiated by a second delayed attosecond pulse. On the other hand, these attosecond pulses

are inherently synchronized to the electric field of the NIR driver pulses used for their

generation via high-harmonic up-conversion (see previous section). Therefore, most of the

attosecond experiments demonstrated so far draw on the common principle to substitute

either the pump [11] or the probe pulse [43, 10, 22, 44] with these controlled laser fields.

Especially in experiments based on attosecond single-photon ionization, the necessary

time resolution can currently only be achieved by ”dressing” the XUV-induced photoe-

mission with a strong NIR field. In these measurements, the energies of the electrons

photo-emitted by the XUV pulse are further modulated in the presence of the laser field,

leading to characteristic shifts and distortions of the photoelectron spectrum as a function

of the relative delay between the NIR and XUV pulses [45]. This method is commonly

referred to as ”attosecond streaking” in the limit of XUV pulse durations smaller than the

period of the NIR field oscillation (TL ≈ 2.6 fs). It was originally conceived and employed

for the temporal characterization of the attosecond pulses themselves [45, 46, 6, 7, 34].

The basic concept of attosecond streaking will be outlined in the first part of this sec-

tion, since all the time-resolved experiments presented in this thesis strictly rely on this

technique. The second part gives a short overview of the current state of research in the

field of attosecond streaking in solids. Some general particularities pertaining to streaking

spectroscopy in condensed matter systems are also addressed.
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2.2.1 General Principle

In attosecond streaking experiments, a short XUV pulse generates an electron wave packet

by photo-ionizing atoms in the presence of a strong NIR laser field. Insights into the

evolution of these electrons can be already gained from an intuitive semi-classical two-

step description of the process. First, an XUV pulse with a central photon energy �ωx

liberates an electron from an energy level with binding energy Ebin. A possible influence of

the laser field on the initial state is neglected (strong-field approximation). The electron

appears in the continuum with an initial momentum pi =
√

2me(�ωx − Ebin) and is

instantaneously accelerated like a classical particle in the oscillating electric field EL(t) of

the laser pulse, which is assumed to be polarized along the z-direction. If the release of

the electron into the laser field occurs at the instant of time τ , its momentum component

parallel to the laser polarization will be changed by Δpz(τ) after the laser pulse has left

the interaction region. This momentum shift can be calculated by integrating the classical

equation of motion for the electron:

mez̈ = −eEL(t) = −eE0(t) cos(ωLt+ ϕCE) (2.4)

⇒ Δpz(τ) = meż = −e
∫ ∞

τ

E0(t) cos(ωLt+ ϕCE) dt = −eAL(τ). (2.5)

Here, AL(t) denotes the vector potential which is related to the electric field by AL(t) =∫∞
t
EL(t

′) dt′ (Coulomb gauge). The finite duration of the envelope E0(t) ensures that

only electrons which are set free during the laser pulse will experience a net change of

their momentum. Within the adiabatic approximation, i.e. dE0/dt� E0 ωL, Eq. 2.5 can

be further evaluated to:

Δpz(τ) =
eE0(τ)

ωL

sin(ωLτ + ϕCE) =
√

4Up(τ)me sin(ωLτ + ϕCE). (2.6)

The final momentum pf of the electron can be obtained from the trigonometric relation

pf
2 = pi

2 + 2pfΔpz cos θ −Δp2z, where θ is the angle between the laser polarization and

the final momentum of the detected electron (see Fig 2.3 (b)). The corresponding final

kinetic energy Ekin,f is approximately given by [45]:

Ekin,f =
pf

2

2me

≈ Ekin,i + 2Up(τ) cos 2θ sin
2(ωLτ + ϕCE) (2.7)

+
√
8Up(τ)Ekin,i cos θ sin(ωLτ + ϕCE). (2.8)

The observed modulation of the final kinetic energy does therefore not only depend on

the release time τ , but also on the geometry of the experiment. This is illustrated for an

isotropic distribution of initial photoelectron momenta in Fig. 2.3 (b)-(e). When the elec-

trons are detected in the direction perpendicular to the laser polarization (θ = 90◦), the
measured electron spectra will be asymmetrically broadened and shifted to lower kinetic

energies with twice the frequency of the laser field (2/TL) [6, 7]. This purely geometrical

broadening is obviously proportional to the acceptance angle of the (angle-integrating)
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Figure 2.3: Principle of photoelectron streaking with a linearly polarized laser pulse. (a) Electrons

released into the NIR field EL(t) at the instant of time τ suffer a momentum shift Δpz which is defined

by the instantaneous value of the vector potential AL(τ). (b)-(e) Illustration of the streaking effect on

an isotropic distribution of initial electron momenta. Depending on the angle of electron detection θ,

the laser-induced distortion of the momentum distribution will be predominately perceived as a periodic

broadening (θ = 90◦), or as an alternating energy shift (θ = 0◦) in the measured electron energy spectra.

electron analyzer. In contrast, if only electrons that are emitted predominantly along the

laser polarization (θ = 0◦) are collected, the corresponding photoelectron spectra will be

periodically up- and down-shifted in energy without substantial broadening. This parallel

detection scheme was adopted for all the measurements presented in this thesis. For this

geometry, the modulation of the final electron kinetic energy as a function of τ is given by:

ΔEkin(τ) = Ekin,f − Ekin,i ≈
√

8Up(τ)Ekin,i sin(ωLτ + ϕCE), (2.9)

provided that Ekin,i = �ωx − Ebin � Up. This condition is easily fulfilled in all the

streaking experiments that will be presented in Chapter 4. For the highest NIR inten-

sities of ∼1012 W/cm2 employed in these measurements, Up amounts only to ∼50 meV

(λL = 750 nm) which is negligible compared to the electron kinetic energies of interest

(50− 130 eV).

Equations 2.5 and 2.9 imply that for parallel detection, the vector potential AL of the

linearly polarized laser pulse can be directly sampled upon varying the release time τ

of the photoelectrons into its electric field. This was experimentally confirmed in 2004,
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where ”streaked” photoelectron spectra originating from gas-phase neon were recorded

as a function of the relative delay between the NIR and the sub-fs XUV pulses [34, 47].

Since the momentum shift imparted on the electrons also depends on the carrier-envelope

phase ϕCE, such streaking experiments require active stabilization of the sampled NIR

waveform, which in turn is the prerequisite for generating the isolated attosecond XUV

pulses needed in these experiments anyhow.

The formalism used above treated the electron as a classical, point-like particle. In reality,

however, the launched photoelectrons will form a wave packet whose properties are, in

the simplest case, governed by the ionizing attosecond pulse that will imprint its dura-

tion and time-frequency-dependence (chirp) onto the released photoelectron distribution.

This finite temporal duration of the generated electron wave packet manifests itself in a

symmetric broadening of the photoelectron spectra whenever the release of the electrons

coincides with a zero-crossings of the NIR vector potential (i.e. local extrema of the elec-

tric field), because in this situation electrons within the release distribution can acquire

momentum shifts in opposite directions (see Fig. 2.4 (a)). As opposed to this, a chirp in

the electron wave packet will lead to a broadening and narrowing of the photoelectron

spectra, when compared at consecutive zero-crossings of the vector potential. This is illus-

trated in Fig. 2.4 (b) for a wave packet carrying a negative chirp1. When the electron wave

packet is probed at zero-crossings exhibiting a negative slope of the vector potential, the

faster electrons in the leading edge will be further accelerated by the laser field, whereas

the slower electrons in the trailing edge will be decelerated which results in a broadening

of the streaked electron energy spectrum. Conversely, a narrowing of the photoelectron

spectrum is observed when the release of the wave packet is synchronized with a zero-

crossing of the vector potential where the slope is positive. As long as the photoemission

process can be considered instantaneous, a streaking experiment can be interpreted as a

cross-correlation between the attosecond XUV pulse and the NIR laser pulse. It has been

demonstrated that the analysis of streaking measurements with FROG2-type algorithms

can provide almost complete information about the temporal intensity profile and the

spectral phase of both the XUV pulses and the NIR electric field [48, 49, 50].

In quantum mechanics, the temporal evolution of an electron wave packet |ψ(t)〉 in a laser

field with vector potential AL(t) is governed by the time-dependent Schrödinger equation

(TDSE)3:

i
∂

∂t
|ψ(t)〉 = Ĥ(t) |ψ(t)〉 . (2.10)

In dipole approximation, the Hamiltonian Ĥ can be written as:

Ĥ(t) =
1

2
(p̂+AL(t))

2 + Veff (r) + EX(t) · r, (2.11)

where only a single electron moving in an effective potential Veff (r) formed by the ion and

the remaining bound electrons is considered (single active electron approximation). As

1In a negatively chirped wave packet, the instantaneous frequency (energy) decreases with time.
2Frequency-Resolved Optical Gating
3Atomic units will be used for the remainder of this section.
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Figure 2.4: Manifestation of the electron wave packet’s chirp and duration in attosecond streaking

experiments. In the presence of the NIR dressing field EL(t), the initial time-intensity distribution of

the electron wave packet will be mapped onto a corresponding final momentum-intensity distribution

(photoelectron energy spectrum) which is observed parallel to the laser polarization. (a) For electron

wave packets with constant time-frequency evolution (”unchirped”), the finite wave packet duration

gives rise to a broadening of the final momentum distribution whenever the release of the electrons into

the laser field coincides with a zero-crossing of the NIR vector potential AL(t). (b) When the electron

wave packet carries a negative (positive) linear chirp, the final momentum distribution will be narrowed

(broadened) at zero-crossings with a positive slope of AL(t), and broadened (narrowed) when the emission

is synchronized with zero-crossings featuring a negative slope.

usual, p̂ = −i∇ represents the canonical momentum operator. The XUV pulse responsible

for ionizing the atom is described by EX(t) = EX(t)e
−iωxt nX , where EX(t) is the envelope

of the pulse, ωX the central frequency of the radiation and nX defines the polarization

of the electric field. The transition amplitude a(p, τ) for populating the final continuum

state |p〉 with momentum p can be calculated as a function of the delay τ between the

ionizing XUV pulse and the dressing laser field according to [45, 46, 48]:

a(p, τ) = 〈p |ψ(t)〉 = −i
∞∫

−∞

dtEX(t+ τ)M(p+AL(t)) e
iΦv(p,t) ei(p

2/2)t−i(pi
2/2)t. (2.12)

Thus, the main effect of the laser field is to impose an additional phase modulation Φv(p, t)
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on the XUV-induced wave packet, which is referred to as Volkov phase [51]:

Φv(p, t) = −
∞∫
t

dt′
(
pAL(t

′) +
1

2
A2

L(t
′)
)
. (2.13)

Equation 2.12 relates the electric field of the XUV pulse to the generated electron wave

packet and therefore constitutes the general theoretical foundation of most techniques

developed for attosecond pulse characterization. The dependence of the streaking effect

on the observation angle θ is now contained in the dot product pAL. The initial central

momentum pi is determined by energy conservation: Ekin,i = pi
2/2me = �ωx − Ebin.

The response of the atomic system enters solely through the transition dipole matrix

element (TDME) M(p) = 〈p| r ·nX |ψ(t0)〉, evaluated between the ground state |ψ(t0)〉
and a plane wave |p〉 describing a free electron with asymptotic final momentum p. Any

influence of the atomic Coulomb potential on the propagation of the electron wave packet

is thereby neglected (strong-field approximation). According to Eq. 2.12, both the ionizing

attosecond pulse and the TDME will shape the outgoing wave packet. Especially, when

the excitation energy is close to a resonance of the atom (e.g. in auto-ionization), the

TDME can vary strongly over the spectral bandwidth of the attosecond pulse. In these

situations, the amplitude and phase of the released electron wave packet will differ from

the corresponding properties of the XUV pulse [52, 53].

When neglecting a possible energy-dependence of the TDME, a simple time-domain elec-

tron wave packet χ(t) may be constructed by:

χ(t) = f(t) e−i(pi
2/2)t, (2.14)

where the temporal evolution of both the attosecond electric field and the TDME are

absorbed in a single complex-valued function f(t). In the following, the electrons are

assumed to be detected along the laser polarization. The streaked photoelectron energy

spectrum P (E, τ) in function of τ is then given by:

P (E, τ) = P (p2/2, τ) = |χ(p, τ)|2 =
∣∣∣∣∣∣−i

∞∫
−∞

dt f(t) eiΦv(p,t)ei(p
2/2)t−i(pi

2/2)t

∣∣∣∣∣∣
2

. (2.15)

This expression reduces to a simple Fourier transform when the central momentum ap-

proximation Φv(p, t) ≈ Φv(pi, t) is applied. It is instructive to calculate the corresponding

streaked electron spectra using Gaussian parameterizations for f(t) and the laser vector

potential AL(t):

f(t) = f0 e
−4 ln 2 (t/τx)

2

ei bx t2 (2.16)

AL(t) = A0 e
−4 ln 2 (t/τL)

2

sin (ωL t+ ϕCE) , (2.17)

with τx and τL being the full width at half maximum (FWHM) duration of the electron

wave packet and the NIR laser pulse, respectively. The phase factor bx defines a linear
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Figure 2.5: False-color images of streaking spectrograms calculated from Eq. 2.15 for a Gaussian electron

wave packet with duration τx released into the electric field of a 5 fs long NIR pulse with a carrier

wavelength λL = 750 nm and an intensity of 2 · 1011 W/cm2. Spectrograms are calculated for (a) τx =

300 asec, (b) τx = 450 asec, (c) τx = 450 asec with a negative linear chirp bx = −3 fs−2, (d) τx = 1.5 fs

and (e) τx = 3 fs. When the duration of the wave packet approaches half the period of the NIR field

(TL/2 = 1.3 fs), the effect of dressing the photoemission with the laser field develops from streaking into

the generation of a series of sidebands, which are spaced in multiples of �ωL = 1.65 eV from the main

photoemission line.

chirp of the wave packet, and the constant A0 is determined by the intensity of the

streaking field.

A compilation of laser-dressed photoelectron spectra P (E, τ) for different relative delays τ

between the attosecond XUV pulse and the laser pulse is referred to as streaking spectro-

gram. Figure 2.5 shows false-color representations of spectrograms calculated according

to Eq. 2.15 for different durations of the electron wave packet with a central kinetic energy

Ekin,i = 90 eV. As long as the wave packet duration is significantly shorter than half the

period of the streaking field (panels (a)-(c)), the centroids of the streaked electron spectra

follow the evolution of the vector potential of the laser field. This is in agreement with the

classical analysis, and is a simple consequence of the one-to-one correspondence between

the change in momentum imparted to the emitted electrons and the change of the electric

field (see Fig. 2.3 (a)). Furthermore, also the effect of wave packet chirp is reflected in the

simulated spectrograms as expected from the simple qualitative discussion in Fig. 2.4. In

the false-color images, the characteristic narrowing/broadening of the electron spectra is
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mainly perceived as the increase/decrease of the electron peak intensity (see Fig. 2.5 (c)).

The spectral appearance of the laser-dressed photoemission changes drastically when the

duration of the electron wave packet becomes comparable to, or longer than the half-cycle

of the NIR field. An increase in the wave packet duration may either be introduced by

a long XUV pulse, or a long-lived intermediate electronic state (e.g. for the emission of

Auger electrons). In this regime, the streaking effect gradually disappears with increasing

duration of the electron wave packet. Instead, sidebands begin to develop which are

separated from the main XUV-induced photoemission line by multiples of the laser photon

energy �ωL (see Fig. 2.5 (d) and (e)). The formation of these sidebands is the result

of quantum interference between different parts of the same electron wave packet that

receive identical momentum shift from the streaking field. This quantum mechanical

phenomenon cannot be accounted for by the semi-classical model but might be considered

as the absorption and stimulated emission of multiple photons by the photoelectron in

the laser field, with the momentum conservation being guaranteed by the presence of the

ionized atom.

The discussion presented so far illustrates that the modulation of the energy spectrum of

the XUV-induced photoelectrons depends sensitively on the instant of time τ at which

the corresponding electron wave packet emerges into the laser-dressed continuum. This

sensitivity can be used in time-resolved experiments to measure the relative arrival of

photoelectrons, which are ejected from different energy levels, in the electric field of the

laser pulse. In the streaking regime, such a difference in arrival time Δτ will manifest

itself in an offset along the XUV-NIR delay axis between the sampled vector potential

waveforms. This is because for any fixed relative delay between the XUV and NIR pulse,

an electron released Δτ later into the streaking field will experience a slightly different

phase of the NIR field than the remaining electrons, even though the emission of all

the electrons is initiated by the same attosecond XUV pulse. In this way, streaking

spectroscopy can provide access to dynamics of photo-excited electrons that happens on

a time scale much shorter than the duration of employed attosecond pulses. The time

resolution in these kinds of measurements is only limited by the fidelity of extracting such

shifts from a streaking spectrogram. Thus, it mainly depends on the separation of the

energy levels from which the different electrons are emitted, the statistics of the streaked

photoelectron spectra and the strength of the applied streaking field.

Experiments along these lines are also conceivable in the sideband regime, since the mag-

nitude of the sidebands still depends on the release time of the electron wave packet

relative to the NIR probing field. In this case, however, only a convolution between the

envelopes of the wave packet and the NIR pulse can be inferred by tracking the sideband

intensity as a function of the XUV-NIR delay. Finding a sub-fs shift between such broad

cross-correlation traces is not very reliable thereby limiting the resolution to a few fem-

toseconds. In contrast, the sub-cycle modulation in streaking spectroscopy holds promise

to push the resolving power for relative timing experiments down to the attosecond range.

Nevertheless, it has been demonstrated that the evolution of sidebands can provide direct
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time-domain insight into inner-shell relaxation dynamics in atoms that proceed within

∼10 fs [43, 54].

2.2.2 Streaking at Surfaces

In the previous section, laser-dressed photoemission was introduced for an isolated atom,

which is appropriate for describing experiments in the gas phase. The extension of this

technique to solid surfaces is more challenging, both regarding the experiment and the

theoretical modeling of the underlying dynamics. The main complexity is thereby already

contained in the single-XUV-photon ionization process itself. Whereas photoelectrons in

gas-phase experiments are ejected into simple continuum states, photoemission from solids

is more intricate involving the excitation of electrons into energy band states which arise

from the interaction of all the remaining electrons in the solid with the periodic potential

of the crystal lattice. For a more intuitive discussion of solid-state photoemission, the

whole process is often artificially decomposed into three separate steps (three-step model)

[55]:

1. The first step is the optical excitation of the electrons inside the solid. The transition

probability is determined by the transition dipole matrix element (TDME) which is

evaluated between two one-electron bulk Bloch waves associated with the initially

occupied band state Ei(ki) and the final band state Ef (kf ). The initial states of

localized core electrons exhibit negligible dispersion, i.e. Ei(ki) = Ebin. Besides a

non-vanishing TDME, all observed transitions have to obey energy conservation:

Ei(ki) + �ωx = Ef (kf ). (2.18)

In addition, the wave vector of the electron must be conserved:

ki +G = kf , (2.19)

where G is a reciprocal lattice vector of the crystal. The wave vector of the photon

can be neglected in the XUV spectral range.

2. After excitation, the electrons start propagating towards the surface with their group

velocity

vg(kf ) =
1

�

∂Ef (kf )

∂kf

, (2.20)

which is governed by the band dispersion in their final states. On their way to the

surface, the photoelectrons suffer energy losses due to inelastic electron-phonon and

electron-electron scattering, or the excitation of collective modes of the electronic

system (e.g. plasmons). The momentum of the photoelectrons can also be altered

by elastic collisions. Only electrons that do not lose energy will contribute to the

primary electron spectrum with a characteristic photoemission peak whose position
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Figure 2.6: Inelastic mean free path (IMFP) of electrons in different materials as a function of their

kinetic energy [26]. The electron energy range relevant for the attosecond photoemission experiments

presented in this thesis is highlighted.

is defined by the corresponding initial state. The inelastically scattered electrons

give rise to a continuous background of secondary electrons at lower kinetic energies.

The propagation of excited electrons in solids can be phenomenologically described

by the inelastic mean free path λ, which defines the probability p(z) for an electron

to lose energy in a scattering event after traveling a distance z through the solid

according to p(z) ∝ e−z/λ. Therefore, 63% of the unscattered electrons escaping

from a solid originate, on average, only from a distance λ underneath the surface. For

the energy range accessible with XUV photons, this excape depth is less than 8 Å,

i.e. only two lattice constants, which renders photoemission from solids extremely

surface sensitive in this energy regime. As can be seen in Fig. 2.6, the escape depth

is a strong function of the electron energy and is also slighly dependent on the

solid-state material.

3. Finally, electrons that arrive at the surface with enough energy to overcome the

potential barrier of height V0 between the solid and the vacuum, will have the

possibility to be transmitted and contribute to the final photoemission spectrum.

This inner potential V0, which is roughly given by the sum of the work function φ

and the width of the occupied part of the conduction band [12], lowers the kinetic

energy of the escaping electrons and therefore implies their refraction at the solid-

vacuum boundary. In this transmission process, only the wave vector component

parallel to the surface is conserved, because of the perturbed translational symmetry

normal to the surface.

Although this three-step model is often sufficient to reproduce the main features of a

photoemission experiment, it is nevertheless an approximation since it neglects different
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pathways for the release of a photoelectron that arise from the interference between elec-

tron excitation, transport and transmission. In a rigorous quantum-mechanical approach,

the whole photoemission event is therefore treated as a single coherent process. Within

such a one-step model, the transition matrix element is usually taken between a bulk

Bloch state inside the crystal and a so-called ”time-reversed LEED4 state”. This final

state is constructed by matching propagating bulk Bloch waves inside of the crystal to

plane wave states in vacuum that describe the free electrons traveling to the detector

[56, 12, 13]. As a result of this constraint to match the wave functions at the interface,

only a fraction of the final Bloch band states that are accessible by optical excitation can

actually contribute to the emergent photoemission current. The finite escape depth of the

electrons λ is usually accounted for by adding an imaginary part to the inner potential,

which leads to an exponential damping of the time-reversed LEED state in the interior

of the solid. The mathematical formalism needed for a proper description of this one-

step approach is omitted here, since a discussion based on the more phenomenological

three-step model turned out to be sufficient for interpreting most of the results obtained

in this thesis.

From this brief introduction it is already evident that an electron wave packet created in

a solid by the absorption of an attosecond XUV pulse can exhibit a more complex time

evolution than a corresponding wave packet released from an isolated atom in the gas

phase. Especially the electron wave packets launched from the conduction band of a solid

comprise a manifold of transitions with different final-state dispersions. Since the final

band states disperse with the electron wave vector kf , the relevant group velocities vg
of the detected electrons will not only depend on the XUV energy �ωx, but also on the

observation geometry defined in the experiment. Moreover, the matrix elements for the

individual transitions may vary substantially within the bandwidth Δ�ωx of the exciting

attosecond radiation, especially when surface states are involved [57]. Finally, even the

electron wave packets released from the localized core states of the solid, which could be

thought to resemble closest the attosecond photoemission process in gases, are actually

formed by the coherent superpositions of all photoelectrons emitted from the periodically

arranged atoms in the lattice of the crystal which may give rise to interference phenomena.

When the XUV-induced photoemission is combined with an intense NIR pulse for time-

resolved experiments, a further complication concerning the spatial inhomogeneity of both

the intensity and polarization of the laser field arises because of screening and refraction

of the incident NIR light at the surface of the solid. In general, the photoelectrons pro-

duced by an attosecond pulse will therefore be subject to a spatially varying streaking

field while propagating towards the surface. This spatial inhomogeneity of the prob-

ing field obviously depends on the optical properties of the solid-state material. On the

experimental side, the NIR laser intensities that can be applied to dress the primary

photoemission from a solid are generally restricted to much lower values than commonly

employed in gas-phase experiments in order to avoid irreversible damaging of the crystal

4Low Energy Electron Diffraction
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surface by laser-ablation. Furthermore, the NIR pulses impinging on the surface are able

to generate a significant amount of photoelectrons with comparably high kinetic energies

by multi-photon ionization. In solids, this process is favored by the low work function

which determines the threshold for multi-photon ionization. Such above-threshold pho-

toemission (ATP) electrons contribute to an unwanted background signal which scales

with the intensity of the NIR pulses and tends to obscure the observation of the primary

XUV-induced photoemission lines. In contrast, for corresponding experiments in the gas

phase, which have up to now almost exclusively been performed on rare gas atoms, the

threshold for ATP is determined by the ionization potential of the atoms which exceeds

the typical work functions of solids by more than a factor of two and therefore reduces

the ATP background considerably.

Laser-assisted photoemission from a solid surface was first observed in 2006 by Miaja-

Avila et al., who measured the magnitude of sidebands occurring in the conduction band

emission from the Pt(111) surface as a function of the NIR-XUV delay [107]. From the

resultant cross-correlation trace, the 10 fs duration of the employed XUV pulses could

be inferred but further insights into the dynamics of the photo-generated electrons inside

the solid could not be obtained. In 2007, Cavalieri et al. reported the first application

of streaking spectroscopy in condensed matter [22]. In this experiment, the streaked

photoemission originating from the (110) surface of tungsten could be measured. The

scenario of the experiment is schematically depicted in Fig. 2.7. The employed XUV

pulses had a duration of τx ≈ 300 asec and a central energy of �ωx ≈ 90 eV. The streaking

spectrogram featured two broad peaks related to the photoemission from the conduction

band (CB) and the 4f core states of tungsten, which both exhibited the characteristic

energy modulation tracing the waveform of the NIR vector potential of the ∼5 fs long

streaking pulses. Further analysis revealed a shift of Δτ = 110 ± 70 asec between the

two parts of the spectrogram. Since both types of electrons are excited simultaneously

by the attosecond XUV pulses5, this time shift could be interpreted as a transport effect

associated with the propagation of the photoelectron wave packets towards the surface of

the crystal.

Since the electron emission was collected along the surface normal, only the NIR field

component parallel to this direction is relevant for the observed streaking effect6. In the

experiment, the p-polarized NIR and XUV pulses illuminated the surface under ϑ = 15◦

gracing incidence (see Fig. 2.7). For this angle of incidence, Fresnel equations predict the

normal component of the streaking field inside the W(110) crystal to be reduced to only

6% of the corresponing field strength in vacuum [22]. According to this estimate, the effect

of streaking is negligible before the electrons traverse the metal surface. Consequently,

the measured time delay may be linked to a difference in arrival time of the W4f and CB

electron wave packet at the surface of the metal. A delayed emssion of the less energetic

W4f electrons is then indeed expected, since their mean escape depth is ∼1 Å larger

than for the CB electrons [22]. If the excited electrons behave like free electrons inside

5A photon covers a distance of λ ≈ 8 Å in less than 3 asec.
6For a perfect conductor, the electric field component parallel to the surface has to vanish anyhow.
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Figure 2.7: Scenario for attosecond streaking at a solid surface. The attosecond XUV pulses photo-

excite electrons from different initial states of the solid within a region exceeding the escape depth of the

electrons. Pictorial wave functions for localized core electrons (orange) and delocalized conduction band

electrons (green) are indicated. The generated electrons propagate towards the surface in a (possibly)

spatially inhomogeneous NIR streaking field. Any time delay Δτ occurring between photoelectrons

released from different energy levels manifests itself in a corresponding offset Δτ between their streaked

electron distributions P (Ekin, τ) which are measured as a function of the relative NIR-XUV pump-probe

delay τ . In general, Δτ may be attributed to the interplay of NIR field penetration and refraction at the

surface, the strength of inelastic electron scattering, differences in the electron velocity and the initial

state character of the involved electronic levels.

the metal, their velocity would be given by:

vfree =

√
2

me

(Ekin + V0 − φ) , (2.21)

with Ekin being the measured kinetic energy of the photoelectrons with respect to the

Fermi level and me the rest mass of the free electron in vacuum. In this case, a relative

time delay of only Δτ ≈ 38 asec would be expected [22]. The authors argued that the

remaining discrepancy with the measured time shift is a signature of the Bloch group

velocities associated with the motion of the excited photoelectrons inside the solid. From

a simple band structure calculation, considering neither matrix element effects nor the

matching conditions for the wave functions at the solid-vacuum interface, a distribution

of group velocities vg(kf,⊥) for electrons escaping the W(110) crystal along the surface

normal was derived. After averaging these group velocities over the spectral bandwidth of

the exciting XUV radiation it was found that electrons from the CB emerge twice as fast

from the W(110) crystal as the W4f core-level electrons, thereby increasing their relative

time delay to Δτ = 90 asec in good agreement with the experiment [22].

22



Attosecond Streaking Spectroscopy

This explanation in terms of band-structure-dominated electron transport was challenged

in a subsequent theoretical study by Kazansky et al, where the time-dependent Schrödinger

equation (TDSE) was solved for a one-dimensional (1D) model crystal mimicking the en-

ergy levels of W(110) [58]. The interaction of the photoelectrons with the 1D crystal lattice

was modeled using a pseudo-potential with parameters originally optimized for the (111)

surface of copper, whereas the interaction with the remaining photo-hole in the solid was

explicitly taken into account only for electrons released from localized states. Moreover,

the NIR field strength was assumed to vanish completely in the interior of the crystal and

the escape depth for both types of electron was fixed to λ ≈ 5 Å. With these assumptions,

the authors calculate a time delay of Δτ = 85 asec for the photoelectrons emitted from

localized energy level compared to those released from the delocalized band states which

is in good agreement with the experimental result. However, within this model the time

delay arises primarily from the different spatial confinement of the involved initial states

(localized core state vs. delocalized conduction band). The influence of final-state effects

was found to be only of the order of ∼10 asec. The absence of band structure effects was

attributed to the short-term interaction of the outgoing photoelectrons with the crystal

lattice, caused by the small electron escape depth and the short duration of the formed

electron wave packets, which prevents a modification of the photoelectron velocity by

the periodic potential according to Eq. 2.20. This can be seen to be in accord with the

interpretation of ion-surface collision experiments, where a diminishing influence of the

band gap in Cu(111) on the neutralization rate of H− ions was found for higher collision

energies (=̂ short interaction time) [19, 20]. In sharp contrast, recent calculations by

Krasovskii et al. indicate that, even for almost vanishing escape depths of the electrons,

band structure effects may give rise to relative time shifts in attosecond photoemission of

up to ∼150 asec [59].

A rather different explanation for the observed time delay was inferred from quantum-

mechanical calculations by Zhang et al. [60, 61]. By adapting the one-step approach

of stationary photoemission to laser-dressed emission, transition matrix elements were

calculated using damped Volkov wave functions as final states. For the description of

the initial states of the metal conduction band, the jellium model was applied which

entails completely delocalized wave functions. In accord with [58], the W4f states were

modeled with localized atomic-like wave functions. As opposed to [22] and [58], the NIR

field was assumed to be constant inside the solid, i.e. any attenuation due to screening

and refraction was ignored. Again, the escape depth λ was included as an adjustable

parameter, and the time shift of Δτ = 110 asec could be reproduced for λ = 2.5 Å [61].

Furthermore, these calculations suggest that only the temporal evolution of the electron

wave packet released from the localized core states is affected by the finite escape depth.

The time delay with respect to the CB emission was found to be the result of interference

between core-level photoelectrons originating from different layers of the solid. Further,

this time shift was predicted to increase monotonically with the inelastic mean free path.

Finally, Lemell et al. performed classical transport simulations on the electron release

from W(110) for the experimental conditions in the streaking measurement reported by
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Cavalieri et al. [62]. The electrons are treated as point-like particles with Gaussian-like

initial source distributions spatially confined to the lattice sites of the tungsten crystal.

Only the contribution of the 6s states to the W(110) conduction band was modeled by

a jellium-like distribution. In analogy to [22], the change of the streaking field upon

crossing the vacuum-tungsten interface was taken into account by solving the Fresnel

equations. Elastic and inelastic scattering cross-sections were derived from calculations

based on a muffin-tin potential approximation and the dielectric function of tungsten,

respectively. Using the same distribution of group velocities as in [22] for the propagation

of the electrons, a time delay of Δτ = 33 asec was retrieved from the simulated streaking

spectrogram. Similar to [22], the origin of this time delay could be traced back to the

difference in velocities and mean free paths of the involved electrons. In addition, the

authors find an increase of the time shift to Δτ = 42 asec when the NIR field strength

inside the crystal is set to zero in the simulations. This was attributed to an effective

reduction of the electron escape depth due to enhanced scattering of the electrons moving

inside the solid in the presence of the deflecting streaking field. However, both time delays

agree only moderately with the experimental result.

In summary, all the above outlined theoretical approaches predict a delayed emission

of the 4f core electrons in W(110) in accordance with the experimental observation.

However, the time delay derived from only a single measurement in [22] comes with

a comparably large error margin, making it impossible to favor any of the proposed

theories. In addition, all these calculations are based on quite different assumptions

concerning the role of band structure for the photoelectron propagation, the initial state

localization of the conduction band electrons and the properties of NIR field inside the

crystal. Whereas it is incontestable that the NIR field penetrates the solid more than

100 Å (skin depth) [60, 62], the decisive question pertinent to streaking spectroscopy is

how abruptly refraction and screening occurs within the first atomic layers of a solid,

and therefore reduces the relevant field component parallel to the direction of electron

detection. Unfortunately, a microscopic description of these phenomena, that happen on

atomic length scales, is rather intricate and presently not available [63]. The application of

Fresnel equations relies on a macroscopic (complex) index of refraction and might therefore

give only asymptotically correct results. On the other hand, the extremely small electron

escape depths for XUV excitation limits the observation of electron dynamics to exactly

these first few layers of the solid where deviations from the macroscopic Fresnel field

might become relevant. Finally, the inelastic mean free path enters in almost all theories

as an adjustable parameter which is generally not known with the precision needed for a

meaningful quantitative discussion of few-attosecond time shifts.

A systematic disentanglement of these different contributions to the time shift is chal-

lenging, also from the experimental point of view, since all the important parameters and

properties of the solid are intertwined. Band structure effects may be disentangled by

changing the XUV photon energy to excite the photoelectron wave packets to final states

whose dispersion leads to different group velocities. However, also the escape depths will

change due to their dependence on the electron kinetic energy. This can be avoided by
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performing streaking experiments with the same XUV energy, but on different crystalline

orientations of the sample. Changing the material of the crystal will obviously alter the

escape depths, the character of the CB states and the efficiency of refraction/screening

of the NIR field, as well as the electronic band structure. The most direct way to study

transport effects is to perform attosecond streaking experiments on a surface covered with

a well-controlled number of adlayers. None of the theories published so far can account for

the full complexity of a real streaking experiment. It is therefore beneficial to study at-

tosecond photoemission from single crystals featuring a simpler electronic structure than

tungsten. However, attosecond streaking at surfaces is still far from being a standard

spectroscopy and only a few experimental ideas along these lines could be pursued within

the scope of this work. First and foremost, as a prerequisite for any sound interpretation,

the existence of time shifts in solid-state photoemission has to be verified. Further, the

accuracy of these measurements has to be assessed and improved before the validity of

the existing theoretical concepts can be tested. Most of the experiments performed in the

course of this thesis are devoted to this fundamental but important aspect.
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Chapter 3

Experimental Setup & Details

Time-resolved experiments of solid surfaces based on the attosecond streaking principle

require a sophisticated infrastructure starting with a laser system delivering ultrashort,

intense, waveform-controlled laser pulses, a setup for high-harmonic up-conversion of these

optical pulses into the extreme-ultra-violet (XUV) spectral range, suitable filtering of

this radiation to isolate single sub-fs XUV pulses, and finally an experimental station

allowing the preparation and spectroscopic investigation of well-defined, atomically clean

solid-state samples under ultra-high vacuum (UHV) conditions. The latter is mandatory

considering the high surface sensitivity of photoemission in the XUV range, which has

higher requirements on vacuum conditions than implemented in previous state-of-the-

art attosecond pump-probe setups, primarily developed for experiments in the gas phase

[64, 65, 66]. This chapter therefore provides a short overview of the main components of

the infrastructure developed for performing time-resolved experiments on surfaces with

attosecond resolution.

3.1 Generation of waveform-controlled few-cycle NIR

Laser Pulses

High-harmonic generation in gases, as discussed in Section 2.1, is a highly non-linear

phenomenon and therefore requires powerful laser pulses to achieve the necessary intensity

level of ∼1014 W/cm2 to efficiently drive the conversion process. Moreover, these driving

laser pulses should comprise merely a few optical cycles of the electric field, the evolution of

which has to be precisely controlled in order to reliably generate broadband high-harmonic

cut-off continua supporting isolated attosecond pulses [8, 4]. This section gives a brief

introduction to the laser system employed in all the streaking experiments presented in

this thesis. It consists of an ultra-broadband oscillator seeding a Ti:Sapphire multi-pass

amplifier to raise the pulse energy, and a subsequent hollow-core fiber/chirped mirror

stage for final temporal compression (see Fig. 3.1). This system delivers sub-4 fs pulses in
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the NIR/VIS spectral range at a repetition rate of 3 kHz with pulse energies up to 400 μJ

[67]. The carrier-envelope phase (CEP) of the generated pulses can be stabilized by two

independent feedback loops based on common interferometric self-referencing schemes.

A more detailed description of the laser system, which was already operational at the

beginning of this thesis, can be found in [68].

3.1.1 The Laser System

The front-end of the laser system is a Kerr-lens mode-locked Ti:Sapphire oscillator (modi-

fied RAINBOW, Femtolasers GmbH) operating at ∼70 MHz. It is pumped by a frequency

doubled continuous wave (CW) Nd:YVO4 laser at 532 nm (Verdi, Coherent). The intra-

cavity dispersion is controlled by chirped mirrors [69] allowing for pulse durations down

to ∼6 fs at the output of the oscillator [70, 71]. Despite their short duration, these pulses

cannot be used directly for HHG due to their low pulse energy of only ∼4 nJ.

To reach the intensities required for efficient HHG without tight focusing, the energy of

the pulses emitted from the oscillator has to be raised by at least 5 orders of magnitude.

This is accomplished by a technique known as chirped pulse amplification (CPA) [72].

Before seeding a Ti:Sapphire multi-pass amplifier, the oscillator pulses are temporally

stretched to ∼15 ps upon propagation through a 5 cm block of flint glass (SF57), which

imposes a large positive chirp on the pulses. In this way, the peak power can be kept

below the damage threshold of the gain medium and other optical components throughout

the subsequent amplification process. In the stretcher, the pulses also undergo multiple

reflections on chirped mirrors (HODM), specially designed to pre-compensate for higher-

order dispersion accumulated by the pulses in the multi-pass amplifier.

The Ti:Sapphire amplifier is pumped with ∼20 W of a frequency-doubled diode-pumped

Nd:YLF laser at 532 nm (DM30, Photonics Industries). It is decoupled from the oscillator

by a Faraday insulator (FI) to eliminate disturbing influences on the oscillator performance

due to back-refections occurring in the amplifier stage. The stretched pulses are amplified

in 9 passes through the Ti-Sapphire crystal which is set up at Brewster’s angle to minimize

reflection losses, and is thermo-electrically cooled to 190K to reduce detrimental effects

like thermal lensing. After the first four passes, the repetition rate is reduced to ∼3 kHz

by means of a Pockels cell (PS) synchronized with the amplifier pump laser. The energy

of the selected pulses is boosted up to ∼1.3 mJ in the remaining 5 passes through the

amplifier crystal. A spectral filter (GF) with an inverted Gaussian transmission function

centered at a wavelength of ∼800 nm is installed in the amplifier beam path to counteract

spectral narrowing caused by the limited gain-bandwidth of Ti:Sapphire.

After amplification, the positively chirped pulses are recompressed in a hybrid chirped-

mirror/prism compressor. Propagation through two prism pairs arranged in Brewster

angle configuration provide the necessary negative dispersion. The prism compressor is

modified to overcompensate the positive chirp introduced in the stretcher. In the original

design, the shortest pulse occurred inside the last prism of the compression stage. The high
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Figure 3.1: Basic layout of the laser system producing waveform-controlled, sub-4 fs pulses in the near-

infrared with pulse energies of ∼400 μJ: AOM: acousto-optical modulator, PD: photodiode, DM: dichroic

mirror, PPLN: periodically-poled lithium niobate, FI: Faraday isolator, HODM: higher-order dispersion

compensation mirrors, SF57: flint glass for pulse stretching, PC: Pockels cell, B: Berek compensator, P:

polarizer, Ti:Sa: amplifier crystal, GF: transmission filter, PCM: positively chirped mirrors, HCF: hollow-

core fiber, W: fused silica wedges, NCM: negatively chirped mirrors. See text for further explanation.
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Figure 3.2: Laser spectrum measured after the hybrid chirped mirror/prism compressor (red line), and

after spectral broadening in a hollow-core fiber filled with ∼1.8 mbar neon (blue line) [67].

peak powers induced self-phase modulation (SPM) within the bulk material of the last

prism which in combination with a negative pre-chirp leads to further spectral narrowing

[73]. In the current setup, excessive SPM in the prism material is avoided by reducing

the peak intensity of the pulses by introducing even more negative chirp. The pulses are

then fully compressed to a duration of ∼23 fs upon 14 reflections on positively chirped

mirrors (PCM) where SPM is absent.

The duration of the amplified pulses is ultimately limited by the finite gain bandwidth

inherent to Ti:Sapphire-based systems. For further temporal compression down to the few-

cycle limit, the spectrum of the pulses has to be broadened by generating new frequency

components through the non-linear process of self-phase modulation which is based on

the intensity-dependent refractive index (optical Kerr effect) [74]. For this purpose, the

pulses are focused into a 1 m long hollow-core fiber (HCF) of fused silica (inner diameter:

250 μm) filled with 1.8 mbar neon gas. Typical power transmissions are between 40 −
50%. A comparison of laser spectra recorded before and after broadening in the HCF is

shown in Fig. 3.2.

The efficiency of SPM depends, amongst other parameters, sensitively on the duration

of the input pulses [75]. With the shorter pulses resulting from the modified hybrid

compressor stage, a NIR/VIS supercontinuum covering a wavelength range of 400− 1000

nm can be achieved. After removing the positive chirp accumulated during propagation

in the HCF by a set of chirped mirrors (NCM) with well-tailored negative dispersion

between 550 and 1000 nm, NIR pulses with durations of less than 4 fs (corresponding to

only 1.5 optical cycles) and energies of up to ∼400 μJ are available for experiments [67].

A beam stabilization system consisting of two piezo-actuated mirrors installed in front

of the HCF further guarantees long-term stability for coupling the laser beam into the

fiber. Fine tuning of the pulse compression is provided by a pair of fused silica wedges
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(W) inserted into the beam path under Brewster’s angle.

3.1.2 Carrier-Envelope Phase Stabilization

Even for ultrashort laser pulses containing only a few optical cycles, it is meaningful to

decompose the temporal evolution of the associated linearly polarized electric field E(t)

into a carrier and an envelope function according to [3]:

E(t) = E0(t) cos(ωLt+ ϕCE). (3.1)

Here ωL is the carrier frequency and ϕCE denotes the carrier-envelope phase (CEP) as

introduced in Section 2.1. Since the carrier wave advances with phase velocity vp while

the envelope E0(t) moves with the group velocity vg, the net dispersion experienced by

the pulse circulating inside the laser cavity will shift the carrier wave after each round

trip with respect to the pulse envelope by:

ΔϕCE = ωL

(
L

vg
− L

vp

)
, (3.2)

with L being the length of the laser cavity. The corresponding electric field of a pulse train

EPT (t) transmitted through the output coupler of a mode-locked laser with a repetition

rate fr can therefore be written as (see Fig. 3.3 (a)):

EPT (t) =
∞∑

n=−∞
EP (t− nτ) ei(ωLt−nωLτ+nΔϕCE+ϕ0) (3.3)

where EP (t) is the envelope of a single pulse, n is an integer, τ = fr
−1 is the cavity round-

trip time and ϕ0 is a constant phase offset. The Fourier transform of Eq. 3.3 yields:

ÊPT (ω) =

∞∫
−∞

EPT (t)e
−iωtdt (3.4)

=
∞∑

n=−∞
ei(nωLτ+nΔϕCE+ϕ0)

∞∫
−∞

EP (t− nτ)e−i(ω−ωL)dt (3.5)

= eiϕ0Ê(ω − ωL)
∞∑

n=−∞
δ (ωτ −ΔϕCE − 2πn) (3.6)

The last equation is obtained by substitution of variables (t′ → t−nτ), defining ÊP (ω) =∫∞
−∞EP (t)e

iωtdt and employing the Poisson sum formula [76]. According to Eq. 3.6, the

frequency representation of a laser pulse train is a spectrum of equidistant lines separated

by fr as schematically shown in Fig. 3.3 (b). The n-th line of this frequency comb

is given by:

fn =
ωn

2π
=

ΔϕCE

2πτ
+
n

τ
= fCEO + nfr, (3.7)
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Figure 3.3: Evolution of the carrier-envelope phase ϕCE in a pulse train generated by a mode-locked

laser. (a) Due to dispersion in the laser cavity, a pulse-to-pulse shift of ΔϕCE occurs between the

envelope and the carrier wave. (b) In the frequency domain, this evolution of ϕCE prevents the frequency

comb lines to be integer multiples of the repetition rate fr. The offset of the frequency comb fCOE

equals the recurrence frequency for pulses exhibiting the same carrier-envelope phase. In the absence of

active stabilization, the coupling to environmental perturbations causes both fr and ϕCE to evolve in a

non-deterministic manner.

where the carrier-envelope offset frequency fCEO describes the rate of change of ϕCE within

the pulse train. Generally, because of environmental perturbations like thermal effects,

air currents and mechanical vibrations, both fCEO and fr contain noise contributions

preventing the frequency comb from being stable.

The measurement and control of optical frequency combs via the radio frequencies fr
and fCEO was a major breakthrough fostering both the fields of attosecond physics and

high-precision frequency metrology [77, 78, 79]. Whereas fr can be readily detected by

a fast photodiode inserted into the beam path, fCEO has to be inferred from beat sig-

nals produced by interferometric self-referencing techniques [76]. In the so-called f -to-2f

method [77], additional frequency combs f2n are produced by second harmonic generation

(SHG). Provided the fundamental laser spectrum covers an optical octave, fCOE can be

observed as heterodyne beat note between the fundamental high-frequency components

and the low-frequency part of the SH spectrum (see Fig. 3.4):

2fn − f2n = 2fCEO + 2nfr − (fCEO + 2nfr) = fCEO. (3.8)

Alternatively, difference frequency generation (DFG) can be used to produce the necessary

32



Generation of waveform-controlled few-cycle NIR Laser Pulses

Frequency

Fundamental
Laser Spectrum

(broadened)

0

fCEO

A
m

p
lit

u
d

e

fr

2fCEO

SHGDFG

Beat Signal ~ fCEO

Figure 3.4: Schemes for measuring the carrier-envelope offset frequency fCEO by self-referencing. The

interference of the fundamental laser modes with those produced either by second harmonic generation

(SHG) or difference frequency generation (DFG) gives rise to a beat note providing information on fCEO.

An octave-spanning fundamental laser spectrum is a prerequisite for observing these interference effects.

beat signal in the so-called f -to-0 scheme. DFG between the modes k and m of the laser

spectrum results in an intrinsically CEP-stable signal:

fk − fm = fCEO + kfr − (fCEO +mfr) = (m− k)fr, (3.9)

which, however, is too weak for applications like HHG. Nevertheless, information on fCOE

can be obtained by measuring the beat signal originating from the interference of these

DFG modes with the low-frequency components of the fundamental spectrum fn in the

spectral region where n = m− k:

fn − (m− k)fr = fCEO (3.10)

The stabilization of the carrier-envelope phase, or more generally the waveform of few-

cycle optical pulses, is of vital importance for the generation of isolated attosecond pulses

and the feasibility of the streaking experiments which will be presented in Chapter 4.

For the laser system employed in this thesis, this control of the CEP is accomplished

by two independent stabilization feedback loops for the oscillator and the multi-pass

amplifier, respectively. For the oscillator, the f -to-0 scheme is applied. To this end,

the output pulses of the oscillator are focused into a periodically-poled lithium-niobate

(PPLN) crystal (see Fig. 3.1) where efficient DFG can be initiated due to the high peak

power of the ∼6 fs short pulses [80, 81]. Simultaneously, the fundamental laser spectrum

is additionally broadened by SPM, leading to a sufficiently strong beat note which can be

separated from the fundamental light with a dichroic mirror (DM) and is finally detected

by a photodiode.

In view of the low repetition rate of ∼3 kHz supported by the subsequent amplifier, it

is sufficient to stabilize the carrier-envelope offset frequency fCEO, which determines the

recurrence of a particular CEP in the emitted pulse train, to a fraction of the oscillator

repetition rate: fCEO = fr/n. The phase-locking electronics (Menlo Systems) compares

the f -to-0 beat signal to an electronically divided reference frequency fr/n. The resulting

error signal is sent into a feedback loop trying to minimize the deviation between both
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signals by modulating the pump power of the oscillator by means of an acousto-optical

modulator (AOM). These intensity modulations change the dispersion inside the laser

cavity via the optical Kerr-effect, and therefore influence the evolution of the CEP ac-

cording to Eq. 3.2. In the current setup, the reference frequency is fr/4, meaning that

every fourth pulse in the pulse train seeding the amplifier has the same CEP. The Pockels

cell in the multipass amplifier is programmed to selected only a few of these pulses to

reduce the repetition rate to ∼3 kHz.

Intensity fluctuations and pointing instabilities occurring during the amplification process

and in the subsequent compression stages translate into a drift of the CEP when observed

at the output of the laser system. Therefore, a second control loop based on the f -to-2f

principle is installed right after the HCF, where ∼4% of the output beam is split off and

focused into a β-barium borate BBO crystal for SHG. The interference pattern in the re-

gion of spectral overlap between the fundamental and its second harmonic, which contains

the information on the CEP, is recorded with a fiber spectrometer and Fourier-analyzed.

A proportional-integral (PI) controller stabilizes the fringe positions, and therefore the

CEP, by adjusting the displacement of one of the prisms in the hybrid compressor (see

Fig. 3.1). The amount of glass inserted in the beam provides the necessary variable posi-

tive dispersion to correct the CEP by balancing the difference in group and phase velocity

accordingly. Since the fundamental spectrum after the HCF is already spanning an opti-

cal octave (see Fig. 3.2), no additional spectral broadening of the branched-off pulses, e.g.

in a sapphire plate or photonic crystal fiber, is necessary which may introduce artificial

phase noise into the f -to-2f feedback loop.

Under optimal conditions, the combined action of both control loops allows locking the

CEP with an accuracy of∼100 mrad (root-mean-square) [80]. However, the absolute value

of the stabilized CEP remains unknown. In the actual attosecond streaking experiments,

the best CEP for the production of isolated attosecond pulses is identified by observing the

modulation and/or intensity of the HH cut-off radiation [67, 4]. It should be noted that

very recently single-shot characterization of the CEP has been demonstrated [82]. The

detection principle, which exploits the waveform-dependent asymmetry of above-threshold

photoelectron emission [83], may be implemented in future attosecond experiments for

online-monitoring of the CEP. This may eliminate the need for active stabilization which

often provides only limited long-term stability.

3.2 Apparatus for Attosecond Electron Spectroscopy

in Condensed Matter

Within the scope of this thesis a new apparatus for attosecond spectroscopic studies un-

der ultra-high vacuum (UHV) conditions has been developed and put into operation.

The whole setup was designed to provide full flexibility with respect to future applica-

tion of attosecond photoelectron spectroscopy [84]. Key features include the possibility
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for angular-resolved studies, compatibility with all common surface science techniques

for sample preparation and characterization, unlimited choice of the solid-state sample

materials to be investigated (ranging from refractory metals, semiconductors to rare-gas

solids), and the opportunity to perform gas-phase streaking experiments. A brief overview

of the experimental setup and its most essential components will be given in this section.

More technical details on the beamline and the UHV system can be found in [85].

3.2.1 The NIR−XUV Beamline

After leaving the laser system described in the previous section, the intense nearly Fourier-

limited NIR pulses enter a rough vacuum system (∼10-4 mbar) in which they are guided

to the beamline for high-harmonic generation (HHG) only by a set of silver mirrors. In

this way, the short pulse duration can be preserved and is not affected by dispersion

occurring in air or other optical components. A schematic overview of the beamline is

depicted in Fig. 3.5. High-harmonic radiation is generated by focusing the NIR pulses

with a concave silver mirror FM (ROC1 = -1100 mm) into a quasi-static gas target (T)

backfilled with neon. The z-folded geometry with the flat silver folding mirror (M1) allows

for a small angle of incidence on FM and therefore reduces aberration of the NIR focus.

The gas target consists of a thin nickel tube (Ø 3× 0.1 mm) in which the necessary holes

are drilled by the focused laser beam itself to minimize the gas flow into the surrounding

vacuum system. It is mounted on two translation stages for precise positioning along and

perpendicular to the laser beam path.

In order to improve phase-matching conditions for HHG in the cut-off region, the interac-

tion length is further reduced by squeezing the nickel tube to a thickness of 2−1.5 mm in

the laser propagation direction [86]. In practice, the Ne gas pressure, the target position

with respect to the NIR focus and the intensity of the NIR driving pulses (controlled

by aperture A1) are optimized to generate the highest photon flux in the cut-off region

within the narrowest spatial mode possible (see e.g. lower inset in Fig. 3.10). Best re-

sults were obtained with Ne backing pressures between 150 − 250 mbar. The maximum

NIR intensity delivered to the gas target is limited by the ROC of the focusing mirror

FM which can in principal be varied between -600 mm and -1800 mm, resulting in peak

intensities of ∼2 · 1014− 2 · 1015 W/cm2. This compatibility is achieved by flexible bellows

installed in the beamline allowing to adjust the distance between the FM-mount and the

HHG target accordingly.

Most of the gas load emerging from the HHG target is pumped by a 600 l turbomolecular

pump (Leybold MAG W 600) directly attached to the chamber accommodating the gas

cell. In this way, the pressure in the HHG chamber can be kept below 10-2 mbar during

operation which minimizes re-absorption of the generated XUV radiation [38]. A second

differential pumping stage, consisting of a skimmer (S) with an opening of Ø 1.5 mm and

a 200 l turbo pump, further restricts the gas flow downstream to the experimental area.

1Radius of Curvature
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Figure 3.5: Schematic top-view of the beamline for collinear generation of few-fs NIR and sub-fs XUV

pulses by high-harmonic generation. Essential components are illustrated: adjustable, motorized iris (A1

and A2), folding mirror (M1), focusing mirror (FM), gas target (T), skimmer (S), gold mirror (M2), filter

slider (FS), grating (G) and the pellicle-metal filter assembly (P). Their degrees of freedom for positioning

are indicated by dashed arrows. The transition from rough vacuum in the HHG chamber to UHV

conditions in the experimental area is achieved by several differential pumping stages (turbomolecular

pumps) incorporated in the beamline. See text for further details.

Following this pumping stage, a narrow beam pipe in combination with a 300 l turbo

pump is already sufficient to maintain a pressure of 5 · 10-9 mbar. The final transition to

UHV with p < 10-10 mbar is achieved by differential pumping with a 400 l turbo pump

installed at the end of the beamline. This last pumping stage does not contain any

temperature-sensitive components and is therefore bakeable to 200 ◦C.

The generated XUV radiation can be monitored in an energy range of ∼60 − 250 eV

with a home-built spectrometer installed after the third differential pumping stage [85].

A grazing incidence gold-palladium mirror (M2) can be inserted into the beam path

to reflect the low-divergent XUV beam onto a gold-coated flat-field grating (G) which

disperses the radiation horizontally on a detector. The detection device consists of a

double microchannel plate (MCP) assembly in chevron geometry with a cesium-iodide

coating for enhanced XUV sensitivity, and a phosphor screen on the rear side for optical

detection with a CCD camera. To avoid saturation of the detector, the NIR light is

suppressed by a 950 nm zirconium foil permanently installed in front of the MCP assembly.

Additional spectral filters supported on a slider feedthrough (FS) can be brought into the

beam path: the L2,3 absorption edge of free-standing foils of 150 nm thick silicon and 200

nm thick aluminum are used for photon energy calibration [87], whereas a 200 nm thick

palladium (Pd) or zirconium (Zr) foil is used to completely block the NIR laser light for

alignment and optimization purposes of the XUV beam in the experimental area further

downstream. A typical XUV spectrum recorded with parameters optimized for efficient

HHG in the energy range > 100 eV is depicted in Fig. 3.6. The CEP of the driving NIR

pulses was optimized to produce the smoothest spectrum near the cut-off. Obviously, the

radiation features a robust continuum supporting isolated sub-fs XUV pulses in a photon
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Figure 3.6: Prerequisites for the generation of isolation sub-fs XUV pulses by spectral filtering of high-

harmonic (HH) cut-off radiation. (a) High-energy part of the harmonic radiation (black line) generated

by focusing phase-stabilized few-cycle NIR pulses with an intensity of ∼6 · 1014 W/cm2 into a target

supplied with ∼200 mbar neon gas. The carrier-envelope phase was optimized to produce the spectrum

with minimal spectral modulation above 110 eV. Blue lines (dashed and solid) represent the reflectivity

profiles of the multilayer mirrors employed in the majority of streaking experiments performed in this

thesis. (b,c) XUV transmittance of the metal filters employed to spatially separate the cut-off radiation

from the fundamental NIR light.

energy range of ∼100− 135 eV.

Leaving the gas target, the generated high-harmonic beam propagates co-linearly with

the remaining NIR light towards a filter assembly (P) where they are spatially separated

based on their radically different divergence [35, 36]. The filter assembly consists of a

circular metal foil (Ø 5 mm) suspended in a NIR-transparent nitrocellulose pellicle. The

metal foil, either 200 nm thick Zr or Pd, blocks the central portion of the NIR beam and

functions at the same time as a high-pass filter for the HH radiation. The transmission

characteristics of both metal foils is shown in Fig. 3.6 (b) and (c), respectively. The

surrounding pellicle (thickness: 5 μm) is almost transparent to the more divergent NIR

driver pulses. The whole filter assembly is mounted in a sealed translation sleeve which

can be moved in the plane perpendicular to the beam path for proper alignment with

respect to the XUV beam. Directly in front of the pellicle-metal filter, a motorized iris

(A2) on a three-axis manipulator allows to control the NIR intensity delivered to the

experiment.
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Figure 3.7: Simplified overview of the setup used for attosecond streaking experiments of surfaces [22].

High-harmonic radiation is generated by exposing neon atoms to intense, waveform-controlled few-cycle

NIR laser pulses (violet beam). A thin metal filter spatially separates the low-divergent XUV radiation

(blue beam) from the residual NIR light. The two collinear beams are reflected by a two-component

mirror. The outer part of this mirror is fixed and focuses the NIR pulses onto the sample while the

inner part functions as a bandpass reflector and filters isolated sub-fs XUV pulse from the HH cut-off

continuum. It is attached to a piezo-electric translation stage allowing to introduce a delay between

the XUV and NIR pulses. Both pulses are spatially and temporally overlapped on the sample surface

positioned in the focus of the double mirror assembly. In the actual measurement, the kinetic energies

of the XUV-induced photoelectrons emitted along the surface normal are analyzed by a time-of-flight

spectrometer (TOF) as a function of the relative delay between the NIR and XUV pulses.

3.2.2 Selection of Isolated sub-fs XUV Pulses

After their spatial separation, the annular NIR beam and the transmitted central XUV

beam enter the experimental UHV end station (see next subsection) where they are re-

flected by a coaxial assembly of two spherical mirrors (ROC = -250 mm) and focused

onto the surface of the solid-state sample (see Fig. 3.7). The inner mirror is coated with

a dedicated multilayer structure acting as a bandpass filter for the incident XUV radia-

tion [32, 33]. The measured reflectivity of the multilayer mirror employed in most of the

experiments presented in Chapter 4 is depicted in Fig. 3.8 (a). A Gaussian fit yields a

central energy of �ωx ≈ 118 eV and a bandwidth of Γx = 4.2 eV. In combination with

a proper HH cut-off continuum as shown e.g. in Fig. 3.6, this multilayer mirror supports

isolated XUV pulses with a Fourier-limited duration of τx = 435 asec, as determined by
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Figure 3.8: Characterization of the XUV multilayer mirror used in most of the streaking experiments

reported in this thesis. (a) Reflectivity curve of the multilayer structure measured by x-ray reflectometry

at the synchrotron facility BESSY-II (circles). A Gaussian function fitted to the data is shown as red line.

(b) Streaking of the Xe4d photoelectrons in gas-phase xenon. The (negative) chirp, clearly discernible

in the spectrogram, indicates the formation of non-transform-limited XUV pulses. (c) Most probable

temporal evolution of the filtered XUV pulses.

the time-bandwidth product for Gaussian pulses [74]:

τx[asec] ·Γx[eV] ≥ 1825 (3.11)

Indeed, gas-phase streaking measurements performed with HH radiation filtered by this

multilayer mirror (see Fig. 3.8 (b)) confirm the generation of isolated XUV pulses with

negligible satellite content. However, they also revealed the presence a negative chirp car-

ried by the produced XUV pulses, which is most likely caused by residual distortions of

the spectral phase introduced by the employed aperiodic multilayer design [33]. Compari-

son of the streaking spectrograms with simulations2 (comp. Section 2.2.1) suggest a linear

chirp rate of bx ≈ −2 fs−2 which, however, induces only a marginal temporal broadening

of the XUV pulses to τx = 450 asec [74]. This pulse duration is still sufficiently short

compared to the period of the NIR laser pulses and does therefore not compromise the

observation of the streaking effect (comp. Section 2.2). The spectral bandwidth of the

filtered XUV pulses is narrow enough to unambiguously resolve the photoemission from

electronic states exhibiting a separation in binding energy of ≥ 10 eV, which is crucial for

the relative timing measurements performed in this thesis.

The outer mirror is coated with 13 nm of boron carbide (B4C) acting as a partial reflector

with a reflectivity of 20% for the NIR pulses. The use of more conventional silver mirrors,

2An accurate analysis based on a FORG-type algorithm is not possible due to the unresolved Xe4d

spin-orbit doublet.
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that exhibit almost perfect reflectivity in the NIR range, turned out to be disadvantagous

since it rendered the fine adjustment of the NIR intensity without exceeding the damage

threshold of the solid-state samples rather difficult.

The pointing of the outer mirror is motorized, enabling spatial overlap of the focused

NIR and XUV pulses. The entire double mirror assembly is mounted on a stack of 4

piezo-driven stages (Nanomotion), which allows positioning of the mirrors relative to the

incident laser beam as well as steering the reflected pulses onto the sample surface. A

temporal delay between the XUV and the NIR pulses can be introduced by translating

the multilayer mirror along the incident beam with a closed loop piezo-electric transducer

(PI Hera 621, customized for UHV), which has a full range of 100 μm and a nominal

resolution of 0.2 nm, corresponding to an ultimate limit for the smallest possible delay

step size of 1.3 asec. This compact concentric double mirror design constitutes a low-jitter

delay stage without the need for active stabilization.

3.2.3 The Surface Science End Station

The end station consists of two cylindrical stainless steel (316 L) vessels separated by a

pneumatic gate valve. One chamber is dedicated to sample preparation and characteriza-

tion while the second one (experiment chamber) is exclusively dedicated for photoelectron

spectroscopic studies. The longitudinal axes of both chambers are parallel. The measure-

ment chamber is designed in an in-axis geometry, i.e. the sample, the laser focus, and the

foci of all detectors in their working position coincide with the chamber axis. In contrast,

an off-axis mounting was devised for the preparation chamber in a way that the foci of

all the preparation/diagnostic instruments lie on a circle of 250 mm radius around the

chamber axis for maximum solid-angle range of each station. The sample can be posi-

tioned in front of the individual preparation stations by rotating the manipulator along

this circle by means of a large differentially pumped rotary feedthrough. Details on the

design and operation principle of the rotary feedthroughs can be found in [88]. Schematic

cross-sectional views of the end station are shown in Fig. 3.9 and Fig. 3.10. The prepara-

tion chamber accommodates standard equipment for surface preparation and controlled

layer growth: an ion sputter gun, a four-grid back-view LEED system, a Knudsen-type

effusion cell, a modified Bayard-Alpert pressure gage for temperature programmed des-

orption (TPD) studies, and a gas dosing system composed of a multi-capillary array doser

attached to a gas manifold via a flow-controller.

The solid-state samples are mounted in an exchangeable holder attached to the head

of a home-built xyz−manipulator by a simple clamping mechanism. A differentially

pumped feedthrough at the other end of the manipulator enables 360◦ rotation of the

sample around the z−axis. Fast transfer of the sample holder from atmosphere to UHV

is provided by a dedicated home-built load-lock system. The sample temperature is

monitored by a thermocouple (typically C-type) directly spot-welded to the edges of the

sample. The reference junction of this thermocouple is attached to the sample holder,
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Figure 3.9: Cross-sectional view of the preparation chamber (left) and experiment chamber (right). The

various degrees of freedom for positioning of the individual components are indicated by dashed arrows.

the temperature of which is measured independently with a type-K thermocouple. This

design circumvents the use of specific thermocouple-vacuum-feedthroughs and therefore

allows an independent choice of the sample thermocouple material, which can be adapted

to the individual needs of the experiment. An available sample temperature range of 15−
2500K is achieved by thermal contact of the sample holder to a continuous flow-cryostat

(operated with liquid helium or nitrogen) integrated in the manipulator, and by radiative

and electron-beam heating of the sample, respectively. Arbitrary temperature profiles can

be generated by software with a proportional-integral-derivative (PID) controlled feedback

loop driving the heating power supply.

The experiment chamber is composed of a fixed section, and a detector ring that can

be rotated around its longitudinal z−axis, enabled by two differentially pumped ro-

tary feedthroughs. The rotating part accommodates a commercial electron time-of-flight

(TOF) spectrometer (Stefan Kaesdorf, Geräte für Forschung und Industrie), a hemi-

spherical electron energy analyzer HEA (SPECS PHOIBOS 100) equipped with a CCD

detector, and a X-ray source with a Mg/Al-twin anode (PSP Vacuum Technology) for

sample characterization with standard XPS3. This flexible configuration, combined with

the sample rotation allows an independent selection of both the XUV/NIR angle of inci-

dence and the electron detection angle. Considering the linear polarization of both the

NIR and the XUV pulses, this arrangement can be used to distinguish polarization and

angular effects in attosecond photoemission. For all streaking measurements presented

in this thesis, the TOF spectrometer was employed to collect the photoelectrons due to

its superior detection efficiency. More details on the conversion and calibration of TOF

data are given in Appendix A. Gas-phase streaking measurements are enabled by a gas

nozzle mounted on a xyz−manipulator which can be brought to the focus and replaces

3X-ray Photoelectron Spectroscopy
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Figure 3.10: Cross-sectional side-view of the UHV end station. The upper inset shows interference

patterns generated by NIR pulses reflected off the inner and outer part of the two-component mirror

when their spatial and temporal overlap is perfectly adjusted. The lower inset depicts a typical spatial

intensity profile observed for high-harmonic radiation near the cut-off (�ωx ≥ 100 eV).

the solid sample. All devices are equipped with translation and tilt mechanisms enabling

their optimal alignment with respect to the sample surface.

The NIR and XUV beam enter the end station through the fixed part of the experimental

chamber and are focused by the double mirror assembly onto the sample (see Fig. 3.10).

For optimization and alignment purposes, the fixed part also houses an MCP/fluorescent

screen system to image the spot profile of the HH cut-off radiation arriving at the ex-

periment. In normal operation, this detector is obscured by the double mirror assembly.

Therefore, the entire end station can be rotated in the xz−plane around the entry port

by means of air pads, to steer the XUV beam onto the MCPs. The entire double mirror

stack is mounted on a transfer system which can be retracted from the main chamber into

a load-lock. In this way, the exchange of multilayer mirrors is possible without breaking

the vacuum in the main UHV chamber and further enables a separate bake-out of the

double mirror stage which can only withstand temperatures below ∼100 ◦C because of

the sensitivity of the installed piezo-electric elements.

Both chambers, as well as the rotary feedthroughs, are individually pumped by a system of

turbomolecular and scroll pumps. Additionally, both chambers are equipped with liquid

nitrogen cooled titanium sublimation pumps (TSPs). The residual gas composition can

be monitored by a quadrupole mass analyzer. After proper bake-out of the entire UHV

system, and with the TSPs running, a base pressure of 7 · 10-11 mbar can be routinely

achieved and maintained during the measurements.

42



Synchrotron Experiments

Temporally and spatially overlapping the XUV and the NIR pulses on the surface of the

sample is crucial for successful streaking experiments. This is accomplished by observing

the optical interference between NIR pulses reflected from both the inner and outer part

of the double mirror. For this purpose, the sample is retracted from the measurement

position. The NIR light reflected from both parts of the double mirror is directed by a

silver mirror (M3) through a view port of the end station, and is finally imaged with a

lens onto a CCD camera (see Fig. 3.10). The motorization of the outer mirror is used to

adjust the spatial overlap of the two beams in the focus. In the range of temporal overlap

between the two pluses, interference fringes are observed. To ensure that the wave fronts

of the reflected pulses are parallel, the pointing of the outer mirror is optimized to make

the interference fringes as uniform and symmetric as possible. Typical constructive and

destructive interference patterns observed for a perfectly aligned double mirror are shown

in the upper inset of Fig. 3.10. Due to the much shorter wavelength, the focus size of the

XUV radiation is much smaller compared to the NIR focus. Therefore, this alignment

procedure also guarantees that the reflected attosecond pulses are safely locked inside the

NIR focus of the outer mirror. The sample is brought into this focus by adjusting the

distance between the sample and the double mirror to generate the most energetic ATP

electrons. The production of these electrons depends sensitively on the NIR intensity and

therefore also on the NIR spot size.

According to the discussion in Section 2.2, the strongest streaking effect can be expected

when the XUV-induced photoelectrons are detected parallel to the polarization direction

of the NIR dressing field. However, geometric constraints imposed by the restriction to

keep the angle of incident on the double mirror < 5◦ to minimize astigmatism, and the

need to keep the dimensions of the end station reasonable, made it necessary to use a

tilted configuration for the detector flanges in order to allow access to the sample surface.

For the TOF detector, this results in an angle of γ = 70◦ with respect to the chamber

z−axis (see Fig. 3.10). This is compensated by a corresponding tilted mount of the

sample to allow the detection of electrons emitted along the surface normal. For the

ϑ = 15◦ − 20◦ gracing incidence of the NIR/XUV radiation on the surface, which was

employed in all streaking measurements, this gives rise to a component of the NIR electric

field parallel to the surface of E‖ = E sinα ≈ 0.45E, where the angle α between the NIR

polarization vector and the surface normal is given by cosα = cosϑ sin γ. In combination

with the finite acceptance angle of the TOF analyzer, this may contribute some additional

broadening to the streaked electron emission (comp. Fig. 2.3 in Section 2.2.1) [6, 89, 7].

3.3 Synchrotron Experiments

Unavoidably, the attosecond XUV pulses produced by HHG come with a large bandwidth,

which translates into a poor spectral resolution of the resultant photoelectron spectra.

On the other hand, a detailed complementary characterization of the photoemission in

the spectral domain turned out to be important for the analysis and interpretation of
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Figure 3.11: Optical layout of the undulator beamline U49/2-PGM1 at BESSY-II [90].

attosecond streaking experiments. Ideally, this characterization should be performed with

photon energies similar to the central energy of the filtered attosecond pulses in order to

allow reliable comparison in terms of cross-sections and character of the probed initial

and final states, which both can be strongly dependent on the excitation energy. Since

laboratory sources like discharge lamps and X-ray tubes do not cover the relevant XUV

energy range, the electronic properties of the systems investigated in this thesis have

been additionally analyzed by means of high-resolution photoemission spectroscopy at the

undulator beamline U49/2-PGM1 of the third-generation synchrotron facility BESSY-II

in Berlin.

An undulator is an insertion device that consists of periodically aligned dipole magnets

with alternating polarity that forces the passing relativistic electrons on a sinusoidal beam

path. The electric fields emitted by one electron in the different periods of the undula-

tor interfere constructively resulting in a radiation of much higher brilliance compared

to light produced by a simple bending magnet. Because the motion of the electrons in

the magnetic array is not perfectly sinusoidal, the undulator radiation also contains con-

tributions of higher (odd) harmonics which can also be used. The optical layout of the

beamline is shown in Fig. 3.11. The radiation emitted from the undulator enters a plane

grating monochromator (PGM) that only transmits photons within a narrow energy band

depending on the position of the grating (G) and the selected size of the exit slit. The

beam is finally collimated and directed onto the sample by a toroidal refocusing mirror

(M4). The polarization of the photons is nearly 100% linear in the plane defined by the

storage ring. More detailed information on synchrotron radiation and insertion devices

can be found in [91].

The UHV chamber used in these measurements is described in [88]. It features similar

capabilities for sample preparation and diagnostics as the end station discussed in the

previous section. Photoelectron spectra were acquired with p-polarized radiation under

7◦ gracing incidence. The photoelectrons are collected in normal emission with a hemi-
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Figure 3.12: Typical conditions in synchrotron photoemission experiments. (a) Photon flux arriving

at the sample measured with a type-calibrated GaAsP diode. The pronounced drop in the photon flux

between �ω = 280 − 300 eV is caused by carbonaceous contamination on the optical elements in the

beamline. (b) Photoemission from the Fermi edge of a Au(111) crystal at 90K. The fit of the raw data to

a step function convoluted with a Gaussian reveals the total instrumental resolution of 35 meV (FWHM).

spherical electron energy analyzer. A base pressure of 4 · 10-11 mbar could be maintained

during all measurements. The energy scale was calibrated individually for each spectrum

by recording the photoemission from the Fermi edge. All intensities are normalized to

the incident photon flux measured with a type-calibrated GaAsP diode (see Fig. 3.12 (a))

[92]. Only this procedure allows quantitative comparison between different spectra with

highest accuracy. The available photon flux at �ω ≈ 100 eV is almost 1013 photons/s.

For comparison, the corresponding average XUV photon flux delivered by state-of-the-art

3 kHz high-harmonic sources, with typically ∼106 photons per pulse in the cut-off region

[93], is only ∼109 photons/s. The total instrumental resolution for the synchrotron pho-

toemission experiments was inferred from the broadening of the Fermi edge and can be

well approximated by a Gaussian function with a FWHM of 35 meV.

In the normal multi-bunch operation mode at BESSY-II, 360 electron bunches with an

energy of 1.7 GeV are stored in the ring for typically 7 h, after which losses due to electron-

electron scattering and collisions with residual gas molecules require the injection of new

electron packages. The produced light flashes have a duration of ∼20 picoseconds.
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Chapter 4

Surface Electron Dynamics probed

by Attosecond Streaking

The availability of isolated sub-fs pulses in the XUV spectral range in combination with

a precisely timed electric field of a few-cycle NIR laser pulse forms the basis for explor-

ing electron dynamics on the attosecond times scale (1 asec = 10−18 s). These pulses

have been successfully used in various configurations to study sub-fs electron dynamics.

However, all these experiments have been limited to rather simple molecules or atoms in

the gas phase [11, 44, 10]. The capability of these tools for probing electron dynamics

in condensed matter systems on a similar time scale was only recently demonstrated by

extending the attosecond streaking technique to solids. A first proof-of-principle experi-

ment revealed that XUV-induced photoelectrons emitted from a tungsten surface feature

an intriguing temporal structure which is determined by the motion and interaction of the

photo-excited electrons prior to their escape from the solid. Using the NIR electric field

as a probe, Cavalieri et al. measured a relative delay of 110± 70 asec between the release

of conduction band and W4f core-level photoelectrons [22]. However, the complexity of

both the employed spectroscopic technique and the many-body interactions inherent to

photo-excitation and electron propagation in condensed matter complicate a conclusive

explanation for these phenomena so far [60, 62, 58, 59, 94]. Within the framework of

this thesis, attosecond streaking has been applied to various prototypical surface science

systems to explore the potential and limitations of this spectroscopic method. The main

emphasis was to shed light on the origin of the time delays occurring in laser-dressed

attosecond photoemission, which is the prime observable in these experiments [22, 44].

In this chapter, the results obtained by attosecond time-resolved photoemission from dif-

ferent metal surfaces as well as several well-defined surfaces-adsorbate systems exhibiting

different coupling strengths are presented. It will be demonstrated that under favorable

conditions temporal effects in solid-state photoemission can be followed with a precision

approaching 10 asec. This enhanced accuracy allows the observation of subtle adsorbate-

induced effects and permits tracking the motion of photo-excited electrons in condensed

matter systems in real time as they traverse single atomic layers.
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4.1 Attosecond Photoemission from Clean Metal Sur-

faces

Clean metal surfaces are probably amongst the simplest model systems for solid-state

photoelectron spectroscopy. Given the rather low photon energy of ≤ 140 eV at which

sub-fs pulses can be produced with sufficient efficiency by state-of-the-art high-harmonic

(HH) sources, the application of attosecond streaking is currently limited to materials

featuring shallow core-levels with large photo-ionization cross-sections. In this section,

results from attosecond streaking experiments performed on the (110) surface of tungsten

and the (0001) surface of magnesium are compared. Both metals exhibit suitable core

levels which can be conveniently excited with photon energies in the available HH cut-off

continuum. The W(110) surface will serve as a benchmark system to verify the existence

of time delays in attosecond photoemission from conduction band and core states in

solids, and to assess the achievable accuracy of these relative timing measurements in

surface streaking experiments. The alkaline-earth metal magnesium is a prototype of a

simple metal with nearly free-electron-like character of its electronic states. Especially,

its conduction band should comply better with the jellium approximation, which has

been previously applied to model attosecond photoemission from surfaces [60, 58]. In

this respect, it differs significantly from the transition metal tungsten where the rather

atomic-like 5d electrons dominate the electronic properties. Contrasting results obtained

from these two different metals may therefore help to elucidate the mechanisms behind

the temporal characteristics of attosecond photoemission. Special attention was also paid

to a possible influence of the surface condition on the experimental results.

4.1.1 The (110) Surface of Tungsten

After transferring the W(110) single crystal from ambient to UHV, an atomically clean

surface is produced by Ne+ sputtering and repeated cycles of oxidation and annealing from

400− 2200 K in 1 · 10-7 mbar pure oxygen atmosphere. This treatment efficiently removes

carbon impurities from the tungsten surface [95]. The resultant oxygen layer effectively

passivates the surface against further adsorption of contaminants from the residual gas.

The final cleaning step consists of several rapid high temperature flashes up to 2400 K in

UHV to desorb excess oxygen as tungsten oxide and to obtain a smooth surface with a

low defect density [96]. Crystals prepared in this way exhibited sharp LEED patterns (see

e.g. Fig. 4.20 (b)) and showed no evidence of adsorbed or segregated impurities in XPS.

This established preparation procedure was applied on a day-to-day basis while during

the experiments short temperature flashes to 2400K were sufficient to restore a clean and

well-ordered surface. All experiments presented in the following sections were conducted

with the sample at room temperature.

A photoelectron spectrum obtained from a freshly cleaned W(110) surface with �ω =

120 eV synchrotron radiation is shown in Fig. 4.1 (a). The spectrum is dominated by
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Figure 4.1: Stationary photoemission from atomically clean W(110). (a) Comparison of high-resolution

synchrotron excitation at �ω = 120 eV (gray shaded) to the same spectrum obtained with HH radiation

filtered by the 4.2 eV FWHM multilayer bandpass reflector centered at ∼118 eV (circles). The red line

corresponds to the synchrotron spectrum convoluted with a Gaussian function (4.4 eV FWHM). Insets

emphasize the spectral fine structure in the conduction band and W4f emission. (b) Narrow bandwidth

synchrotron radiation is used to track the surface-to-bulk ratio in the W4f 7/2 emission as a function of

photon energy. The evolution of this ratio is a consequence of the kinetic energy-dependent escape depth

of photoelectrons in tungsten.

the emission from the spin-orbit split W4f states appearing in a binding range of 30− 34

eV. Each constituent of the doublet is further split into a surface and a bulk component

which are separated by only 320 meV (comp. Fig. 4.1 (b)). The bulk component com-

prises the photoemission from all sub-surface layers with their intensities weighted by the

escape depth. A quantitative decomposition of the W4f emission in surface and bulk

contributions is accomplished by fitting the spectrum with two spin-orbit split doublets

of Doniach-Šunjić functions [97] (convoluted with a Gaussian to account for the instru-

mental resolution and phonon broadening) over an energy range wider than shown in

Fig. 4.1 (b) and including the W4f 5/2 emission. Fit parameters like lifetime broadening,

asymmetry parameter, and spin-orbit splitting are chosen in accordance with [98] leaving

only the surface-to-bulk intensity ratio free for optimization. This analysis reveals that

for excitation with 120 eV photons almost 50% of the emitted W4f electrons originate

from the first atomic layer thereby emphasizing the extreme surface sensitivity in this

photon energy range. Exemplary fits for different excitation energies are also shown in

Fig. 4.1 (b). The decreasing surface contribution for higher photon energies is inextrica-

bly related to the kinetic energy dependency of the electron inelastic mean free path in

tungsten.

The electron energy loss function of tungsten exhibits its largest amplitudes in the energy

range of 15− 30 eV, mainly due to the excitation of surface and bulk plasmons [99]. The

corresponding loss lines accompanying the primary W4f emission form a broad spectral
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feature at ∼50 eV binding energy which is partly overlapping with the weak W5p1/2

photoemission line at∼47 eV. Next to the W4f 5/2 photoemission peak, at a binding energy

of 36.6 eV, the W5p3/2 emission line contributes to the spectrum with an intensity of only

7% relative to the total W4f emission strength. The conduction band of W(110) features

sharp structures arising from the narrow 5d -band with the contribution of the 6sp-derived

states being negligibly small [100]. It is also known that conduction band photoemission

from the W(110) involves a significant amount of transitions related to surface states

and resonances [101, 96, 102, 103]. This surface emission may be enhanced by the p-

polarization of the exciting radiation [56]. In this context it should be remembered that

both the NIR and the XUV radiation employed in the streaking experiments are also

predominately p-polarized.

A photoelectron spectrum of clean W(110) recorded with sub-fs XUV pulses filtered from

the HH cut-off radiation with the 4.2 eV bandpass reflector centered at ∼118 eV is shown

as circles in Fig. 4.1 (a). For this broad bandwidth excitation, all the fine structure in

the photoemission is lost and has merged into two main peaks with slightly asymmetric

tails to higher binding energies. Nevertheless, these two broad spectral features remain

clearly separated and distinguishable from the background which is a prerequisite for

probing their temporal characteristics by attosecond streaking. In the following, the

broad feature centered at ∼32 eV binding energy will simply be referred to as the W4f

peak, which is justified considering the small contribution of the overlapping W4p3/2 peak

at this photon energy. The full spectrum is well reproduced by convolving the synchrotron

spectrum with a 4.4 eV (FWHM) broad Gaussian (red line in Fig. 4.1 (a)). This FWHM

is slightly larger than the bandwidth of the XUV mirror used to filter the HH cut-off

radiation (comp. Fig. 3.8 (a)), mainly because of the finite energy resolution of the TOF

analyzer (see Appendix A).

The mere fact that the line-shapes in the photoelectron spectrum obtained with sub-fs

XUV pulses can be satisfactorily reproduced by a symmetrically broadened synchrotron

spectrum indicates that possible interference effects in attosecond photoemission are ab-

sent, or at least, do not give rise to resolvable intensity modulations for photon energies

near ∼120 eV. In principle, such interference phenomena could be expected since the en-

ergetic width of the coherent XUV radiation is larger than the 2.2 eV spin-orbit splitting

of W4f and similar to the energy range comprising the most intense conduction band

transitions. Furthermore, the good agreement in the high binding energy region proves

that the energy distribution of inelastically scattered electrons is not significantly different

for sub-fs XUV excitation. This is at variance with a recent classical transport calculation

for tungsten that predicts a characteristic 1/Ekin-dependence of the background signal for

attosecond XUV excitation [104].

Characteristic changes in the photoelectron spectra can be observed when the crystal

surface is simultaneously illuminated with the intense NIR pulses. Figure 4.2 (a) compares

the XUV-induced photoemission from W(110) (blue line) to the same spectrum acquired

in the presence of NIR laser pulses with a temporal delay of -30 fs between the XUV
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Figure 4.2: (a) Comparison of NIR field-free (blue line) and NIR-dressed photoemission spectra (red

line) acquired -30 fs from the temporal overlap between the XUV and NIR pulses. The NIR induced above-

threshold photoemission (ATP) electrons provoke a space charge shift of the entire electron spectrum while

the shape of the spectral features are preserved. (b) Top: illustration of the applied Shirley-background

subtraction scheme. Bottom: the background-corrected spectrum is compared to a model spectrum

constructed by summing the energy spectra of individual Gaussian electron wave packets with durations

of τx = 450 asec (comp. Eq. 4.4). Vertical bars indicate the initial-state energies associated with these

wave packets and the relative weight of their corresponding energy spectrum.

and NIR pulses (red line). The most striking effect is the appearance of a pronounced

low-energy electron signal originating from conduction band electrons that have absorbed

multiple laser photons from the NIR field. Since the work function φ of the W(110) surface

is 5.25 eV [12], at least a 4-photon process is necessary to generate such above-threshold

photoemission (ATP) electrons in tungsten. For typical NIR intensities of∼1 · 1011 W/cm2

required for surface streaking experiments, the energy distribution of these ATP electrons

can extend to maximum kinetic energies of ∼40 eV, corresponding to the absorption of

∼24 laser photons.

The presence of the NIR field also causes an overall shift of the photoelectron spectra to

∼1.5 eV higher kinetic energies due to space-charge effects. This space-charge shift could

be clearly observed and distinguished from laser-dressing phenomena by recording spectra

far from temporal overlap between the XUV pump and NIR probe pulse and comparing

them to a NIR field-free measurement (see Fig. 4.2 (a)). In general, space-charge can

also lead to distortions of the photoelectron spectra. This occurs when the XUV-induced

photoelectrons traveling to the detector are perturbed by the inhomogeneous cloud of

the slow ATP electrons excited by the intense NIR pulses [105]. However, no space-

charge induced broadening or distortion of spectral features could be detected for the

NIR intensity levels employed in the surface streaking experiments reported in this thesis.

Recently, such distortions have been observed for NIR intensities exceeding 5 · 1011 W/cm2
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in laser-dressed photoemission experiments on Pt(111) with 30 fs NIR pulses [106, 107].

Another source of spectral deformations may arise from the excitation of conduction band

electrons into empty energy bands just above the Fermi level by the laser pulses [106].

When probed with the XUV radiation, this ”hot” electron distribution will manifest itself

in a broadening of the electron spectrum near the Fermi edge. This effect, however, is

probably masked by the 4.2 eV bandwidth of the exciting XUV pulses and could therefore

not be unambiguously identified in the NIR-dressed electron spectra.

Owing to the comparably high photon energy of the filtered XUV radiation, it was pos-

sible to maintain a sufficient energy separation between the ATP background signal and

the W4f emission in all the streaking experiments that will be presented in the remainder

of this chapter. In particular, the comparison in Fig. 4.2 (a) proves that the background

for kinetic energies above 50 eV stems predominantly from secondary electrons produced

by inelastic scattering of the primary XUV-induced photoelectrons inside the metal. The

background in this energy range can therefore be removed by applying standard proce-

dures developed for stationary photoemission spectroscopy [12, 108]. For the broad spec-

tral features characteristic for sub-fs XUV excitation, the background correction scheme

proposed by Shirley [109] was found to give reasonable results. If not stated differently,

all photoelectron data presented in the following had been subjected to this background

correction (including all laser-dressed spectra). An example of the applied background

subtraction procedure is given in Fig. 4.2 (b). It has to be emphasized that background

correction in photoemission spectra constitutes merely a recalibration of the intensity

scale which facilitates the determination of peak shapes and relative emission strengths.

However, it does of course not eliminate a possible influence of secondary electrons in

the time domain. Especially in the vicinity of a photoemission line, the contribution of

electrons that have undergone only a few inelastic scattering events cannot be strictly

separated. The release of these electrons from the surface can nevertheless be correlated

in time with the emission of the corresponding primary photoelectrons. Both types of

electrons will contribute to the final electron wave packet whose temporal characteristics

are probed in a streaking measurement [62].

In order to investigate the temporal evolution of the electron wave packets released from

the CB and W4f states upon absorption of the sub-fs XUV radiation, a sequence of photo-

electron spectra is collected while varying the relative delay between the XUV-pump and

the NIR-probe pulses. A false-color representation of the resulting background-corrected

spectrogram is shown in Fig. 4.3 (a). In the range of temporal overlap between the two

pulses, the kinetic energies of both the CB and W4f electrons are deeply modulated

by the NIR dressing field with the center of their energy distributions tracing the vec-

tor potential of the NIR laser pulse [47]. Without any further analysis, this observation

already demonstrates two important aspects: the successful selection of isolated sub-fs

XUV pulses by the employed multilayer mirror, and a temporal confinement of the pho-

toelectron wave packets released from the W(110) crystal to less than a half-cycle of the

dressing laser field (comp. Section 2.2). Apart from shifting the center of the photoemis-

sion peaks, the streaking field also changes their line-shapes. A closer inspection of the
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Figure 4.3: Attosecond time-resolved photoelectron emission from the clean W(110) surface. (a) Streak-

ing spectrogram composed of 86 individual photoelectron spectra recorded as a function of relative delay

τ between the NIR and XUV pulses. Each spectrum was accumulated over 105 laser shots in the presence

of a 4.3 · 1011 W/cm2 intense NIR dressing field. A multilayer mirror acting as a 4.2 eV broad bandpass

filter centered near ∼126 eV was used to select isolated sub-fs XUV pulses from the HH cut-off radiation.

(b) Streaked electron spectra recorded at maxima (1), minima (3) and adjacent zero-crossings (2,4) of the

NIR vector-potential are compared to a NIR field-free spectrum (black line). A NIR-induced broadening

due to the finite temporal duration of the electron wave packets is clearly discernible.

streaked photoelectron spectra depicted in Fig. 4.3 (b) reveals a pronounced broadening

of the photoelectron spectra, compared to the NIR field-free case, when recorded at rela-

tive NIR-XUV delays corresponding to the zero-transitions of the laser vector potential.

This is a clear signature of the finite temporal duration of the released electron wave

packets [34]. Furthermore, this broadening is slightly different when observed at adjacent

zero-crossings of the vector potential, which is indicative of a linear frequency chirp of the

electron wave packets (comp. Fig. 2.4 on page 14). A slight asymmetry in broadening can

also be identified in spectra taken near the local maxima and minima of the vector poten-

tial, which may be ascribed to the presence of higher-order chirp [110]. However, these

wave packet properties cannot simply be related to interactions between the electrons and

the solid because the dominant contribution to the electron wave packet’s duration and

chirp is defined by the exciting XUV pulses. A detailed characterization of the filtered

XUV radiation, e.g. in gas-phase streaking experiments, would be necessary to reliably

disentangle these contributions. However, such a calibration has not been performed for

the multilayer mirror employed in this specific measurement.

As pointed out in Section 2.2, a time delay between the release of electron wave packets

from the surface should manifest itself in a relative shift of the respective parts in the

spectrogram [22, 44]. Obviously, such an offset cannot be inferred from simple inspection

of the raw data, even when the two spectral regions are normalized to the same intensity as

in Fig. 4.5 (a). A more quantitative analysis can be based on comparing the first moments
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Figure 4.4: Center-of-energy (COE) analysis of the streaking spectrogram shown in Fig. 4.3 (a). Crosses

represent the first moments of the photoelectron distribution calculated according to Eq. 4.1 for the

conduction band (red) and W4f region (blue). Solid lines result from a global fit to both traces with

functions describing the waveform of the NIR vector potential (comp. Eq. 4.2). The insets highlight the

existence of a small relative shift Δτ ≈ 25 asec between the two parts of the spectrogram.

S q
coe(τ) (also called center-of-energies (COE)) calculated for the corresponding regions of

the spectrogram P (E, τ) as a function of the relative NIR-XUV delay τ according to:

S q
coe(τ) =

∫ Emax

Emin
E P (E, τ) dE∫ Emax

Emin
P (E, τ) dE

− Ẽq. (4.1)

Here Ẽq denotes the central kinetic energy of the photoelectron peak q determined far away

from the temporal overlap between the NIR and XUV pulses. In the absence of space

charge effects, Ẽq would be identical to the kinetic energy Eq = Ekin,q = �ωx − Ebin,q

calculated from the binding energy Ebin,q of the respective initial state q. In the following,

a data set in the form of S q
coe(τ) will be referred to as streaking trace of electrons released

from the electronic state q.

Streaking traces for the W4f and CB photoelectrons extracted from the spectrogram in

Fig. 4.3 (a) are shown as crosses in Fig. 4.4. The bounds of integration for the calculation

of the COEs were set to Emax = 140 eV and Emin = 110 eV for the CB region and to

Emax = 110 eV and Emin = 80 eV for the W4f levels. A possible shift Δτ between

the streaking traces is quantified by simultaneously fitting them to analytical functions

mimicking the vector potential waveform of the NIR streaking pulse:

S 4f
fit(τ) = S 4f

0 e−4 ln 2 ((τ+Δτ)/τL)
2

sin (ωL(τ +Δτ) (τ +Δτ) + ϕCE)

S CB
fit (τ) = S CB

0 e−4 ln 2 (τ/τL)
2

sin (ωL(τ) τ + ϕCE) , (4.2)
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where τL is the FWHM of the Gaussian NIR pulse envelope, ϕCE denotes the carrier-

envelope phase1 and a linear chirp β of the NIR pulses is taken into account by setting

ωL(τ) = ωL + βτ . The result of this fit is shown as solid lines in Fig. 4.4. It suggests

a relative time shift of Δτ ≈ 25 asec between the CB and W4f streaking trace. Since

for positive XUV-NIR delays the XUV pulses arrive earlier at the surface than the NIR

pulses, this time shift implies a delayed emission of the W4f electrons which, compared to

the CB electrons, sense the same phase of the streaking field only for τ +Δτ asec larger

NIR-XUV pump-probe delays.

The fitted ratio of the streaking amplitudes S CB
0 /S 4f

0 = 1.18 is in good agreement with the

theoretical value of 1.15 expected from the square-root dependence of streaking amplitude

on the initial electron kinetic energy (see Eq. 2.9) which further confirms the consistency

of the applied background correction and data fitting scheme. The intensity IL of the

streaking field calculated from the modulation depth S q
0 according to

IL =
1

2
ε0 cEL

2 =
1

4e2
ε0 cme

(
ωLS

q
0√

Ekin,q

)2

, (4.3)

amounts to 4.3 · 1011 W/cm2 which is still one order of magnitude below the typical damage

threshold of metal surfaces [111].

Analyzing streaking spectrograms with the COE method has the advantage that no peak

shape for the photoemission lines has to be specified. Although this constitutes maybe

the simplest approach to identify relative time shifts in streaking measurements, it has

to be verified to what extent a more realistic description of the rather complex structure

of the electron wave packets emitted from the W(110) crystal influences a quantitative

evaluation. The quantum mechanical description of a free electron interacting with a

laser field characterized by a vector potential AL(t) leads to Volkov wave functions which

arise as solutions of the time-dependent Schrödinger equation (TDSE) in the strong-

field approximation [51]. According to the discussion in Section 2.2.1, an approximate

representation of the time-domain wave packet for electrons excited from a discrete bound

state q in the presence of a laser field is (atomic units):

χq(t) = fq(t) e
−iEkin,qeiΦ

q
v(t) = fq(t) e

−iEkin,qe
−i

∞∫

t

√
2Ekin,q AL(t

′)+ 1
2
AL(t

′)2dt′
. (4.4)

The corresponding photoelectron energy spectrum Pq(E, τ) as a function of the relative

NIR-XUV delay τ is then given by the absolute square of the Fourier transform in the

energy domain [22, 44, 52]:

Pq(E, τ) =

∣∣∣∣∣∣
∞∫

−∞

dtfq(t+ τ) eiΦ
q
v(t)ei(E−Ekin,q)t

∣∣∣∣∣∣
2

. (4.5)

1To be precise, the effective streaking field at the surface is a superposition of the incoming and the

phase-shifted reflected NIR field. Therefore ϕCE in Eq. 4.2 might differ from the carrier-envelope phase

of the incident NIR pulse.
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Neglecting effects of interference, the full measured spectrogram P (E, τ) can be recon-

structed by superimposing the energy spectra associated with the electron wave packets

launched from the different initial states of the solid:

P (E, τ) =
∑
q

Pq(E, τ). (4.6)

However, additional constraints have to be imposed to simplify such a reconstruction of

experimental streaking data:

1. The envelope of all individual wave packets is assumed to be of Gaussian type:

fq(t) = f 0
q e

−4 ln 2 (t/τq)
2+i bq t2 .

2. The duration τq and linear chirp bq are assumed to be identical for all wave packets

i.e. bq = bx and τq = τx for all q. This can be justified since these properties will be

mainly dominated by the attosecond pulse.

3. In conformity with Eq. 4.2, the vector potential AL(t) of the streaking field is

parameterized by a Gaussian envelope:

AL(t) = A0 e
−4 ln 2 (t/τL)

2

sin
(
ωL t+ βt2 + ϕCE

)
4. The values for the relative amplitudes f 0

q of the individual electron wave packets

and for the energies of the associated initial electronic states Ekin,q are based on

peak positions and transition intensities inferred from corresponding high-resolution

synchrotron photoemission data (when available).

For the specific case of clean W(110), the final wave packet representing the broad W4f

feature is actually composed of three individual wave packets related to the photoelectron

emission from the W5p3/2, W4f 5/2 and W4f 7/2 core states, whereas the final CB wave

packet can be modeled by superimposing a minimum of 10 individual transitions. Due to

their small energy separation, a further partitioning of the W4f wave packet into surface

and bulk contribution is not included here to reduce the number of parameters and to

prevent overfitting. As a further simplification, the individual contributions to a final

electron wave packet are defined to be strictly synchronized in time, i.e. there is no

relative time delay between electrons released from these states2. The unstreaked energy

spectrum constructed from these two parametrized wave packets, assuming an XUV pulse

duration of τx = 450 asec and a central XUV energy of �ωx = 117.5 eV, is shown as red

line in Fig. 4.2 (b). The vertical bars indicate the relative intensities
∣∣f 0

q

∣∣2 and central

energies Ekin,q = �ωx−Ebin,q of the individual transitions contributing to the CB and the

W4f wave packet (red: CB; blue: W4f ). The reconstructed photoelectron spectrum is in

excellent agreement with a measured XUV-only spectrum thereby confirming the validity

of this initial-state parameterization.

2For brevity, such a group of individual, but temporally synchronized wave packets will simply be

referred to as (final) electron wave packet although its individual constituents are treated incoherently

when calculating the energy spectrum according to Eq. 4.6.
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Figure 4.5: Analysis of the W(110) streaking spectrogram shown in Fig. 4.3 with a fitting procedure

based on a parameterized NIR field and Volkov-type Gaussian electron wave packets (TDSE-retrieval).

See text for further details. (a) Measured spectrogram. (b) Reconstructed spectrogram optimized by

the TDSE-retrieval. (c) Comparison of reconstructed and measured photoelectron spectra for relative

XUV-NIR delays featuring the largest kinetic energy modulation. The CB region in (a) and (b) is scaled

by ×8 to simplify comparison.

In a non-linear least squares fitting routine, in the following simply referred to as TDSE-

retrieval, the parameters A0, ωL, β, τL, bx and τx are optimized to achieve the best

agreement with the measured spectrogram while keeping the relative intensities
∣∣f 0

q

∣∣2 and
transitions energies Ekin,q fixed. In analogy to the COE approach, a possible temporal

delay Δτ between the CB and W4f wave packets is included as an additional fit parameter

in the optimization scheme by substituting τ → τ + Δτ in the calculation of the W4f

energy spectrum. Figure 4.5 illustrates the result of this spectrogram reconstruction

which is in reasonable agreement with the experimental data. Residual differences in

line-shape between measured and reconstructed photoelectron spectra (Fig. 4.5 (c)) may

be attributed to higher-order chirp of the filtered XUV pulses [110] which is not included

in the fitting scheme. Such effects cannot unequivocally be distinguished from subtle

line-shape variations recently predicted for attosecond streaking from solids [57]. On the
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other hand, the relative time delay of Δτ = 25 ± 3 asec between the two wave packets

retrieved by this spectrogram fitting is consistent with the time shift extracted with the

simpler COE approach.

Time delays of 20− 30 asec correspond to less than 2% of the NIR period and therefore

cause only subtle shifts between the two streaking traces. Acknowledging that quantitative

streaking spectroscopy is a fairly new field of research, it is indispensable to ascertain

the reproducibility and overall precision of these kinds of measurements. To this end,

several streaking spectrograms have been obtained from the clean W(110) surface and

were analyzed with the TDSE-retrieval as described above. The evaluation of more than

50 streaking spectrograms is summarized in Fig. 4.6. A statistical analysis yields a mean

value of Δτ = 28 asec for the time delay with a standard deviation of σ = ±14 asec.

Even though this represents the highest absolute accuracy ever demonstrated in time-

resolved solid-state spectroscopy to date, significant outlyers of so far unknown origin are

nevertheless possible (see Appendix B for a discussion on possible sources of systematic

errors in streaking experiments). Consequently, a large number of measurements are in

general necessary to discriminate reliably between different timing events by means of

attosecond streaking.

Within the scatter of the data presented in Fig. 4.6, no correlation can be established

between the CB-W4f delay and the strength of the NIR streaking field applied in the

measurements. This demonstrates the robustness of the observed effect over the whole

NIR intensity range tolerable in surface streaking experiments. In principle, the NIR

field penetrating the crystal can actively modify the motion of the photo-excited electrons

inside the metal. Indeed, a classical transport simulation predicts a decrease of the relative

delay in tungsten due to enhanced scattering of photoelectrons mediated by the residual

NIR field inside the solid. On the other hand, this reduction in time shift was calculated

to be only 10 asec when comparing the extreme cases of NIR field-free emission and

electron emission dressed with a 2 · 1012 W/cm2 strong streaking field [62]. Obviously,

the observation of such a subtle dependency would require a much higher accuracy than

demonstrated in Fig. 4.6. Finally, it is also evident that the retrieved delay does not

sensitively depend on the central energy (∼118 eV and ∼126 eV) of the multilayer mirrors

used to isolate the sub-fs XUV pulses from the HH cut-off continuum thereby ruling out

a strong influence of final-state effects in this energy range.

The statistical analysis of the other key parameters optimized during the TDSE-fitting

of the data in Fig. 4.6 yields the mean values of λL = 800 ± 50 nm, τx = 280 ± 33 asec

and bx = −3 ± 5 fs−2 for the NIR carrier wavelength, the wave packet duration and the

linear chirp rate, respectively. It should be noted that the reproducibility in retrieving

these parameters was often better than 5% for spectrograms recorded shortly after each

other. This points towards alignment and laser performance related influences in the

streaking experiments. In spite of the large error margin, the mean linear chirp rate bx
is rather close to the corresponding value inferred from gas-phase streaking experiments

(comp. Section 3.2.2), which corroborates the assumption that the dominant contribution
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Figure 4.6: Summary of streaking measurements obtained from clean W(110). All delays are extracted

with the TDSE-fitting routine. The statistical analysis reveals that photoemission from the localized

W4f core states is delayed by Δτ = 28 ± 14 asec with respect to the electrons photo-excited from the

conduction band of the crystal. The error bars indicated in the figure correspond to the standard errors of

the individual fits. In all experiments, the isolated attosecond pulses were filtered from the high-harmonic

cut-off continuum by means of a multilayer mirror reflecting the incident radiation over a bandwidth of

4.2 eV (FWHM) centered either at ∼118 eV (circles) or ∼126 eV (green dots).

to the electron wave packet chirps related to the exciting XUV pulses filtered by the

multilayer mirror (see Fig. 3.8 (b) on page 39). The retrieved values for τx are, however,

not physically meaningful since they imply wave packet durations that are significantly

shorter than Fourier-transform-limited XUV pulses supported by the employed multilayer

mirrors (∼435 asec). Probably, the combination of a residual NIR/XUV pump-probe

timing jitter, geometrical effects in the electron detection (see Section 2.2.1) and the

finite energy resolution of the TOF spectrometer contribute to an additional broadening

of the streaked photoelectron spectra3. In the time domain, this spectral broadening is

misinterpreted by the fitting routine as an reduced wave packet duration. Fortunately,

the retrieved time delays between the electron wave packets did not correlate with any

of these parameters indicating that this relative quantity is less susceptible to existing

experimental deficiencies.

Both the analysis of spectrograms of different quality and extensive tests with simulated

3A NIR-XUV timing jitter and geometric effects would not affect the line width of XUV-only spectra.
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Figure 4.7: Attosecond photoemission from W(110) acquired under similar experimental conditions

as reported in [22]. (a) Streaking spectrogram obtained with sub-fs XUV pulses filtered by a Mo/Si

multilayer mirror reflecting incident XUV radiation at ∼94 eV over a bandwidth of 6.8 eV (supporting

270 asec Fourier-limited Gaussian pulses). (b) Top: Comparison of background-corrected NIR field-free

spectra acquired from freshly cleaned W(110) (black line) and the same spectrum obtained under non-

UHV conditions (gray line). Bottom: Photoelectron spectrum obtained with �ω = 94 eV synchrotron

radiation (gray shaded). The red line results from a convolution of the synchrotron spectrum with a 7 eV

FWHM Gaussian.

streaking data confirmed that the additional constraints implemented in the TDSE-fitting

routine make this method more robust and enabled a more reliable evaluation of streaking

data even when recorded under non-optimal experimental conditions. Especially the line-

shapes of the electron spectra for different NIR-XUV delays are not treated independently,

but are correlated with each other by the linear chirp parameter. The quantitative evalu-

ation of streaking spectrograms is therefore predominantly based on the TDSE-retrieval

while the COE method is used to illustrate the order of magnitude of the observed time

shifts. However, it should be emphasized that both techniques gave consistent quantita-

tive results for high-quality streaking data.

The results presented so far were obtained with higher XUV photon energies than used in

the first proof-of-principle experiment by Cavalieri et al. [22]. To enable a more conclusive

comparison, streaking measurements on W(110) have also been performed with an XUV

mirror featuring a reflectivity curve centered at ∼94 eV and a bandwidth of 6.8 eV.

In these measurements, the intensity of the streaking field was deliberately reduced to

minimize the ATP background in the spectral region of the W4f states which now appear

at significantly lower kinetic energies. A typical streaking spectrogram obtained under

these conditions is shown in Fig. 4.7 (a). In contrast to the spectrograms recorded with

the higher XUV energies, almost no indication of a chirp can be detected in the streaked

electron wave packets. This effect is rather attributed to the changed characteristics of

the employed XUV mirror than to a photon-energy-dependent phenomenon in W(110),
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Figure 4.8: COE analysis of the streaking spectrogram depicted in Fig. 4.7 (a). The fit suggests a

slightly enhanced temporal delay of Δτ ≈ 60 asec for the photoemission from the W4f states when

initiated with attosecond pulses centered at ∼94 eV.

since this chirp was also absent in gas-phase streaking measurements performed with the

same multilayer mirror. In addition, compared to excitation with ∼118−126 eV photons,

the W4f -to-CB intensity ratio is noticeably smaller. This is mainly due to the opposing

trend of the corresponding atomic photo-ionization cross-sections which decrease in the

photon energy range of 90−140 eV for the W5d levels while it increases at the same time

even more drastically for the W4f states [112]. As a consequence, the relative weight of

the W5p3/2 states in the total W4f feature becomes more important. Evidence for this

can be found in Fig. 4.7 (b), where a quantitative analysis of a synchrotron photoelectron

spectrum recorded with �ω = 94 eV reveals an increased contribution of the W5p3/2 levels

of 17%. These changes have been taken into account in the corresponding TDSE-analysis

of the spectrograms by adjusting the amplitudes of the individual transitions accordingly.

Unfortunately, all the streaking measurements with the 94 eV mirror have been carried

out during the early stages of the project, where the cleanliness of the crystal surface

could not always be guaranteed. An unambiguous interpretation was therefore possible

only for a few data sets. The spectrogram depicted in Fig. 4.7 (a) was acquired shortly

after flash annealing the sample to 2400K and should therefore be representative of clean

W(110). Indeed, an XUV-only photoelectron spectrum collected from this sample is in

good agreement with convoluted synchrotron data (red line in Fig. 4.7 (b)). The COE

analysis of this spectrogram shown in Fig. 4.8 indicates a relative time delay of Δτ ≈ 60

asec between the release of the W4f and CB photoelectrons. This is consistent with the

mean time shift of Δτ = 55 ± 10 asec obtained from the TDSE-analysis of 4 streaking
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spectrograms collected from samples exhibiting a similar surface purity. In this context,

it should be mentioned that measurements conducted only under high-vacuum conditions

(p ≈ 5 · 10−8 mbar) yielded distinctly larger time delays of Δτ = 90 − 100 asec, which

is rather close to the value of Δτ = 110 asec derived from a single measurement by

Cavalieri et al. [22]. Under these experimental conditions, also the CB photoemission of

the tungsten surface undergoes a characteristic transformation, which manifests itself in

a peak broadening and a shift of the conduction band center to lower binding energies

(comp. gray curve in Fig. 4.7 (b)). This can be traced back to the accumulation of

contamination on the W(110) surface, as will be shown in the following section.

4.1.2 Impact of Surface Contamination

The adsorption of impurity atoms is a potential nuisance in all surface science experiments

since the presence of contamination, even in the low sub-monolayer regime, suffices to alter

the electronic properties of a clean surface appreciably. Considering the extremely high

surface sensitivity in the streaking experiments, such impurities can also be expected to

influence the measured time shifts to some extent. Great care was therefore taken to

identify a possible impact of surface contamination on the experimental results.

Obviously, an in situ characterization of the surface quality in attosecond photoemission

experiments would be advantageous. Figure 4.9 (b) compares NIR field-free photoelec-

tron emission obtained from W(110) with 4.2 eV bandwidth XUV radiation centered at

∼118 eV for different initial conditions of the surface. The asymmetric tail of the CB emis-

sion, which is characteristic for the clean tungsten surface, disappears over time and has

developed into a broad symmetric feature after ∼2 h exposure to the NIR streaking field.

Similar variations in line-shape are observed after dosing a freshly cleaned surface with

6 L CO (1L = 1.33 · 10-6 mbar · s). An additional comparison with a spectrum obtained

from a monolayer oxygen atoms on the W(110) suggests the O2p-derived states with a

binding energy of ∼6 eV to be responsible for the spectral broadening in the CB region

[113]. Consequently, the surface cleanliness can be judged to a certain degree by consid-

ering any deviation from the asymmetric CB line-shape as an indication for the presence

of surface impurities. The analysis of a number of streaking measurements performed on

W(110) crystals exhibiting different degrees of surface contamination is summarized in

Fig. 4.24 (b) on page 84. Apparently, the time delays between the W4f and CB photoe-

mission extracted from these, not atomically clean, surfaces are consistently larger and

cover a total range of Δτ = 40− 70 asec. An exemplary streaking spectrogram is shown

in Fig. 4.9 (a). The corresponding COE analysis presented in Fig. 4.10 corroborates the

increase of the relative time delay for insufficiently clean W(110) surfaces. Interestingly,

also the surface exposed to 6 L CO exhibited a significantly larger time shift of Δτ ≈ 70

asec (see Fig. 4.11).

These findings clearly underline the benefit of retaining a sufficient spectroscopic resolu-

tion in attosecond photoemission experiments. Otherwise, changes in sample condition
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Figure 4.9: Surface contamination effects in W(110). (a) Streaked photoemission of a not perfectly clean

W(110) surface. Electrons are photo-excited with sub-fs XUV pulses selected by a 4.2 eV broad multilayer

reflector centered at ∼118 eV and streaked with a NIR intensity of 3 · 1011 W/cm2. (b) Comparison of

XUV-only spectra obtained from clean W(110) after different surface treatments: clean W(110), after 2 h

exposure to the NIR streaking field, after exposure to 6 L CO, and after adsorption of 1ML oxygen. The

red dashed line indicates the energy position expected for O2p - derived states.

may remain hidden and lead to misinterpretation of the measured temporal effects. Es-

pecially in the experiments performed with the 6.8 eV broad XUV multilayer mirror, the

characteristic contamination-induced change in the CB line-shape is much less pronounced

and a shift of its center of gravity could only be observed for extremely contaminated sam-

ples (see Fig. 4.7 (b)). This reduced sensitivity to surface contamination entails a larger

uncertainty in sample purity checks based on stationary photoemission spectra which

rendered an unambiguous interpretation of many streaking spectrograms impossible.

For the sake of completeness it should be mentioned that the slight increase of the CB

emission intensity for NIR-XUV delays exceeding 4 fs in the spectrogram depicted in

Fig. 4.5 (a) is indicative of the accumulation of impurities on the W(110) surface in the

course of the measurement. However, the impact on the time shift extracted from this

particular spectrogram is negligible since the retrieved time delay remains unchanged

when this part of the spectrogram is excluded in the fitting. It is also important to note

that spectrograms acquired shortly after the last cleaning cycle of the W(110) crystal

did not yield systematically smaller time shifts. Additional tests with significantly re-

duced acquisition times, resulting in a minimum of only 20 min between flash annealing

of the crystal and completion of the streaking measurement, further substantiate this

conclusion. A possible distortion of the distribution presented in Fig. 4.6 due to residual

contamination effects is therefore rather unlikely. Strictly speaking, a possible impact

of hydrogen adsorption, which is the dominant constituent of the residual gas, cannot

definitely be ruled out, since hydrogen induces only minor modifications in the spectral
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Figure 4.10: COE analysis of a streaking spectrogram obtained from a not perfectly clean W(110)

surface with an XUV photon energy of ∼118 eV. The fit reveals a increased time shift of Δτ ≈ 40−50 asec

which has to be compared to the corresponding value Δτ = 28 asec characteristic of atomically clean

surfaces.

Relative Delay (fs)

E
ne

rg
y 

S
hi

ft 
(e

V
)

−3 −2 −1 0 1 2
−3

−2

−1

0

1

2

3
Fit−CB
Fit−W4f
Data−CB
Data−W4f

−0.05 0 0.05

Figure 4.11: COE analysis of a streaking spectrogram obtained from a clean W(110) surface with an

XUV photon energy of ∼118 eV after exposure to 6 L CO. An adsorbate-induced time delay of the W4f

core-level photoemission of Δτ ≈ 70 asec is clearly discernible.
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shape of the conduction band. In this respect, further test experiments with saturated

hydrogen monolayers on W(110) would be necessary to reach a final conclusion.

Nevertheless, the origin of the surface contamination deserves further discussion. The

main constituents of the residual gas in the vacuum system at a base pressure p ≤
10-10 mbar in the experimental area were H2, CO, H2O and CO2. Considering the worst

case with a sticking probability of one, the time needed for the adsorption of 1ML

atoms/molecules from the background pressure can be estimated to ∼5 h which implies

a much slower rate of contamination than observed. Probably, the local pressure in front

of the surface was higher than in the remaining parts of the UHV chamber. A plausible

source would be the time-of-flight spectrometer whose entrance aperture is only at a dis-

tance of 3 mm from the surface during the measurements. First tests further indicate that

this contamination builds up very locally on the surface, and is restricted to an area corre-

sponding to the spot size of the NIR focus on the sample. It was therefore not possible to

detect this degradation in sample purity with standard characterization techniques, like

XPS and LEED, which average over a much larger surface area. In addition, the high rate

of contamination could be observed only when the surface was simultaneously illuminated

with the NIR and XUV pulses whereas no sign of contamination could be found in the

spectra, even after 2 h, when the NIR beam was blocked during the measurements. It

is therefore conceivable, that the NIR-induced ATP electrons promote the adsorption of

impurity atoms by generating radicals through dissociation of residual gas molecules in

front of the crystal surface.

4.1.3 The (0001) Surface of Magnesium

The much higher reactivity of magnesium (Mg) compared to tungsten, and the time

consuming cleaning procedures necessary to prepare well-ordered and atomically clean

surfaces from this material [114], complicate the handling of Mg single crystals in streaking

experiments. Therefore a different approach based on in situ deposition of Mg atoms was

pursued in the experiments discussed in this section. Magnesium was sublimated at a

rate of 10 ML/min onto the freshly cleaned W(110) surface from a home-built, water-

cooled Knudsen-cell evaporator consisting of a resistively (AC current) heated tantalum

crucible. The substrate was held at room temperature during evaporation and the crucible

was thoroughly outgassed prior to each deposition process.

Figure 4.12 shows a photoelectron spectrum of ∼30ML Mg on W(110) recorded with

�ω = 700 eV synchrotron radiation. The absence of emission lines associated with the C1s

and O1s levels confirms the chemical purity of the deposited magnesium layers, whereas

the sharpness of the hexagonal LEED pattern (inset) is indicative of epitaxial growth of

bulk hcp Mg with its basal (0001) plane parallel to the W(110) surface. It is well known

that these thick Mg films exhibit geometric and electronic properties indistinguishable

from Mg(0001) single crystals [115]. The pristine W(110) surface is readily recovered by

flash annealing the sample to 2400 K. Figure 4.13 (a) compares the photoemission from
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Figure 4.12: Photoelectron spectrum recorded with �ω = 700 eV synchrotron radiation after evapo-

ration of ∼30ML magnesium onto the clean W(110) surface at room temperature. Plasmon loss lines

(mainly bulk) can be observed for all primary Mg photoemission lines. The absence of C1s and O1s

photoemission lines proves the chemical integrity of the evaporated films whereas the sharp hexagonal

LEED pattern (inset) is indicative of a long range ordering equivalent to Mg(0001) single crystals.

Mg(0001) with �ω = 120 eV synchrotron radiation (gray shaded) to the same spectrum

recorded with HH radiation (circles) filtered by the ∼118 eV multilayer mirror. Similar

to W(110), a convolution of the synchrotron data with a 4.4 eV broad Gaussian (red line)

is in good agreement with the result of stationary attosecond photoemission.

In the energy range of interest for streaking experiments, the photoemission fromMg(0001)

is dominated by the Mg2p core levels with a binding energy of ∼49.5 eV which are again

composed of surface- and bulk-related electronic states. However, compared to W(110),

the significantly smaller spin-orbit splitting of 280 meV of the Mg2p levels in combina-

tion with the smaller surface core level shift results in a stronger spectral overlap of the

individual features. A consistent deconvolution is achieved by simultaneously fitting two

Doniach-Šunjić doublets to high-resolution spectra recorded as a function of excitation

energy. The result for selected photon energies is shown in Fig. 4.13 (b). Best agreement

is obtained with a reasonable value for the asymmetry parameter of α = 0.13 [12] and a

surface core-level shift of 140 meV, which is in excellent agreement with an older lower-

resolution photoemission study [116]. Furthermore, this quantitative analysis reveals a

surface contribution of ∼50% to the total Mg2p photoemission in the XUV photon energy

range relevant for the attosecond experiments presented in this section.

The strong coupling of surface (sp) and bulk (bp) plasmon excitations to the Mg2p pho-

toemission gives rise to corresponding loss lines which can be observed at 7.5 eV and

10.5 eV higher binding energy than the primary photoelectrons. They merge into a
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Figure 4.13: Stationary photoemission from Mg(0001). (a) Comparison of synchrotron photo-excitation

at �ω = 120 eV (gray shaded) and excitation with sub-fs XUV pulses centered at ∼118 eV (circles).

Highlighted spectral features include: Γ-surface state (ss), bulk (bp) and surface plasmon (sp) satellites

and the L2,3VV Auger transition. A convolution of the synchrotron spectrum with a 4.4 eV FWHM

Gaussian is shown as the red line. (b) Examples for the decomposition of the Mg2p emission into bulk

and surface contributions for different excitation energies.

single peak centered at ∼60 eV binding energy for broadband XUV excitation. The

temporal characteristics of these plasmon loss electrons will be studied in more detail in

Section 4.1.5 while the emphasis here will be on the primary Mg2p and CB photoelec-

trons. Features corresponding to the excitations of multiple plasmons do also exist, but

are obscured for �ω = 120 eV by the L2,3VV Auger electrons stemming from the decay of

the Mg2p−1 core holes.

As expected from the small atomic photo-ionization cross-section of the Mg3s levels [112]

and the low density of states near EF for sp-metals, the intensity of the CB photoemission

is rather small. It comprises mainly bulk transitions for the binding energies < 6 eV

[114, 117]. In analogy to the Mg2p photoemission, the weaker features in the binding

energy range of 7 − 15 eV can be ascribed to satellites produced by surface and bulk

plasmon excitations accompanying the main CB transitions [118]. These plasmon loss

lines are even more pronounced when higher photon energies are used for excitation (comp.

inset in Fig. 4.12). Finally, the sharp peak at 1.6 eV binding energy is the well-known

Γ-surface state (ss) existing in the gap of the surface-projected bulk band structure of

Mg(0001) [114]. However, its relative intensity is obviously negligible when excited with

�ω = 120 eV photons.

No complications due to enhanced ATP or space-charge were encountered in the streaking

experiments despite the lower work function of magnesium (φ = 3.66 eV) compared to

tungsten. This can be regarded as another indication of the high quality of the evaporated

magnesium film since surface roughness and defects are known to favor multi-photon
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Figure 4.14: Attosecond time-resolved photoemission from the clean Mg(0001) surface. Isolated sub-

fs XUV pulses centered at ∼118 eV are filtered with a 4.2 eV broad multilayer bandpass from the

HH cut-off radiation and photo-excite electrons from the Mg2p and the CB states in the presence of

a 1 · 1011 W/cm2 strong NIR streaking field. (a) Measured streaking spectrogram compiled from 40

individual spectra, each integrated over ∼1.4 · 105 laser shots. The CB region is scaled by × 35 to

visualize the good S/N ratio. (b) Top: example of the applied background subtraction scheme. Bottom:

initial-state parameterization used in the TDSE-fitting of the Mg(0001) spectrograms. Insets highlight

the CB region. (c) Full spectrogram reconstructed by the TDSE-retrieval algorithm. (d) Comparison of

reconstructed and measured photoelectron spectra for selected relative NIR-XUV delays. The CB and

Mg2p photoemission spectra are presented on separate intensity scales.

emission from solids [119]. Nevertheless, for the streaking experiments on Mg(0001), the

applied NIR intensities were deliberately reduced to avoid spectral overlap between the

ATP background electrons with the primary photoemission from the Mg2p core states. In

this way, the same background subtraction scheme as used for W(110) could be applied

(see Fig. 4.14 (b)).

The low CB photoemission intensity from Mg(0001) render streaking experiments for this

system difficult. In general, longer integration times are necessary to achieve a signal-to-

noise (S/N) ratio comparable to the W(110) experiments. On the other hand, the extreme

68



Attosecond Photoemission from Clean Metal Surfaces

Relative Delay (fs)

E
ne

rg
y 

S
hi

ft 
(e

V
)

−4 −3 −2 −1 0 1 2 3 4
−2

−1

0

1

2

Fit−CB
Fit−Mg2p
Data−CB
Data−Mg2p

Figure 4.15: Representative COE analysis of a Mg(0001) streaking spectrogram. The first moments

are calculated in the energy interval 125− 100 eV (CB) and 75− 60 eV (Mg2p) of the streaked electron

distribution, respectively. The vanishing shift between the fitted streaking traces indicates a synchronous

emission of the conduction band and Mg2p core electrons from the Mg(0001) surface.

reactivity of magnesium towards oxygen-containing molecules in the residual gas dictates

shorter acquisition times to avoid contamination effects. This was eventually solved by

collecting several spectrograms with moderate S/N ratio and renewing the Mg(0001) film

after each measurement. An exemplary streaking spectrogram is depicted in Fig. 4.14 (a).

The streaking effect is clearly visible for both the weak CB emission and the Mg2p core-

level electrons. In particular, no build-up of contamination during the measurement (total

duration ∼35 min) is discernible in the CB region. Despite the low count rate in the CB

region, the S/N ratio is sufficient to shed light on a possible time delay between the release

of the CB and Mg2p electrons from the Mg(0001) surface. The corresponding evaluation

of the spectrogram based on the COE approach is shown in Fig. 4.15. In contrast to

W(110), this analysis suggests almost perfect synchronism between conduction band and

core-level photoemission.

In order to further substantiate this result, the streaking spectrograms were also ana-

lyzed with the more advanced TDSE-retrieval. The parameters in the fitting routine

were adjusted to provide a realistic description of the initial electronic states of Mg. The

Mg2p emission is represented by a single wave packet ignoring both the spin-orbit and

the surface-to-bulk splitting since these energy spacings are less than 4% compared to the

bandwidth of the exciting XUV pulses. The conduction band wave packet is phenomeno-

logically represented by a superposition of 12 temporally synchronized transitions. Their

relative strengths and central energies are indicated as red vertical bars in Fig. 4.14 (b),

and are chosen to give the best agreement with a measured XUV-only electron spectrum.
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Within this description, the final CB wave packet also comprises the plasmon loss satel-

lites. A separate temporal treatment of these minor contributions in the fitting scheme

led to severe convergence problems and was therefore not further pursued. The complete

reconstruction of the measured spectrogram based on this initial-state parameterization is

depicted in Fig. 4.14 (c). The good quality of the fit can also be judged from Fig. 4.14 (d),

where measured photoelectron spectra are explicitly contrasted with the corresponding

fitted spectra for selected relative NIR-XUV delays. Especially, the pronounced broad-

ening and narrowing, observed in spectra recorded at adjacent zero-crossing of the NIR

vector potential, is satisfactorily reproduced by the fit algorithm (see e.g. lineouts for

-0.8 fs and 0.8 fs in Fig. 4.14 (d)).

A quantitative evaluation of 19 streaking measurements with the TDSE-retrieval gives a

mean time delay of the Mg2p emission of only Δτ = 5 asec with a standard deviation of

σ = ±20 asec. Within the error margin, this value is still compatible with a synchronized

photoemission from the magnesium conduction band and Mg2p core states and therefore

corroborates the result obtained from the COE analysis. The corresponding mean values

for the wave packet chirp and duration retrieved by the TDSE-fitting are bx = −3.1 ±
1.6 fs−2 and τx = 386± 71 asec, respectively. Whereas bx is almost identical to the value

extracted from the W(110) measurements, the duration of the electron wave packets

released from the Mg(0001) surfaces is notably larger than the average duration τx =

280 ± 33 asec extracted from attosecond streaking on W(110). Since the identical XUV

mirror was used in both experiments, it is tempting to relate this temporal broadening of

the wave packets to a material-induced effect. Indeed, the mean electron escape depth in

magnesium is larger than in tungsten (see Fig. 4.16 (a)). Thus, in Mg(0001), the electron

emission from deeper atomic layers can contribute to the primary photoemission signal

which broadens the temporal distribution of the emerging electrons.

4.1.4 Discussion

The results presented in the previous sections demonstrate that time delays between the

photoemission of conduction band (CB) and core-level electrons from clean metal surfaces

are significantly smaller than reported in the first proof of principle experiment by Cava-

lieri et al [22] in 2007. Obviously, a profound interpretation of such small temporal shifts

is rather complicated since various, possibly compensating mechanisms may contribute to

this subtle effect. Even the accuracy of ±10 asec currently achievable in state-of-the-art

surface streaking spectroscopy might still not be sufficient for making reliable quantitative

comparisons between different systems. The poor understanding of the exact variation of

the NIR streaking field, in both its intensity and polarization, over the topmost atomic

layers of a solid further adds to the complexity of the problem.

Nevertheless, it is instructive to estimate the expected order of magnitudes of the time

shifts based on a simple free-electron propagation picture and assuming perfect screening

of the streaking field inside the metal. Within this model, the measured time shifts
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Level Ekin [eV] vfree [Å/asec] λ [Å] λ∗ [Å] τR [asec] τ ∗R [asec]

Mg-CB ∼115 6.5 · 10−2 4.9 5.9 76 91

Mg2p 67.5 5.1 · 10−2 3.7 4.5 74 89

W-CB ∼115 6.5 · 10−2 3.6 4.5 55 69

W4f 85.5 5.7 · 10−2 3.9 4.4 69 77

Table 4.1: Basic parameters for the interpretation of streaking time shifts in attosecond photoemission

from tungsten and magnesium with ∼118 eV XUV pulses: λ inelastic mean free path calculated from

the surface-to-bulk ratio extracted from synchrotron core-level photoemission; vfree velocities for free

electron dispersion; τR resulting average travel times of the electrons to the surfaces. (*) Values derived

from calculations by Tanuma et al. [121].

are identical to the difference in the average run-times τR of the CB and the core-level

electrons to the surface (comp. Section 2.2.2). These values are determined by the inelastic

mean free path of the electrons λ and the velocity of the electron inside the the solid with

free electron-like dispersion vfree =
√
2 (Ekin + V0 − φ)/me, where the kinetic energy of

the electrons Ekin is measured with respect to the Fermi level (comp. Section 2.2.2). The

inner potential V0 is usually derived by comparing LEED I-V measurements with band

structure calculation [120]. Empirically it is found that V0 is of the order of ∼10 eV for

most metals and depends only slightly on the electron energy [120]. Therefore a constant

value of V0 = 10 eV is used throughout this thesis to calculate vfree in magnesium and

tungsten.

Unfortunately, the inelastic mean free path λ, which is a key parameter not only in this

simple model, is not known precisely enough in the electron energy range relevant for the

streaking experiments. In practice, values for λ are taken from theoretical estimates rely-

ing on the extrapolation of measured optical data. However, the uncertainty associated

with these calculations is rather large for low kinetic energies [121]. Experimentally, λmay

be inferred from high-resolution core-level photoemission data as shown in Fig. 4.1 (b)

and Fig. 4.13 (b). In a simple layer attenuation model [116, 122], the measured surface-

to-bulk ratio Is/Ib and the interlayer spacing in the direction of electron detection d are

related to λ according to:

λ =
d

ln(1 + Is/Ib)
(4.7)

where the relevant interlayer spacing is d[110] = 2.23 Å for W(110) and d[0001] = 2.61 Å for

Mg(0001). Resulting values for λ, which are relevant to the streaking experiments with

118 eV XUV excitation, are compared in Tab. 4.1 to most recent calculations by Tanuma

et al. [121]. Obviously, the measured values of λ are systematically smaller by ∼1 Å than

predicted by theory4. While the absolute electron run-times are notably affected by this

discrepancy, the corresponding impact on the relative time shift is much less pronounced.

Apparently, the average travel times of the core-level and CB electrons are almost identical

for Mg(0001) which results in a vanishing time delay between their escape from the solid

4A similar deviation of 1 Å between experiment and theory was recently reported for copper [123].
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Figure 4.16: Influence of the XUV photon energy in the free-electron-propagation model. (a) Inelastic

mean free path λ of electrons in bulk magnesium and tungsten according to Tanuma et al. [121]. (b) Delay

in the emission of the core-level electrons with respect to the conduction band electrons calculated from

their average travel times to the surface τR = λ/vfree, with the velocity of free electrons vfree. Time

shifts expected for �ωx ≈ 118 eV excitation are highlighted.

which is in reasonable agreement with the experimental result of Δτ = 5 ± 20 asec

obtained for this system. For W(110), this simple model predicts a delayed emission of

the W4f electrons of 8−14 asec, which is at least close to the lower bound of the measured

time delay of Δτ = 29± 14 asec.

The good agreement for Mg(0001) is not surprising since this system complies best with

the two main approximations underlying this simple propagation model. Firstly, the

NIR streaking field can be expected to be more efficiently screened in the free-electron-

like metal. This is because the frequency of the NIR field is far below the well-defined

plasma frequency of magnesium which dominates its optical properties. Therefore, almost

complete screening of the streaking field at the first atomic layer can be expected for this

system [124]. Indeed, the refractive index of magnesium is smaller than unity in the NIR

frequency range [125], which implies total reflection of the NIR pulses at the Mg(0001)

surface for the grazing incidence conditions employed in the streaking experiment. This is

in contrast to tungsten where the dielectric function exhibits a more complex behavior in

the NIR region due to interband transitions [99]. Secondly, the free-electron-like dispersion

for final-state energies 30 eV above EF , where the unoccupied 3d states do no longer

contribute to the energy bands, is well-established by synchrotron photoemission studies

on Mg(0001) single crystals [114]. Thus, the small time delay can be seen as a general

consequence of the monotonically increasing inelastic mean free in magnesium for electron

energies > 50 eV (see Fig. 4.16 (a)).

For W(110) on the other hand, the agreement with the free-electron propagation model

might be considered unsatisfactory. However, this has to be qualified to some extent be-
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cause already a realistic uncertainty of ±0.5 Å [123] for the absolute values of λ translates

into a corresponding uncertainty of the electron travel times of ≈ ±9 asec. It is therefore

difficult to decide whether the small deviation from free-electron propagation can be at-

tributed to a modification of the photoelectron velocity by the periodicity of the crystal

lattice potential according to vg(k) = �
−1∂E(k)/∂k as originally suggested in [22]. Here

vg corresponds to the group velocity of the Bloch wave associated with an electron in the

unoccupied energy band state E(k).

In this context, the larger time shift of Δτ = 55± 10 asec measured for W(110) with the

lower XUV excitation energy of ∼94 eV might be indicative of such final-state effects.

Indeed, recent band structure calculations indicate that excitation with ∼90 eV pho-

tons promotes the W4f electrons into energy regions of the unoccupied part of the band

structure with weak ∂E(k⊥)/∂k⊥ dispersion, which results in a reduced group velocity for

electrons escaping the crystal along the [110] direction of the tungsten crystal. In contrast,

both the CB and W4f electrons are predicted to populate final states with predominantly

free-electron-like dispersion when excited with photon energies near ∼120 eV [22, 59].

It has to be emphasized, however, that the quantification of the time shift obtained by

∼94 eV XUV excitation is only based on 4 measurements, and residual contamination

effects cannot definitely excluded in these experiments. In the view of the typical scatter

of time delays extracted from single streaking measurements (see Fig. 4.6), it is evident

that a larger data base has to be established for this system before a decision on the

importance of band structure effects in attosecond photoemission can be reached. This

becomes even more obvious when considering that already the simple free-electron model

predicts the right tendency of an increasing time delay for the W4f electrons with de-

creasing XUV photon excitation energy (see Fig. 4.16 (b)). Further, it has to be noted

that the Δτ = 55± 10 asec time shift is rather close to the result from classical transport

simulations reported by Lemell et al. [62].

Another important aspect that has to be taken into account when relating measured

streaking time shifts to final-state effects concerns the wave vector k of the electrons

contributing to the detected electron wave packets. The small cross-section for CB pho-

toemission in combination with the low high-harmonic conversion efficiency impeded the

acquisition of streaking spectrograms with sufficient S/N ratio for excitation energies ex-

ceeding 110 eV. With the current experimental setup, this could only be overcome by

collecting photoelectrons within a larger acceptance angle of Δϑ ≈ ±20◦, enabled by an

electrostatic lens incorporated in the TOF spectrometer (see Appendix A). However, this

collection angle also entails an effective averaging Δk‖ over the parallel component of the

electron wave vectors k‖ according to:

Δk‖ [Å−1] = 0.512 cosϑ
√
Ekin[eV]Δϑ (4.8)

For photoelectrons in the relevant kinetic energy range of 70 − 120 eV, this amounts to

Δk‖ = 1.5 − 1.9 Å−1, which has to be compared to the dimension of the W(110) and

Mg(0001) surface Brillouin zone of ∼1.5 Å−1 and ∼1.3 Å−1, respectively. Thus, in princi-

ple transitions within the whole Brillouin zone can contribute to the photoemission current
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in the streaking measurements performed with ∼118 eV and ∼126 eV XUV photons. In

contrast, only transitions near the Γ-point have to be considered for ∼90 eV excitation,

since the HH flux in this range is sufficient to perform measurements without using the

electrostatic lens system of the spectrometer 5. For a verification of band structure effects

in streaking experiments, fully k-resolved band structure calculation, e.g. based on the

inverse-LEED formalism, are required from which the mean velocity of the released CB

and W4f electron wave packets can be derived by adequate averaging of the individual

final-state group velocities vg(k) over both Δk‖ and the bandwidth of the exciting XUV

pulse. Further, bulk band structure calculations might not be sufficient since the dynam-

ics probed in the current attosecond streaking experiments mainly involve the electrons in

the first three atomic layers of the solid where the electronic structure can still be different

from the bulk. Surface effects in photoemission must therefore be included in such cal-

culations to achieve quantitative and predictive power. Unfortunately, these calculations

are currently not available for the relevant range of final-state energies in W(110) and

Mg(0001).

Explanations for the origin of time shifts in streaking experiments not relying on band-

structure-dominated electron transport were proposed by Zhang et al. [60] and Kazansky

et al. [58]. Although these two theoretical studies claim rather different mechanisms to

be responsible for the time delay (comp. Section 2.2.2), they both agree in the conclusion

that the initial-state localization is the decisive factor governing the temporal evolution

of the electron wave packets. In their models, the localization of the core-level electrons is

the reason for their delayed emission with respect to the CB electrons which are assumed

to be completely delocalized. While this might be a rather good approximation for the

conduction band electrons in magnesium, it is maybe less applicable to the electrons in

the conduction band of tungsten. Here, the small dispersion of the W5d -derived electron

bands implies a considerable localization of the electrons in the proximity of the ions

forming the crystal lattice [100]. Following the line of arguments in [60, 58], one might

expect the time delay to increase with the contrast in the spatial localization of the main

initial electronic states probed in the streaking experiment. This, however, is at variance

with the experimental finding of a smaller time delay in Mg(0001) than in W(110). It

might therefore be concluded that the degree of localization of the initial electronic state

plays only a minor role in time-resolved attosecond photoemission from single crystalline

metals. In this context it should be noted that the surface state of Mg(0001) has only

a very low intensity and is delocalized across the first two layers of the Mg lattice [126].

Thus, the spatial extension of the associated electron density perpendicular to the surface

is comparable with the inelastic mean free path and decays rather slowly into the interior

of the crystal [127]. Consequently, it does not compromise the delocalized character of

the Mg(0001) conduction band feature probed in the streaking experiments.

Very recently time delays in the range of 20− 100 asec have been reported for photoelec-

trons released from different orbitals of atoms in the gas phase (see also Section 4.4.4)

5The regular acceptance angle of the TOF is ±2◦ which corresponds only to Δk‖ = 0.14− 0.16 Å−1.
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[44, 128]. It might therefore be quite possible that such atomic effects account for at least

a fraction of the time shifts observed in solid-state photoemission experiments. This may

have particular implication for the interpretation of W(110) streaking experiments with

XUV photon energies near 90 eV, where the 17% contribution of the W5p3/2 emission

to the broad W4f feature is no longer negligible. A possible intrinsic time delay between

the electron release from the W5p3/2 and the W4f 7/2/W4f 5/2 core-level states would in-

evitably affect the measured streaking time shift of their joint electron distribution with

respect to the conduction band electrons. To experimentally disentangle such atomic

effects from condensed matter specific contributions it would be instructive to compare

streaking time shifts obtained from a solid target to the time shifts for the same element

in the gas phase. The first attempt in this direction will be discussed in Section 4.4.4

for the specific case of xenon. A corresponding experiment for tungsten would be very

challenging because of its extremely low vapor pressure even at high temperatures. How-

ever, valuable insights may already be gained from streaking experiments performed on a

sub-monolayer of tungsten atoms supported on a substrate with a comparably weak and

structureless electron emission for �ω = 90 − 120 eV excitation. Graphite, for example,

would be a good candidate due to its low photoelectron yield and high melting point [129].

4.1.5 Electron-Plasmon Interactions

The excitation of plasmons is a clear manifestation of the many-body interactions ac-

companying the photoemission process in solids [130, 12]. In a classical picture, these

excitations arise from the collective oscillation of the conduction band electrons against

the positively charged ions of the crystal lattice. A quantum-mechanical description leads

to a quantized energy spectrum of these plasma oscillations, with the plasmon being the

associated energy quantum defined by:

�ωp = �

√
ne e2

m∗ ε0
. (4.9)

Here ne denotes the conduction band electron density and m∗ the effective mass of the

electrons in the conduction band. The plasmon frequency ωp is a decisive factor governing

both the optical and electronic properties of a material. Consequently, it also plays a key

role in the dynamical screening of charge perturbations in solid-state systems [17].

The sudden creation of a positively charged vacancy upon photo-excitation entails a rear-

rangement of the remaining electrons to minimize the total energy of the system. Recent

calculations reveal that the temporal evolution of this response proceeds in two distinctly

different steps. Immediately after the creation of the photo-hole, the electrons respond

independently from each other to this charge disturbance, whereas for longer times, this

response becomes a collective phenomenon leading to the formation of well-defined plasma

oscillations [17]. The characteristic time scale for the transition between these two regimes

is determined by the plasma oscillation period Tp = 2π/ωp. In semiconductors, this tran-

sition evolves on a femtosecond time scale and could therefore be followed in real-time
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Figure 4.17: Streaking spectrogram from Mg(0001) highlighting the Mg2p emission and its first plasmon

loss. High-harmonic radiation filtered by the 118 eV @ 4.2 eV bandwidth multilayer is used for excitation.

No background has been subtracted. A NIR field-free spectrum is shown on the right hand side.

within a more conventional laser-based pump-probe scheme [131]. In metals, on the other

hand, these dynamics are expected to proceed in the attosecond domain due to the much

higher conduction band electron density. In this context, the question arises whether

this ultrafast build-up of collective excitations can be probed with attosecond streaking

spectroscopy.

Access to these dynamics may be provided by the pronounced plasmon loss satellites

observed in photoemission from Mg(0001) (see Fig. 4.12 and 4.13 (a)). For this metal,

the bulk plasmon energy of 10.5 eV implies a characteristic time scale of Tp ≈ 400 asec

for the formation of these quasi-particles. A streaking spectrogram comprising both the

primary Mg2p photoemission and the first plasmon loss peak is shown in Fig. 4.17. The

first plasmon loss corresponds to primary Mg2p photoelectrons which have excited exactly

one bulk or surface plasmon upon their escape from the Mg(0001) crystal. This intense

plasmon loss makes up more than 35% of the total Mg2p emission strength [132]. As can

be seen from Fig. 4.17, the streaking effect is clearly resolved for this loss feature, which

proves that the predicted ∼400 asec formation time of the plasmon excitation does not

lead to a noticable temporal broadening of the involved Mg2p electron wave packets.

Nevertheless, it might be possible that the interaction of the Mg2p photoelectrons with the

plasmonic field gives rise to a temporal delay in their emission compared to Mg2p electrons

leaving the solid without having excited plasma oscillations. Indeed, the COE analysis

in Fig. 4.18 suggests a delayed emission of Δτ ≈ 60 asec for Mg2p electrons that have

coupled to plasmon excitations during their release from the solid. A preliminary analysis

with the TDSE-retrieval has also been performed. Here, the wave packet describing the

76



Attosecond Photoemission from Clean Metal Surfaces

plasmon loss feature was modeled by two individual electron wave packets to account

for surface and bulk plasmon excitations. Their relative intensities and energy positions

are extracted from the high-resolution synchrotron photoemission spectrum depicted in

Fig. 4.13 (a). The time shifts retrieved from two independent measurements in this way

are ∼80 asec and ∼100 asec, respectively, with only negligible influence of the applied

background subtraction scheme.

At first glance, it appears that this time delay cannot be interpreted within a simple

transport picture, since free-electron-like propagation in combination with the almost

identical mean free paths for electrons with kinetic energies of ∼68 eV and ∼58 eV would

result in a vanishing run-time difference. However, it should be emphasized that the

average escape depth for electrons that are allowed to suffer one plasmon loss before

leaving the solid can be larger than the escape depth of the primary Mg2p photoelectrons.

This translates into increased travel times for the electrons contained in the plasmon loss

peak. Assuming free electron-like velocities for the propagating photoelectrons, a relative

difference in the escape depths of one Mg(0001) interlayer spacing (2.61 Å) is already

sufficient to account for the relative time delay of 60 asec. Such an increase in the escape

depth of one atomic layer is not unrealistic, considering that mainly losses due to plasmon

excitation are responsible for the small electron mean free path in the energy range relevant

for the streaking experiments discussed here [133].

Undoubtedly, further measurements on this system are necessary to provide a more re-

liable basis for quantitative discussions. Experimentally, these measurements are more

challenging than the streaking experiments presented in Section 4.1.3, where the focus

was on the relative time delay between the conduction band and Mg2p electrons. This

is because the plasmon loss peak resides on a huge background of inelastically scattered

electrons which may introduce some uncertainties in the COE analysis. Furthermore, the

streaking field has to be limited to even lower intensities in order to retain a sufficient

energy separation between the streaked plasmon loss line and the L2,3VV Auger transi-

tion. The electron wave packets associated with these Auger transitions are not streaked

since their durations exceed the period of the NIR streaking field6. Future streaking mea-

surements focusing on the plasmon loss peak would therefore greatly benefit from the

use of XUV pulses with higher photon energies. Finally, compared to the measurements

presented in Section 4.1.3, a different setting of the electrostatic lens of the TOF spec-

trometer had to be used in order to optimize the collection efficiency for the energy region

containing the plasmon loss (see Appendix A).

Also from a theoretical point of view, the interpretation of the Mg2p plasmon loss time

delay is more complex. The synchrotron photoemission spectrum depicted in Fig. 4.13 (a)

reveals that this feature actually consists of surface and bulk plasmon losses with a rel-

ative intensity ratio of ∼1:2 which are not resolved for the excitation with attosecond

XUV pulses. A further distinction has to be drawn between ”intrinsic” and ”extrinsic”

plasmons. Intrinsic plasmons are excited during the creation of the photo-hole, whereas

6The lower bound for the wave packet duration is set by the Mg2p−1 core-hole lifetime of ∼22 fs [134].
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Figure 4.18: A COE analysis of the spectrogram shown in Fig. 4.17 indicates an additional time lag

of Δτ ≈ 60 asec in the Mg2p electron emission when plasmon excitations couple to the photoemission

process. The amplitude of the plasmon loss streaking trace is scaled by×4. No background was subtracted

from the electrons spectra.

extrinsic plasmons are excited by inelastic scattering of the photoelectron while propa-

gating through the solid. Both excitation mechanisms contribute to the observed energy

loss structure and are indistinguishable by their excitation energy.

In general, all these four energetically unresolved contributions to the plasmon satellite

may exhibit different dynamics, which complicates a detailed interpretation of the mea-

sured time shift. On the other hand, an explanation solely based on electron transport

arguments appears to be insufficient, since the Mg2p electrons related to intrinsic and

extrinsic surface plasmon losses stem only from the first atomic layer where propagation

effects should be minimal. In addition, a plasmon-induced increase of the average escape

depth cannot be expected for the intrinsic part of the bulk plasmon loss feature, which

amounts to ∼35% of the total satellite intensity [12]. It is therefore still conceivable

that phenomena beyond a simple electron propagation effect contribute to the measured

time delay.
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4.2 Effects of Chemisorption: O/W(110)

The adsorption of atoms on a surface can lead to changes in the surface electronic struc-

ture, which is often accompanied by a rearrangement of the valence charge density in the

topmost layers of a solid. Depending on the strength of interaction, the adsorbate valence

levels will either remain localized and almost unperturbed, or they may hybridize with

band states of the substrate leading to the formation of new electronic states which can

be significantly delocalized across the interface region. The presence of a chemically dif-

ferent species on a metal surface can therefore influence the initial-state character of the

conduction band electrons which contribute to the measured photoemission current. On

the other hand, the wave functions of the stronger bound core electrons in the substrate

will remain unaffected by the adsorption process (besides a small shift of the core-level

energies at the very surface). In particular, the spatial extent of their wave functions

will hardly be perturbed. This fundamentally different behavior upon adsorption should

be reflected in the time structure of electrons released from these two types of electronic

states. First indications of this phenomenon have already been presented in Section 4.1.2,

where both the presence of surface contamination and the adsorption of CO influenced

the relative time delay between the conduction band and W4f photoelectrons. However,

these systems were not sufficiently well-defined, since even CO adsorbs partly dissocia-

tively on W(110) at room temperature which results in a rather complex structure of

the adsorbate layer [135]. In the following, this adsorbate-induced effect will therefore be

studied in more detail for a highly-ordered monolayer of oxygen atoms on the W(110)

surface.

[110] 

[001] 

z = 0.91 ± 0.05Å 

W 

O [112] A 

B 

Domain A 

Domain B 

Figure 4.19: Schematic depiction of the adsorption geometry of a saturated monolayer of oxygen on

W(110). Oxygen adsorbs atomically in the three-fold hollow sites of the W(110) surface. The two possible

adsorption sites per surface unit cell (red rectangles) give rise to the formation of two types of domains

with local (1× 1) symmetry.
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Figure 4.20: Changes in the electronic and geometric properties of W(110) upon oxygen adsorption.

(a) Conduction band photoelectron spectra of W(110) recorded with �ω = 130 eV synchrotron radi-

ation (gray shaded) before and after the reaction with oxygen are compared to corresponding spectra

obtained with sub-fs XUV pulses centered at �ω x ≈ 118 eV (circles). Red lines represent synchrotron

spectra convoluted with a 4.4 eV FWHM Gaussian. The corresponding LEED patterns acquired with

an electron beam energy of 100 eV from (b) the clean W(110) surface and (c) after completion of the

O−(1× 1)−superstructure are also shown.

4.2.1 Sample Preparation

The oxygen monolayer was prepared by either exposing the freshly cleaned W(110) surface

to ∼3000L O2 at room temperature, or by dosing the clean surface with ∼1000L O2 with

the sample temperature raised to ∼1000 K. Under both conditions, oxygen is known to

chemisorb atomically in the three-fold hollow sites of the W(110) plane forming a densely-

packed layer with (1 × 1) symmetry [136, 137, 138, 139]. Further, no bulk oxidation or

adsorbate-induced reconstruction of the W(110) surface occurs during this surface reaction

[140, 141]. The final structural configuration as confirmed by DFT calculations [142] and

photoelectron diffraction experiments [137] is depicted in Fig. 4.19. The (110) surface

of a bcc crystal offers two possible triply-coordinated adsorption sites per surface unit

cell which cannot be occupied by the oxygen atoms simultaneously, therefore giving rise

to the formation of two different types of domains. For high-temperature adsorption,

an additional ordering of the oxygen layer can be observed which is characterized by a

regular spacing of the [ 1 1 2] and [1 1 2] domain walls in the [1 1 1] and [1 1 1] direction

[137, 138, 139]. This additional periodicity manifests itself in the corresponding LEED

pattern (see Fig. 4.20 (c)) as a set of superstructure spots superimposed on the (1 × 1)

pattern and trailing off in the [1 1 1] and [1 1 1] direction. In the following, however, it will

not be distinguished between these two sample preparations since the results obtained in

the attosecond streaking measurements are identical. This already indicates that only the

local adsorbate structure matters in these experiments.

The chemisorption of oxygen also induces pronounced changes in the surface electronic

structure. This is reflected in the high-resolution conduction band photoemission spectra
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Figure 4.21: (a) Streaking spectrogram obtained from a W(110) surface covered with 1ML oxygen.

The photoelectrons are excited with sub-fs XUV pulses filtered from the HH cut-off continuum with the

multilayer mirror centered near ∼118 eV, and are simultaneously dressed with a NIR field intensity of

1.8 · 1011 W/cm2. (b) A measured XUV-only spectrum of 1ML O/W(110) (black dots) is compared to a

XUV-only spectrum reconstructed by the TDSE-retrieval (red line) based on the initial-state configuration

indicated as vertical bars. Green bars denote oxygen-related transitions which have been introduced in

addition to the initial states of the clean surface.

depicted in Fig. 4.20 (a). New electronic states derived from the atomic O2p orbitals

appear in the energy range of 5− 8 eV below EF , but also the W5d -related energy levels

are notably affected by the interaction with the adsorbate. The latter points to a strong

O2p−W5d hybridization at the O/W(110) interface [143]. For the broadband attosec-

ond excitation (circles in Fig. 4.20 (a)), all these states merge into a single broad feature

in the photoelectron spectra, having now the opposite asymmetry than the conduction

band feature of the pristine surface. In addition, the high electronegativity of oxygen pro-

vokes a partial charge transfer from the topmost layers of W(110) towards the adsorbate.

This modified charge distribution entails an energetic shift of the surface W4f states to

∼1 eV higher binding energies compared to the clean surface [141]. In contrast to the

CB emission, this change in initial states is hardly detected in the attosecond photoe-

mission spectra, where it results only in a minor broadening of the W4f feature (comp.

Fig. 4.9 (b)). The O2s-derived levels, expected at a binding energy of ∼23 eV, could not

be observed in the experiments due to their low photo-ionization cross-section.

4.2.2 Streaking Experiments

Figure 4.21 (a) shows a typical streaking spectrogram obtained from a W(110) surface

saturated with 1ML oxygen. All measurements reported in this section were performed
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Figure 4.22: COE analysis of the streaked photoemission originating from 1ML oxygen on W(110).

Compared to the clean surface, the adsorption of oxygen increases the time shift between the W4f and

the CB photoemission to Δτ ≈ 80− 90 asec.

with the 118 eV @ 4.2 eV bandwidth XUV mirror. NIR intensities similar to those

in the streaking experiments on clean W(110) could be applied without running into

problems with space-charge or enhanced background of ATP electrons. This can be

expected because the presence of oxygen further increases the work function of W(110).

On the other hand, it may also indicate that the surface roughness is not significantly

changed upon oxygen adsorption. Indeed, the distance between the oxygen atoms sitting

in the threefold hollow sites and the atoms in the first plane of the substrate is less than

1 Å which results in a relatively smooth surface contour [137, 138].

The analysis of the streaking spectrogram according to the COE method is presented in

Fig. 4.22. It reveals a sizable shift between the two streaking traces corresponding to a time

delay of the W4f photoelectrons of Δτ ≈ 80−90 asec with respect to the electron release

from the O2p/W5d -hybrid conduction band. This further corroborates the experimental

trend suggested in Section 4.1.2, where an enhancement of the time shift was found in

the presence of oxygen-containing adsorbates on the W(110) surface. A corresponding

analysis of the spectrogram with the TDSE-retrieval is summarized in Fig. 4.23. Here, in

accordance with [143], three additional transitions with binding energies between 5−8 eV

have been included in the description of the joint CB wave packet. Furthermore, the

oxygen-shifted surface components of the W4f doublet are incorporated in the final core-

electron wave packet [141]. The relative intensities of the oxygen-induced CB transitions

are phenomenologically adjusted to match the XUV-only spectrum collected from the

oxygen monolayer on tungsten (see Fig 4.21 (b)). The relative strength of the W4f surface

component is fixed to 50%, i.e. the same surface-to-bulk intensity ratio as measured for
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Figure 4.23: Example for the evaluation of a streaking spectrogram of 1ML oxygen on W(110) with

the TDSE-retrieval. (a) Experimental data. (b) Reconstruction of the spectrogram optimized by the

TDSE-fitting routine. The CB emission is scaled by ×2. (c) Comparison of data and reconstruction at

selected relative delays between the NIR and XUV pulses. See text for further explanation.

clean W(110). This is a reasonable assumption, since the ratio is primarily determined

by the surface sensitivity associated with the photon energy used in the experiment.

As can been seen from the comparison of measured and reconstructed photoelectron

spectra in Fig. 4.23 (c), the parametrization of the conduction band wave packet used

in the TSDE-fitting procedure tracks almost perfectly the line-shape variation of the CB

emission feature over the entire range of temporal overlap between the XUV and NIR

pulses. It is therefore not stringently required to implement an additional fit parameter

in the TDSE-routine that takes a possible relative time delay between the O2p- and W5d -

dominated states into account. Quite generally, such a time shift between two spectrally

overlapping features gives rise to a spectral deformation of the electron distribution as a

function of NIR-XUV delay which resembles those induced by a linear chirp of a streaked

wave packet (see Appendix C). However, the significant chirp already introduced by the

XUV mirror itself complicates such an advanced analysis of the streaking spectrograms.
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Figure 4.24: Summary and statistical analysis of the time delays measured between conduction band

and W4f electrons emitted from W(110) for different initial conditions of the surface: (a) clean W(110),

(b) W(110) exhibiting surface contamination and (c) W(110) saturated with one monolayer oxygen.

All time delays have been extracted from the spectrograms using the TDSE-retrieval algorithm. The

exciting XUV radiation was centered either at ∼118 eV or ∼127 eV, without any detectable influence on

the observed time shifts. The classification of the surface condition in (a) and (b) is based on the analysis

of the conduction band line-shape (comp. Fig. 4.9 (b)).

The statistical analysis of the time delays extracted from 29 spectrograms with the TDSE-

retrieval is presented in Figure 4.24 (c). All the retrieved time shifts are distinctly larger

than for clean W(110), giving a mean delay of Δτ = 79 asec with a standard deviation of

σ = ±10 asec. This is compatible with the COE result and clearly establishes the oxygen-

induced time delay as a robust effect beyond all experimental uncertainties. It should

be remembered that the oxygen-covered W(110) surface is comparably inert at room

temperature. Therefore longer integration times are possible without any disturbance

by surface contamination effects. Consequently, no dependence of the time delay on

the NIR exposure time was observed for this system. Nevertheless, the magnitude of
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this adsorbate-induced time shift seems to depend sensitively on the oxygen coverage.

First measurements performed on W(110) covered with only ∼0.75ML7 oxygen revealed

a slightly smaller time delay of Δτ = 57± 9 asec (average of 5 measurements).

4.2.3 Interpretation

In general, changes in the electronic structure of a solid are inextricably linked to a

corresponding change of its optical properties via the dielectric function. This has two

main implications for the interpretation of attosecond streaking experiments on adsorbate-

covered surfaces. Firstly, the initial as well as the final states defining the properties of the

released electron wave packets can differ from the pristine case. Secondly, modifications

of the NIR streaking field at the newly formed interface due to changes in refraction and

screening have to be taken into account. Although the notion of screening and refraction

is debatable when applied on atomic length scales, two limiting cases might nevertheless

be distinguished. If the NIR screening efficiency of the adsorbate layer is much weaker

than for the substrate, photoelectrons excited inside the adsorbate can be considered to

experience instantaneously the full strength of streaking field, i.e. similar to the situation

in gas-phase experiments. Measuring the streaking time delay between these photoelec-

trons and those originating from the underlying substrate would then reveal the average

travel time τR of the substrate electrons to the substrate-adsorbate interface [144]. If on

the other hand the screening efficiency of the overlayer is similar to the substrate, the

apparent travel time of the substrate electrons will be increased by the time required to

traverse the adsorbate layer. This effect may be slightly balanced in the relative delay

measurement by the fact that now also the electrons released from the adsorbate do no

longer respond immediately to the streaking field, but have to travel a certain ”distance”

before being exposed to the full strength of the NIR field.

Transferring these basic ideas to the system of an oxygen monolayer on W(110) is obvi-

ously more complex. Whereas the W4f electrons can be safely ascribed to originate solely

from the substrate, the conduction band emission comprises both contributions from the

overlayer and the substrate. Apparently, more information on the initial spatial distribu-

tion of these electrons within the interfacial region is required for interpreting the time

evolution of their photoemission. Figure 4.25 shows the calculated layer-resolved density

of states (DOS) for the O−(1 × 1)/W(110) system [145]. There is a striking similarity

between the DOS at the oxygen adsorbate layer and the DOS in the first atomic layer of

W(110). Compared to the DOS of bulk W(110), additional states with energies of 4−8 eV

below EF are clearly resolved in both the adsorbate and the first atomic layer of tungsten.

Moreover, in the first two tungsten layers, the structure of the originally W5d -dominated

energy states in the energy range of 0− 4 eV below EF notably differs from the bulk, and

electronic states with these energies can also be observed within the oxygen overlayer.

This is a clear evidence for a strong mixing between the electronic states at the inter-

7This coverage is an estimate based on the simultaneous observation of a (2 × 2) LEED pattern and

XUV-only photoelectron spectra similar to those collected from O−(1× 1)/W(110) [136, 142].
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face. In particular, it further proves that the characteristic peaks observed at ∼6 eV and

∼2 eV binding energy in the photoemission spectra (see Fig. 4.20 (a)) cannot simply be

identified with electronic states that are initially either entirely localized at the adsorbate

or in the W(110) substrate, respectively. This is in agreement with the qualitative result

obtained by the TDSE-analysis of the streaking spectrograms which suggests an almost

identical time evolution of the electron wave packets associated with these two spectrally

overlapping features.

For a first understanding of the time structure of the electrons released from this hy-

bridized conduction band, it might therefore be sufficient to analyze the depth distri-

bution of the total density of electrons near the Fermi level, irrespective of their exact

energies. Figure 4.26 shows the valence charge density, integrated over the energy inter-

val of 0 − 9 eV below EF , for the first few atomic layers of clean and oxygen-covered

W(110) in a false-color representation. The comparably strong localization of these elec-

trons to the atomic positions is clearly preserved upon oxygen adsorption. Given the

short inelastic mean free path of λ = 4 − 5 Å for the CB photoelectrons excited by the

XUV pulses in the streaking experiments (see Tab. 4.1), only the variation of the average

charge distribution in a volume comprising the three topmost layers is relevant for the

measured photocurrent. Due to the shorter W-O bonding length of ∼1 Å compared to the

W-W interlayer spacing, the center of gravity of the valence charge distribution inside the

probed volume is effectively shifted closer to the solid-vacuum interface upon oxygen ad-

sorption. Consequently, the conduction band wave packets launched from oxygen-covered

W(110) arrive slightly earlier in vacuum than the corresponding wave packets released

from clean W(110) surface. In view of the valence charge density depicted Fig. 4.26, and

considering that screening of the NIR field in the solid is mainly a response of the valence

86



Effects of Chemisorption: O/W(110)

P
os

iti
on

 in
 [1

10
]  

(Å
) 

1     2     3     4     5     6     7     8     9    10 2     3     4     5     6     7     8     9    10   11 

10 

9 

8 

7 

6 

5 

4 

3 

2 

1 

10 

9 

8 

7 

6 

5 

4 

3 

2 

1 

Position in [001]  (Å) Position in [001]  (Å) 

1 

0.5 

0 

W(110) 1ML O/W(110) 

Figure 4.26: False-color representation of the integrated valence charge density in a plane perpendicular

to the (110) surface for 1ML O/W(110) (left) and clean W(110) (right) [145].

electrons, one might argue that the chemisorbed oxygen monolayer also shifts the onset

of the streaking effect further away from the first atomic layer of W(110), by a distance

comparable to the ∼1 Å W-O spacing in the [110] direction [137, 138]. Both effects will

obviously increase the relative time delay between the W4f core-level electrons and the

conduction band photoelectrons, in accordance with the experimental observation. On a

quantitative level, one would expect this relative time delay to increase by at least the ad-

ditional travel time of the W4f electrons through the oxygen adlayer. However, assuming

free-electron-like dispersion of the 85 eV electrons, this amounts only to 18 asec and does

therefore not account for the full difference of ∼50 asec between clean and oxygen-covered

W(110). On the other hand, the temporal effect of the net valence charge accumulation

near the solid-vacuum is difficult to quantify exactly but can be expected to be of the

same order of magnitude.

In the discussion presented so far, only changes in the initial states of the O/W(110)

system have been considered. However, the possibility of oxygen-induced final-state effects

on the propagation of the outgoing electron wave packets cannot be definitely excluded

and may contribute to the observed time shift. Finally, it should be emphasized that

the absolute escape time τR for W4f electrons in clean W(110), which should indeed be

in the range of ∼70 − 80 asec according to the free-electron-like propagation model (see

Tab. 4.1), does not directly reveal itself in the experiment discussed in this section. Such

a measurement would require an energy level as a reference that is strictly localized in the

adsorbate layer and does not spectrally overlap with any other primary photoemission

from the substrate. In contrast to oxygen, this adsorbate should not significantly perturb

the charge distribution at the interface and leave the streaking field inside the overlayer

unscreened. An experimental approach along these lines is presented in Section 4.4, where

the focus will be on the impact of rare-gas adsorption on the streaking time shifts.
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4.3 Attosecond Dynamics at Metal-Metal-Interfaces

Inelastic scattering of photoelectrons inside the solid prior to their escape into vacuum

is the reason underlying the surface sensitivity of solid-state photoelectron spectroscopy.

Quantified by the kinetic energy dependent inelastic mean free path, it determines the

average travel time of the emerging primary photoelectrons. These transport phenom-

ena served as a basis for the discussion of the time shifts discovered in the experiments

presented so far, but a definite experimental proof for the importance of these effects is

still missing. Conceivable schemes to tackle this question experimentally are sketched in

Fig. 4.27. They all rely on using the thickness d of a metallic overlayer as an additional

control parameter for tuning the impact of transport-related effects in streaking measure-

ments. In the conceptually most comprehensive approach (scenario #2), the evolution of

Metal A

Metal B
Substrate

Scenario #1 Scenario #2 Scenario #3

��

d d d

e
-

e
-

Substrate

Figure 4.27: Different scenarios for the investigation of transport effects in solid state attosecond pho-

toemission. Scenario #3 is explored in the experiments presented in this section. See text for discussion.

the relative time delay of photoelectrons released from the same metallic material is stud-

ied as a function of its thickness. By controlling the number of atomic layers, one should

be able to follow the continuous transition from atomic-like to transport-dominated time

shifts. The influence of the material’s band structure on the electron propagation may

be more conveniently disentangled within scenario #1. Here, the emission of primary

photoelectrons from a buried metal monolayer is timed with respect to electrons released

from a metallic overlayer consisting of a different material. The importance of band struc-

ture for the propagation of the monolayer photoelectrons might then be investigated by

varying the overlayer material. However, in a realistic experiment, these metal mono-

/multilayer films have to be supported by a (conducting) substrate which has to meet

two mayor requirements. First of all, its photoemission signal should not interfere in the

resultant electron spectrum with the line positions of interest originating from the metal

adlayers. This is particularly demanding with regard to the conduction band photoemis-

sion. Secondly, the substrate must allow a nearly perfect layer-by-layer growth mode with

atomically sharp interfaces between the individual adlayers, i.e. the possibility of inter-

diffusion, alloying or agglomeration into three-dimensional islands has to be excluded in

order to facilitate interpretation. Further constraints imposed on the selection of suitable

88



Attosecond Dynamics at Metal-Metal-Interfaces

electronic states in terms of cross-sections and binding energies, due to the low HH flux

at higher photon energies, render investigations according to the scenarios #1 and #2

currently impossible.

On the other hand, relaxing the restrictions on the substrate photoelectron emission

characteristics significantly expands the opportunities for exploring transport phenomena

within a more flexible experimental scheme depicted as scenario #3 in Fig. 4.27. In

this approach, the temporal evolution of primary substrate photoelectrons traversing a

capping layer of variable thickness is studied. However, a complete analysis of the time

shifts occurring in such systems is obviously more complex, since they involve electron

propagation inside the substrate material which cannot be controlled. Nevertheless, a

cumulative propagation effect should still manifest itself in the evolution of the relative

time delay between electrons released from substrate states and those excited within the

overlayer when measured as a function of the overlayer thickness. Fortunately, the closely-

packed (110) surface of tungsten has proven to be an ideal substrate for the growth of

epitaxial layers of various metals, including magnesium [115, 146, 147, 148]. This material

combination is therefore a promising starting point for probing the ultrafast motion of

excited electrons in well-controlled condensed-matter systems with attosecond streaking.

4.3.1 Heteroepitaxy of Magnesium on W(110)

Ultrathin magnesium films were deposited from a Knudsen-cell-type evaporation source

onto the freshly cleaned W(110) surfaces (see Section 4.1.1). The growth rate was cali-

brated by means of thermal desorption (TD) spectroscopy and tuned to a convenient value

of 0.2− 0.3 ML/min. Figure 4.28 shows a series of TD spectra obtained from W(110) for

different initial coverages Θ of Mg. For small coverages, a single desorption peak appears

at ∼740K with its maximum gradually shifting to higher temperatures as coverage in-

creases. Upon further Mg deposition, this desorption signal finally saturates in intensity

with a peak desorption temperature of ∼770K. An additional desorption signal between

450−570 K is observed for higher coverages which grows continuously even for prolonged

Mg deposition. Consequently, the desorption peak at ∼740K can be related to a W(110)

surface saturated with one monolayer Mg, whereas the signal at lower temperature must

be assigned to the desorption of additional Mg adlayers covering the Mg/W(110) interface

[149]. In the following, all coverages will be given relative to the saturated monolayer.

Similar to the sub-monolayer regime, a continuous shift to higher temperatures with

increasing coverage can also be observed for the second desorption peak in the range of

1ML≤ Θ ≤ 2ML (see Fig. 4.28 (c)). This behavior might be related to the attractive

Mg-Mg interaction within the growing film, and/or the prevalence of nearly zero order

desorption kinetics which is characteristic for desorption from 1D structures and the

edges of 2D islands [25]. For initial coverages exceeding 2ML, the multilayer TD traces

reveal the presence of an additional desorption state with distinct desorption temperature,

which can be associated with the desorption of atoms from the third Mg layer. The
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Figure 4.28: Thermal desorption from Mg/W(110). (a) Desorption spectra obtained with a temperature

rate of 2K/s for various initial magnesium coverages. (b,c) Expanded views of the temperature regions

featuring multilayer and sub-monolayer desorption, respectively. Coverages in units of monolayers (ML)

are derived from the area ratio of the total desorption signal and the peak area of the saturated mono-

layer. Up to three distinct desorption maxima are observed and can be associated with the sequential

sublimation of the first three atomic layers of magnesium from the W(110) plane.

absence of any further characteristic desorption peaks for higher coverages reflects the

diminishing influence of the W(110) substrate on the nucleation of the Mg adatoms as

the film thickness increases. The sequential appearance of desorption states in the TD

spectra related to the first, second and third Mg adlayer strongly supports that the growth

of Mg onW(110) proceeds layer-by-layer even throughout this early stage of the nucleation

process, whereas for other heteroepitaxial systems a Stranski-Krastanov behavior with the

intermediate formation of three-dimensional islands is frequently observed [148, 25].

The exact topology of Mg layers on W(110) in the coverage regime < 10ML has been
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Figure 4.29: Schematic depiction of the ideal surface structures of W(110) and Mg(0001).

studied in great detail by Aballe et al. using LEED and LEEM8 [148]. Their results

reveal the growth of bulk-like Mg(0001) on W(110) already for Θ ≥ 3ML, with the

densely-packed rows of Mg(0001) in Mg[1120] aligned parallel to the W[001] direction

of the W(110) substrate (see Fig. 4.29). Below this coverage, the strongly anisotropic

in-plane lattice mismatch (20% in W[110] and 1.5% in W[100]) forces the Mg atoms

to arrange in a slightly distorted hexagonal superstucture, which is in registry with the

tungsten substrate in W[100] and has 7/8 coincidence along the W[111] direction for the

saturated monolayer. The lattice of this layer is slightly compressed compared to the ideal

hexagonal Mg structure resulting in a ∼10% higher atomic density compared to a (0001)

plane in bulk Mg [148]. This densely-packed layer is identical to the overlayer left behind

on the W(110) surface after thermal desorption of Mg mulilayers.

The evolution of the interfacial electronic structure of Mg/W(110) can be followed by

high-resolution synchrotron photoemission. Figure 4.30 depicts the Mg2p, W4f 7/2 and the

conduction band photoemission as a function of Mg coverage. The interaction of the Mg

atoms with the W(110) surface becomes readily apparent when analyzing the surface-core-

level-shifted component of the W4f 7/2 emission. Compared to the W4f 7/2 surface emission

of clean W(110) SW , the presence of Mg induces an additionally shifted component at

∼130 meV lower binding energy. This new interface feature I must therefore be related

to tungsten surface atoms in direct contact with the Mg adlayer. Consistently, this peak

coexists with SW for sub-ML coverages, but is the only component persisting for Θ ≥
1ML. Surprisingly, also the W4f 7/2 component BW at higher binding energy undergoes

a similar transformation, resulting in a new electronic state B
′
W shifted to ∼60 meV

lower binding energies. No further changes can be identified in the W4f7/2 spectra after

completion of the Mg monolayer, besides a continuous exponential damping of the total

intensity with increasing thickness of the Mg overlayer due to inelastic scattering of the

photoelectrons.

These changes induced by Mg adsorption in the W4f 7/2 emission might be of purely elec-

tronic nature, i.e. due to a redistribution of the valence charge driven by the hybridization

8Low Electron Energy Microscopy
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Figure 4.30: Characterization of the interfacial electronic properties of Mg layers on W(110) with

synchrotron-based photoemission spectroscopy. The evolution of (a) the Mg2p, (b) the W4f 7/2 and

(c) the conduction band photoemission is followed as a function of Mg coverage in normal emission

(acceptance angle ≈ ±3◦). Spectra collected from pure Mg(0001) and W(110) are shown as a reference.

Line positions of spectral features induced by the mutual interactions of Mg and W atoms at the interface

are indicated by red dashed lines, while electronic states characteristic of bulk Mg(0001) and W(110) are

highlighted by blue lines. See text for a detailed assignment of the individual components.

of Mg- and W-related states, or they may involve a rearrangement of atomic positions at

the interface, leading to a partial intermixing or surface alloying between Mg and tungsten

[150]. In this context it should be noted that no stable Mg-W bulk alloys are reported

in the literature. Furthermore, no Mg-related photoemission signal could be detected

from initially Mg-covered W(110) surfaces after annealing the sample to ∼850K. This

proves the complete desorption of Mg from the W(110) surface thereby ruling out the

formation of a temperature-stable Mg-W surface alloy. Moreover, assuming an atomically

sharp Mg-W interface, the measured attenuation of the W4f emission strength of -42%

for the monolayer-covered W(110) surface can be converted into an effective thickness

of the Mg overlayer [108]. With the measured inelastic mean free path λ = 4.5 Å, an

effective thickness of ∼2.5 Å is derived which is only slightly smaller than the interlayer

spacing d[0001] = 2.61 Å in bulk Mg(0001). A strong intermixing of Mg and W atoms at

the interface is therefore also extremely unlikely for the temperature range < 850K.

On the other hand, a strong hybridization between the surface resonance of W(110) and

the precursor of the Mg(0001) surface state evolving in the thin Mg films was recently
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concluded from similar photoemission studies on the Mg/W(110) system [151, 146]. Fig-

ure 4.30 (c) shows the evolution of the conduction band photoemission for progressing Mg

deposition. Up to the monolayer coverage, a strong damping of the overall intensity can

be observed but only minor changes in the spectral shape. In contrast, for Θ > 1ML, a

distinct spectral narrowing occurs in the energy range of 0.5−2.5 eV below EF which can

be interpreted as a gradual transition from a conduction band dominated by the W(110)

surface resonance to a conduction band increasingly influenced by the Mg(0001) surface

state. Nevertheless, the strong interaction at the interface implies that already the con-

duction band states of 1ML Mg/W(110) carry a strongly mixed Mg-W character, even

though this is not yet reflected in their spectral appearance [151, 146]. The associated re-

arrangement of the electronic charge at the interface seems to involve also the sub-surface

region of W(110), which would be a plausible explanation for the ∼60 meV shifted W4f7/2
bulk component B

′
W . Considering the high surface sensitivity for �ω = 130 eV excitation,

B
′
W can be primarily assigned to the atoms in the second layer of W(110) which are only

indirectly affected by the interaction at the Mg-W interface.

The progression of the Mg2p core-level emission with Mg coverage is summarized in

Fig. 4.30 (a). For Θ < 1ML, only a single doublet is observed that gains intensity

and shifts to lower binding energies as more Mg atoms assemble on the surface. This

continuous peak shift might be attributed to the growing size of the 2D Mg islands on

the W(110) substrate, which makes the extra-atomic screening of the Mg2p−1 core holes

more efficient. As soon as the W(110) surface is completely covered by the Mg monolayer,

this interface component I remains centered at a constant binding energy of 49.0 eV

with its intensity being exponentially attenuated upon further Mg deposition. In the

range of 1ML< Θ < 2ML, additional emission lines can be observed at higher binding

energies that exhibit a rather complex evolution. The signal is at least composed of two

Mg2p doublets, indicating the existence of inequivalent binding configurations for Mg

atoms on the saturated Mg-W interface. Temperature-dependent measurements combined

with a detailed LEED/LEEM analysis would be necessary to explore the origin of this

phenomenon. The characteristic Mg2p bulk and surface component of Mg(0001) begin

to develop for Θ > 3ML, with the intensity of the bulk component BMg growing initially

slower than the surface component SMg. The subsequent appearance of I, SMg and BMg

is typical for the adsorption of alkaline and alkaline-earth metals on W(110) and indicates

the formation of relatively sharp interfaces during the growth process [150].

In summary, it can be concluded that magnesium layers on W(110) represent sufficiently

well-defined systems with atomically sharp interfaces, ideally suited for studying elec-

tron transport phenomena on the atomic length scale. However, subtle modifications and

evolutions of the electronic properties at the Mg-W interface and within the magnesium

overlayers do nevertheless exist. They might become important for a detailed interpreta-

tion of the streaking experiments performed on this system, which will be presented in

the following subsection.
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Figure 4.31: Stationary photoemission from Mg adlayers on W(110). (a) Comparison of photoelectron

spectra of 1ML Mg/W(110) obtained with �ω = 120 eV synchrotron radiation (gray shaded), and with

HH cut-off radiation filtered by the 118 eV @ 4.2 eV bandwidth XUV mirror (circles). The red line

corresponds to the synchrotron spectrum convoluted with a 4.4 eV FWHM Gaussian. (b) XUV-only

spectra collected from clean W(110) (green curve), 1ML Mg/W(110) (black), 1ML Mg/W(110) with

surface contamination (red), magnesium oxide (magenta) and 4ML Mg/W(110) (blue, scaled by ×0.7).

4.3.2 Layer-Resolved Attosecond Streaking

A typical XUV-only spectrum of 1ML Mg/W(110) excited with HH radiation filtered

by the 118 eV @ 4.2 eV bandwidth multilayer mirror is depicted in Fig. 4.31 (a). To

ensure a maximum degree of crystalline order, the saturated monolayer is prepared by

shortly annealing a W(110) crystal covered with a Mg multilayer to ∼600K. Despite the

large bandwidth of the exciting attosecond pulses, the Mg2p and W4f features remain

clearly separated. Compared to the emission strength of the clean surface, the W4f signal

is attenuated by more than 40% but is still peaking sufficiently above the background

produced by the inelastically scattered electrons. As expected from the high-resolution

photoemission data shown in Fig. 4.30 (c), the line-shape of the conduction band emission

exhibits the same asymmetry as observed for pristine W(110). Moreover, the overall spec-

tral shape of the entire photoelectron spectrum is in good agreement with the convoluted

synchrotron measurement performed with �ω = 120 eV. The top trace in Fig. 4.31 (b)

shows a photoelectron spectrum obtained after evaporation of 4ML Mg onto the clean

W(110) surface, which represents the thickest overlayer investigated in this thesis. All

samples with Mg coverages above 1ML have been annealed to 450K with 2K/s, i.e.

close to the multilayer desorption temperature, to further improve the crystallinity of

the deposited films. With 4ML Mg on top of the W(110) surface, the W4f emission is

severely damped by ∼80% due to elastic and inelastic collisions suffered by the primary

W4f photoelectrons during their propagation through the Mg adlayers. The resultant
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Figure 4.32: Attosecond time-resolved photoemission from Mg/W(110) interfaces. (a) Background-

subtracted spectrogram obtained from a Mg monolayer on W(110) with an XUV energy of ∼118 eV

and a NIR intensity of 1 · 1011 W/cm2. Each of the 56 individual photoelectron spectra composing the

spectrogram are averaged over ∼7.5 · 104 laser shots, resulting in total acquisition time of less than 25

min. (b) Streaking spectrogram collected from W(110) covered by 4ML magnesium. The individual

electron spectra are integrated for ∼1.2 · 105 laser shots to achieve a sufficient S/N ratio for the strongly

attenuated W4f photoemission. No build-up of contamination was detected during the measurement,

despite the rather long acquisition time of ∼45 min. Representative background-corrected NIR field-free

spectra are depicted on the right hand side of (a) and (b).
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photoemission line is comparably weak, and almost submerged in the background signal.

For the 4ML thick overlayer, the photoelectron spectrum already exhibits spectral fea-

tures characteristic of bulk Mg(0001). Expecially the plasmon losses associated with the

primary CB and Mg2p photoemission become visible.

The magnesium monolayer films turned out to be extremely susceptible to contamination

effects. In addition to the characteristic changes in the CB line-shape described in Sec-

tion 4.1.2, the presence of impurities also induced a small shift of the Mg2p photoemission

line to ∼1.5 eV higher binding energies which is indicative of a changed oxidation state

of the adsorbed Mg atoms (see red trace in Fig. 4.31 (b)) [152]. This becomes even more

evident when comparing the corresponding line positions observed in a spectrum collected

from epitaxially grown magnesium oxide (magenta trace in Fig. 4.31 (b)). The acquisi-

tion time in the streaking experiments had therefore to be further reduced for this system

to avoid excessive incorporation of impurity atoms in the Mg films in the course of the

measurements. On the other hand, the lower count rate and smaller signal-to-background

ratio in the W4f region of the 4ML spectrum calls for significantly longer integration

times to achieve the data quality necessary for a quantitative analysis of the streaking

spectrograms.

A background-corrected spectrogram of 1ML Mg/W(110) is shown in Figure 4.32 (a) to-

gether with a representative XUV-only spectrum. The total integration time was limited

to ∼25 min which has proven to be a good trade-off between obtaining a sufficient S/N

ratio and keeping the concentration of surface contamination below the detection limit

during data acquisition. Owing to the high quality of the Mg films, a strong enough

NIR intensity could be applied to induce a sufficient modulation of the photoelectron

kinetic energies, which enabled a reliable quantitative analysis of the resulting streaking

traces. The corresponding spectrogram obtained from 4ML Mg/W(110) is depicted in

Figure 4.32 (b). Typical acquisition times of ∼45 min were necessary to acquire streaking

data with an acceptable S/N ratio in the CB and W4f region. Surprisingly, no indi-

cation for an oxidation of the Mg overlayer could be detected after completion of the

measurement, thereby suggesting a lower surface reactivity for thicker Mg films.

In this context it should be mentioned that a thickness-dependent reactivity of Mg layers

towards oxygen was indeed observed recently, and explained by the modulation of the

electron density near the Fermi level due to the formation of quantum-well states confined

within the Mg adlayers [153, 154]. It is also known that the surface reactivity of thin metal

films is strongly influenced by lattice strain. A combination of both effects might therefore

be responsible for the different sensitivities of the investigated Mg layers towards surface

contamination, especially when considering that the strain induced by the anisotropic

lattice mismatch at the W-Mg interface is gradually alleviated with increasing thickness

of the Mg film.

Exemplary streaking traces extracted from a spectrogram of 1ML Mg/W(110) are pre-

sented in Fig. 4.33. The center of energies of the electron distribution ( shown as crosses)

have been evaluated according to Eq. 4.1 within an energy interval of 124 − 100 eV for
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Figure 4.33: COE analysis of the streaked photoelectron distribution from 1ML Mg on W(110). A

global fit to the streaking traces suggests a sizable delay of Δτ ≈ 60−70 asec between the W4f electrons

originating from the W(110) substrate and the Mg2p electrons released from the Mg overlayer, whereas

the conduction band and the Mg2p photoelectrons appear to be released almost synchronously into the

NIR streaking field.
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Figure 4.34: The COE analysis of a streaking measurement on 4ML Mg on W(110) reveals a signifi-

cantly increased time delay between the W4f and the Mg2p photoemission of the order of Δτ ≈ 200 asec.

For this coverage, also the conduction band electrons appear to be delayed compared to the Mg2p pho-

toelectrons.
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the CB, 98 − 77 eV for the W4f and within the kinetic energy range of 77 − 60 eV for

the Mg2p photoelectrons. A straightforward extension of the fitting schemes described in

Section 4.1.1 allows the analysis of multiple photoemission lines contained in a streaking

spectrogram. The corresponding result of a global fit to the three COE traces is shown

as solid lines. A delay of the W4f substrate electrons of the order of Δτ ≈ 60− 70 asec

with respect to the Mg2p photoelectrons emitted from the monolayer is clearly resolved.

The electron emission from the conduction band states, on the other hand, seems to be

almost synchronized with the release of the Mg2p electrons into the streaking field.

Figure 4.34 shows the corresponding analysis for 4ML Mg/W(110). Here, the time shift

between the Mg2p and W4f electrons has increased to Δτ ≈ 200 asec, clearly indicating

a pronounced propagation effect experienced by the substrate electrons within the Mg

overlayer before being released into the unscreened streaking field. Compared to this, the

conduction band electrons are apparently much less affected by this transport phenomenon

and exhibit only a small delay of Δτ ≈ 50 asec.

For a more reliable quantification of these time shifts, all streaking spectrograms were an-

alyzed with a slightly modified version of the TDSE-retrieval. The representation of the

electron wave packet describing the W4f and Mg2p photoemission was adopted from the

corresponding initial-state parameterization of clean W(110) and bulk Mg(0001) intro-

duced in Section 4.1.1 and 4.1.3, respectively. For the description of the conduction band

wave packet released from 1ML Mg/W(110), the same parameters as for clean W(110)

were applied which is justified given the fact that the line-shape of the CB emission is

clearly preserved upon adsorption of the Mg monolayer (comp. Fig. 4.30 (c)). This pa-

rameterization of the CB electron wave packet was changed only slightly for coverages

exceeding 3ML in order to account for the developing CB plasmon losses and the grad-

ual attenuation of the W5d -dominated contribution to the total CB emission. For this

purpose, only the relative intensities of the individual transitions have been adjusted to

reproduce corresponding XUV-only spectra. Examples for the TDSE-reconstruction of

spectrograms collected from 1ML and 4ML Mg/W(110) are depicted in Fig. 4.35 and

Fig. 4.36, respectively. The optimized spectrograms describe the measured streaking data

sufficiently well. This is further demonstrated in the panels (c)-(e), where measured

and reconstructed photoelectron spectra are explicitly compared at selected NIR-XUV

pump-probe delays, including the maxima, minima and zero-crossings of the NIR vector

potential.

Figure 4.37 and Table 4.2 summarize all results obtained with the TDSE-retrieval for

the Mg/W(110) systems as a function of magnesium coverage. Both the time delay of

the CB and the W4f electrons are given relative to the Mg2p electron emission from

the overlayer. The main objective of this study was to confirm the pronounced contrast

in emission times observed for W(110) surfaces covered by 1ML and 4ML magnesium,

respectively. For the monolayer, an average of 17 independent measurements yields a mean

time delay of Δτ 4f = 72 ± 15 asec for the W4f electrons and of ΔτCB = 10 ± 19 asec

for the CB electrons, which corroborates the results extracted with the COE method.
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Figure 4.35: TDSE-analysis of attosecond time-resolved photoemission from 1ML Mg/W(110).

(a) Measured streaking spectrogram. (b) Reconstruction of the spectrogram optimized by TDSE-retrieval.

The CB and W4f emission is scaled by ×9 and ×2, respectively, to ease comparison. (c)-(e) Compari-

son of measured (black dots) and reconstructed (red line) photoelectron spectra for selected time delays

between the XUV and NIR pulses. The comparison for the Mg2p, W4f and conduction band regions are

presented in separate panels and on individual intensity scales.

The corresponding time delays obtained for a coverage of 4ML magnesium are Δτ 4f =

225 ± 22 asec and ΔτCB = 29 ± 15 asec (average of 5 measurements) which is again

in reasonable agreement with the COE result. The tendency of increasing time delay

Δτ4f of the W4f electrons with growing thickness of the Mg overlayer clearly persists

for all coverages investigated in this thesis, thereby providing unambiguous evidence for a

transport-related origin of the observed time shifts. In sharp contrast, the evolution of the

conduction band delay ΔτCB as a function of magnesium coverage exhibits obviously a

more complex behavior (see Fig. 4.37). Following a strong initial increase, the delay of the

conduction band electrons finally stabilizes at ∼50− 60 asec and seems to even decrease

again for coverages above 3ML. Obviously, this non-monotonic evolution conflicts with a

simple explanation in terms of transport effects experienced by the initially localized W5d

photoelectrons upon their propagation through the Mg adlayers. A possible explanation
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Figure 4.36: Analysis of the streaked attosecond photoemission originating from 4ML Mg/W(110).

(a) Measured spectrogram. (b) Spectrogram reconstructed by the TDSE-retrieval. The CB and W4f

emission is scaled by ×14 to simplify comparison. (c)-(e) Comparison of fit (red line) and data (black

dots) for selected time delays between the XUV and NIR pulses. The Mg2p, W4f and conduction band

emission are displayed in individual panels and on separate intensity scales.

for this unexpected phenomenon will be given in the following subsection.

The relatively large error bars associated with the coverage and shown in Fig. 4.37 are

conservative estimates. Although TPD allows in principle for a very precise coverage

determination, the use of any spectroscopic techniques ancillary to the streaking mea-

surements had to be limited because of time constraints and the complexity of the main

experiment. The Mg coverage was therefore estimated from the deposition time and fur-

ther cross-checked by comparing the evolution of the Mg2p-W4f intensity ratio in the

XUV-only spectra. Nevertheless, this moderate accuracy does not affect the main con-

clusion which will be drawn in the following subsection from the evolution of the time

shifts highlighted in Fig. 4.37. In future experiments, the uncertainty of the Mg cover-

ages can be significantly reduced by performing a TPD analysis for each prepared sample

individually.
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Figure 4.37: Delay of the conduction band (CB) and W4f photoelectrons with respect to the Mg2p

photoemission as a function of magnesium coverage. The blue dashed line corresponds to the evolution

of the Mg2p -W4f delay expected for free-electron-like propagation of the W4f electrons through the

magnesium adlayers (comp. Eq. 4.12).

4.3.3 Discussion

A recurrent problem in the quantitative interpretation of the time shifts observed in

streaking experiments on metal surfaces concerns the screening and refraction of the NIR

streaking field at the metal-vacuum boundary. Since a realistic theoretical modeling of

this effect beyond the Fresnel approximation seems to be unfeasible at the moment, an

experimental investigation of this screening phenomenon would be of paramount impor-

tance for any future application of the streaking technique to solid-state systems. In this

respect, the thickness-dependent time delay between the Mg2p and W4f core-level elec-

trons in the Mg/W(110) systems may serve as an ideal test case. This is because the

spatial origin of these photoelectrons is well-defined and disturbing band structure effects

may be ignored, at least within the Mg overlayer, due to the free-electron-like final-state

dispersion in this simple metal.

Assuming a prompt screening of the streaking field at the magnesium-vacuum interface

and free-electron-like propagation of the electrons towards the surface, the difference be-

tween the average travel times of electrons released from these two core states Δτ(d) can
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Coverage ΔτCB [asec] Error(±) [asec] Δτ 4f [asec] Error(±) [asec] Scans

1.0ML 10 19 72 15 17

1.6ML 50 13 119 13 2

2.2ML 55 12 138 11 5

3.0ML 57 18 165 18 2

3.6ML 51 24 186 12 5

4.0ML 29 15 225 22 5

30ML -5 20 — — 16

Table 4.2: Retrieved time delay of CB (ΔτCB) and W4f (Δτ 4f ) electrons relative to the Mg2p pho-

toemission for different coverages of Mg on the W(110) surface. Error margins correspond to standard

deviations. For systems with only two data points, the error is approximated by the maximum standard

error of the measurements. The data for 30ML is taken from Section 4.1.3 and is representative of bulk

Mg(0001).

be calculated as a function of the Mg overlayer thickness d according to:

Δτ(d) = τR,2p − τR,4f (4.10)

=
1

v2p
·
∫ d

0
z e−z/λ1 dz∫ d

0
e−z/λ dz

− 1

v4f
·
(∫∞

d
(z − d) e−(z−d)/λ2 dz∫∞
d
e−(z−d)/λ2 dz

+ d

)
(4.11)

=
1

v2p
·
(
λ1 − d

ed/λ1 − 1

)
− λ2 + d

v4f
, (4.12)

where λ1 = 3.7 Å is the inelastic mean free path of the Mg2p electrons in bulk Mg,

λ2 = 4.3 Å is the corresponding IMFP of the W4f electrons in W(110) and their free

electron velocities v2p and v4f are calculated from the measured electron kinetic energies

according to Eq. 2.21. The first term in Eq. 4.11 accounts for the self-attenuation of the

Mg2p photoelectron emission within the Mg layer, which limits their average escape depth.

The relevant values for λ1 and λ2 are inferred from the photon-energy-dependent surface-

to-bulk ratio in the Mg2p photoemission (comp. Section 4.1.3). The result of Eq. 4.12 is

depicted as blue dashed line in Fig. 4.37 as a function of the overlayer thickness d. The

correspondence between the measured time delays and the predictions of this very simple

model is astonishingly good. For the necessary conversion of d into a coverage in units

of monolayers, a constant interlayer spacing of 2.65 Å was assumed which corresponds to

the bulk value of Mg(0001) single crystals.

The fact that this very simple model captures the evolution of the time shift in func-

tion of the overlayer thickness is an important experimental finding, since it provides

evidence that the kinetic energy modulation of the XUV-induced photoelectrons by the

NIR streaking field is indeed negligible before these electrons have escaped into the vac-

uum. It therefore substantiates the assumption of a vanishing normal component of the

NIR electric field within the first atomic layer for metallic samples which represented one

of the main uncertainties in the discussion on the relative time delays observed for the
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clean metal surfaces in Section 4.1. Having confirmed this basic principle of the streaking

technique for the Mg/W(110) interfaces, it is worth discussing the time delays measured

for 1ML Mg/W(110) in more detail. Without the Mg overlayer, the CB and W4f pho-

toelectrons arrive with a relative time delay of Δτ = 28 ± 14 asec at the surface (see

Section 4.1.1). In the presence of the Mg monolayer, the spatial onset of the streaking

effect is shifted further away from the Mg-W interface by a distance corresponding to the

thickness of the metallic overlayer (∼2.5 Å). Under the assumption that the joint CB of

1ML Mg/W(110) is dominated by the rather localized W5d electrons, one would expect

this relative delay to remain unchanged compared to clean W(110). This is because the

additional propagation effect experienced inside the Mg adlayer is almost identical for

the W5d and W4f photoelectrons, and thus cancels in the calculation of their run-time

difference. Apparently, this scenario is not compatible with the measured time delay of

∼60 asec between the CB and W4f electron for the Mg monolayer (see Tab.4.2).

The origin of this discrepancy may be attributed to the different characteristics of the

involved electronic states. Whereas the W4f initial-state wave functions can be con-

sidered to be strictly spatially confined to the W(110) crystal lattice, the W5d wave

functions have the possibility to overlap and interact with valence states of the Mg over-

layer to form strongly hybridized electronic states, similar to the situation encountered

for the monolayer oxygen on W(110). An independent experimental evidence for this

hybridization hypothesis was presented in Section 4.3.1 based on high-resolution syn-

chrotron photoemission spectra. It is highly probable that these newly formed electronic

states are substantially delocalized across the Mg-W interface. Consequently, the elec-

tron wave packets released from these initial states experience a smaller transport effect

within the Mg overlayer than the W4f wave packets emerging from the W(110) substrate

which are forced to traverse the full Mg adlayer. In analogy to the O/W(110) system, this

translates into an increased time shift between CB and W4f electrons in the streaking

experiments. In the same way, such a strong mixing of Mg- and W-related states at the

interface naturally explains the small delay of Δτ CB = 10 ± 19 asec measured between

the Mg2p photoelectrons and the electrons released from these joint CB states in 1ML

Mg/W(110).

On the other hand, the interpretation of the CB time shift for higher magnesium cover-

ages requires a more careful analysis of the composition of the joint Mg-W conduction

band states for the different film thicknesses. Since electronic structure calculations are

presently not available for these systems, only a qualitative explanation will be given here.

The sudden increase of the CB time delay for 1ML≤ Θ ≤ 2ML might suggest that the

hybridized Mg-W states are spatially confined to the interface region and do not signif-

icantly interact with the electronic states in the Mg bilayer. The enhanced time delay

can then be interpreted as a propagation effect of electrons originating from the buried

interface states, which are still dominating the conduction band photoemission due to the

higher excitation cross-section of the W5d -derived states.

For higher coverages, the electronic structure of the Mg films should asymptotically ap-
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proach the bulk properties of Mg(0001), with the contribution of the W(110) substrate

states to the total conduction band emission becoming rapidly attenuated. This transi-

tion can be expected to proceed already for rather thin films because of the short inelastic

mean free path for electrons in magnesium when excited with an XUV photon energy

of �ωx ≈ 118 eV. In Section 4.1.3, it has been demonstrated that CB and Mg2p pho-

toelectrons are emitted almost synchronously from bulk Mg(0001). Therefore, the slight

decrease of the delay for Θ ≥ 3ML in Fig. 4.37 may be interpreted as the very beginning

of an increasingly Mg-dominated conduction band. This gradual transformation into bulk

Mg(0001) is supported by the appearance of plasmon loss lines in the corresponding pho-

toelectron spectra at these coverages. Furthermore, a recent detailed study of the subtle

energy shifts occurring in the Mg/W(110) conduction band during epitaxial growth of Mg

suggests that the surface state, which is characteristic of bulk Mg(0001), starts to develop

only for coverages exceeding ∼3ML [146]. A complete relaxation of the time shift to

the Mg(0001) bulk value can therefore not be expected even for a 4ML thick magnesium

film. In this respect it would be interesting to follow the evolution of the relative time

delay between the CB and Mg2p states for even higher Mg coverages, which would be

feasible with the current experimental setup. Unfortunately, this was not possible within

the scope of this thesis because of the limited beamtime allotted to this project.

Figure 4.37 indicates that the time shifts measured for the monolayer differ from the

general trend which manifests itself for the thicker magnesium films. Despite the facts

that this deviation is rather small for the W4f delay, and a reasonable explanation for

the behavior of the conduction band time delay can be given in terms of hybridization of

interface states, it is nevertheless important to verify to what extent a possible contami-

nation of the rather sensitive monolayer films may affect these time shifts. The analysis of

9 streaking spectrograms of 1ML Mg/W(110) exhibiting an extremely high concentration

of surface contamination revealed that the presence of impurities in the Mg monolayer

tends to even increase the time delay of the W4f core electrons to Δτ 4f = 104± 17 asec,

whereas the time delay of the conduction band electrons of Δτ CB = 11± 22 asec agrees

within the error of the measurement with the corresponding mean value derived from clean

interfaces. The small deviation of the W4f time delay from the free-electron-like propaga-

tion model in Fig 4.37 is therefore not indicative of a residual contamination effect in the

monolayer samples. A detailed quantitative interpretation of this contamination-induced

effect will not be attempted here. It is likely to be rather complex since the oxidation

of the Mg films by oxygen-containing impurities will not only significantly change the

morphology of the adlayer, but also its electronic and optical properties [155].
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4.4 Attosecond Streaking in Dielectrics: Xe/W(110)

The streaking experiments presented so far have exclusively been performed on metallic

samples. In these experiments, the component of the NIR field normal to the surface

can be assumed to be substantially weaker in the interior of the solid than in vacuum,

which is a general consequence of the optical properties of metals. This assumption was

corroborated in the previous section, where increasing time shifts with growing thickness

of a metallic overlayer were found to agree nicely with a simple transport model for

the excited photoelectrons. The general foundation of this transport phenomenon is the

spatial separation between the generation of these photoelectrons inside the metal, and

their subsequent interaction with the NIR streaking field in vacuum.

Conversely, these propagation effects should be less pronounced in dielectrics with a re-

fractive index closer to unity. In these materials, the screening of the NIR field is less

efficient, and the kinetic energies of photoelectrons excited within this material will be

almost instantaneously accelerated by the streaking field, similar to experiments with

isolated atoms in the gas phase. An interesting application of this phenomenon would

be the measurement of average photoelectron travel times τR towards the surface of a

metal. Obviously, such absolute propagation times are more informative than the relative

time delays Δτ , which always entail the risk of losing information due to balancing effects

between the propagation of the two types of photoelectrons involved in the measurement.

Therefore, theoretical models for attosecond photoemission may be more efficiently de-

veloped and verified based on experimental values of τR [22, 60, 62, 124, 144].

Figure 4.38:

Experimental approach for the investigation of absolute

electron travel times τR in metals. Photoelectrons released

from a dielectric monolayer are assumed to respond imme-

diately to the NIR streaking field, and therefore provide

a reference for the measurement of the run-times τR for

substrate electrons to the metal-dielectric interface. Un-

der these assumptions, the relative time delay Δτ between

substrate and overlayer photoelectrons equals τR.

First experimental attempts to gain access to these quantities will be discussed in this

section. The ideal experimental scenario is sketched in Fig. 4.38. Electrons emitted

from a dielectric overlayer serve as a reference for the absolute timing of the primary

photoelectrons released from a metal substrate. Because of its low refractive index, the

NIR streaking field already acts on the electrons when they arrive at the metal-dielectric

interface. In contrast to the metal films investigated in the previous section, this should

minimize residual transport effects within the overlayer, and reveal the absolute travel

time τR for photoelectrons propagating in the metal substrate.

In consideration of the usual constraints concerning suitable materials for streaking ex-

periments, adsorbed xenon (Xe) on W(110) was identified as a test system to explore the
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Figure 4.39: Thermal desorption spectrum of 2ML Xenon on W(110) recorded with a temperature rate

of 1K/s. The inset shows the evolution of the low-temperature desorption signal for initial coverages

1ML< Θ ≤ 3ML.

possibility of measuring absolute propagation times in attosecond photoemission from

metals. The refractive index of solidified xenon is only ñ ≈ 1.5 in the NIR spectral range

and exhibits negligible absorption due to the large band gap of ∼9 eV eV and the high

energy necessary for excitonic excitations (∼7 eV for the surface exciton) [156, 157, 158].

In addition, because of its closed-shell electron configuration, the rare gas xenon atoms

can be expected to interact only weakly with the electronic system of the W(110) sub-

strate. Thus, in contrast to adsorbates like oxygen and magnesium studied in the previous

sections, complications arising due to the hybridization of electronic states at the interface

can be avoided.

4.4.1 Sample Preparation and Characterization

For the deposition of xenon, the clean W(110) crystal was cooled to ∼30K and exposed to

high-purity xenon gas admitted to the surface through a micro-capillary doser. Figure 4.39

shows the thermal desorption signal obtained from the W(110) surface with a temperature

rate of 1K/s after exposure to a Xe dosage corresponding to a final coverage of Θ =

2ML. The TD trace features two well-resolved maxima related to the desorption of the

monolayer at ∼80K and the Xe bilayer at ∼65K. Xenon desorption for initial coverages

in the range of 1ML< Θ ≤ 3ML is shown in the inset of Fig. 4.39. For increasing Θ, the

bilayer desorption signal eventually saturates and a new desorption peak evolves at ∼3K

lower temperature, which can be ascribed to Xe atoms desorbing from the third atomic

layer. The sequential appearance of these desorption states indicates a layer-by-layer
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Figure 4.40: Adsorption of Xe on W(110) studied with high-resolution synchrotron photoelectron

spectroscopy (acceptance angle ≈ ±0.5◦). Changes in (a) the Xe4d5/2, (b) the W4f 7/2 and (c) the

conduction band emission are followed as function of Xe coverage. Corresponding spectra of clean W(110)

and solid Xenon are shown for comparison.

growth of Xe on W(110) in accordance with an early study by Opila et al. [159].

The weak interaction of the Xe adatoms with the W(110) substrate is not only reflected

in the low monolayer desorption temperature, but also in the high-resolution synchrotron

photoemission spectra summarized in Fig. 4.40. Panel (b) depicts the evolution of the

W4f 7/2 emission for Xe coverages up to ∼3ML. Except for the gradual attenuation of the

overall intensity with increasing thickness of the Xe overlayer, the line-shapes of both the

surface (SW ) and the bulk (BW ) component are strictly preserved. This corroborates the

assumption that the charge distribution at the W(110) surface is not significantly affected

upon the adsorption of the Xe atoms. The conduction band spectra presented in panel (c)

further substantiate this conclusion. Especially, the sharp spectral features in the binding

energy range of 0−3 eV below EF , which is dominated by the W(110) surface resonance

(SR), remain essentially unperturbed. The spin-orbit split Xe5p valence levels appear at

∼5.5 eV and ∼6.5 eV binding energy, respectively. These states start dominating the

conduction band emission already in the monolayer coverage regime.

The strongest evidence for the high quality of the adsorbed xenon films is provided by the

layer-dependent binding energy shifts observed for the Xe4d5/2 core levels in panel (a).

The monolayer spectrum is characterized by a single emission line I1. Upon further Xe
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deposition, this component is rapidly attenuated and a new emission line I2, which can

be assigned to photoemission from Xe atoms adsorbed on top of the saturated monolayer,

develops at ∼550 meV higher binding energy. For Θ > 2 ML, additional components

related to the photoemission from the third and forth Xe layer begin to develop on the

high binding energy side of I2. All these energy shifts originate mainly from the distance-

dependent final-state polarization screening of the Xe4d−1 core holes mediated by the

image charge potential induced by the electrons in the metal substrate [160]. Similar en-

ergy shifts can also be observed for the Xe5p valence photoemission in panel (c). However,

these states cannot be considered as atomic-like energy levels, since the lateral interactions

between neighboring xenon atoms give rise to the formation of two-dimensional energy

bands within the xenon layers [161]. Further examination of the I1 line position reveals a

gradual shift to lower binding energies of up to ∼50 meV for higher Xe coverages. This

can be explained by the additional dielectric screening of the monolayer Xe4d−1 core holes

provided by the surrounding xenon matrix [162].

The top trace in Fig. 4.40 (a) was obtained from a W(110) surface covered with ∼10ML

xenon. At this coverage, due to the high surface sensitivity, the spectrum is already

representative of bulk xenon. On the other hand, the insulating xenon overlayer is still

thin enough to avoid charging effects, which allows the acquisition of high-resolution

photoelectron spectra. As a consequence, the ∼240 meV splitting of the Xe4d emission

into bulk and surface contributions is clearly resolved. This energy difference between

the bulk and surface components is in very good agreement with the value of 250 meV

reported for epitaxially grown Xe(111) crystals by Kaindl et al. [163].

The experimental results presented above are prototypical for the adsorption of xenon

on closed-packed metal surfaces and provide strong evidence for the epitaxial growth

of Xe(111) on W(110) [164]. The Xe/W(110) system therefore meets all requirements

necessary for well-defined attosecond streaking experiments.

4.4.2 Xenon Monolayer

A typical XUV-only spectrum of 1ML Xe/W(110) is depicted in Figure 4.41 (a). The

layer was prepared by adsorbing Xe in excess of 1ML and subsequently annealing the

W(110) crystal to 70K with 1K/s. In this way, a densely-packed centered-rectangular

Xe superlattice is formed on the W(110) surface [165]. For the excitation energy �ωx ≈
118 eV, the Xe4d photoemission line is sufficiently separated from the N4,3O2,3O2,3 Auger

electrons, despite the 4.2 eV bandwidth of the filtered XUV radiation (see Fig. 4.41 (b)).

These Auger electrons result from the Xe4d−1 core-hole decay involving two electrons in

the Xe5p valence levels, and appear at constant kinetic energies in the range of 30−40 eV.

Due to their small energy separation, the W5d and Xe5p states merge into a single asym-

metric CB peak extending to energies of up to ∼12 eV below EF for the broadband

attosecond excitation, which complicates the analysis of this spectral feature (see also

Appendix C). On the other hand, the photoemission from the W4f and Xe4d levels is
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Figure 4.41: Stationary photoemission from 1ML Xe/W(110). (a) A photoelectron spectrum acquired

with �ω = 120 eV synchrotron radiation (gray shaded) is compared to a corresponding NIR field-free

spectrum obtained with sub-fs XUV pulses filtered by the 118 eV @ 4.2 eV multilayer mirror from the

HH cut-off continuum. The red line represents a convolution of the synchrotron spectrum with a 4.4 eV

FWHM Gaussian. (b) Comparison of XUV-only spectra collected from clean W(110) (black curve), 1ML

Xe/W(110) (green), 3.5ML Xe/W(110) (red) and solid xenon (blue).

not overlapping with any other emission line. This opens up the possibility to retrieve

the average propagation time of the W4f electrons towards the W(110) surface by mea-

suring their relative time delay with respect to the Xe4d photoelectrons in an attosecond

streaking experiment according to the scenario sketched in Fig. 4.38.

The combination of the large photo-ionization cross-section of the Xe4d subshell, and the

moderate attenuation (-40%) of the W4f emission upon deposition of 1ML xenon enabled

the acquisition of high-quality streaking spectrograms, as presented in Figure 4.42, in less

than 40 min. During this time no decrease in the Xe4d signal strength could be observed

for NIR intensities < 1011 W/cm2, which would be indicative of laser-induced desorption

of the xenon adatoms from the W(110) surface. On the other hand, these low NIR in-

tensities translate into a relatively weak modulation of the photelectron kinetic energies,

which renders the extraction of timing information from the streaking spectrograms more

challenging. Attempts to apply larger streaking field strengths and balancing the NIR-

induced depletion of the Xe monolayer by continuously dosing Xe gas onto the W(110)

surface through the background pressure were not successful. The difficulties in adjust-

ing the partial xenon pressure to exactly compensate the laser-induced desorption rate

resulted in intolerable variations of the Xe coverage during the streaking measurements,

even when the sample temperature was stabilized at 70K, i.e. between the monolayer

and bilayer desorption temperature.

Despite the low modulation depth, a quantitative analysis of the streaking spectrograms

was nevertheless possible owing to the excellent S/N ratio of the photelectron spectra.
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Figure 4.42: Background-corrected streaking spectrogram obtained from 1ML Xe/W(110) with an

XUV energy of �ω ≈ 118 eV and a NIR intensity of 7 · 1010 W/cm2. The relative NIR-XUV delay was

varied in steps of 150 asec. Photoelectron spectra were accumulated over ∼1.1 · 105 laser shots at each

delay step.

A representative COE analysis is shown in Fig. 4.43. The first moments of the CB and

W4f emission were calculated in rather narrow energy intervals of 120 − 105 eV and

95 − 75 eV to minimize the influence of the Xe5s photoemission which is centered at a

kinetic energy of ∼100 eV (better visible in Fig. 4.44 (a)). The corresponding COEs of

the Xe4d photoemission were evaluated in the kinetic energy range of 65−45 eV. A global

fit to the resultant streaking traces reveals a time delay of Δτ ≈ 100 asec between the

emission of the Xe4d and the W4f photoelectrons.

The analysis of the streaking spectrogram with the TDSE-retrieval is summarized in

Fig. 4.44. Here, the spin-orbit splitting of 2 eV and the intensity ratio I4d5/2/I4d3/2 = 1.3

derived from synchrotron photoemission spectra9 were considered in the description of the

Xe4d electron wave packet. In accordance with the synchrotron photoemission spectrum

in Fig. 4.40 (c), the contribution of the Xe5p states to the CB wave packet was accounted

for by expanding the parameterization of the CB wave packet of clean W(110) with two

additional initial states at 5.5 eV and 6.5 eV binding energy, respectively. The absolute

intensities of these two transitions were adjusted to reproduce the measured XUV-only

spectrum of 1ML Xe/W(110). The final simulated spectrogram optimized by the TDSE-

routine under the constraints of this initial-state configuration is in good agreement with

the experimental streaking data (see Fig. 4.44 (b)).

By comparing Fig. 4.44 (c)-(e) it becomes evident that the fits to the laser-dressed Xe4d

and W4f core-level emission are of slightly better quality than for the CB emission. It

9The same deviation from the statistical value of 1.5 was reported for Xe in the gas phase [166].
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Figure 4.43: The COE analysis of a streaking measurement of 1ML Xe/W(110) suggests a delay

between the Xe4d and W4f core-level photoelectrons of Δτ ≈ 100 asec.

should be noted that the reconstruction of the streaked CB electron distribution can be

improved by allowing a temporal delay between the electrons released from the W5d -

and Xe5d -dominated energy levels. In contrast to the mixed O2p/W5d conduction band

discussed in Section 4.2, such a delay can be expected for the 1ML Xe/W(110) system

since the spatial localization of the Xe5p and W4f wave functions is preserved due to the

absence of hybridization at the Xe/W(110) interface. However, the implementation of this

additional optimization parameter resulted in rather unstable fits. It was therefore not

possible to reach a definite conclusion concerning the existence of such a time delay. Quite

generally, such a time shift between two spectrally not fully resolved electron distributions

will give rise to a line-shape modulation in the spectrograms that is similar to the modu-

lations expected for a chirped wave packet. Tests with simulated streaking spectrograms

suggest that time shifts down to ∼10 asec between the Xe5p and W4f photoemission

might be reliably extracted in future experiments, provided that nearly transform-limited

attosecond pulses are employed (see Appendix C).

In this respect, the analysis of the streaked core-level electron wave packets is unambigu-

ous. The evaluation of 7 streaking measurements with the TSDE-retrieval yields a mean

time delay of Δτ = 95 ± 10 asec between the photoemission from the W4f and Xe4d

core states, in excellent agreement with the COE result. Surprisingly, this time shift is

even larger than the Mg2p-W4f delay of ∼72 asec extracted from the streaking spectro-

grams of 1ML Mg/W(110) in Section 4.3, which might be considered as an upper limit

for the average travel times of the W4f electrons in W(110). Further, even within the

free-electron-like propagation model a smaller travel time of τR = 70−80 asec is expected

for the W4f electrons (see Tab. 4.1 on page 71). These discrepancies therefore render an
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Figure 4.44: Example for the TDSE-analysis of the streaked photoemission collected from 1ML

Xe/W(110). (a) Measured streaking spectrogram. (b) Fit result of the TDSE-retrieval. The CB and

W4f regions are scaled to match the intensity of the Xe4d emission. (c)-(e) Comparison of measured and

reconstructed photoelectron spectra for selected XUV-NIR delays. The weak Xe5s emission at ∼100 eV

kinetic energy was not included in the fitting procedure.

Figure 4.45: Estimate of the effective streaking field strengths at the xenon-W(110) interface based on

Fresnel’s equations. The total electric field in vacuum is given by EV ac ≈ E1 + E2 + E5, whereas the

electric field inside the xenon layer can be approximated as EXe ≈ E3 + E4. The application of Fresnel

equations with the complex indices of refraction ñXe ≈ 1.5 and ñW = 3.8 + 2.7 i (λL = 750 nm) yields

a ratio of EXe,⊥/EV ac,⊥ ≈ 0.3 for the corresponding field components normal to the surface.
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Figure 4.46: Background-corrected streaking spectrogram of 3.5ML Xe/W(110) acquired under iden-

tical experimental condition as the monolayer measurement presented in Fig. 4.42. A photoelectron

spectrum obtained in the absence of the NIR streaking field is depicted on the right hand side.

interpretation of the measured W4f -Xe4d delay as the average run-time τR of the W4f

photoelectrons towards the W(110) surface questionable.

The larger time shift for the Xe monolayer may at least partly be attributed to residual

propagation effects of the W4f electrons inside the xenon overlayer. Especially when

considering the larger thickness of a Xe monolayer of ∼2.9 Å, which can be calculated

from the relative attenuation of the W4f emission and the measured electron inelastic

mean free path in condensed Xe (comp. Fig. 4.51 on page 121). When the xenon overlayer

is modeled as a dielectric continuum with a refractive index ñ ≈ 1.5 [156, 157], the NIR

field component normal to the surface is calculated to be ∼70% smaller inside the Xe

layer compared to the corresponding field component in vacuum. This value is derived

by applying the Fresnel equations, taking into account both the reflected and transmitted

electric fields at the vacuum-xenon and xenon-tungsten interface (see Fig. 4.45). It is

therefore quite possible that this remaining streaking field inside the xenon overlayer

might be too weak to fully eliminate temporal effects related to the propagation of the

W4f electron through the xenon adlayer.

4.4.3 Coverage Dependency

The existence of residual transport effects in the adsorbed xenon layers can be verified ex-

perimentally by measuring streaking time shifts as a function of the Xe overlayer thickness.

A NIR field-free spectrum of 3.5ML Xe/W(110) is depicted as red line in Fig. 4.41. This

sample was prepared by exposing the clean W(110) surface to a roughly predetermined
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Figure 4.47: COE analysis of the 3.5ML Xe/W(110) streaking spectrogram depicted in Fig. 4.46.

The increased Xe4d -W4f time shift of Δτ ≈ 200 asec is indicative of a pronounced propagation effect

experienced by the substrate W4f electrons traversing the Xenon overlayer.

dosage of xenon gas with the sample temperature stabilized at 30K. The W(110) crystal

was further annealed to 55K to allow for the best ordering of the atoms in the xenon film.

The exact coverage was established in a subsequent thermal desorption experiment.

For this coverage of 3.5ML xenon, the CB region is almost completely dominated by the

Xe5p valence states due to the diminishing contribution of the W5d states which are

efficiently scattered upon propagation through the xenon adlayers. The spectral shape of

the resultant CB feature therefore closely resembles the valence band of solid xenon (blue

curve in Fig. 4.41). In addition, the W4f emission strength is significantly reduced by

-80% compared to the photoemission signal collected from the clean W(110) surface.

Figure 4.46 shows the result of a streaking experiment performed on this system. The

NIR intensity and integration time was set to similar values as applied in the monolayer

experiments. Evidently, the Xe4d/W4f intensity ratio remains constant throughout the

entire streaking measurement, which proves the absence of laser-induced desorption even

for these less tightly bound Xe adlayers. The COE analysis of the extracted streaking

traces is presented in Fig. 4.47. A significantly increased time delay of Δτ ≈ 200 asec

for the W4f substrate photoelectrons with respect to the Xe4d photoemission is clearly

discernible. As will be shown below, the magnitude of this time shift provides strong

evidence for the prevalence of transport effects in time-resolved attosecond photoemission

from condensed xenon.

The TDSE-analysis of the streaking spectrogram is summarized in Fig. 4.48. In order

to account for the dominating character of the Xe5p states in the CB emission, the am-
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Figure 4.48: TDSE-analysis of the streaked attosecond photoemission originating from 3.5ML

Xe/W(110). (a) Measured spectrogram. (b) Spectrogram reconstructed by the TDSE-retrieval. To

simplify comparison, the signal in the kinetic energy range of 70 − 125 eV is scaled by ×15 in both

panels. (c)-(e) Comparison of reconstructed (red line) and measured (black dots) photoelectron spectra

for different relative delays between the XUV-pump and the NIR-probe pulses.

plitudes of the individual wave packets representing these states were increased at the

expense of the remaining W5p-related states to match the experimental NIR field-free

spectrum. In analogy to the evaluation of the monolayer spectrograms, the photoemis-

sion from the Xe5s states is ignored in the reconstruction procedure. The excellent qual-

ity of the fitted spectrogram is demonstrated in Fig. 4.48 (c)-(e). Both the centers and

line-shapes of all three photoemission peaks are well reproduced over the entire range

of XUV-NIR delays. Furthermore, the Xe4d -W4f delay of Δτ = 188 ± 9 asec retrieved

from this reconstruction is in good agreement with the time shift extracted from the same

spectrogram with the COE method. Additional streaking measurements performed on

W(110) covered with a Xe bilayer indicate a smaller delay of Δτ = 150 ± 8 asec, which

strongly points towards a thickness-dependent transport effect experienced by photoelec-

trons propagating through the xenon layers (see Tab. 4.4).
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Coverage d [Å] Δτ30% [asec] Δτ0% [asec] Δτm [asec] Error(±)

1.0ML 2.9 85 92 95 10

2.0ML 6.4 111 122 150 8

3.5ML 11.6 160 183 188 9

Table 4.3: Time delay between Xe4d and W4f photoelectrons for xenon layers of different thickness

d on the W(110) substrate. Δτm: measured delay; Δτ0%: delay predicted by the free-electron-like

propagation model with vanishing streaking field in xenon; Δτ30%: delay predicted by the free-electron-

like propagation model with a residual streaking field strength of 30% inside the xenon film (compared

to the vaccum field strength).

A quantitative modeling of the coverage dependency of these time delays, even in terms

of free-electron-like propagation, is slightly more complicated than for the magnesium

layers discussed in Section 4.3. This is mainly because of the spatially inhomogeneous

electric field seen by the W4f photoelectrons on their way from the substrate, through

the xenon layers and during their escape into vacuum where they finally experience the

full strength of the streaking field. Furthermore, also the Xe4d electrons will experience a

spatially varying streaking field when they cross the xenon-vacuum interface. Assuming

zero streaking field strength in both the W(110) substrate and the xenon overlayer, the

delay between these two core-level electrons can be calculated using the same free-electron

transport model which was invoked in Section 4.3.3 to estimate the time shifts for the

magnesium-covered tungsten crystal (Eq. 4.12 on page 102). The inelastic mean free paths

of electrons in xenon, which are needed as input parameters for the propagation model,

were derived experimentally from synchrotron photoemission data (comp. Fig. 4.51). In

the calculation of the effective layer thicknesses, the Xe-Xe interlayer spacings for Θ > 1

are assumed to be identical to the corresponding values reported for Xe(111) single crys-

tals [163]. The resultant time delays Δτ0% are compared to the experiment in Tab. 4.3.

Obviously, this strongly simplifying model already predicts time shifts which are in rea-

sonable agreement with the experimental results.

For a more realistic description, the influence of remaining 30% of normal streaking field

component inside the xenon layer has to be investigated. In order to get an estimate for

the streaking time delay developing between photoelectrons that are generated and trav-

eling through such a system, both the temporal and spatial dependencies of the effective

streaking field component normal to the surface EL(z, t) have to be explicitely accounted

for (z denotes the spatial coordinate along the surface normal). For this purpose, streak-

ing traces S(τ) were simulated by numerically calculating for different relative NIR-XUV

delays τ the electron trajectories z(t, τ) within the Verlet approximation [167]:

z(t+ δt, τ) + z(t− δt, τ) = 2z(t, τ) +
eEL(z, t− τ)

me

δt2 +O(δt4) (t ≥ τ) (4.13)

The time step discretization δt for the numerical calculations was set to 1 asec. The

energy shift S(τ) induced by the streaking field for a specific NIR-XUV time delay τ is
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given by the additional kinetic energy accumulated by the electrons after the NIR pulse

is over:

S(τ) =
1

2
me

(
z(t, τ)− z(t− δt, τ)

δt
− vfree

)2

. (4.14)

In analogy to Eq. 4.12, the initial starting positions z(t = 0) are determined by the mean

escape depth of the W4f electrons in W(110) and of the Xe4d electrons in solid xenon.

The electrons start propagating with their free electron velocities vfree and are accelerated

in a piecewise spatially constant electric field, whose field strength is set to zero inside the

W(110) crystal, to 30% inside the xenon layers and to 100% in vacuum, in accordance

with the extimate based on Fresnel equations (comp. Fig 4.45). As usual, the velocities

vfree have been caculated according to Eq. 2.21. For solid xenon, the bottom of the

conduction band is only 0.4 eV below the vaccum level [158]. A correction of vfree due to

the inner potential V0 can therefore be neglected for electrons propagating in the xenon

layers10.

The corresponding time delays Δτ30% extracted from these simulated streaking traces

are also listed in Tab. 4.3 for the different xenon layer thicknesses. As expected, these

time shifts are systematically smaller than the time delays Δτ0% derived for a vanishing

streaking field in the xenon layer, and their agreement with the experiment is therefore

slightly worse. Nevertheless, within the uncertainty of the measurements, both transport

models reproduce the observed experimental trend sufficiently well, thus providing strong

evidence for the prevalence of electron propagation-induced temporal effects in the at-

tosecond photoemission from xenon, due to the reduced normal component of the NIR

streaking field strength inside the adsorbed films. It should be noted that within the ap-

plied Fresnel approximation, this reduction of the relevant field component arises mainly

from the refraction of the NIR light at the interface. Detailed future calculations of this

electric field, taking the microscopic structure of the adsorbate layer into account, will

have to prove (or disprove) the validity of the simple interpretation presented here.

4.4.4 Streaking of Solid and Gas-Phase Xenon

The streaking experiments on xenon-covered W(110) demonstrate that experimental ac-

cess to absolute electron travel times is hampered by propagation effects occurring even

within dielectric adlayers. In principle, the influence of these transport effects can be

minimized in future streaking measurements when sub-monolayer coverages of xenon are

employed. Tracking the resulting time shifts as a function of coverage may allow to de-

termine the ”time delay” for vanishing adlayer coverage by extrapolation. However, a

more fundamental problem that arises in the context of absolute timing measurements

concerns the possibility of a time lag between the absorption of the XUV pulse and the

ejection of the photoelectron from a single atom.

10Changes in the work function upon xenon adsorption are < 1 eV and therefore also neglegible [168].
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Figure 4.49: Attosecond streaking of gas-phase xenon. (a) Streaking spectrogram obtained with sub-fs

XUV pulses centered at 118 eV and a NIR dressing field intensity of 1 · 1011 W/cm2. The spectral region

comprising the Xe5p and Xe5s emission is scaled by ×15. A NIR field-free photoelectron spectrum is

depicted on the right hand side. (b) The COE analysis indicates that the emission of electrons liberated

from the Xe5p orbitals is delayed by Δτ ≈ 30 asec with respect to photoelectrons released from the Xe4d

subshell. The energy interval for the calculation of the first moments for the Xe5p streaking trace was

chosen in a way to minimize the contribution of the weak Xe5s photoemission line. The kinetic energy

is referenced to the vacuum level.
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Even though this absolute time delay can only be deduced by theory, a strong experimental

evidence for its existence has recently been established in streaking experiments performed

on neon atoms in the gas phase. These measurements revealed a relative time delay of

Δτ = 21 ± 5 asec between electrons released from the Ne2p orbitals and those liberated

from the Ne2s orbital [44]. This relative delay in photoemission from an isolated atom

cannot be explained by a simple propagation effect due to screening of the NIR streaking

field by the remaining bound electrons surrounding the nucleus. Quite to the contrary,

such a reasoning implies an earlier exposure of the faster Ne2p electrons to the streaking

field and consequently a streaking time shift corresponding to a delayed emission of the

slower Ne2s electrons, which is in disagreement with the experimental result. Whereas

extensive theoretical modeling confirms the existence of this temporal effect in atomic

photoemission, the exact value of the delay could so far not be reproduced. Even when

electron-electron correlation was included, these calculations could only account for a

delay of less than 10 asec [44, 169]. As proposed recently, the remaining discrepancy may

be partly attributed to the influence of the NIR streaking field on the formation of the

outgoing electron wave packets, i.e. to the breakdown of the strong-field approximation

for slow electrons moving in a long-range potential of the ion. [169, 170, 128, 171, 172].

Obviously, such intrinsic time delays are also likely to occur in photoemission from the

electronic states of xenon. This would further compromise the accuracy of the experimen-

tal approach pursued in the previous subsection, where it was intended to infer average

photoelectron travel times in metals by using the photoemission from the Xe4d core level

as a reference for prompt emission. In order to estimate the impact of this effect, ad-

ditional streaking experiments have been performed on xenon atoms in the gas phase.

A representative streaking spectrogram is depicted in Fig. 4.49 (a). For the gas-phase

measurements, no background was subtracted from the electron spectra and the kinetic

energy is given with respect to the vacuum level. The kinetic energy modulation reveal-

ing the waveform of the NIR vector potential is clearly resolved for both the Xe4d and

Xe5p photoelectrons, whereas the interaction of the N4,3O2,3O2,3 Auger electrons with

NIR dressing field leads to the formation of sidebands. The latter is a consequence of the

rather long duration of released Auger electron wave packets, which is governed by the

Xe4d−1 core-hole lifetime of ∼7 fs [134].

A comparison of the two streaking traces extracted from the spectrogram is shown in

Fig. 4.49 (b). It reveals a time shift of Δτ ≈ 30 between the electron release from the

Xe4d and Xe5p orbitals, in reasonable agreement with the result of a TDSE-analysis of

7 streaking spectrograms (see Tab. 4.4). Further, several tests confirmed that this delay

remains unaffected when the spectrogram is subjected to different background removal

schemes. As in the case of neon, the faster photoelectrons (Xe5p) seem to lag behind the

photoelectrons ejected with a lower kinetic energy, contrary to the intuitive expectation.

First preliminary results from streaking measurements performed on xenon multilayers

grown on W(110) further indicate that this temporal effect also persists for the condensed

phase of xenon. For temperatures below 50K, xenon can be grown epitaxially on a wide

range of close-packed surfaces resulting in the formation of Xe(111) single crystals. A
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Figure 4.50: Attosecond streaking of a xenon multilayer condensed onto the W(110) crystal at 30K.

(a) Streaking spectrogram obtained with 118 eV XUV pulses. The spectral region comprising the Xe5p

and Xe5s emission is scaled by ×11. An XUV-only photoelectron spectrum is shown on the right hand

side. (b) The COE analysis suggest a small delay of Δτ ≈ 20 asec between the photoelectrons released

from the Xe4p and Xe4d states. The first moments of the Xe5p streaking trace are evaluated in an energy

interval chosen to eliminate the contribution of the weak Xe5s line

similar crystalline quality can therefore be assumed for the Xe multilayer condensed on

the (110) surface of tungsten. A typical streaking spectrogram obtained from this system

is shown in Fig. 4.50 (a). The sample was prepared in situ by backfilling the UHV

chamber at a Xe partial pressure of 1 · 10-8 mbar. The exposure was terminated after the

W4f signal of the W(110) was completely obscured by the xenon overlayer, which sets a
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Coverage ΔτCB/5p [asec] Error(±) [asec] Δτ 4f [asec] Error(±) [asec] Scans

1.0ML 13 10 95 10 7

2.0ML 30 8 150 8 2

3.5ML 15 9 188 9 1

≥10ML 21 15 — — 7

Xe gas 19 8 — — 7

Table 4.4: Time delays of the CB/Xe5p electrons (ΔτCB/5p) and W4f electrons (Δτ 4f ) relative to the

Xe4d emission for different Xe coverages onW(110). The error margins correspond to standard deviations.

All time delays have been extracted from the streaking spectrograms with the TDSE-retrieval algorithm.
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Figure 4.51: Analysis of the surface photoemission from solid Xenon. (a) Quantitative decomposition

of the Xe4d5/2 emission into surface and bulk components as a function photon energy. (b) Inelastic

mean free path calculated from Eq. 4.7 with the interlayer spacing d[111] = 3.54 Å of solid Xe(111) [163].

A linear fit to the data (red line) is used for interpolation.

lower limit for the final xenon coverage of Θ > 10ML.

The COE analysis shown in Fig. 4.50 (b) confirms a delay of the Xe5p emission of Δτ ≈
20. It is worth mentioning that a time shift of similar magnitude can also be observed

for all lower Xe coverages on W(110) investigated in this thesis (see Tab. 4.4). This

insensitivity to the exact thickness of the xenon films corroborates the intrinsic nature

of this relative time shift, with only negligible (or compensating) contributions related

to condensed-matter-specific electron transport. This can be understood in terms of a

simple compensating effect between the free-electron-like velocity and the average escape

depth of the Xe5p and Xe4d photoelectrons leading to almost identical run-times for these

electrons towards the xenon-vacuum interface.

For a quantitative estimate, the inelastic mean free path for electrons in solid xenon is
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needed which is not well-known in the kinetic energy range of interest for the experiments

discussed here. However, similar to W(110) and Mg(0001), it may be inferred from the

photon-energy-dependent branching into surface- and bulk-related components in high-

resolution photoemission [173]. Exemplary spectra and fits to the Xe4d5/2 photoemission

obtained with narrow bandwidth synchrotron radiation from bulk xenon are shown in

Figure 4.51 (a). The deconvolution has been performed with two doublets of Voigt func-

tions over an energy range comprising the Xe4d3/2 emission. Assuming the most likely

arrangement of the xenon atoms in a Xe(111) crystal-like phase, the inelastic mean free

path can be calculated from Eq. 4.7 with the interlayer spacing of bulk Xe(111) in [111]-

direction of 3.54 Å [163]. The result is depicted in panel (b) together with a linear fit.

As in the case of Mg(0001), the inelastic mean free path increases monotonically in the

relevant range of electron energies which leads to a free-electron-like propagation time to

the surface of 115 asec for both the slow Xe4d electrons (Ekin ≈ 57 eV) and the faster

Xe5p (Ekin ≈ 112 eV) electrons. Evidently, this effect of cancellation between velocity

and mean free path holds true for arbitrary NIR field strengths inside the xenon layers.

In summary, it must be concluded that absolute timing of photoemission from solids is

not feasible without an improved understanding of the physical mechanisms underlying

the intrinsic temporal structure observed in attosecond streaking of electron wave packets

released from different energy levels of the same isolated atoms. It has to be emphasized

that a measured relative time delay does not provide information on the time elapsed

between the absorption of the XUV pulse and the ejection of the photoelectron, for any of

the two orbitals involved. A precise knowledge of this time interval would be necessary for

all electronic states in the system under scrutiny. Only then, a common time scale can be

established on which temporal effects occurring in the release of electron wave packets from

multiple energy levels and different atoms can be accurately compared and interpreted.

For the two-electron system helium, these absolute time shift can indeed be retrieved from

ab initio calculations [44]. Streaking experiments on a Xe-He gas mixture might therefore

be helpful to establish an absolute reference time for the solid state Xe/W(110) systems.

However, such experiments will suffer from the low cross-section for photo-ionization of

the He1s orbital. The feasibility of such measurements will therefore heavily depend on

the progress made in increasing the XUV flux of high-harmonic sources.
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Chapter 5

Summary, Conclusion & Outlook

The work presented in this thesis establishes laser-dressed attosecond photoemission as a

quantitative technique to study ultrafast dynamics of photo-excited electrons at surfaces

and interfaces with unprecedented temporal resolution. Within the pursued spectroscopic

approach, photoelectron wave packets are launched inside the solid by the absorption of

extreme ultraviolet (XUV) light bursts which last only for a few hundred attoseconds.

The subsequent evolution and propagation of the generated photoelectrons is probed by

their interaction with the electric field of a waveform-controlled near infrared (NIR) laser

pulse precisely synchronized to the attosecond excitation. The strong electric field of the

NIR pulse induces characteristic modulations in the kinetic energy spectrum of the XUV-

ejected photoelectrons (”streaking”), which sensitively depend on the instant of their

release into the laser field. This attosecond streaking method, which has hitherto been

limited mainly to the study of isolated atoms in the gas phase, is successfully extended

to various prototypical surface science model systems, encompassing atomically clean

single crystalline metal surfaces, chemisorbed and physisorbed adsorbate layers as well

as epitaxially grown metal-metal interfaces and rare-gas solids. The study of such a vast

range of different systems is enabled by a newly developed apparatus combining state-

of-the-art attosecond technology with established surface science techniques for sample

preparation, handling and characterization.

Attosecond streaking experiments performed on tungsten single crystals confirm the ex-

istence of a time lag in the photoemission of core-level electrons compared to electrons

released from the conduction band states of the solid, in agreement with the first proof-of-

principle experiment reported by Cavalieri et al. in 2007. Beyond this basic verification,

the refined measurements presented in this thesis approach an absolute accuracy of 10 asec

and reveal that this relative time delay is only ∼30 asec for atomically clean surfaces but

tends to increase up to ∼100 asec in the presence of impurity atoms on the surface. This

clearly underlines the importance of maintaining excellent ultra-high vacuum conditions

during the experiments in order to allow unambiguous quantitative interpretation of these

subtle temporal effects. Further, no dependence of these time shifts on the strength of the

applied NIR probing field could be detected for intensities below the damage threshold
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of the solid surface, thereby demonstrating the robustness of the attosecond streaking

technique for exploring dynamics in condensed matter on an attosecond time scale.

In contrast to the transition metal tungsten, an almost perfect synchronism between the

release of photoelectrons from the core-level and the conduction band states is found

for single crystal surfaces of the simple metal magnesium. Despite their rather different

electronic structure, the time delays measured for both materials is shown to be compatible

with a classical model in which photoelectrons emerge from different depths of the solid

determined by their kinetic energy-dependent probability for inelastic scattering, and

propagate with free-electron-like velocities towards the surface of the solid where they

start interacting with the NIR streaking field. Within this model, these small time shifts

arise as a general consequence of the monotonically growing escape depth with increasing

kinetic energy of the electrons. A dominant influence on these time delays related to the

different degrees of spatial localization of the involved initial-state wave functions or a

possible modification of the photoelectron velocities due to the final-state band structure,

which have recently been argued to be the main sources of these temporal effects, seems

to be rather unlikely in the view of the experimental results obtained from these two

systems.

In a second class of experiments, streaking spectroscopy is applied for the first time

to surfaces covered by a well-defined number of epitaxial layers. This flexible sample

configuration allows tracking the propagation of substrate core-level photoelectron wave

packets through the overlayer material on the natural time scale of the electronic motion.

Apart from demonstrating the capability of the streaking method to observe atomic-scale

electron transport in real time, these measurements further substantiate the conclusion

drawn from the streaking experiments on single crystal surfaces concerning the role of

band structure for the propagation of photo-excited electrons inside the solid.

The analysis of streaked attosecond photoemission originating from metal surfaces covered

by strongly interacting adsorbate monolayers of oxygen and magnesium reveals interest-

ing temporal effects. For the magnesium monolayer, this effect manifests itself in an

unexpectedly short time delay of the conduction band photoemission with respect to the

emission from the core levels of the adsorbate layer. This phenomenon can be qualita-

tively understood in terms of strong hybridization between substrate band states and the

valence levels of the adsorbate which gives rise to joint conduction band states with their

associated wave functions being significantly delocalized across the substrate-adsorbate

interface. Strong support for this interpretation is provided by complementary high-

resolution synchrotron photoemission studies on these systems. A similar mechanism is

proposed for the attosecond time-resolved photoemission from chemisorbed oxygen layers.

Here, the valence charge redistribution at the metal-adsorbate interface induced by the

hybridization alters the spatial onset of the screening of the NIR streaking field in the

surface near region of the solid, which is detected in the experiment as an increased time

delay between photoelectrons released from the substrate core-level states and the joint

conduction band.

124



Chapter 5. Summary, Conclusion & Outlook

Measuring relative time delays occurring in the photoemission from different energy levels

in a crystal does not yield any information on the absolute duration of the photo-ionization

process in the solid, which might be defined as the time elapsed between the absorption

of the attosecond XUV pulse and the appearance of the photoelectron in vacuum. These

absolute durations might allow more detailed insight into the dynamics of many-body in-

teractions accompanying the photoemission process, which are likely to cancel each other

in relative timing experiments. The experimental approach pursued in this thesis to gain

access to these absolute quantities draws on the concept of using photoemission from a

weakly interacting adsorbate as a reference for clocking the photoelectron emission from

the underlying metal substrate. In these studies, the screening of the NIR streaking field

in the overlayer should be minimized in order to eliminate residual transport effects for

photoelectrons within the adlayer, which makes dielectric adsorbates the prime candidates

for providing this reference signal. First streaking experiments along these lines have been

performed on tungsten surfaces covered with xenon atoms. It is demonstrated that streak-

ing spectroscopy is applicable even to such weakly bound adsorbate systems and allows

the acquisition of high-quality spectrograms without disturbance due to laser-induced

desorption. The observed time shifts between substrate and adlayer photoemission are

found to scale with the overlayer coverage, indicating that transport through the dielectric

xenon adlayers is not negligible – even in the monolayer regime. Whereas this obstacle

can in principle be overcome in future experiments by reducing the adsorbate coverage, a

more fundamental limitation of this reference approach has been identified in the course

of this thesis. Preliminary experiments performed on xenon in the gas phase reveal that

time shifts of the order of ∼20 asec are possible even between photoelectrons released

from different orbitals of the xenon atom. Furthermore, this intrinsic time delay is shown

to persist even for the condensed phase of xenon. The existence of such temporal effects

for isolated atoms turns absolute time delays into theoretical constructs which can only be

deduced from calculations, but remain inaccessible by attosecond streaking spectroscopy.

In conclusion, time-resolved attosecond photoemission from solids and atoms provides an

interesting and wide field for further experimental and theoretical investigation. While

no compelling evidence for band structure effects could be found in any experiments per-

formed in this thesis, this aspect surely deserves further systematic examination. Streak-

ing experiments performed with different XUV excitation energies on different crystal

surfaces of the same material can help to finally clarify the importance of final-state ef-

fects. These experiments should be guided by detailed electronic structure calculation

to selectively launch electron wave packets near band gaps or critical points of the ma-

terial’s band structure. For identifying the impact of Bloch group velocities on relative

time shifts between electron wave packets released from a solid, it would be beneficial to

employ higher XUV excitation energies, for which the simple free-electron propagation

model predicts only negligible time delays for almost all materials. In addition, further

work to determine the exact magnitude and the mechanism behind streaking time delays

in atomic gases is highly necessary, since their understanding also forms the basis for a

quantitative explanation of many temporal effects observed in photoemission from solids.
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The results obtained in this thesis can therefore serve as a benchmark for a quantitative

testing of theoretical approaches aiming to describe time-resolved attosecond photoemis-

sion in condensed matter.

The streaking experiments presented in this thesis suggest that time delays in solid-state

photoemission are largely governed by transport phenomena which can be sufficiently

accounted for by assuming free-electron-like dispersion. This will be valuable for the

interpretation of future streaking experiments concentrating, for instance, on complex

photoemission satellites, e.g. due to non-local screening (nickel oxide), where the measured

time shifts can be expected to contain additional information on the dynamical electronic

rearrangement in the vicinity of the photo-hole. The unique potential of the streaking

technique to retrieve the full temporal evolution of the released electron wave packets (and

not only the relative time delay in their propagation) may be exploited in experiments

where attosecond pulses resonantly excite core-to-bound transitions. If this transition is

triggered in an adsorbate strongly coupled to a surface, the electron wave packets released

upon the decay of the resonance will reveal the complete time evolution of the excited

electron as it delocalizes into the conduction band of the substrate. However, most of the

prospects offered by attosecond streaking to shed new light on ultrafast electron dynamics

are inextricably linked to the progress made in the generation of intense attosecond pulses

at higher photon energies.
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Appendix A

Calibration of Time-of-Flight Data

Attosecond photoemission experiments suffer from the low repetition rates of 1-4 kHz

supported by current high-power laser amplifiers and the low conversion efficiency of

high-harmonic generation for photon energies exceeding 100 eV. Since the resolution of the

streaking technique is inextricably linked to the signal-to-noise ratio in the photoelectron

spectra, the detection efficiency has to be maximized. In this respect, time-of-flight (TOF)

spectrometers are superior to energy-dispersive analyzers since they allow, in principle,

the collection of all the electrons produced by a single excitation pulse. In TOF detection,

the kinetic energy Ekin of the electrons with respect to the Fermi level of the sample can

be inferred from the measured electron flight times t according to1:

Ekin = φA +
1

2
me

L2

t2
, (A.1)

where φA is the work function and L the total drift length of the TOF spectrometer. The

variable transformation from t→ Ekin entails an additional rescaling of the intensities in

the measured electron distribution N :

N(Ekin) = N(t)

∣∣∣∣ dt

dEkin

∣∣∣∣ = t3

meL2
. (A.2)

The energy resolution ΔEkin of the TOF spectrometer is given by:

ΔEkin =

√
2

me

2

L
Δt Ekin

3/2, (A.3)

where Δt denotes the minimal time interval that can be discriminated by the detection

electronics. The commercial TOF spectrometer (Stefan Kaesdorf, Geräte für Forschung

und Industrie) employed in all attosecond photoemission experiments reported in this

thesis is schematically shown in Fig. A.1. It consists of a μ-metal-shielded field-free

1The acceleration of the electrons between the sample and the entrance of the spectrometer due to

their different work functions can be safely neglected for kinetic energies > 10 eV.
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Udrift Ulens  Umcp Up.a. 

Signal 

Sample 

Ulens > 0V  

Ulens = 0V  

e-  

Lp.a. L0 

MCP 

Figure A.1: Schematic of the employed time-of-flight (TOF) spectrometer. Depending on the (positive)

voltage Ulens applied to the electrodes of the electrostatic lens, the collection efficiency can be enhanced

for electrons within a certain kinetic energy range by increasing the effective acceptance angle up to ±22◦.
The regular acceptance angle for Ulens = 0 is ≈ ±2◦ (determined by the diameter of the MCPs and the

length of the drift tube).

drift tube of length L0 = 425 mm followed by a Lp.a. = 70 mm long segmented post-

acceleration section in which the electrons are accelerated by a potential difference of

Up.a. = 1000 V onto the MCP detector. The resulting voltage pulses transmitted by a

decoupling capacitor are amplified in a home-built pre-amplifier (5 GHz/ 40 dB) and

are further processed by a constant fraction discriminator (ORTEC 9307) before being

digitalized by a multi-scaler card with a time resolution of 100 ps (FAST ComTec P7889).

The constant fraction discriminator ensures that the timing between the electron arrival

at the detector and the external trigger signal (obtained from a photodiode in the laser

system) is independent of the amplitude of the generated output pulses.

The spectrometer features an electrostatic lens which allows to increase the maximal

detection angle for a limited range of electron energies, depending on the voltage Ulens

applied to the electrodes. Because of the potentials Ulens and Up.a., the function relating t

and Ekin is more complicated than suggested in Eq. A.1 and cannot be solved analytically

anymore. For the necessary t → Ekin conversion, the relation between t and Ekin was

therefore derived from electron trajectory simulations as a function of Ulens provided by the

manufacturer. The corresponding intensity scaling coefficients |dt/dEkin| were obtained

by differentiation of the simulated numerical data.

The kinetic energy-dependent transmission function introduced by the TOF lens was de-

termined experimentally by comparing XUV-only spectra recorded with different settings

of the lens voltage to a measurement performed without lens (see Fig. A.2 (b)). Sput-

tered Si(111) samples were used for this purpose since they feature a relatively smooth,

yet sufficiently intense electron distribution (mainly due to the L2,3VV Auger decay). A

small negative bias voltage was applied to the sample to accurately measure the trans-

mission for energies beyond the employed XUV photon energy. An example for the
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Figure A.2: Functions necessary for a complete calibration of raw TOF data. (a) Deviation of the

electron flight time due to the voltage Ulens applied to the electrostatic lens. (b) Measured energy-

dependence of the lens-induced signal amplification (after cubic spline interpolation).
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Figure A.3: Example of TOF data calibration. (a) Raw TOF electron spectrum of 2ML Xe/W(110)

recorded with a lens voltage of 600 V. (b) Spectrum after conversion to kinetic energy (gray) and after

correction for the energy-dependent transmission of the electrostatic lens (black). The dashed line rep-

resents the transmission function corresponding to the applied lens voltage. TOF spectra calibrated in

this way are in good agreement with synchrotron photoemission data in terms of relative intensities and

peak positions.

complete calibration of raw time-of-flight data is shown in Fig. A.3 for a photoelectron

spectrum acquired from 2ML Xe/W(110). The work function of the analyzer was found

to be φA ≈ 4.5 eV by comparison with calibrated synchrotron photoemission data. The

lower limit for the energy resolution of the TOF spectrometer estimated from Eq. A.3 is

ΔEkin = 0.1− 0.4 eV for kinetic energies in the range of 50− 130 eV. However, both the

timing jitter of the external trigger signal, and the averaging of time-of-flight signals due

to the unresolved transverse momentum of the detected electrons are expected to further

reduce the resolving power.
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Appendix B

Accuracy of Delay-Extraction

Procedures

The extraction of precise relative timing information from a measured streaking spectro-

gram is delicate. In general, any experimental deficiency that results in different distor-

tions for different parts of the same spectrogram may lead to an erroneous retrieval of the

time shifts encoded in the streaking measurement. It is therefore indispensable to test

the robustness of the applied fitting schemes against such potential sources of systematic

errors. Several influencing experimental conditions belonging to this category were identi-

fied in the course of this thesis, and their impact on the extracted time shifts was further

studied in simulations. In the following, only the most important results and implications

of this analysis are briefly discussed.

The selective signal amplification of the electrostatic TOF lens gives rise to a kinetic

energy-dependent distortion in the photoelectron spectra. To study the effect of this

spectral reshaping on the retrieved time delays, synthetical streaking spectrograms com-

posed of two photoemission lines without any relative time delay in their emission were

calculated (based on the TDSE-retrieval algorithm) with realistic parameters for the XUV

and NIR pulses. Subsequently, the dependence of the retrieved time shift on different ini-

tial parameters and condition was systematically tested. An important result of these

simulations is summarized in Fig. B.1. In cases where the transmission function of the

TOF lens exhibits a large gradient in the spectral region comprising one of the photoe-

mission lines, both the TDSE-retrieval and the simpler center-of-energy (COE) method

retrieve an artificial delay when the electron wave packets are chirped. Moreover, this ap-

parent time shift is strictly correlated with the sign and magnitude of the wave packet’s

chirp. In order to eliminate this effect, and to guarantee the highest accuracy for the

extracted time delays presented in this thesis, all streaking spectrograms have been cor-

rected and evaluated taking the measured transmission function into account. It should

be emphasized that this systematic deficiency of the TDSE-fitting scheme in retrieving the

true time shifts in distorted spectrograms could not even be overcome by constraining the
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wave packet durations and chirps to the correct initial values. Consequently, there is no

alternative to an exact calibration of the streaking data, especially when small temporal

effect are to be investigated.

The relevance of this phenomenon is demonstrated in Fig. B.2, taking the streaking time

shift in gas phase neon as an experimental benchmark. For this system, a relative time

delay of Δτ = 22± 5 asec between the photoemission of the Ne2p and the Ne2s electrons

was recently measured, which represents the shortest time interval ever captured directly

in a time-resolved experiment to date [44]. However, the analysis of 6 neon streaking

spectrograms collected with lens voltages between Ulens = 400− 390 V (see Fig. B.2 (c))

Relative Delay (fs)

K
in

et
ic

 E
ne

rg
y 

(e
V

)

−5 −4 −3 −2 −1 0 1 2 3 4 5
60

70

80

90

100

110

Relative Delay (fs)

K
in

et
ic

 E
ne

rg
y 

(e
V

)

−5 −4 −3 −2 −1 0 1 2 3 4 5
60

70

80

90

100

110

In
te

ns
ity

 (a
rb

. u
ni

ts
)

0

2

4

6

8

10

12

14

S
ig

na
l A

m
pl

ifi
ca

tio
n

Kinetic Energy (eV)
40 50 60 70 80 90 100 110 120

0

10

20

30

40

50

60

70

A
pp

ar
en

t D
el

ay
 (a

se
c)

−6 −4 −2 0 2 4 6
−50

−40

−30

−20

−10

0

10

20

30

40

50
COE−Analysis
TDSE−Retrieval

(a) (b)

(c) (d)

Linear Chirp Rate (fs−2)

Figure B.1: Simulation of the systematic error introduced by the energy-dependent signal enhancement

of the electrostatic TOF lens with realistic parameters: IL = 3 · 1011 W/cm2, τL = 5 fs, λL = 750

nm, τx = 435 asec. (a) Simulated spectrogram of two electron wave packets perfectly synchronized

in time. (b) Same spectrograms but distorted by the selective signal amplification of the TOF lens

(Ulens = 390 V). (c) Dependence of the time shift extracted from distorted spectrograms as a function

of the wave packet’s (linear) chirp bx. Both the COE method and the TDSE-retrieval pretend the

existence of a time shift between the two streaking traces which scales with the chirp carried by the

electron wave packets. (d) Variation of the signal amplification in the spectral region containing the two

photoemission lines.
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Figure B.2: Effects induced by the TOF lens in attosecond streaking experiments of gas-phase neon.

Sub-fs XUV pulses were filtered with the multilayer mirror centered at ∼118 eV (4.2 eV FWHM). The

voltage of the TOF lens was set to Ulens = 440−390 V to enhance the count rate of the weaker Ne2s line.

(a) Measured spectrogram corrected for the transmission of the TOF lens. (b) Same spectrogram but

without transmission correction. (c) Relative delay between the Ne2p and Ne2s photoemission extracted

from a series of measurements with the TDSE-retrieval. The average delay of the Ne2p photoelectrons is

14±7 asec when the effect of the transmission function is taken into account, whereas it is 24±8 asec when

the data is not corrected. (d) A NIR field-free electron spectrum of gas-phase neon (blue) is compared

to the spectral shape of the lens transmission function for Ulens = 390 V (green).

reveals that the average time delay of the Ne2p photoelectrons is only 14 ± 7 asec when

the effect of the lens-induced signal amplification is accounted for. In contrast, a mean

time shift of 24 ± 8 asec is deduced from the same spectrograms when no transmission

correction is applied. According to the simulation in Fig. B.1 (c), this difference of

10 asec corresponds exactly to the systematic error expected for wave packet chirps of

-2 fs2, which is very similar to the chirp introduced by the 118 eV multilayer mirror

employed in these measurements (comp. Section 3.2.2). The existing discrepancy with

the time delay published in [44] is subject of current investigation. Nevertheless, it has

to be emphasized that all streaking measurements reported in [44] were acquired with a

TOF spectrometer featuring a similar electrostatic lens, but a correction for the energy-
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Figure B.3: Influence of TOF detector saturation on the extracted delay. (a) Photoelectron spectra of

W(110) recorded with the detector driven into saturation (red) and well below the saturation level (blue).

For this purpose, the XUV flux was tuned by adjusting the Ne pressure in the HH target. (b) Time shift

between CB and W4f in clean W(110) as a function of the average W4f count rate in the respective

spectrograms. The dashed line represents the mean value for the delay of 28 asec.

dependent transmission was not performed for any of these data sets (comp. supporting

information of [44]).

Towards the end of this thesis, a solution to circumvent the problems caused by the lim-

ited amplification bandwidth of the TOF lens was devised and successfully tested. By

switching the lens voltage and the memory card of the time-to-digital converter in sync

with the laser repetition rate, a simultaneous acquisition of two spectrograms becomes

possible. The voltages can then be chosen independently for the two spectrograms to

precisely focus on the photoemission lines of interest. This enhanced flexibility will con-

tribute to expand the applicability of the attosecond streaking technique to systems with

smaller photo-ionization cross-sections.

Another source of spectral distortions arises from signal saturation effects due to the

electronic deadtime of the MCPs in TOF-spectrometer and the constant fraction dis-

criminator. Due to the higher target density of the solid-state samples and the almost

two order of magnitude signal amplification provided by the TOF lens, count rates ap-

proaching the repetition rate of 3 kHz were frequently achieved for the W4f emission of

the clean W(110) surface. Under these conditions, saturation does not only lower the

W4f -to-conduction band intensity ratio, but also leads to a slight narrowing of the W4f

line-shape, and even modulates the electron background at lower kinetic energies (see

Fig. B.3 (a)). For the streaking experiments on W(110) presented in the main text, lens

voltages between 600 − 800 eV were chosen as a trade-off between enhancing the count

rate in the CB region, and limiting at the same time the effect of saturation in the more

intense W4f signal. However, even for these settings, saturation of the W4f peak could
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not be completely avoided. To check for a residual influence of these effects, all time

shifts extracted from the W(110) spectrograms are plotted in Fig. B.3 (b) as a function of

both the mean W4f count rate and the used TOF lens voltage. Apparently, a correlation

might only be established between the retrieved time shift and the average W4f intensity

for count rates exceeding 2200 counts/s. However, even if all measurements above this

threshold are discarded, the mean delay is only 1 asec smaller than the mean value of

28 asec inferred from the full distribution. The influence of saturation on the time shifts

presented in the main text is therefore negligible.

It is evident that the above-mentioned distortions of the spectrogram also affect the

accuracy for retrieving other important electron wave packet properties like chirp and

duration. Compared to the evaluation of relative time shifts, a reliable extraction of

these parameters from the experimental data is more susceptible to imperfections of the

measurement. For example, given the rather long acquisition time necessary for the

photoelectron spectra comprising a spectrogram, any timing jitter between the XUV and

NIR pulses (e.g. induced by mechanical vibrations coupling to the double mirror assembly)

would translate into a broadening of the spectral features along the kinetic energy and the

pump-probe delay axis. In unfavorable cases, this leads to an erroneous retrieval of the

wave packet duration and chirp. In contrast, the relative time delay between two wave

packets will hardly be affected since this distortion occurs equally for both parts of the

streaking spectrogram. The same arguments apply to residual fluctuations and drifts of

the carrier-envelope phase.
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Appendix C

Time Shifts & Spectral Resolution

The large bandwidth of the sub-fs XUV pulses requires electronic states that are well

separated in energy to perform relative timing measurements by attosecond streaking,

which is a severe limitation intrinsic to this method. It is therefore interesting to explore

the possibility to what extent reliable timing information can be retrieved from a streaked

photoelectron distribution of spectrally not fully resolved energy levels. In this respect,

the overlapping W5d and Xe5p states of 1ML xenon on W(110) may serve as a test case.

For sub-fs XUV photo-excitation, the valence region of this system has a characteristic

asymmetric line-shape which can be described as an incoherent superposition of the CB

emission from clean W(110) and broad feature containing the Xe5p doublet (see Fig. C.1).
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Figure C.1:

Decomposition of the valance emission

from 1ML Xe/W(110) into contributions

due to the clean W(110) surface (blue)

and the atomic-like Xe5p states (red).

Circles are measurements performed with

the 118 eV XUV mirror on clean W(110)

(blue) and 1ML Xe/W(110) (black). The

corresponding model electron spectra are

shown as solid lines. Their difference ap-

proximates the isolated contribution of the

Xe5p states (red line) which is used in

the simulations shown in Fig. C.2. A syn-

chrotron spectrum of 1ML Xe/W(110) is

shown as a reference (gray shaded).

The simulations shown in Fig. C.2 demonstrate that a time delay in the electron emission

from these two different states will manifest itself in a subtle modulation of their over-

lapping electron distributions as a function of the NIR-XUV delay. Further tests reveal

that time shifts down to 10 asec can be reliably extracted with the TDSE-retrieval from
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Figure C.2: Simulated streaking spectrograms of the overlapping W5d and Xe5p valence states in

1ML Xe/W(110) based on the decomposition depicted in Fig. C.1. The exciting Gaussian XUV pulse

is transform-limited with a duration of τx = 435 asec. Spectrograms are constructed for (a) a delayed

emission of the Xe5p states by 100 ascec, (b) perfectly synchronized emission of W5d and Xe5p electrons,

and (c) a delayed emission of the W5d electrons by 100 asec. The sign of the relative time shift can be

clearly inferred from the spectrograms.

such spectrograms, even for realistic signal-to-noise ratios. Unfortunately, these charac-

teristic modulations become gradually obscured for chirped electron wave packets, which

rendered a corresponding analysis of the experimental data obtained in this thesis am-

biguous. Nevertheless, the performed simulations indicate that such a time shift between

spectrally overlapping states can be resolved in future streaking experiments when nearly

Fourier-limited XUV pulses are employed. However, a precise knowledge of the system’s

electronic structure, e.g. from synchrotron studies, is obviously a prerequisite for such an

advanced analysis.
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and F. Krausz, Opt. Lett. 22, 522 (1997).

[76] S. T. Cundiff and J. Ye, Rev. Mod. Phys. 75, 325 (2003).

[77] D. J. Jones, S. A. Diddams, J. K. Ranka, A. Stentz, R. S. Windeler, J. L. Hall, and S. T.

Cundiff, Science 288, 635 (2000).

[78] J. Reichert, R. Holzwarth, Th. Udem, and T.W. Hänsch, Optics Communications 172,

59 (1999).
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...only a small selection:
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Figure C.3: Streaking measurements? (a) Coulomb explosion of the conduction band? (b) It’s 4 a.m.

...not only the XUV pulses are getting tired! (c) Pellicle-induced waveform synthesis. (d) Attosec-

ond transient desorption (ATD) of adsorbed Xenon. (e) ATI electrons meet core-level photoelectrons.

(f) Cutting-edge?

1Please skip this page!
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