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Foreword

The distributed systems laboratory in the Mathematics aniliter Sci-
ence Division of the Argonne National Laboratory and Lalhkflr Rech-
nertechnik und Rechnerorganisation (LRR-TUM) of Techméstniversitat
Minchen share common interests in the development of saftfea parallel
and distributed computing. Argonne has developed the GLOBid¢tacom-
puting infrastructure, LRR-TUM has developed many inségnaf online tools
for distributed program and development.

Gunther Rackl, a researcher at LRR-TUM'’s grant "Methods anols
for parallel and distributed Systems" (German Science &ation grant:
DFG SFB 342, TP Al) had developed the MIMO MIddleware monitdth
CORBA-based interfaces. It was a very good oportunity for td use MIMO
to observe the behaviour of GLOBUS components. For thisqaapGlnther
Rackl had a research stay at Argonne National Laboratorg 8eptember to
November 1999. This paper reports on the work done at Argonne

LRR-TUM is especially grateful to the Argonne National Ladttory, es-
pecially to lan Foster for hosting Glinther Rackl and thergtbgngthening the
research links between both institutions.

Munich, March 10th 2000

Arndt Bode






Abstract

This report describes work done during a research stay ainiuey Na-
tional Laboratory from September to November 1999. It isualmnnect-
ing components of the Globus metacomputing infrastruatieseloped at Ar-

gonne National Laboratory to the MIMO monitoring system eleped at
LRR-TUM. —

MIMO Middleware monitor is built to enable easy connectidrdiverse
middleware platforms. This is enabled by introducing a wlefined interface
for data collection components (“intruders”). This repgrows how to realize
an adapter for the Globus metacomputing infrastructure iigI®] allowing
to observe the behavior of several Globus components. As@®dNhterfaces
are CORBA-based and Globus is completely implemented im@QRB pro-
viding a C language mapping was used for this purpose. Wehrdbulting
C-adapter for MIMO, exemplary instrumentations of the Gielyatekeeper
and jobmanager components have been carried out in ordéote the ap-
propriateness of the approach. The C-adapter itself isdepéric and allows
for usage with other C-based middleware platforms.
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1 Introduction

Developing and maintaining large distributed softwareiemments is one of the
major challenges in computer science at the time. The ushgeddleware plat-
forms abstracting from diverse and heterogeneous congpptatforms is a com-
mon approach to handle the complexity of such systems. dale platforms
include general purpose distributed object-computingrenments [RZB99] like
CORBA or DCOM, message-oriented middleware (MOM), tratisagrocessing
monitors (TPMs), or meta-computing infrastructures likelgbis.

This report first introduces the MIMO Mlddleware MOnitor iastructure, a
monitoring and management system that addresses the iiofjasgsues:

e Support for the whole software lifecycliet order to be able to build tools for
the complete software lifecycle, information on all absti@n levels of the
system has to be gathered. This includes low-level infaomnae.g. needed
for debugging purposes, as well as high-level information dpplication
management issues. MIMO solves this problem by introduainmgilti-layer-
monitoring model that is used to classify data collectednfrihe observed
system.

¢ Integration of monitoring and management functionalitgupporting the
complete software lifecycle allows us to use a single sydi@mmonitor-
ing and management tasks; as the term “monitoring” is mastéd for low-
level aspects, and “management” rather for high-level adstrative tasks,
the multi-layer-model makes it possible to build both kirds$ools only us-
ing MIMO.

¢ Integration of heterogeneous middleware platfornitMO is designed to
enable monitoring of different middleware platforms sitaneously. This is
done by introducing a generic interface for middlewarefptats to MIMO,
such that heterogeneous systems can be easily integratedntekopera-
ble applications are getting more and more popular (seeCERBA-COM
bridges), the ability to observe heterogeneous systemdtsineously is one
of the key features for future monitoring systems.

Subsequently, we describe the connection of the Globuscomfauting in-
frastructure [FK98] to the MIMO system. This possibility éasily add very di-
verse middleware platforms to the monitoring system is dribekey features of
MIMO’s design. The integration of Globus is enabled by meafren adapter pro-
viding functionality to instrument Globus components isrpented in C to MIMO.
All communication is handled via CORBA, which abstractsiirdifficulties arising
when different programming languages and hardware/dpgraystem platforms
might be used.



2 MIMO Mliddleware MOnitor

This section gives a brief overview of the MIMO system. Fivat introduce the ap-
plied multi-layer-monitoring model (MLM), and subsequignte give an overview
of MIMO’s features and usage policies.

2.1 The Multi-Layer-Monitoring Model

Here we describe the system model and multi-layer-momigcaipproach, on which
the MIMO system is based. Figure 1 shows an illustration ofpéctl distributed
middleware environment that we consider.

Tools
l
4
i
Monitoring R Applications
System |
N Interface Layer
|
N ¥ Distributed Object Layer
|
L Z

Implementation Layer

v Run-Time Environment

v Hardware Layer

Figure 1. Multi-Layer Monitoring Model

The system to be monitored consists of six abstraction aysym which the
monitor collects information and provides it to tools only means of the tool-
monitor interface. All information gathered by the monitg system is classi-
fied according to this layer model. For various middlewasdfpkms, this abstract
model can be mapped to concrete entity types related to dpecdve middleware
environments. Consequently,naulti-layer monitoring(MLM) approach [Rac99]
which closely reflects the structure of distributed obgetironment is well suited
for a large class of online tools. For obtaining informatioom all abstraction lay-
ers, specialized modules adapted to requirements of tee taye observed can be
inserted into the monitoring system. Thus, the monitor gtkeery modular and
flexible and can easily be adjusted to changes of the distglbenvironment.
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2.2 MIMO Monitoring Scenario

MIMOQ'’s architecture is based on the monitoring scenarionsh Figure 2. The

Tool

MIMO

Monitoring

System
! |

— Intruder }
| Adapter |

Application Application

Figure 2: Monitoring Scenario

fundamental architecture relies on the separation of tbks foom the monitoring
system and the observed applications [LWSB97]. The rewp8itier model shows
tools making use of MIMO by means of a tool-monitor-intedawhile MIMO col-
lects information from the monitored applications by meafnistruders or adapters
which communicate with MIMO through a intruder-monitoterface. The differ-
ence between intruders and adapters is that intrudersarsptrently integrated
into the application (without rebuilding the applicatipmhile adapters might be
built by inserting code into the application (and rebuitglit).

2.3 MIMO Architecture

An illustration of the basic MIMO architecture is shown irgkire 3. Every instance
of MIMO keeps information about the current system stage data about the appli-
cations currently attached to this instance via the intrs/delapters. Furthermore,
information about currently attached tools and their &ctiequests is stored. In-
formation can also be exchanged between various MIMO igsgrbut it is only
stored once at the MIMO instance who's intruder/adapteviges the data.

2.3.1 Tool-Monitor-Interaction

The only entrance point for tools to MIMO is the tool-mon#aterface, which
is a CORBA IDL interface that basically provides methods dttaching to and
detaching from MIMO, and for starting and stopping requests

When requests are started, the result can either be retsynetronously if this
is possible (e.g. for system state queries), or in an evas¢dh manner, which is

11
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Figure 3: MIMO Architecture

necessary for passing results of asynchronously occuenegts (e.g. interactions
between entities). Events are passed from MIMO to the tawluh a CORBA
event channel which is set up during the attachment of the too

2.3.2 Intruder/Adapter-Monitor-Interaction

The entrance point for adapters and intruders is the introdmitor-interface,
which provides methods for attaching and detaching intsfddapters. After ini-
tialization, communication between MIMO and the clientsiigy handled via two
CORBA event channels which are set up at startup. Event etsuane manda-
tory because an asynchronous way of interaction is neededdar to influence
the observed system as little as possible. Whenever anéstteg” event occurs
within the monitored application, the intruder builds a CGBfRevent and passes
it to MIMO via the monitor-intruder event channel. Similgrivhenever MIMO
needs to pass information to the intruder, e.g. for configutihe intruder, it passes
a CORBA event to the intruder via its intruder-monitor eveimdnnel. This way of
communication results in a decoupled intruder/adaptévi®iinteraction scheme.
Moreover, it is very flexible due to the standardized proteduch allows for easy
integration of different types of middleware platforms alinnheed to be attached by
very different intruder/adapter implementations.

For details see [RLRS00].
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3 Globus Adapter for MIMO

This section describes the design and implementation of abusl adapter for
MIMO, i.e. a component for collecting information from Glabapplications and
delivering it to MIMO in an appropriate way.

3.1 MLM Mapping for Globus

First, the MLM model needs to be mapped to Globus entitiedding the follow-
ing assignment of MIMO's abstract entities to concrete @bntities shown in
Table 1.

| Abstract MIMO layer| Concrete Globus Entities

Application Globus applications
Interface Globus gatekeeper
Distributed Objects | Globus job identification
Implementation Local executable
Run-time Local PID

Hardware Node

Table 1: Mapping of MIMO layers to Globus job execution

This mapping mainly concentrates on running Globus jobschvhare started
on different hosts by using the gatekeeper’s interface themticate and authorize
a user. Other Globus information sources like the heartieaitor or MDS could
also be integrated into the model, but have not been takeragtount up to now.

3.2 Globus Adapter Design Issues

The Globus adapter delivering gathered data to MIMO hasedMi$1O’s CORBA
interfaces for attaching and detaching, and CORBA evenhroila for asyn-
chronous communication. Therefore, an ORB handling thencomcation with
MIMO needs to be integrated into the adapter. As the Globagptad needs to be
integrated and linked with Globus components, it is cormetly implemented in
C like the Globus components used for the prototype impleatiem. Under given
circumstances, it would also be possible to develop a C+arjbwhich could be
linked with wrapping C-Code, but the proper approach is eo@gor implementing
the adapter itself.

13



3.2.1 ORBs Providing a C Language Mapping

The following criteria were important for selecting a C OR® implement the
Globus adapter:

e Light-weight:
The ORB should be light in size and performance in order ta@nfte the
observed system as little as possible

e Free Availability:
The chosen ORB should be freely available without any cairgs.

e Functionality:
The ORB has to provide a C-mapping (clearly) and basic namamthevent
services.

e CORBA compliance:
Many ORBs still show a lack of CORBA compliance. This resinlta lacking
interoperability with other ORBs provided by different wems. As MIMO
is implemented using the ORBacus ORB [Obj99], CORBA commul&éaand
interoperability are crucial criteria for the selected QRB

Unfortunately, the number of ORBs fulfilling the above reaquients is rather
small, because C-mappings are not provided at all with mBR (dhplementations.
For an overview of ORBs and their properties, also see [Eng99

After comparing existing ORBs fulfilling our requirementset ORBit ORB
[Red99] was chosen. ORBiIt is developed under the GNOME pt®j@nd there-
fore freely available with a GNU license), provides a C-miagpand is a very
light-weight and high-performing implementation. Also RBA compliance and
interoperability with ORBacus is given. ORBiIt's implematibn is still ongoing
and therefore some bugs can be expected in the code, butvbplers are very
responsive and provide good support.

The only alternative to ORBiIt is ILU by Xerox, which also prdes a C-
mapping, but has the disadvantage of being a very heavyhivgigpduct (sup-
porting even more than “just” CORBA). Thus, ORBIt was fawbieecause of its
compactness.

3.2.2 Globus Adapter Design

The Globus adapter is implemented as a C library providirsicfanctions for at-
taching to and detaching from MIMO, and for providing eveatsed asynchronous
data in case of state changes. At present, only event flowtlieradapter to MIMO
has been implemented, whereas manipulation events fostegring applications
by MIMO have not yet been considered.
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4 Globus Adapter Realization

As said above, the Globus adapter is implemented as a seuofo@idns to be called
from Globus components. The instrumentation of the C cadfican be done in
various ways, e.g. source code instrumentation or tragspamstrumentation of
other libraries.

4.1 Globus Adapter Interface

Figure 4 shows the functions that are available for commnaiimg with MIMO.

/* attach to and detach fromM MO */

int MMO attach(int argc, char *argv[]);
int MMO detach(void);

/* push events: */

/* generic event: */
int MMO event(char *evtype, CORBA any descr);

/* object lifecycle and interaction: */

int M MO newkvent (char *entities[6] );

int M MO del Event (int |ayer,char *entnane);

int MMO .interactionEvent(int |layerl, char *entnanel,
int |ayer2, char* entnane2,
char *net hod);

Figure 4: Globus Adapter Functions

The attach and detach operations are used for setting upeaméhating con-
nections to MIMO. Whenever no MIMO is running within the emnment, any
function call to the adapter will fail without further inflnee to the observed pro-
gram.

4.2 Attach and Detach Operations

The parameters to be passed with the above attach and deeehions are defined
in MIMO's intruder-monitor interface defined using the CORBDL interface de-
scription language shown in Figure 5.

15



nodul e M MO {
typedef long T IntruderlD,

interface I ntruderMnitor {

/]l Attach:

/] result is an intruder id, and two event

/!l channels, one for

[/ conmmuni cation fromthe intruder to the nonitor,
[/ the other one for a conmand channel fromthe
[/ monitor to the intruder

T IntruderI D attach(in string inaneg,
out CosEvent Channel Adm n: : Event Channel i evch,
out CosEvent Channel Adm n: : Event Channel nevch)
rai ses(M MOException);

/1 Detach:

/1 intruder id needed as paraneter

void detach(in T IntruderIDiid)
rai ses(M MOException);

Figure 5: MIMO Intruder-Monitor Interface

4.3 Event Passing

The generic MIMO_event operation can be used to generat&iadyof event for
MIMO. Its format contains a string giving the type of the evand a CORBA any
keeping the description. The time of the event is automiéitiadded by the Globus
adapter.

For often occurring events like lifecycle events (condinrcand destruction
of objects) and object interaction, additional operatibase been added to the
Globus adapter. The operations are MIMO_newEvent, MIMJEwkent, and
MIMO _interaction event.

The parameters passed to them comply with the IDL descnpgfopossible
MIMO intruder events shown in Figure 6. All MIMO types are bdon the general
notion of an entity, who's IDL description is given in Figure

16



nmodul e M MO {

/'l general event definition:

struct IntruderEvent {
/1 time of event:
string tinme; // long long (= java | ong)

not yet supported by ORBacus

/1l type of event:
string etype; // new del, interaction, nw call
/1 description of the event:
any description;

b

/'l new event:

struct newl ntruder Event {
EntityList e6list; /1 list of entitiy-ids

on all layers
b
/1 del ete event:
struct del I ntruderEvent {
Entity del Ent; /!l the entity to be deleted

}s

// interaction event:

struct interactionlntruderEvent {
Entity el,e2; // the two interacting entities
string nmethod; // the nethod nane

}s

Figure 6: MIMO Intruder Events
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nodul e M MO {

typedef | ong Tool I D
typedef | ong Request| D
typedef string Request Nane;
typedef | ong Result;

/1l Possible Entity Types:
enum EntityType { E Appl, E Interface, E _Object,
E Inpl, E Runtinme, E Node };

[l an identifier for an entity:
typedef string EntitylD;

/1l a single entity:
struct Entity {
EntityType etype;
EntitylD eid,
b

[l alist of arbitrary entities:
typedef sequence<Entity> EntityList;

/Il alist of entities with the same type:
typedef sequence<Entityl D> Entityl DList;
struct EEntityList {
EntityType etype;
Entityl DLi st elist;
b

Figure 7: MIMO Entity Definition

18



5 Instrumentation of Globus Components

An important concept of MIMO is not to depend on any specialdkof instru-
mentation. Therefore various instrumentation techniaqagsbe applied, as long as
communication with MIMO is handled through its IDL interescand event chan-
nels.

5.1 Source Code Instrumentation

For simplicity, the gatekeeper and jobmanager Globus comps were instru-
mented by inserting code into the Globus sources. The faligwhings need to
be done to apply this kind of instrumentation:

¢ Include the “globus-adap.h” header file

e Add MIMO_attach and MIMO_detach operations at the begigrind at the
end

¢ Add MIMO event operations wherever events need to be gesgerat
e Link the Globus adapter library with the executable

Clearly, the drawback of this approach is that sources habe tmodified and
rebuilt, but the advantage is that events can be generate@wery fine granularity,
determined by the programmer in order to concentrate onifspaspects to be
monitored. Moreover, the basic changes to the sources ptev&gy small as only
three lines of code have to be added.

5.2 Gatekeeper and Jobmanager Instrumentation

In order to test the techniques described above, the Gladte&eeper and jobman-
ager have been instrumented. By observing the gatekeejberagication and au-
thorization behavior within Globus can be monitored, beeahe gatekeeper serves
as the “entrance point” for users to a machine; this is theaeavhy is is classified
in the interface layer of the MLM. Instrumenting of the jobmager then allows for
monitoring of running Globus jobs and their queuing systeméavior.

Thus, instrumentation of both components with the apprakedtribed above
enables generation of events for MIMO whenever new job sabions arrive at the
observed nodes.

Of course, the instrumentation technique used here couichpeved in order
not to require source code manipulation, e.g. by means afumenting libraries
used by the gatekeeper and jobmanager. In this case, nopdaban and no re-
linking would be necessary, but event evaluation gets mamgpticated in this case.

19



6 Conclusion and Future Work

This report showed how to connect job submission comporméite Globus meta-
computing infrastructure to the MIMO monitoring system. r Fois purpose, an
adapter for the CORBA C-language mapping has been devetpeduccessfully
deployed with the Globus gatekeeper and jobmanager compne his proof
of concept demonstrates the applicability and flexibilifyMIMO’s multi-layer-
monitoring approach. Moreover, the developed C-adapterbeaused for other
C-based middleware platforms.

What remains to be done is a more sophisticated instrumentzftGlobus com-
ponents, including performance measurements and evahuaitihe gained results
using appropriate tools.

Also, other Globus information sources could be includegrtavide informa-
tion for MIMO, for example the Globus heartbeat monitor aridifeis MDS. Hence,
MIMO could then be seen as an “information-source brokerbyving a central
point for collecting different information coming from fi#rent sources. This could
be a step to a more general approach for discovering infosmat event sources
within a distributed computing environment.

20



A Software

All the developments were made using the following softwareironment:

Hardware/OS | Sun with Solaris 2.6
MIMO:

Java JDK 1.2

ORB ORBacus Java 3.2
Globus Adapter;

C compiler gcc (egces-1.1.2 release)
ORB ORBIt0.5.1

The interoperability between ORBacus 3.2 and ORBIt 0.5Lised no prob-
lems.

21
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Thomas Ludwig, Roland Wismiiller, Vaidy SunderaArndt Bode:
OMIS — On-line Monitoring Interface Specification

Ekkart Kindler: A Compositional Partial OrdezrBantics for Petri Net
Components

Richard Mayr: Some Results on Basic Parallet&sses

Ralph Radermacher, Frank Weimer: INSEL Symaxecht

P.P. Spies, C. Eckert, M. Lange, D. Marek, R. Radeher, F. Weimer,
H.-M. Windisch: Sprachkonzepte zur Konstruktion vertgilbysteme
Stefan Lamberts, Thomas Ludwig, Christian Ro8lendt Bode: PFS-
Lib — A File System for Parallel Programming Environments
Manfred Broy, Gheorghe Siefscu: The Algebra of Stream Process-
ing Functions

Javier Esparza: Reachability in Live and SaéeHehoice Petri Nets is
NP-complete

Radu Grosu, Ketil Stglen: A Denotational Model¥obile Many-to-
Many Data-flow Networks

Giannis Bozas, Michael Jaedicke, Andreas B#tnhard Mitschang,
Angelika Reiser, Stephan Zimmermann: On Transforming a&etigl
SQL-DBMS into a Parallel One: First Results and Experierofebe
MIDAS Project

Richard Mayr: A Tableau System for Model Cheghkitetri Nets with
a Fragment of the Linear Time-Calculus

Ursula Hinkel, Katharina Spies: Anleitung zyeSifikation von mo-
bilen, dynamischen Focus-Netzen

Richard Mayr: Model Checking PA-Processes
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Programmierbibliotheken

Hans-Joachim Bungartz and Thomas Dornseifearse Grids: Recent
Developments for Elliptic Partial Differential Equations

Bernhard Mitschang: Technologie fur Parall@éenbanken - Bericht
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Hans-Joachim Bungartz, Ralf Ebner, Stefan BzhwHierarchische
Basen zur effizienten Kopplung substrukturierter Problel@eStruk-
turmechanik

Hans-Joachim Bungartz, Anton Frank, Floriangv)dilman Neunho-
effer, Stefan Schulte: Fluid Structure Interaction: 3D Nuital Simu-
lation and Visualization of a Micropump

Javier Esparza, Stephan Melzer: Model Chedkiihgusing Constraint
Programming

Niels Reimer: Untersuchung von Strategien &nteiltes Last- und
Ressourcenmanagement

Markus Pizka: Design and Implementation of th’UGINSEL-
Compiler gic

Manfred Broy, Franz Regensburger, Bernhard@ckKatharina Spies:
The Steamboiler Specification - A Case Study in Focus

Christine Rockl: How to Make Substitution PreseStrong Bisimilar-
ity

Christian B. Czech: Architektur und Konzept Bgsos-Kerns

Jan Philipps, Alexander Schmidt: Traffic Flowlhgta Flow

Norbert Frohlich, Rolf Schlagenhaft, Josefigelemann: Partitioning
VLSI-Circuits for Parallel Simulation on Transistor Level

Frank Weimer: DaViT: Ein System zur interaktivkusfiihrung und
zur Visualisierung von INSEL-Programmen

Niels Reimer, Jirgen Rudolph, Katharina Spies: FOCUS nach IN-
SEL - Eine Aufzugssteuerung
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Proving
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T. Ludwig, R. Wismdiller, V. Sunderam, A. Bode: €3V On-line Mon-
itoring Interface Specification (Version 2.0)

Stephan Merkel: Verification of Fault Tolerang@érithms Using PEP
Manfred Broy, Max Breitling, Bernhard SchatatKarina Spies: Sum-
mary of Case Studies in Focus - Part Il

Michael Jaedicke, Bernhard Mitschang: A Fraor&for Parallel Pro-
cessing of Aggregat and Scalar Functions in Object-RelatibBMS
Marc Fuchs: Similarity-Based Lemma Generatiith Lemma-
Delaying Tableau Enumeration

Max Breitling: Formalizing and Verifying Timedkp with FOCUS
Peter Jakobi, Andreas Wolf: DBFW: A Simple Daia® FrameWork
for the Evaluation and Maintenance of Automated Theoremd?Data
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Radu Grosu, Ketil Staglen: Compositional Speaifon of Mobile Sys-
tems

A. Bode, A. Ganz, C. Gold, S. Petri,
mann, T. Schnekenburger (Herausgeber):
Lastverteilung”, ALV’98

Ursula Hinkel: Home Shopping - Die Spezifikateaner Kommunika-
tionsanwendung in®&cus

Katharina Spies: Eine Methode zur formalen Madeang von Be-
triebssystemkonzepten

Stefan Bischof, Ernst W. Mayr: On-Line Schedlglof Parallel Jobs
with Runtime Restrictions

St. Bischof, R. Ebner, Th. Erlebach: Load Balagdor Problems
with Good Bisectors and Applications in Finite Element Slations:
Worst-case Analysis and Practical Results

Giannis Bozas, Susanne Kober: Logging and CRetovery in
Shared-Disk Database Systems

Markus Pizka: Distributed Virtual Address Spddanagement in the
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Niels Reimer:
management
Javier Esparza, Editor: Proceedings of INFN9B

Richard Mayr: Lossy Counter Machines

Thomas Huckle: Matrix Multilevel Methods ane&wnditioning
Thomas Huckle: Approximate Sparsity Patteorstiie Inverse of a
Matrix and Preconditioning

Antonin Kucera, Richard Mayr: Weak Bisimilgrivith Infinite-State
Systems can be Decided in Polynomial Time

Antonin Kucera, Richard Mayr: Simulation Pigron Simple Process
Algebras

Johann Schumann, Max Breitling: Formalisigrumd Beweis einer
Verfeinerung aus FOCUS mit automatischen TheorembeweisEall-
studie —

N. Reimer, Bhi8-
“Anwendungsikeerog

Strategien fUr ein verteiltes ttasnd Ressourcen-



Reihe A

342/03/99 A

342/04/99 A

342/05/99 A

342/06/99 A

342/07/99 A
342/08/99 A

342/09/99 A

342/10/99 A

342/01/00 A

342/02/00 A

342/03/00 A

342/04/00 A

M. Bader, M. Schimper, Chr. Zenger: HierarchRases for the Indef-
inite Helmholtz Equation

Frank Strobl, Alexander Wisspeintner: Speaiion of an Elevator
Control System
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Jorg Desel: On Abstraction of Nets

Jorg Desel: Reduction and Design of Well-behdwe@-choice Sys-
tems

Franz Abstreiter, Michael Friedrich, Hans-&irgPlewan: Das
Werkzeug runtime zur Beobachtung verteilter und paralléteo-
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Barbara Paech: Concurrency as a Modality

Birgit Kandler, Markus Pawlowski: SAM: Eine Sert Toolbox -
Anwenderbeschreibung

Erwin Loibl, Hans Obermaier, Markus Pawlowski:VEorkshop tber
Parallelisierung von Datenbanksystemen

Werner Pohlmann: A Limitation of Distributed Silation Methods
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Memory Scheme: Formal Specification and Analysis

Dominik Gomm, Ekkart Kindler: Causality BasedeSfication and
Correctness Proof of a Virtually Shared Memory Scheme

W. Reisig: Concurrent Temporal Logic

Malte Grosse, Christian B. Suttner: A Paralley@klthm for Set-of-
Support

Christian B. Suttner: Parallel Computation of Multiple Sef-Support
Arndt Bode, Hartmut Wedekind: Parallelrechrieneorie, Hardware,
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Max Fuchs: Funktionale Spezifikation einer Gesatigkeitsregelung
Ekkart Kindler: Sicherheits- und Lebendigkaigenschaften: Ein Lit-
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twurf eines Prototypen fir MIDAS



