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1 Introduction

Risk modelling in insurance by means of estimating the ruin probability for a single

compound Poisson processes has a long tradition. In this paper we consider not only

one single risk process but a portfolio of risk processes, whose sum describes the risk

of an insurance company. In most realistic situations these risk processes would be

dependent, and it is to be expected that the dependence structure influences the ruin

probability, i.e. the risk of the portfolio.

The core problem here is the dynamic multivariate modeling. We model the net risk

portfolio of an insurance company as a multivariate Lévy processR = (R1
t , R

2
t , . . . , R

d
t )t≥0.

This means that R has stationary and independent increments and we assume that its

sample paths are cadlag (right continuous with left limits). The corresponding net risk

reserve of the insurance company is given by the stochastic process R+ = (R+
t )t≥0,

where

R+
t := R1

t +R2
t + · · ·+Rd

t , t ≥ 0 .

We can think of each component as a risk process Ri
t = xi + cit− Ci

t , t ≥ 0, for initial

risk reserves xi ≥ 0 and premium rates ci > 0 for all i = 1, . . . , d. Then

R+
t = x+ ct− C+

t , t ≥ 0 , (1.1)

for x =
∑d

i=1 xi, c =
∑d

i=1 ci and C+
t =

∑d
i=1 C

i
t describes the total risk reserve of

the company at time t ≥ 0. Note that R+ is again a Lévy process as summation of

the components over disjoint increments remain independent and also stationarity of

increments of the sum is inherited from the components. As summation is continuous,

also the cadlag property prevails.

In this model we consider the ruin probability as risk measure. For the initial risk

reserve x ≥ 0 the ruin probability is defined as

Ψ(x) := P (R+
t < 0 for some t ≥ 0).

It is to be expected that the dependence structure of the components will have an

effect on the ruin probability. The question is how to model the dependence structure

between the risk processes. A unifying approach for dependence modelling is the notion

of a copula, which has become popular; see e.g. Joe [7]. Since the law of a Lévy process

is completely determined by its distribution at time t, the dependence structure of the

components of a Lévy process could in principle be parameterized by a distributional

copula Ct of the d.f. of its components at some fixed time t. However, this parametriza-

tion is not convenient as Ct depends on t. Moreover, given the copula Ct at time t it

is not clear, how the copula Cs at some other time s looks like. Infinite divisibility
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is a property of the law of any Lévy process at any time. It is not clear, what copu-

lae correspond to infinite divisible laws. Moreover, copulae are invariant under strictly

increasing transformations, however, infinite divisibility is not; see Tankov [9], Exam-

ple 3.1. From these considerations one can conclude that distributional copulae may

not be an appropriate concept to model the dependence structure in a multivariate

Lévy process.

The properties of the Lévy process suggest another related approach. From inde-

pendence and stationarity of the increments follows that the law of the Lévy process

X = (Xt)t≥0 is for any fixed t infinitely divisible and can be represented by the Lévy-

Khintchine formula

E(ei (z,Xt)) = exp
{
t (i (a, z)− 1

2
(z,Qz)−

∫
Rd

(ei(z,x) − 1− i(z, x)I{|x|≥1})Π(dx))
}

for all z ∈ Rd, where a ∈ Rd, Q is a positive definite (d×d)−matrix and Π is a positive

measure on Rd \ {0} satisfying
∫
Rd

(1 ∧ |x|2)Π(dx) < ∞, called the Lévy measure of

X. The triplet (a,Q,Π) is called the characteristic triplet of the Lévy process X. The

dependence structure between the components of X is given by the matrix Q for the

Gaussian part and by the Lévy measure Π for the jump part.

Whereas the dependence structure in the Gaussian part is well-understood, the

dependence in the Lévy measure is much less obvious. However, as the Lévy measure

is independent of t it suggests itself for modelling the dependence in the jump part. In

this paper we shall introduce parametric models for the Lévy measure and study their

impact on the ruin probability of the risk process R.

As suggested in Tankov [9] we use Lévy copulae for the modelling of dependence

for a multivariate risk process. Since we are going to use Lévy copulae for modelling of

subordinator dependency, we prefer the notion “subordinator copulae” (S-copulae) in

order to emphasize that we consider only subordinators.

Our paper is organised as follows. In Section 2 we define a subordinator copula and

present some properties and examples. We define the ruin probability and summarize

asymptotic results in the realm of heavy- and light-tailed claim size distributions. As

the tail integral is the main ingredient for estimating the ruin probability we present

its represention for bivariate subordinators. Section 3 is dedicated to the Clayton risk

process, the sum of two dependent compound Poisson processes, whose Lévy measures

are dependent with a Clayton dependence structure. We identify the sum of two such

dependent compound Poisson processes as a compound Poisson process with new Pois-

son intensity and claim size distribution. This allows us to estimate the ruin probability

for certain Pareto and exponential models.
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2 Preliminaries

2.1 Subordinator copulae

A distributional copula in Rd is a d-dimensional distribution function (d.f.) with uniform

marginals. For an arbitrary d-dimensional d.f. Sklar’s theorem provides the theoretical

basis for modelling.

Theorem 2.1. [Sklar’s Theorem] Let F be a d.f. on Rd with marginals F1, . . . , Fd. Then

there exists a copula C : [0, 1]d → [0, 1] such that for all x1, . . . , xd ∈ R = [−∞,∞]

F (x1, . . . , xd) = C(F1(x1), . . . , Fd(xd)). (2.1)

If the marginals are continuous, then C is unique. Otherwise it is unique on RanF1 ×
· · · ×RanFd. Conversely, if C is a copula and F1, . . . , Fd are d.f.s, then (2.1) defines a

joint d.f. with marginals F1, . . . , Fd.

Lévy measures are in general unbounded on Rd and may have a non-integrable

singularity at 0. This causes problems for the copula idea. Insurance risk processes,

however, are usually modelled by spectrally positive Lévy processes having only positive

jumps. This corresponds to a Lévy measure concentrated on the positive quadrant

[0,∞)d. Subordinators are prominent examples of such processes as they have only

increasing sample paths, implying also that they are a.s. of bounded variation on every

compact time interval. For instance, compound Poisson processes are subordinators

with finite Lévy measures.

The Lévy-Khintchine formula for subordinators simplifies to

E(exp{i (z,Xt)}) = exp{t
∫

(0,∞)d
(ei (z,x) − 1)Π(dx)}, z ∈ Rd.

For subordinators Lévy measures play essentially the same role as probability mea-

sures for random variables. Still the problem with the singularity at 0 prevails. To

circumvent this problem we follow Tankov [9] and define a copula for the tail integral.

Definition 2.2. [Tail integral] Let X be a spectrally positive Lévy process in Rd with

Lévy measure Π. Its tail integral is the function Π : [0,∞]d → [0,∞] satisfying for

x = (x1, . . . , xd),

(1) Π(x) =

 Π([x1,∞)× · · · × [xd,∞)) for x ∈ [0,∞)d \ {0},

∞ for x = 0;

(2) Π is equal to 0, if one of its arguments is ∞;
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(3) Π(0, . . . , xi, 0, . . . , 0) = Πi(xi) for (x1, . . . , xd) ∈ Rd+, where Πi(xi) = Π([xi,∞))

is the tail integral of component i.

Definition 2.3. [Subordinator copula/S-copula] A d-dimensional S-copula is a mea-

sure defining function S : [0,∞]d → [0,∞] with marginals, which are the identity

functions on [0,∞].

Proposition 2.4. Let S : [0,∞]d → [0,∞] be a S-copula with domain D1 × · · · ×Dd

and denote `i = minDi, ui = maxDi for i = 1, . . . , d. Then

(1) S(y1, . . . , yd) is increasing in each component.

(2) S(y1, . . . , yi−1, `i, yi+1 . . . , yd) = 0 for all i ∈ {1, . . . , d}, yi ∈ Di.

(3) S(u1, . . . , ui−1, yi, ui+1 . . . , ud) = yi for all i ∈ {1, . . . , d}, yi ∈ Di.

(4) For all (a1, . . . , ad), (b1, . . . , bd) ∈ D1 × · · · ×Dd with ai ≤ bi we have

2∑
i1=1

· · ·
2∑

id=1

(−1)i1+···+idS(y1i1 , . . . , ydid) ≥ 0

where yj1 = aj and yj2 = bj for all j ∈ {1, . . . , d}.

The following is Sklar’s theorem for S-copulae. For a proof we refer to Tankov [9].

Theorem 2.5. [Tankov [9], Theorem 3.1] Let Π denote the tail integral of a d-dimensional

subordinator whose components have Lévy measures Π1, . . . ,Πd. Then there exists a S-

copula S : [0,∞]d → [0,∞] such that for all x1, . . . , xd ∈ [0,∞]

Π(x1, . . . , xd) = S(Π1(x1), . . . ,Πd(xd)). (2.2)

If the marginal tail integrals Π1, . . . ,Πd are continuous then this S-Copula is unique.

Otherwise, it is unique on RanΠ1 × · · · × RanΠd.

Conversely, if S is a S-Copula and Π1, . . . ,Πd are marginal tail integrals of subordina-

tors, then (2.2) defines the tail integral of a d-dimensional subordinator and Π1, . . . ,Πd

are tail integrals of its components.

Example 2.6. [Complete dependence S-copula]

Let X = (X1, . . . , Xd) be a subordinator with equal components. Its Lévy measure

is given by ν(x1, . . . , xd) = ν1(x1)I{x1=x2=···=xd}. For the tail integral this means for

x = (x1, . . . , xd)

Π(x) =

∫ ∞
max(x1,...,xd)

Π1(du) = min(Π1(x1), . . . ,Πd(xd)).

This implies the S-copula

S‖(x1, . . . , xd) = min(x1, . . . , xd). �
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Example 2.7. [Independence S-copula]

Let X = (X1, . . . , Xd) be a subordinator with characteristic triplet (c, 0, ν). Its com-

ponenents are independent if and only if

ν(A) =
d∑
i=1

νi(Ai) , A ∈ B(Rd) ,

where Ai = {x ∈ R : (0, . . . , 0, x, 0, . . . , 0) ∈ A}, where x stands at the ith component.

For the tail integral this means for x = (x1, . . . , xd)

Π(x) = Π1(x1)I{x2=...=xd=0} + · · ·+ Πd(xd)I{x1=...=xd−1=0}.

This implies the S-copula

S⊥(x1, . . . , xd) = x1I{x2=...=xd=∞} + · · ·+ xdI{x1=...=xd−1=∞}. �

Example 2.8. [Archimedian S-copula]

Let φ : [0,∞] 7→ [0,∞] be a strictly decreasing function with φ(0) =∞ and φ(∞) = 0.

Assume furthermore that φ−1 is completely monotone. Then the following is an S-

copula

S(x1, . . . , xd) = φ−1(φ(x1) + · · ·+ φ(xd)) . �

Example 2.9. [Clayton S-copula]

The Archimedian S-copula with φ(t) = t−θ for θ ∈ (0,∞) yields

Sθ(x1, . . . , xd) = (x−θ1 + · · ·+ x−θd )−1/θ.

The family (Sθ, θ > 0) is called the Clayton family of S-copulae. This family includes as

limits for θ →∞ the complete dependence and for θ → 0 the independence S-copulae:

lim
θ→∞

Sθ(x1, . . . , xd) = S||(x1, . . . , xd).

lim
θ→0

Sθ(x1, . . . , xd) = S⊥(x1, . . . , xd).

This means that the parameter θ allows us to adjust the dependence of d subordinators

from complete dependence to independence. These copulae correspond to subordinators

with time constant S-copulae. As shown in Proposition 4.4 of Barndorff-Nielsen and

Lindner [1], Sθ must have mass on the axes. �

2.2 Ruin theory

The tail integral is the most interesting object, when studying ruin probabilities. We

shall investigate two regimes: a heavy-tailed regime, represented by subexponential
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claim sizes, and a light-tailed regime, represented by exponential claim sizes. Although

ruin theory has been developed in the general class of spectrally positive Lévy processes

(see Klüppelberg, Kyprianou and Maller [8] for the subexponential theory and Bertoin

and Doney [4] for the light-tailed theory), we shall restrict ourselves in this paper to

compound Poisson models. The reason for this is that the Lévy measure of a compound

Poisson process is finite, which allows for an explicit representation of the sum of

dependent processes. Moreover, the tail integral simplifies considerable. It also allows

for an immediate comparison of the dependent model with the extreme models given

by the sum of independent and complete dependent processes. We start with some

definitions.

Definition 2.10. (a) A Lebesgue-measurable function h : [0,∞)→ (0,∞) is regularly

varying with index γ ∈ R (h ∈ Rγ), if

lim
x→∞

h(tx)

h(x)
= tγ, t > 0.

If γ = 0 then h is called slowly varying.

(b) Let F be the d.f. of a positive rv whose tail F (x) = 1 − F (x) > 0 for all x > 0.

Denote by F 2∗ = F ∗ F the convolution of F and by F 2∗ = 1− F 2∗ its tail. F or Y is

called subexponential, if

F 2∗(x) ∼ 2F (x) , x→∞ ,

where ∼ means that the quotient of lhs and rhs tends to 1 as x→∞.

All d.f.s with regularly varying tail are subexponential, but the class is much richer.

The following Theorem is due to Embrechts and Veraverbeke [6]; see e.g. Embrechts,

Klüppelberg and Mikosch [5], Theorem 1.3.6.

Theorem 2.11. Let C be a compound Poisson process with rate λ > 0, i.e.

Rt = x+ ct− Ct = x+ ct−
Nt∑
i=1

Yi , t ≥ 0 ,

where the tail integral of the Lévy measure is Π(z) = λF (z) for z ≥ 0. If F is subexpo-

nential, then under the net profit condition c− λEY > 0 we obtain

Ψ(x) ∼ λ

c− λEY

∫ ∞
x

F (y)dy, x→∞.

Remark 2.12. By Karamata’s theorem (see Bingham, Goldie and Teugels [3], p. 28),

if F ∈ R−b and b > 1, then

Ψ(x) ∼ λ

c− λEY
x

b− 1
F (x), x→∞. �

7



The following classical Cramér-Lundberg theorem can be found e.g. in Embrechts

et al. [5], Theorem 1.2.2.

Theorem 2.13. Let C be a compound Poisson process with rate λ > 0, i.e.

Rt = x+ ct− Ct = x+ ct−
Nt∑
i=1

Yi, t ≥ 0.

Assume that the net profit condition λEY −c > 0 holds and that there exists a constant

κ > 0 such that

f̂I(κ) =

∫ ∞
0

eκzF (z)dz =
c

λ
. (2.3)

Then

Ψ(x) ∼ Ke−κx , x→∞ ,

for some K ∈ [0,∞) given by

K =

(
κλ

c− λEY

∫ ∞
0

zeκzF (z)dz

)−1

,

where the right hand side is taken as 0, if the integral is infinite.

2.3 The tail integral

Theorem 2.5 allows for a representation of the Lévy measure of a sum of dependent

compound Poisson processes by means of the S-copula. Our main object to study will

be the following.

Definition 2.14. Let C = (C1, C2) denote a bivariate subordinator and define C+ :=

C1 + C2. Then C+ has tail integral

Π
+

(z) = Π+([z,∞)) = Π({(x, y) ∈ [0,∞)2 : x+ y ≥ z}, z ≥ 0.

As is common in one-dimensional Lévy process theory we identify Π
+

(0) = Π
+

(0+),

though this is in contrast to Definition 2.2(1).

Before we start with Clayton dependent risk processes, we explain the situation for

two independent and completely dependent processes respectively.

Example 2.15. Let C1, C2 be compound Poisson processes and define C+ := C1 +C2.

Then the risk process is given as in (1.1) by

R+
t = x+ ct− C+

t = x+ ct− (C1
t + C2

t ), t ≥ 0.
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We shall always assume the net profit condition to hold for two independent total claim

amount processes C1, C2, i.e. c > EC+
1 = λ1EY1 +λ2EY2, where Ci is characterized by

the Poisson rate λi and the claim size Yi for i = 1, 2. As the mean of C+ is not affected

by the dependence, the net profit condition holds for any dependent model if and only

if it holds for the independent processes.

(i) Assume that C1, C2 are independent with the same claim size distribution, i.e.

Y1
d
= Y2 with d.f. F . Then C+ is compound Poisson with rate λ1 + λ2 and claim size

d.f. F . This implies that Π
+

(z) = (λ1 + λ2)F (z), z ≥ 0.

(ii) Assume that C1, C2 are completely dependent, i.e. C+ = 2C1. Then C+ is

compound Poisson with rate λ and claim size distribution 2Y . This implies that

Π
+

(z) = λF (z/2), z ≥ 0. �

We formulate our next result for the general class of subordinators.

Proposition 2.16. [Sum of two subordinators] Let C = (C1, C2) denote a bivariate

subordinator and define C+ := C1 + C2. If the tail integrals Πi for i = 1, 2 are abso-

lutely continuous on (0,∞) and the dependence between C1, C2 is given by a two times

continuously differentiable S-copula S, then the tail integral of the Lévy measure of C+

can be calculated by

Π
+

(z) =

∫
(0,∞)

∂S(u, v)

∂u
|u=Π1(x),v=Π2((z−x)∨0) Π1(dx)

+Π({0} × [z,∞)) + Π([z,∞)× {0}), z > 0. (2.4)

Proof. Let Π denote the Lévy measure of C. As indicated in the introduction C+ is

a Lévy process. The Lévy-Khintchine formula gives for any Borel set B ⊆ [0,∞]2

Π+(B) = Π({(x, y) ∈ [0,∞]2 : x+ y ∈ B}).

From Theorem 2.5 we know

Π(x, y) = S(Π1(x),Π2(y)) for (x, y) ∈ [0,∞]2.

From this follows that

Π
+

(z) = Π+([z,∞))

= Π({(x, y) ∈ (0,∞)2 : x+ y ≥ z}) + Π({0} × [z,∞)) + Π([z,∞)× {0})
=: Π+

ac(z) + Π({0} × [z,∞)) + Π([z,∞)× {0}). (2.5)

Since S is a two times continuously differentiable positive function on (0,∞)2 and the

tail integrals Π1,Π2 are absolutely continuous on (0,∞), there exists a bivariate Lévy
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density Π(dx, dy) on (0,∞)2 given by

Π(dx, dy) =
∂2S(u, v)

∂u∂v
|u=Π1(x),v=Π2(y)Π1(dx)Π2(dy), x, y ∈ (0,∞).

For the absolutely continuous part of (2.5) we calculate

Π+
ac(z) =

∫
(0,∞)

∫
(0,∞)

I{x+y≥z}Π(dx, dy)

=

∫
(0,∞)

∫
((z−x)∨0,∞)

Π(dx, dy)

=

∫
(0,∞)

∫
((z−x)∨0,∞)

∂2S(u, v)

∂u∂v
|u=Π1(x),v=Π2(y)Π2(dy)Π1(dx)

=

∫
(0,∞)

∫
(0,Π2((z−x)∨0))

∂2S(u, v)

∂u∂v
|u=Π1(x)dvΠ1(dx)

=

∫
(0,∞)

[
∂S(u, v)

∂u
|u=Π1(x)

]Π2((z−x)∨0)

0

Π1(dx)

=

∫
(0,∞)

[
∂S(u, v)

∂u
|u=Π1(x),v=Π2((z−x)∨0) −

∂S(u, v)

∂u
|u=Π1(x),v=0

]
Π1(dx).

=

∫
(0,∞)

∂S(u, v)

∂u
|u=Π1(x),v=Π2((z−x)∨0) Π1(dx),

since S(u, 0) = 0 for all u ≥ 0. �

Example 2.17. [Continuation of Example 2.15]

(i) For the independent case the integral in equation (2.4) vanishes and

Π({0} × [z,∞)) + Π([z,∞)× {0}) = Π1(z) + Π2(z), z ≥ 0,

as all mass is concentrated on the axes.

(ii) In contrast to that, for the complete dependence case the above sum vanishes and

all the mass is concentrated on the 45 degree line in (0,∞)2.

(iii) In all other cases, for a homogeneous S-copula, there is mass on the axes as well

as in (0,∞)2; see Proposition 4.4. of Barndorff-Nielsen and Lindner [1]. �

3 The Clayton risk process

Let C1, C2 denote compound Poisson processes with rates λ1, λ2 > 0 and claim size

d.f.s F1, F2. Let the dependence between C1, C2 be given by the Clayton S-copula Sθ

with parameter θ > 0 as in Example 2.9.
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Proposition 3.1. Consider the situation above.

(a) The process C+ is a compound Poisson process with tail integral given by

Π
+

(z) = I1(z) + I2(z) + I3(z), (3.1)

where for z > 0

I1(z) = λ1λ
θ+1
2

∫
(0,z)

( F
θ

2(z − x)

(λθ1F
θ

1(x) + λθ2F
θ

2(z − x))

) θ+1
θ
F1(dx),

I2(z) = λ1λ2F 1(z)
(
λθ1F

θ

1(z) + λθ2

)−1/θ

,

I3(z) = λ1F 1(z) + λ2F 2(z)− (λ−θ1 F
−θ
1 (z) + λ−θ2 )−1/θ − (λ−θ1 + λ−θ2 F

−θ
2 (z))−1/θ.

Moreover,

I2(z) ∼ λ1F 1(z), z →∞.

(b) Assume now that F = F1 = F2 and λ = λ1 = λ2. Then

Π
+

(z) = λ(I1(z) + I2(z) + 2I3(z)),

where

I1(z) =

∫
(0,z)

(
F
θ
(z − x)

F
θ
(z − x) + F

θ
(x)

) θ+1
θ

F (dx), (3.2)

I2(z) = F (z)
(
F
θ
(z) + 1

)−1/θ

∼ F (z), z →∞, (3.3)

I3(z) = F (z)(1− (1 + F
θ
(z))−1/θ) = o(F (z)), z →∞. (3.4)

Proof. (a) By (2.4) we get for the tail integral of the Lévy measure Π+ of the process

C+ = C1 + C2 for z > 0

Π
+

ac(z) =

∫
(0,z)

λ
−(θ+1)
1 F

−(θ+1)

1 (x)(λ−θ1 F
−θ
1 (x) + λ−θ2 F

−θ
2 (z − x))−

θ+1
θ λ1F1(dx)

+

∫ ∞
z

λ
−(θ+1)
1 F

−(θ+1)

1 (x)(λ−θ1 F
−θ
1 (x) + λ−θ2 )−

θ+1
θ λ1F1(dx)

= λ1λ
θ+1
2

∫
(0,z)

F
θ+1

2 (z − x)(λθ1F
θ

1(x) + λθ2F
θ

2(z − x))−
θ+1
θ F1(dx)

+λ1λ
θ+1
2

∫ ∞
z

(λθ1F
θ

1(x) + λθ2)−
θ+1
θ F1(dx)

=: I1(z) + I2(z).
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To calculate I3(z) we use Definition 2.2(3) and Theorem 2.5.

Π({0} × [z,∞)) = lim
x↓0

Π(([0,∞)× [z,∞)) \ ([x,∞)× [z,∞)))

= Π(0, z)− lim
x↓0

Π([x,∞)× [z,∞))

= Π2(z)− lim
x↓0

S(Π1(x),Π2(z)).

As a compound Poisson process has finite Lévy measure and S is for θ ∈ (0,∞)

continuous in [0,∞)2, we obtain

Π({0} × [z,∞)) = Π2(z)− S(Π1(0),Π2(z)) = λ2F 2(z)− (λ−θ1 + λ−θ2 F
−θ
2 (z))−1/θ,

and similarly for Π([z,∞)× {0}). This gives the expression for I3(·).

Setting z = 0 we obtain I1(0) = 0 and

I3(0) = λ1

(
1− (1 + ((λ1/λ2))θ)−1/θ

)
+ λ2

(
1− (1 + (λ2/λ1)θ)−1/θ

)
∈ [0, λ1 + λ2].

This implies

Π
+

(0) ≤ I3(0) + λ1λ
θ+1
2 (λθ1 + λθ2)−

θ+1
θ

= λ1 + λ2 − 2λ1λ2(λθ1 + λθ2)−1/θ + λ1λ
θ+1
2 (λθ1 + λθ2)−

θ+1
θ

= λ1 + λ2 − λ1λ2(λθ1 + λθ2)−1/θ

(
2− λθ2

λθ1 + λθ2

)
≤ λ1 + λ2 < ∞.

Finiteness of the Lévy measure of C+ implies that C+ is a compound Poisson process;

see e.g. Bertoin [2], Chapter 1, Proposition 2 and Corollary 3.

To estimate I2(z) note that λθ2(λθ1v
θ+λθ2)−

θ+1
θ has antiderivative v(λθ1v

θ+λθ2)−1/θ giving

I2(z) = λ1λ2

(
λθ1F

θ

1(z) + λθ2

)−1/θ

F 1(z);

hence

I2(z) ∼ λ1F 1(z), z →∞ .

(b) Now (3.1) reduces to

Π
+

(z) = λ

∫ z

0

(
F
θ
(z − x)

F
θ
(z − x) + F

θ
(x)

) θ+1
θ

F (dx) + λF (z)(F
θ
(z) + 1)−1/θ

+2λF (z)− 2λ(F
−θ

(z) + 1)−1/θ

=: λ(I1(z) + I2(z) + 2I3(z)).

The limit relation (3.3) follow immediately from (a) and (3.4) is obvious. �
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Remark 3.2. As shown in Proposition 3.1(a), the asymptotic behaviour of I3(z) for

z → ∞ depends on the tail behaviour of F1 and F2. As in the proof of Proposi-

tion 3.1(b), note that for z →∞

A1(z) := (λ−θ1 F
−θ
1 (z) + λ−θ2 )−1/θ ∼ λ1F 1(z),

A2(z) := (λ−θ1 + λ−θ2 F
−θ
2 (z))−1/θ ∼ λ2F 2(z).

Now assume that limz→∞ F 2(z)/F 1(z) = c ∈ [0,∞). (Obviously, the roles of F1 and F2

can be exchanged.) Then

A1(z) + A2(z) = λ1F 1(z)

(
1 +

λ2

λ1

F 2(z)

F 1(z)
+ o(1)

)
= λ1F 1(z)

(
1 +

λ2

λ1

c+ o(1)

)
.

This implies that A1(z)+A2(z) ∼ λ1F 1(z) if c = 0, and A1(z)+A2(z) ∼ (λ1+cλ2)F 1(z)

if c > 0. �

The proof of Proposition 3.1 suggests the following construction, which will be used

later.

Proposition 3.3. Consider the representation of Π
+

(·) as in Proposition 3.1(a). De-

fine

λ̃ = λ1 + λ2 − (λ−θ1 + λ−θ2 )−1/θ. (3.5)

Then C+ = C1 +C2 can be identified with a compound Poisson process with rate λ̃ and

claim size distribution with tail G(z) = (1/λ̃)(I1(z) + I2(z) + I3(z)), z ≥ 0, satisfying

G(0) = 1.

Proof. First note that I1(0) = 0. Then, by change of variables, setting v = F 1(z), we

obtain

I2(0) = λ1λ2(λθ1 + λθ2)−1/θ.

Setting λ̃ = I2(0) + I3(0) and G(z) := (1/λ̃)(I1(z) + I2(z) + I3(z)) for z ≥ 0, this model

defines a compound Poisson process with the same Lévy measure as C+. �

Corollar 3.4. If λ1 = λ2 = λ, then the expression for λ̃ in (3.5) reduces to

λ̃ = 2λ(1− 2−
θ+1
θ ).

13



3.1 Clayton-subexponential models

The next result concerns the heavy-tailed regime. We start with Pareto claim sizes.

Theorem 3.5. Let C1, C2 be compound Poisson processes, both with rate λ > 0 and

Pareto claim sizes with d.f.

F (x) =

(
a

a+ x

)b
, x > 0,

for a > 0 and b > 1. Assume that the dependence between C1, C2 is given by the Clayton

S-copula Sθ for θ ∈ (0,∞) as in Example 2.9. Then

Π
+

(x) = λ(Kx−b + F (x) + o(F (x))), x→∞, (3.6)

for some constant K = abK̃(b, θ) > 0. In particular, Π
+

(·) ∈ R−b.

Proof. From (3.2) we obtain for any θ ∈ (0,∞) and z > 0

I1(z) = bab
∫ z

0

(a+ x)bθ−1(
(a+ z − x)bθ + (a+ x)bθ

) θ+1
θ

dx

= bab
∫ z+a

a

ybθ−1

((2a+ z − y)bθ + ybθ)
θ+1
θ

dy (3.7)

= b

∫ 1+z/a

1

xbθ−1

((2 + z/a− x)bθ + xbθ)
θ+1
θ

dx. (3.8)

Define for w > 2 the function L(w) := I1((w − 2)a); i.e.

L(w) := b

∫ w−1

1

xbθ−1

((w − x)bθ + xbθ)
θ+1
θ

dx.

For any t > 0 we obtain

L(tw) = b

∫ tw−1

1

xbθ−1

((tw − x)bθ + xbθ)
θ+1
θ

dx

=
b

tb

{∫ 1

1/t

+

∫ w−1

1

+

∫ w−1/t

w−1

}
xbθ−1

((w − x)bθ + xbθ)
θ+1
θ

dx

=: L1(w) + L2(w) + L3(w).

We see immediately that

L2(tw) = t−bL2(w).

This implies that L2(w) = K̃ w−b for all w > 2 and for some constant K̃ = K̃(b, θ) > 0.
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To estimate L1 and L2 observe that by the mean value theorem we obtain for some

ξ ∈ [1/t, 1],

L1(w) =
b

tb
ξbθ−1(1− 1

t
)

((w − ξ)bθ + ξbθ)
θ+1
θ

∼
bξbθ−1(1− 1

t
)

tbwb(θ+1)
, w →∞.

Moreover, for some ξ(w) ∈ [w − 1, w − 1/t]

L3(w) =
b(1− 1

t
)ξbθ−1

tb ((w − ξ)bθ + ξbθ)
θ+1
θ

∼
b(1− 1

t
)

tbwb+1
, w →∞.

This implies that L1(w) = o(L2(w)) and L3(w) = o(L2(w)) as w →∞ hold.

Finally,

I1(z) = L(2 + z/a) = (2 + z/a)−bK̃(b, θ) ∼ K̃(b, θ)abz−b , z →∞ .

The result follows then from Proposition 3.1(b). �

Corollar 3.6. Suppose that the conditions of Theorem 3.5 hold. Assume also that the

net profit condition c− 2λEY > 0 holds. Then

Ψ(x) ∼ λ

c− 2λEY

ab

b− 1
(K̃(b, θ) + 1)x−(b−1) , x→∞ .

In particular, Ψ ∈ R−(b−1).

Proof. From (3.6) we know that

Π
+

(z) ∼ λ(K̃(b, θ) + 1)F (z) .

Then by Remark 2.12 we obtain the ruin estimate

Ψ(x) ∼ λ

c− 2λEY

x

b− 1
(K̃(b, θ) + 1)F (x) , x→∞ ,

by Karamata’s theorem. �

For some special parameters we can calculate K explicitly. We start with the inde-

pendent and complete dependent models.

Example 3.7. [Pareto model, continuation of Example 2.17]

(i) In the independent case we get

Π
+

(z) = Π1(z) + Π2(z) = 2λF (z), z ≥ 0.
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This implies for the ruin probability

Ψ⊥(x) =
2λ

c− 2λEY

∫ ∞
x

F (z)dz ∼ 2λ

c− 2λEY

x

b− 1
F (x), x→∞.

(ii) For the complete dependent model we have

Π
+

(z) = Π1(z/2) = λF (z/2), z ≥ 0.

This implies for the ruin probability as x→∞,

Ψ‖(x) =
2λ

c− 2λEY

∫ ∞
x/2

F (z)dz ∼ 2λ

c− 2λEY

x/2

b− 1
F (x/2)

∼ 2λ

c− 2λEY

x

b− 1
2b−1F (x)

∼ 2b−1Ψ⊥(x) > Ψ⊥(x).

�

Example 3.8. [Clayton-Pareto model, bθ = 1, b > 1]

Suppose that the conditions of Theorem 3.5 hold. Assume also that the net profit

condition c− 2λEY > 0 holds. Take bθ = 1. Then (θ + 1)/θ = b+ 1 and by (3.7),

I1(z) =
babz

(2a+ z)b+1
∼ bab

zb
∼ bF (z), z →∞

Proposition 3.1(b) implies

Π
+

(z) ∼ λ(b+ 1)F (z), z →∞.

Then since b > 1,

Ψ(x) ∼ λ

c− 2λEY

b+ 1

b− 1
xF (x) & Ψ⊥(x) , x→∞,

where & means that the quotient of lhs and rhs remains bounded away from 0. Since

b + 1 < 2b−1 for b > b0 and b + 1 > 2b−1 for b < b0 the ruin probability of the depen-

dent model with Clayton S-copula S1/b can be smaller or larger than the completely

dependent model. �
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Example 3.9. [Clayton-Pareto model, b = 2, θ = 1]

Consider the Pareto claim size distribution as in Theorem 3.5 and assume that b = 2

and θ = 1. Then by (3.7), setting u := a+ z/2

I1(z) = 2a2

∫ a+z

a

y

((2a+ z − y)2 + y2)2
dy

=
a2

2

∫ a+z

a

y

((y − u)2 + u2)2
dy

=
a2

2

(∫ z
2

− z
2

t

(t2 + u2)2
dt+

∫ z
2

− z
2

u

(t2 + u2)2
dt

)

=
a2

2

∫ z
2

− z
2

u

(t2 + u2)2
dt

=
a2

2

(
1

u

2z

z2 + 4u2
+

1

u2
arctan

z

2u

)
=

a2

2

(
2

2a+ z

2z

z2 + (2a+ z)2
+

4

(2a+ z)2
arctan

z

2a+ z

)
∼ a2

(
z

z3
+

2

z2

π

4

)
=

a2

z2
(1 +

π

2
).

Proposition 3.1(b) implies

Π
+

(z) ∼ λ(2 +
π

2
)
a2

z2
, z →∞.

Using again Karamata’s theorem we obtain for the ruin probability

Ψ1(x) ∼ λ(2 + π/2)

c− 2λEY

a2

x
∼
(

1 +
π

4

)
Ψ⊥(x) > Ψ⊥(x).

As Ψ‖(x) ∼ 2Ψ⊥(x) as x→∞ the ruin probability Ψ1 is asymptotically smaller than

Ψ‖. �

We conclude this section with an example to show that there exist subexponential

d.f.s such that the tail integral Π+ is heavier than the tail F itself. This means that we

can certainly not hope to extend our results to the full subexponential class.

Example 3.10. [Clayton-Weibull model]

Let F (z) = exp(−
√
z), z ≥ 0, and take the Clayton S-copula S1 as in Example 2.9.
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For the integral I1 as given in (3.2) we calculate

I1(z) =

∫ z

0

(
exp(−

√
z − x)

exp(−
√
z − x) + exp(−

√
x)

)2
exp(−

√
x)

2
√
x

dx

=

∫ z

0

exp(−
√
x)

(exp(
√
z − x−

√
x) + 1)2

1

2
√
x
dx

=

∫ √z
0

exp(−x)

(exp(
√
z − x2 − x) + 1)2

dx

=

∫ √z/2

0

exp(−x)

(exp(
√
z − x2 − x) + 1)2

dx+

∫ √z
√
z/2

exp(−x)

(exp(
√
z − x2 − x) + 1)2

dx

=: A(z) +B(z).

Next we calculate

B(z)

F (z)
≥

∫ √z
√
z/2

exp(
√
z − x)

(exp(
√
z/2− x) + 1)2

dx

= e
√
z

∫ √z
√
z/2

ex

(e
√
z/2 + ex)2

dx

= e
√
z

∫ e
√
z

e
√
z/2

dx

(e
√
z/2 + x)2

= − e
√
z

e
√
z/2 + x

∣∣∣∣∣
e
√
z

e
√
z/2

=
e
√
z

e
√
z/2

(
1

2
+ o(1)) → ∞, z →∞.

This implies that

Π
+

(z)

F (z)
≥ B(z)

F (z)
→ ∞, z →∞. �

3.2 Clayton-exponential models

Next we investigate the Cramér case. Here the role of Π
+

is not as immediate as in the

heavy-tailed case. We can, however, apply Cramér’s theorem to C+.

We concentrate on exponential claim sizes and some special cases of θ, where we

can calculate I2 and estimate I1.
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Example 3.11. [Exponential distribution, θ = 1]

Let F (x) = e−ax, x > 0, for some a > 0. Then, setting t := eaθz, we obtain

I1(z) =

∫ z

0

(
e−aθ(z−x)

e−aθ(z−x) + e−θax

) θ+1
θ

ae−axdx

=

∫ z

0

(
1 + te−2aθx

)− θ+1
θ ae−axdx

=

∫ 1

e−az

dy

(1 + ty2θ)
θ+1
θ

.

If θ = 1 we can calculate this integral with sufficient precision:

I1(z) =

∫ 1

e−az

dy

(1 + ty2)2
=

1√
t

∫ e
1
2az

e−
1
2az

dy

(1 + y2)2

=
1

2
√
t

(
e

1
2
az

eaz + 1
− e−

1
2
az

e−az + 1
+ arctan(e

1
2
az)− arctan(e−

1
2
az)

)

=
1

2

(
1

eaz + 1
− e−az

e−az + 1
+ e−

1
2
az
(

arctan e
1
2
az − arctan e−

1
2
az
))

=
1

2
e−

1
2
az
(

arctan e
1
2
az − arctan e−

1
2
az
)

≤ π

4
e−

1
2
az, z ≥ 0,

and

I1(z) ∼ π

4
e−

1
2
az, z →∞.

Moreover,

I2(0) =
1

2
and I2(z) ≤ e−az, z ≥ 0. (3.9)

Finally, I3(0) = 1/2. This implies that C+ is a compound Poisson process with λ̃ =

Π
+

(0) = λ(I1(0) + I2(0) + 2I3(0)) = (3/2)λ and claim size distribution G with tail

G(z) ≤ π

6
e−

1
2
az + 2e−az, z > 0. (3.10)

�

Theorem 3.12. Let R+ be the risk process as in (1.1) with C1, C2 compound Poisson

processes, both having rate λ > 0 and exponential claim sizes with F (x) = e−ax, x ≥ 0,

for a > 0. Assume that the dependence between C1, C2 is given by the Clayton S-

copula S1 as in Example 2.9. Assume also that the net profit condition c− 2λEY > 0

holds. Then the independent model satisfies the Cramér-Lundberg condition (2.3); i.e.

κ⊥ = a− 2λ/c > 0 satisfies

f̂I(κ⊥) =

∫ ∞
0

eκ⊥xF (x)dx =
c

2λ
.
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Then the Clayton-exponential model allows for a Cramér-Lundberg ruin estimate

Ψ(x) ∼ K1e
−κ1x, x→∞, (3.11)

for K1, κ1 > 0. Moreover, 0 < κ1 < κ⊥ < a.

Denoting by κ‖ the Lundberg coefficient of the completely dependent model, then κ‖ =

a/2− λ/c = 1
2
κ⊥ and both, κ‖ and κ1 are less than a

2
. The relation between κ‖ and κ1

depends on the choice of the parameter a.

Proof. As calculated in Example 3.11 C+ can be identified with a compound Poisson

process with rate λ̃ = (3/2)λ and claim size distribution G satisfying (3.10). Since the

tail of G is exponentially decreasing at least with exponent a/2, the function

ĝI(s) :=

∫ ∞
0

esxG(x)dx,

is finite at least for s < a/2. Recall that the net profit condition holds if and only if it

holds for the independent processes giving

c− 2λEY = c− 2λ/a > 0 ⇐⇒ a > 2λ/c. (3.12)

This allows a comparison of the two models and we obtain first

2f̂I(0) =
3

2
gI(0) ,

giving

ĝI(0) =

∫ ∞
0

G(y)dy =
4

3
EY =

4

3
f̂I(0).

Since by (3.9) we have I1(z) ∼ π
4
e−

1
2
az as z →∞, we must also have lims→a/2 ĝI(s) =∞.

Consequently, ĝI is a convex continuous function on [0, a
2
) satisfying by the net profit

condition

ĝI(0) <
2c

3λ
and lim

s→a/2
ĝI(s) =∞.

So there exists a positive solution κ1 of the equation

ĝI(s) =
2c

3λ
,

i.e. C+ satisfies the Cramér condition with Lundberg coefficient κ1. This implies (3.11).

For a comparison of the different Lundberg coefficients recall that we can calculate it

in the independent exponential model explicitly, getting κ⊥ = a− 2λ/c. As by the net

profit condition (3.12) f̂I(a/2) = 2/a < c/λ this implies that κ⊥ > a/2 and hence

κ⊥ > κ1. The remainder of the proof is obvious. �
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Example 3.13. [Exponential distribution, θ = 1/2]

We have restricted ourselves above to the Clayton-exponential model for θ = 1. There

is one further case, which we can analyse in a similar way. If θ = 1
2
, then

I1(z) =

∫ 1

e−az

dy

(1 + ty)3
= − 1

2t(1 + ty)2
|1e−az

=
1

2
e−

1
2
az((1 + e−az/2)−2 − (1 + eaz/2)−2)

=:
1

2
e−

1
2
az(h1(z)− h2(z)) ≤ 1

2
e−

1
2
az ,

since h1(0) = h2(0) = 1/4 and h1(z) ↑ 1 and h2(z) ↓ 0, hence h1(z)− h2(z) ≤ 1 for all

z ≥ 0. From this follows also that

I1(z) ∼ 1

2
e−

1
2
az, z →∞.

Since I2(z), I3(z) ≤ e−az, Π
+

is exponentially decreasing at least with exponent a/2.

Now one can proceed as in Example 3.11. �
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