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Abstract—In comparison to industrial settings with struc-
tured environments, the operation of autonomous robots in
unstructured and uncertain environments is more challenging.
This video presents a generic control and system architecture
ARCADE, applicable for real-time robot control in complex
task situations. Several methods to cope with uncertainties
are demonstrated with the example task of changing tires on
a car. Approaches of object detection (applied to car, tires,
and humans), robust real-time control of robot arms under
perception uncertainty, and human-friendly haptic interaction
are detailed. The video shows two robots jointly performing
the task of mounting a mock-up tire to a real car using
the proposed methods, realizing robust performance in an
uncertain environment.

I. INTRODUCTION

Standard industrial robots have been widely used in
automation and in particular in the automotive assembly
domain for many years. Typically, such robots are highly
specialized for a single task in a fixed position, and must
be reprogrammed when changing the assembly tasks. In our
project, we focus on a generic robot control and software
architecture ARCADE, applicable in uncertain environments,
that can autonomously assist humans to perform complex
tasks [1]. ARCADE can seamlessly merge distributed per-
ception, decision-making, and real-time control. For the
example tire mounting scenario the following modules are
included in the architecture: the approach in [2] generates
safe trajectories in uncertain and dynamic environments;
obstacle avoidance is performed using the method proposed
in [3]; human-robot interaction and cooperation is realized
using methods from [4]. ARCADE is extended for the task
of mounting tires with the following modules: 1. admittance-
based position control combined with an estimator to sup-
press vibrations in closed kinematic chains; 2. feature-based
object recognition to cope with large pose variations; 3.
a distributed ceiling camera array to perceive the whole
environment (intelligent space); 4. a module to transfer
motions from humans and thus make the robot perform more
human-like. In the presented video, a tire mounting task is
displayed to demonstrate the flexibility and ease with which
the ARCADE architecture can be adapted to different tasks.

II. CONTROL ARCHITECTURE ARCADE

ARCADE is an architecture for real-time control in multi-
robot systems. It has the following important features: hard
real-time scheduling for feedback control; asynchronous

Desired s
Position * Modified Coupling
: Desired ;

X Admittance Position manipulator

Controller P> environment
Wrench > C(O¢) X* P(©%)
w

( Wrench | w

Desired
Classifier Adaption | Classifier I;F‘tr_-basted
P rea— e = P < stimator
04 Oc=F(64,0) C) of 0%

Fig. 1: Control scheme for vibration suppression.

remote procedure call for distributed modules; hardware-
in-the-loop framework [5] for complex algorithm design.
Different backends to ROS, Simulink/RTW are natively in-
tegrated. A toolkit for logging, debugging, and monitoring is
implemented. The real-time robot arm controller is developed
using Simulink/RTW, and runs under RTAI with a frequency
of 1KHz. It is connected with other modules in ARCADE.

The hardware components of the robots are two SICK
LMS-200 laser range finders, one RGB-D camera, three
i7-920 PCs, and two 7DoF anthropomorphic arms with
two-finger grippers mounted on an omnidirectional platform
(Fig. 3 left). On the ceiling 40 high-resolution cameras are
mounted, and connected via Gigabit Ethernet to 40 comput-
ers to perceive the workshop of approximately 100m?.

III. METHODS

A. Controller Design

The arm control consists of an admittance-based position
controller in combination with an inverse arm model [6].
As each end effector is fitted with a 6DoF JR3 force/torque
sensor, the robot is able to detect the suspension based
solely on haptic feedback when mounting the tire onto the
car. To grasp and hold the tire, the admittance controller is
used instead of a pure force control scheme. This provides
greater robustness as internal/external forces do not have
to be considered in the arm control loop. Still, oscillations
do occur when holding the tire due to closed kinematic
chains in combination with a finite sampling time and low
damping/mass values of the arm admittance controller. An
adaptive admittance controller is used in combination with
an FFT-based estimator (Fig. 1), measuring oscillations of
the end effector position and force data. When oscillatory
behavior is detected the admittance damping values are
increased and therewith the resonances no longer occur.



Fig. 2: Left: feature-based detection of the tire. Right:
searching the axis of the car using admittance controller.

B. Object Detection

The main challenges in detecting the tires and the car are
their large variations in scale and real-time pose estimation.
The SURF [7] detector is employed to extract 2D multi-
scale features. To reduce the computational complexity, the
FERNS [8] classifier is used instead of the SURF descriptor
for feature matching (Fig. 2 left). After homography decom-
position, the pose information is merged with depth infor-
mation from a RGB-D sensor to improve the stability and
accuracy of the image-based visual servoing. The sampling
distribution in scale space is optimized [9] based on the
octave-pyramid structure, thus the algorithm can detect the
objects reliably in the 3rd level octave with the base octave,
corresponding to a 8 times scale variation.

C. Environment Perception

To estimate the positions of the humans cooperating with
the robots, a planar binary code marker tracking-by-detection
approach based on the OpenTL [10] framework is performed
on images from the ceiling-mounted cameras (Fig. 3 right),
which were calibrated using global optimization [11]. As
targets are observed by several cameras simultaneously, data
fusion is performed, where results obtained by cameras
closer to the target receive higher weights to increase accu-
racy. The camera system reports 6DoF poses with an average
error rate of about 1.5% (error/distance).

D. Human-Robot Motion Transfer

To make the robot movements look more human-friendly,
we taught movements by imitation learning, using the
methodology proposed in [12]. Motion data of 14 points
on the human arms were captured by the Xsens Inertial
Motion Capture suit. These motions were transferred onto
the 7DoF robot arms. The motion transfer consists of a task-
space control approach where four task descriptors, two for
the elbows and two for the hands, are tracked, and where the
hands have a higher priority than the elbows.

IV. CONCLUSION

This video shows two robots successfully mounting tires
on a real car in an uncertain workshop environment using
the generic control architecture ARCADE. Task performance
is shown to be robust, and the robots can interact and
collaborate with humans seamlessly. The admittance-based
robot arm controller reduces vibrations in closed kinematic
chains successfully. The feature-based detection can reliably

Fig. 3: Left: the robot platform. Right: the joint tiled view of
40 cameras observing the experimental area from a top-down
perspective.

detect objects in the rather large workshop. A marker-
based tracking module returns accurate human locations. The
human motion is transferred to the robots to move their
arms in a human-like way. In future work, the combination
of the learned human motion primitives and the admittance
controller will be investigated.
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