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Abstract. The most common solution to display the remote scene of a telepresence scenario is to transmit
images captured by cameras located at the remote scene and to display them to the operator. Thus only
observations from a set of concrete positions are available. In order to generate views from arbitrary view
points, a texture mapped 3D representation is used to generate photo-realistic views. Textures are extracted
directly from received camera images, while the 3D model is reconstructed by stereo vision algorithms. These
two processes introduce inevitable delays which decrease the perceived quality of the system. As an improvement
the display of (location bound, up-to-date) camera images is combined with (location unbound, delayed) texture
mapped 3D representations. Several strategies for switching between both view types are presented and are
currently evaluated for acceptability by human operators.
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I. INTRODUCTION

In most telepresence systems a visual representation of

the remote teleoperator scene is presented to the human

operator. Immersion into the teleoperator environment

increases if the operator’s head movements directly lead

to changes in the perspective of the presented view, as if

the operator performs the task himself.

Image information for this representation is usually ob-

tained by cameras located at the teleoperator side. The

easiest approach to implement a visual display is to con-

tinuously move a camera to a location related to the cur-

rent operator head position and to display the captured

video stream. The main problem of this solution is that

in most setups camera movements are restricted to less

than six degrees of freedom (DOF). Nevertheless the pre-

sented video reflects the teleoperator environment with a

minimal time lag introduced by the transmission of the

video stream to the operator.

In a former research project [3] a predictive display

was developed. A 3D polygon representation of the tele-

operator side is reconstructed by means of stereo vision.

This representation is rendered and photo-realistic dis-

play quality is achieved by texture mapping. The tex-

tures are extracted and updated directly from camera

images captured at the teleoperator side. High immer-

sion is achieved if the model reconstruction and texture

extraction process is fast enough to follow changes in the

teleoperator scene. For fast changing environments this

approach tends to display delayed model and texture in-

formation to the operator.

In this paper a system is presented which combines up-

to-date information from captured video streams with

the capability to freely move around in the teleopera-

tor workspace (IV). This is achieved by automatically

switching and combining both display variants. Further

contributions of this paper are to show how to:

• display video streams to the operator in 3D (V),

• decide when to switch (VI),

• arrange the transition between display variants

(VII), and

• how to mark which display variant is used (VIII).

The following two sections discuss related work (II) and

define some commonly used terms (III). A conclusion and

future work is presented in section IX.

II. RELATED WORK

To simulate camera panning and zooming, 360-degree

cylindrical panoramic images are well-known. These im-

ages are warped on-the-fly on the rectangular screen of

the observer. Translations are restricted to a discrete

set of camera positions [4]. In the context of telepres-

ence, this approach is used in [2]. Only the visible image

region is transmitted to provide higher refresh rates. Ya-

mazawa et al. present a networked variation of this tech-

nique where multiple users can access the captured video

streams [11].

The idea to mix up rendered geometry with captured

images is discussed by Hitchner [7]. Either a six degree of

freedom 3D environment mode or a two degree of freedom

2D panorama mode can be selected. The combined use

of both modes is considered but not further developed.

Dai combines augmented 2D images and rendered 3D

models, but on different displays [5]. While the 3D dis-

play is used for orientation in the scene, the augmented

2D image stream is the preferred display for executing

telepresence tasks.



Image based rendering methods show promising results

but are not always viable for the proposed purposes.

Rademacher and Bishop [9] use a strip camera to con-

struct a multiple-center-of-projection image that can be

used to render a scene from arbitrary view points. As

many images from registered locations are needed as in-

put data and the scene must remain static for every up-

date, this approach was not considered here. In [10] lay-

ered depth images are used to allow arbitrary view points

within a certain range. Precise and dense depth informa-

tion is elementary for layered depth images. Shade et

al. suggest computer vision techniques for the use of real

images, which lead to comparable delays as in [8].

III. TERMS AND DEFINITIONS

Two 6-DOF positions (extrinsic parameters) are re-

garded in the following: the camera pose Pc and the op-

erator pose Po. Pc describes the position of the camera

in the teleoperator scene, while Po describes the observa-

tion location requested by the operator. The generated

images for the operator can be interpreted as images cap-

tured by a virtual camera located at the operator pose.

For each camera the corresponding projection properties,

i.e. their intrinsic parameters (pinhole camera model), are

named pc and po. The physical display device in front of

the operator’s eyes is called the operator screen.

Views that are generated using video frames captured

by the cameras at the teleoperator side will be referred as

video views. Synthetic views are those that are generated

by rendering the textured 3D model of the teleoperator

scene. Hybrid views combine video and synthetic views

to display data on the operator screen.

IV. OVERALL SYSTEM DESCRIPTION

The overall system is designed for a typical telepres-

ence scenario where a human operator controls a remote

robotic manipulator (teleoperator) to execute a certain

task, like e.g. a pick-and-place manipulation. Several

cameras observe the robot’s workspace.

The scene is displayed with a fixed frame rate on the

operator screen, which in our scenario is a head-mounted

display (HMD) with known intrinsic parameters po. The

operator’s head position is tracked in 6 DOF and head

movements directly lead to movements of Po. For each

frame either a video, synthetic or hybrid view must be

generated. In the latter case a synthetic view is used to

fill those parts of the operator screen that are not covered

by the video view.

Further data needed to generate views is received over

the network: the video streams, information about cam-

era poses Pc and their intrinsic parameters pc.

Synthetic views are generated by drawing a polygonal

3D model of the remote teleoperator scene. The model

contains a-priori known geometry of the teleoperator and

is periodically completed using stereo vision algorithms.

The rendering algorithm is a standard implementation

drawing texture mapped polygons. To achieve photo-

realistic quality, the polygon textures are extracted di-

rectly from received camera images. Reconstruction and

texture extraction cannot be executed fast enough to pro-

cess every captured video frame, thus changes in the tele-

operator scene are displayed with noticeable delays. Fur-

ther details are given in [3, 8].

V. VIDEO VIEWS

A video view displays video frames that are captured

by cameras at the teleoperator side and transmitted to

the operator side. In order to consider pc, Pc and po, Po,

which are in general different, the received video frames

cannot be directly displayed on the operator screen.

The proposed rendering algorithm draws a quad with

the video frame as texture. The quad lies in a plane par-

allel to the real camera image plane at distance d (projec-

tion plane). Parameter d is discussed later. The size of

the quad is limited by the real camera viewing frustum.

In order to optimize runtime performance only the vis-

ible pixel data of the video frame is transferred from main

memory to the graphics card for display. This region is

calculated by first intersecting the four viewing frustum

edges of the virtual camera with the projection plane (re-

fer also to figure 1). The output, which is a new quad, is

clipped to the viewing frustum of the real camera. The

bounding box of the resulting polygon in real camera im-

age coordinates determines which region of the texture

has to be updated.
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Fig.1: Update region calculation, seen from Pc

A. Rotation Only Pose Difference

If there is no translation difference between virtual and

real camera pose, then a rotation of the virtual camera

can be easily simulated. This is very similar to panorama

image viewer applications, like e.g. the Apple QuickTime



VR Player [4]. The visual quality of the generated view

is reduced by aliasing effects and incomplete coverage.

Aliasing occurs if one video frame pixel is reprojected to

many operator screen pixels. This effect increases e.g. for

a small virtual camera field-of-view (FOV) in relation to

the real camera FOV. Incomplete coverage is caused by

high rotation angles that cause the rendered quad bound-

aries to become visible. As result only a part of the op-

erator screen can be filled with data from the received

video frame.

B. 6-DOF Pose Difference

If the pose difference also contains a translation, the

visible region can still be calculated, but errors are in-

troduced since depth information is not available for re-

projection. This reprojection error E(pc, po, Pc, Po, d, X)

can be calculated for every 3D point X . As can be seen

in figure 2, X is expected to be projected onto the vir-

tual camera image plane at X ′. But as the video frame

is captured with the real camera, X gets projected to X ′′

and then to X ′′′. Therefore E can be calculated as the

euclidean distance between X ′ and X ′′′ (in pixels of the

operator screen). Note that all points X that lie on the

plane at distance d are projected correctly.

X
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Fig.2: Error calculation for general pose difference.

Figure 3 shows an example error distribution for

d=0.5m over an area of 1 by 1 meter. All points vis-

ible for the real camera are indicated by white pixels.

The virtual camera is translated 0.02m and twisted 10

degrees relative to the real camera. All points visible for

the virtual camera are drawn with colors representing E.

Near the virtual camera errors raise up to 200 pixels (vi-

olet). At the projection distance d errors decrease to zero

(red) and raise again up to 20 pixels (turquoise) at a dis-

tance of 1m. The real camera was chosen to have a high

resolution of 1600 by 1200 pixels, the virtual camera has

800 by 600 pixels. This example shows that even small

translations can lead to high values of E.

Aliasing is minimized for those values of d that result
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Fig.3: Exemplary distribution of E (top view).

in larger visible regions, but when regarding the time

needed to transfer video frame data from main memory

to the graphics card, small regions should be used. Fur-

ther optimizations of d would include the dimension and

location of the actual robot work space. For the sake of

simplicity we set d to an experimentally found fixed value

for our scenario.

VI. VIDEO USABILITY

For each frame that is displayed to the operator a deci-

sion has to be taken to either generate a video, synthetic

or hybrid view. As a video view has a lower delay to dis-

play information, it is preferred. But as described in sec-

tion V, several limitations occur that degrade the quality

of a video view. Incomplete coverage can be compensated

by using a hybrid view, but the reprojection error E can

only be minimized along the projection plane at distance

d. It noticeably decreases the perceived visual quality as

the workspace is in general not a flat scenario. For usual

intrinsic parameters, aliasing turned out to have almost

no effect on the visual quality compared to E. Hence it

is not further considered here.

In order to control the transition from video views to

hybrid and then to synthetic views a measure is needed.

This video error measure m(pc, po, Pc, Po, d, W ) is calcu-

lated as the ratio:

m =
Emax

C

where C is the coverage and Emax is the maximum re-

projection error in a volume W in front of the virtual

camera. The observation space W is the virtual camera

viewing frustum clipped to the teleoperator workspace

(see figure 4). The maximum value of E within W is ap-

proximated as the maximum value Emax of all vertices

Wi of W . Coverage C is the percentage of operator screen
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Fig.4: Teleoperator workspace and observation space.

pixels that are filled with data from the video view. By

defining a threshold value mt, m can be used to control

the transition (see section VII). This threshold depends

on human perception.

VII. DESIGN OF VIEW TRANSITION

When the video error measure exceeds threshold mt,

the presented view should switch from video view to syn-

thetic view. This transition process influences the im-

mersion perceived by the operator.

Three different approaches were implemented:

• Abrupt transition.

• Blending between views with a global blending pa-

rameter for each frame depending on m.

• Blending between views depending on m and on

pixel position.

Obviously the simplest transition between the two views

is the first method. If mt is reached, the synthetic view is

shown instead of the video view and vice versa. To avoid

toggling near mt, a hysteresis is implemented (see figure

5, dashed curve). The observer immediately recognizes

the transition. As a positive effect, specific marking of

the synthetic view does not need to be as intensive as in

the following two cases (see also section VIII). On the

other hand this method leads to a lowered immersion.

In figure 6 left, discontinuities at the background objects

are clearly visible, which distract even stronger during

movements.

The second method tries to make the transition pro-

cess smoother thus increasing the immersion. First the

complete synthetic scene is drawn. Then if m is in an

interval ±ǫ around mt the video view is blended over the

synthetic view with a constant blending factor w1.

w1 =
m − mt + ǫ

2ǫ
; w1 ∈ [0.0, 1.0]

Just like mt, ǫ has to be determined considering human

perception. The blended image is calculated as

I = w1Ivideo + (1 − w1)Isynth

where Ivideo corresponds to the video frame and Isynth

to the rendered synthetic image. Figure 5 illustrates the

difference to the first method.
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Fig.5: Transition options between views

Through blending the transition becomes smoother

and the observer’s immersion is improved. The problem

is that differences between video and synthetic view re-

sult in clearly visible and possibly annoying artifacts (see

figure 6 middle) over the whole video view. These dif-

ferences result from reprojection errors E and unprecise

model information. This negative effect is especially an-

noying as the appearance of these artifacts depends on

Po.

In order to minimize them a third method was devel-

oped. The same rendering algorithm as for the second

method is used, but the blending weight w2 now depends

on the pixel position. Only pixels in a border region

of the video frame are blended. Video frame pixels that

are not in this border region completely replace synthetic

view pixels.

To describe the border κ is introduced: κ = 1 − w1.

It represents the border width in relation to the video

frame size (xmax, ymax). Then the border widths (in

pixels) are:

xb = κ
xmax

2

yb = κ
ymax

2

A preliminary blending weight w′

2
can be calculated

for each video frame pixel (x,y) as:

w′

2
=























1.0 :
κ = 0
x′ ∈ [0, 1 − κ] ∧ y′ ∈ [0, 1 − κ]

1−x′

κ
: y′ ∈ [0, 1 − κ[ ∧ x′ ∈ ]1 − κ, 1]

1−y′

κ
: x′ ∈ [0, 1 − κ[ ∧ y′ ∈ ]1 − κ, 1]

wedge : x′ ∈ ]1 − κ, 1] ∧ y′ ∈ ]1 − κ, 1]

wedge = 1 −
1

κ

√

(κ − 1 − x′)2 + (κ − 1 − y′)2

x′ = |1 −
2x

xmax

|

y′ = |1 −
2y

ymax

|



Fig.6: Hybrid View, synthetic part in grayscale. Left: Abrupt transition, Middle: Global blended images with artifacts,
Right: Pixel-based blending

To avoid a perceptional phenomena called Mach-Band

effect, w2 should not be calculated as a linear function

(w′

2
). In this case the inner border and parts of the bor-

der edges appear brighter for the human observer. The

resulting effect is illustrated in figure 7 left. Black pixels

correspond to the video view while white regions illus-

trate the synthetic view. The effect occurs when a spatial

ramp in luminance abruptly changes slope [1]. Therefore

a sinusoidal changeover is more suitable for human per-

ception. Additionally to avoid this effect at the edges of

the border region, they are rounded (wedge). Finally w2

is calculated as:

w2 =
sin((w′

2
− 0.5)π) + 1

2

Fig.7: Pixel-based blending between views, Left: linear
changeover, Right: sinusoidal changeover with rounded
edges

This can be effectively calculated in a fragment-shader

program, where alpha masks are adapted according to

w2. The blending capability of OpenGL enables this

functionality at almost no additional computational cost.

The resulting hybrid view leads to a higher immersion

as it displays fewer blending artifacts (see figure 6 right).

Figure 8 illustrates a complete transition from video over

hybrid to a synthetic view.

VIII. VIEW VARIANT MARKING

Video view and synthetic view have different time lags.

The operator should be aware which variant is currently

used to judge the reliability of the presented image data.

This situation awareness is an important factor to ensure

safe teleoperation [6]. In order to perceive this informa-

tion, each view variant has to be marked clearly.

An easy solution for this task (using the visual modal-

ity) is to fill the border pixels of the operator screen with

a colored frame. The color indicates which view type is

used thus providing a strong cue to the operator. An-

other possibility is to apply a global modification on all

pixels of one view variant, e.g. by changing color satu-

ration. Alternatively checker patterns can be superim-

posed.

It is important to evaluate which practice achieves a

clearly visible but not annoying marking. The current

implementation reduces color saturation of the synthetic

view to a grayscale display (figure 6) or applies a checker

pattern (figure 8).

IX. CONCLUSION AND FUTURE WORK

The presented solution is capable to generate location

unbound views of a remote teleoperator scene. Three

view variants were implemented: video, hybrid and syn-

thetic views. Video views present the most up-to-date

information for a set of restricted locations. Synthetic

views override this restriction with the disadvantage of

delay. Hybrid views combine both variants in one dis-

play. It is described how to decide which variant to use,

based on a video error measurement. Two blending pos-

sibilities for the transition between view variants are pre-

sented. Attention is payed to the Mach-Band effect. By

view marking the operator always knows which view vari-

ant is currently used.

No technical optimum can be found for mt and ǫ. By

now experimentally found values are used. An evaluation

to optimize them for human perception is necessary and

planned.

To enable video views the operator has to move close

to Pc. This is a problem if no visual indication is avail-

able. Augmentation can support the operator to find Pc



Fig.8: Hybrid View, synthetic part with checker pattern, pixel-based transition with increasing rotation angle

intuitively. If Pc can be controlled at least for some DOF

according to Po, video view usability can be increased.

Regarding inevitable communication delays, prediction

of Po seems to be useful. In [12] a Kalman filter was

successfully used for the prediction.

Until now the calculation of blending weights for tran-

sitions is based only on the video error measure. Ad-

ditional consideration of time could further increase im-

mersion: when detecting a tendency towards one view

variant (based on m), the blending weight could be cal-

culated as a function of time.
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