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Abstract

Magnetic drug targeting is a technique where complexes of magnetic nano-
particles and an active substance are accumulated in a certain region in the
body via an external magnetic field. The complexes are injected into the body,
transported via the blood flow and subsequently retained and accumulated in
the target region. For a successful approach, information about the local flow
conditions, the required magnetic set-up as well as the particle properties is
necessary. In this work, we investigate the characteristic attributes and behav-
ior of magnetic nanoparticles. Taking local conditions and particle properties
into account, we can estimate the accumulation of the complexes with the help
of computational methods. We present a model for vascular targeting with a
full three-dimensional analysis of the magnetic and fluidic forces and a subse-
quent evaluation of the resulting trajectories of the complexes. We examine the
influence of modeling input parameters like flow velocity or the distribution of
the size and magnetic moment of the nanoparticle complexes. Furthermore, we
provide experimental data and compare the results gained by experiment and
simulation. In summary, we are able to predict the amount of retained par-
ticles as well as their spatial distribution and find a good agreement between
experiment and simulation.

Zusammenfassung

Die magnetische Anreicherung von Wirkstoffen oder das magnetische drug
targeting ist eine Methode, bei welcher Komplexe bestehend aus magnetis-
chen Nanopartikeln und einem gebundenen Wirkstoff durch äußere magnetische
Felder gezielt in bestimmten Körperregionen angereichert werden. Die Kom-
plexe werden in den Körper injiziert, durch den Blutfluss transportiert und an-
schließend im Zielgebiet festgehalten und angereichert. Hierfür ist detailiertes
Wissen über lokale Flussbedingungen, benötigte magnetische Felder und Par-
tikeleigenschaften notwendig. In dieser Arbeit werden die wesentlichen Verhal-
tensmerkmale von Nanopartikeln untersucht. Mit Hilfe der lokalen Randbe-
dingungen und Partikeleigenschaften, sowie computergestützer Berechnungen,
kann das Verhalten und die Anreicherung von Nanopartikel Komplexen für ver-
schiedene Anwendungen vorhergesagt werden. Es wird ein Model für die Anre-
icherung in Gefäßen vorgestellt, welches magnetische und strömungsmechanische
Kräfte dreidimensional in Betracht zieht und davon ausgehend die Bewegungs-
bahnen der Partikel analysiert. Darüber hinaus wird der Einfluss der Modellpa-
rameter, wie Flussgeschwindigkeit, Größenverteilung und magnetisches Moment
der Partikel untersucht und Simulationsergebnisse werden mit experimentellen
Daten verglichen. Sowohl die simulierte Menge, als auch die Verteilung der
angereicherten Partikel können vorhergesagt werden und stimmen gut mit den
experimentellen Ergebnissen überein.
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1

Introduction

In the last decade, nanoparticles and their possible applications have attracted a

great deal of attention. Nanoparticles and nanomaterials offer various possibilities

in different scientific fields [1, 2], including environment [3–5] and agriculture [6],

semiconductor [7, 8] and materials science [9, 10] as well as pharmaceutics [11] and

biomedicine [12, 13]. The applications range from consumer products such as paints,

sunscreens and cosmetics, over industrial usage as monitors, sensors, catalysts, seals,

lubricants and conducting thin films to research applications as solar cells and drug

carriers. In the field of biomedicine, nanoparticles are most often applied for thera-

peutic and diagnostic applications. Among the most promising applications in this

field are magnetic separation, drug targeting and delivery, hyperthermia as well as

the use as contrast agents.

Figure 1.1 shows an electron microscopy image of several nanoparticles. In general,

nanoparticles have a size ranging from a few nanometers to approximately a tenth

of a micrometer. Nanoparticles are smaller than cells and comparable in size to

viruses, proteins, genes and DNA [13, 14]. An important property of nanoparticles

is the ability of being coated with biological molecules. Thereby, they are able to

interact with or bind to biological substances and effectively label the substance.

Nanoparticles come in several different variations. On the one hand, they can be

distinguished due to their material as magnetic or non-magnetic. On the other

hand, they can exist as individual nanoparticles separated from each other or as

nanoparticle complexes where they aggregate with each other or with other materi-

als. Additionally, they can be integrated in different sorts of carriers, like magnetic

microbubbles (MMBs) [15] or cells [16–18]. Nanoparticles in a liquid can either exist

as a ferrofluid, which is a stable, colloidal suspension of nanoparticles with a high

particle density, or as a diluted suspension with a low particle density. A ferrofluid

typically contains 1017 particles per milliliter and is opaque to visible light [19], while

typical particle suspensions contain approximately 1011 particles per milliliter and

are translucent. Due to the varying particle density, ferrofluids and suspensions with

individual nanoparticles are often mathematically described and treated differently.

While ferrofluids can be treated as fluid, particle suspensions are treated as colloidal

suspensions or solids in a fluid.

1



2 CHAPTER 1. INTRODUCTION

Figure 1.1: Electron microscopy image of magnetic nanoparticles∗

Magnetic nanoparticles (MNPs) experience a force in an inhomogeneous mag-

netic field and are drawn towards the magnetic field source. Thereby, they can be

diverted by an external magnetic field gradient. This behavior offers various ap-

plications including the immobilization and transport of magnetic nanoparticles or

magnetically labeled substances, as used for e.g. magnetic targeting or separation

[16, 20, 21]. The general idea of both applications is to magnetically label substances

with nanoparticles and thereby immobilize them against a flow or to draw the mag-

netic objects out of the surrounding fluid with the help of an appropriate magnetic

field.

For in vitro experiments, this approach is often advantageous to separate specific

biological contents from their environment in order to use them for subsequent ap-

plications. To this purpose, magnetic separation employs the labeling of the desired

biological substance with magnetic nanoparticles via adhesive surface coatings, e.g.

dextran or phospholipids, or specific binding agents like antibodies [22]. Subse-

quently, the labeled substance is separated from the non-labeled surroundings by

passing through a magnetic gradient field.

A more advanced application of this principle is the magnetic targeting in or ex vivo.

This technique suggests the binding of magnetic nanoparticles to certain biological

contents, e.g. migrating cancer cells, and the subsequent guidance out of the body

via an external separation mechanism [23]. Vice versa, drugs and genetic material

can be bound beforehand to nanoparticles and subsequently administered locally.

This in vivo application is known as magnetic drug targeting (MDT). Most thera-

peutic drugs are applied intravenously and have often severe systemic side effects. A

localized treatment by magnetic drug targeting can facilitate a high accumulation of

the drug or the genetic material at the targeted area. Thereby, high concentrations

∗Electron microscopy image was provided by M. Hanzlik, Electron Microscopy, Department of
Chemistry, Technische Universität München
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of the respective substance can be established. Consequential, undesirable systemic

side effects can be decreased or even prevented while simultaneously enhancing the

efficacy [24, 25]. The targeting is accomplished by binding the magnetic nanopar-

ticles to drugs, genetic material or cells and retaining them at a specific area via

an external magnetic field. The particles themselves can be applied using several

procedures, e.g. intravascular injection, near the target region and are subsequently

transported by the blood flow. At the target region, they are retained and held in

place by an external magnetic field [25–28].

Another property of magnetic nanoparticles is the possibility to respond resonantly

to time-varying magnetic fields. Thereby, nanoparticles can be heated and utilized

for hyperthermia. This approach is mostly used on cancer cells and there are pro-

ducts already approved for clinical usage, e.g. NanoTherm [mag]. The particles are

injected near the target tissue, transported via blood flow and bound to the target

cells. An external alternating magnetic field of sufficient strength and frequency is

applied and causes the particles to heat up. This heat conducts into the surround-

ing tissue, achieving a temperature of approximately 44 ◦C inside the tissue and

destroying the cells over time. Whereas general hyperthermia devices can also dam-

age healthy tissue, the use of magnetic nanoparticles and a specific binding increases

efficacy by heating primarily the targeted tissue [29, 30].

Apart from spacial manipulations of the nanoparticles, the relatively large magnetic

moments of magnetic nanoparticles can be utilized as contrast agents. Magnetic

resonance imaging (MRI) uses a large, homogeneous magnetic field to align the

magnetization of specific nuclei (e.g. 1H) in an object. Another electromagnetic

field, which is perpendicular to the main magnetic field and has the resonance fre-

quency of the nucleus, is applied. This second field causes the magnetization vectors

of the nuclei to flip and subsequently a fast decaying signal can be measured. This

signal decay is associated with two different relaxation times T1 and T2. In the

presence of such large homogeneous magnetic fields, magnetic nanoparticles affect

the local field noticeably. Thereby, the use of magnetic nanoparticles changes the

T2 relaxation values, and, to that effect, changes the contrast in the resulting image

[31, 32]. There are several different brands approved as contrast agents, e.g. Reso-

vist [bay] and Feridex / Endorem [gue].

In summary, magnetic nanoparticles can have useful applications for therapy,

imaging and diagnostics of different diseases by transporting bound therapeutics

or diagnostic materials to the area of interest. The destination may be targeted

by magnetic forces or specific surface coatings. Though often intended for cancer

therapy and diagnosis, magnetic nanoparticles can be utilized for many different

diseases like endothelial, ocular or respiratory diseases [33]. The application in the

cardiovascular system is of special interest from the scientific point of view. Due to

the high flow rates, it is increasingly difficult to achieve high retention rates. Espe-

cially interesting in this context is the targeting of specific regions of vessels and the

heart as well as the delivery of genetic material (nucleic acids, cells and viral vectors

[16–18, 34]) under flow conditions and in vivo.
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For a successful application of magnetic drug targeting in vivo, an accurate un-

derstanding of the underlying processes is necessary. To gain this knowledge, we

study the magnetic targeting of nanoparticles and their complexes and investigate

the behavior of those nanoparticles under experimental conditions. The main con-

tribution to success or failure of the application is the effective magnetic force on

the nanoparticles. This force depends on the one hand, on the magnetic field source,

and on the other hand, on the used magnetic nanoparticles. Due to the physical

restrictions on the range of the magnetic field, a successful in vivo application is

limited to applications close to the surface. Alternatively, the utilization of mag-

netizable implants, like needles, wires or stents, could help in generating high and

localized magnetic field gradients and thereby enhance the magnetic force in deeper

tissues [35–38]. Furthermore, the use of larger particles or aggregated particle com-

plexes can also enhance the magnetic force by increasing the magnetic moment of

the attractable objects [39, 40]. However, aggregated nanoparticles can cause vascu-

lar blockages if the aggregate size becomes too large [41, 42] or even cause platelet

aggregation [43]. Both effects lead to thrombosis and are not desired for in vivo

applications.

After a successful application, the magnetic nanoparticles remain in the body for

a certain time. While in vitro studies on cells show varying grades of toxicity de-

pendent on the particle type [44–46], in vivo studies [44, 47, 48] indicate that the

iron oxide inherent in magnetic nanoparticles is accumulated mostly in the liver and

spleen and slowly clears over the course of several days or a few weeks without ill

effects.

There are many groups focusing on magnetic drug targeting, but few can ex-

plain or support their experimental findings by theoretical models, or even further

knowledge about the used or necessary magnetic fields or information about the

magnetic properties of the nanoparticles. While it is possible to conduct successful

experiments with, e.g., a randomly chosen magnet, the results may differ consider-

ably for slight changes in the experimental conditions. This can entail everything

between no accumulation of nanoparticles for too weak field sources and a clogging

of vessels if the utilized magnetic field sources are too strong. Only through detailed

knowledge, a reproducibility and predictability of the results of the approach can

be ensured. Without this information, an accurate description and understanding

of the processes is not possible and thereby, deductions about success or failure of

an experiment are not conclusive.

Theoretical models describing the magnetic drug targeting approach can include hy-

drodynamic, magnetic and physical boundary conditions, three- or two-dimensional

analysis and additional contributions of minor forces. While Nacev et al base their

models on diffusion [49, 50], Gitter et al and Alexiou et al mainly focus on ferrofluids

[51, 52]. Both approaches are only of limited use for low particle densities. Other

groups, working with particle-based simulations, often use mean particle properties

[53] or disregard acceleration in their models [54]. However, most groups simplify

their geometry to two dimensions [55] and do not investigate the influence of particle
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properties like the distribution of hydrodynamic diameter or magnetic moment and

therefore the results lack statistical validity.

In this work, we specifically concentrate on the targeting of magnetic nanopar-

ticles and bound material to vessels. To gain an understanding of the behavior of

magnetic nanoparticles, we investigate characteristic particle properties in different

environments. Furthermore, we simulate the trajectories of particles under static

and flow conditions and verify our models by comparing simulations with the re-

spective experiments.

In the first part, we expand on the different properties of magnetic nanoparticles and

introduce the basic theory for the transport of those nanoparticles and their com-

plexes in fluids. With the help of computational methods, the accumulation and

behavior of the nanoparticles can be predicted in dependence on the field source,

the particle type and properties as well as the local flow conditions.

Subsequently, we describe the magnetic field sources designed for our experiments

as well as the used numerical and experimental methods.

Additionally, we study the intrinsic behavior of magnetic nanoparticles; we investi-

gate the physical properties of the magnetic nanoparticles as well as changes in their

behavior in different environments. As a result, we present a method to determine

the magnetic moment of nanoparticles via light transmission in a well-defined mag-

netic field. To implement this method, we introduce a custom measurement device.

Additionally, we present a similar method for the measurement of the magnetic mo-

ment of larger magnetically labeled objects.

Finally, we take those informations into account and analyze the movement of the

nanoparticles. Thereby, we are able to estimate the amount and position of nanopar-

ticles which can be retained by an external magnetic field under specified conditions.

The trajectories of individual particles are calculated with respect to the physical

boundary conditions, the magnetic properties of both, the external field and of the

particles as well as the hydrodynamics of the fluid. To achieve this, we combine

finite element calculations with Monte-Carlo techniques. We present a model for

vascular targeting with a full three-dimensional analysis of the magnetic and fluidic

forces and a subsequent evaluation of the trajectories and the resulting accumulation

of the nanoparticles. We implement this model in a static and local gene targeting

application as well as in a dynamic arterial model.
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Theory

2.1 Magnetic Nanoparticles

Nanoparticles are small objects with different shapes and a size between a few

nanometers and approximately a tenth of a micrometer [13, 14]. Magnetic nanopar-

ticles additionally demonstrate a magnetic dipole moment ~µ in an external magnetic

field. The magnetic and physical properties of the nanoparticles are strongly depen-

dent on material and size [13]. Most interesting are particles with sizes comparable

to magnetic domains in the corresponding bulk material. Figure 2.1 shows the de-

pendency of the inherent magnetism on the core size of the nanoparticle for typical

materials. Additionally, most nanoparticles have a surface coating which increases

their overall size but in general does not change the magnetic behavior. Magnetic

nanoparticles can usually be classified as paramagnetic, ferromagnetic and super-

paramagnetic corresponding to their size and bulk material [13, 24, 32]. In the

following, we describe the most common types of magnetism for nanoparticles.

Paramagnetism In the absence of a magnetic field, the dipole moments of a

paramagnetic material are randomly oriented. In the presence of a magnetic field,

the dipole moments align with the external magnetic field. With increasing field

strength, more dipole moments align with the external field until all moments are

aligned. The complete magnetization of a particle is defined as magnetic saturation.

Paramagnetic materials usually saturate at very high magnetic field strengths, e.g.

gadolinium chloride start to saturate at 50 T [56]. Once the external magnetic

field is removed, all magnetic moments are again randomly oriented due to thermal

influences. Hence, no remanence occurs in paramagnetic materials.

Ferromagnetism Ferromagnetic particles are characterized by a remanent mag-

netization behavior. Ferromagnetic materials are structured by Weiss domains where

the magnetic dipole moments of each domain are aligned due to exchange interaction.

Without an external magnetic field, the resulting magnetizations of the individual

domains are randomly oriented. When applying an external magnetic field, the do-

main walls reorganize and the total magnetic moment is oriented in the direction of

the external field. In contrast to paramagnetic materials, ferromagnetic materials

usually saturate at mediate field strength, e.g. most ferrites saturate at 0.2-0.5 T.

7
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Figure 2.1: Magnetic behavior of different materials as a function of size; superpara-
magnetism occurs for diameters in the range of dsp, single domain ferromagnetism
occurs for diameters in the range of dsd and multiple domain structures occur at
larger diameters (following Krishnan [31])

After removing the external field, the magnetization of the material can partially

or even fully remain. This behavior is called remanence. Thereby, ferromagnetic

material can act as a permanent magnet.

Superparamagnetism If a ferromagnetic particle consists of only one domain

and the core size is below a critical value, superparamagnetism occurs, compare also

figure 2.1. Without an external magnetic field, the direction of the magnetization

can randomly flip due to thermal influences, causing an apparent magnetization of

zero. When applying an external magnetic field, the magnetic moment begins to

align with the external field. The field strength needed to saturate superparamag-

netic materials is of the same order of magnitude as the field strength necessary for

ferromagnetic materials. At the same time, superparamagnetic particles show no

remanence in the absence of an external field.

Usually, superparamagnetic and ferromagnetic particles consist of a magnetic

core and a surface coating as shown in figure 2.2a. The core material, size and

shape mainly define the magnetic properties of a superparamagnetic or ferromag-

netic particle. The core material is responsible whether the particle is paramagnetic

or ferromagnetic at a certain temperature. Dependent on the application, the core

material differs, but often metal oxides, especially iron oxides like magnetite (Fe3O4)

or maghemite (Fe2O3) are used for magnetic nanoparticles. For temperatures higher

than the material specific Curie temperature, ferromagnetism and superparamag-

netism disappear and the material exhibits paramagnetic behavior. Furthermore,

there are so called multi-core nanoparticles, consisting of several individual core par-

ticles surrounded by a collective coating.

In this work, we confine ourselves to superparamagnetic iron-oxide particles. In

the following, we consider magnetic nanoparticles as well as three types of carriers
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Iron Oxide Core

Surface Coating

(a)

Virus

Nanoparticles

(b)

Gas

Nanoparticles

Lipid Shell

(c)

Nanoparticles
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(d)

Figure 2.2: Schematic drawings of a nanoparticle (a), a nanoparticle / virus complex
(b), a microbubble (c) and a cell (d) loaded with nanoparticles; sizes are not to scale;
typical diameters for complexes are in the range of a few hundred nanometers, while
microbubbles and cells typical have diameters of several micrometers.

as shown in figure 2.2. While figure 2.2a displays an individual nanoparticle with

its core and coating, panel b shows a complex consisting of magnetic nanoparticles

and a virus particle, e.g. lentivirus or adenovirus. Those complexes are formed

via electrokinetic interactions by incubating viral particles and magnetic nanopar-

ticles in buffer solutions [57]. The virus particles can contain fluorescent proteins

like eGFP (enhanced green fluorescence protein) which allows us to observe their

behavior microscopically. Furthermore, nanoparticle complexes can consist solely

of magnetic nanoparticles. Those aggregates form via different surface interaction

forces and depend on the surrounding fluid.

Another type of carriers are magnetic microbubbles which are shown in figure 2.2c.

Those contain a high molecular weight hydrophobic gas, such as perfluorocarbons,

and can circulate within blood. They incorporate a large number of magnetic

nanoparticles which leads to a high magnetic moment compared to a single nanopar-

ticle. By choosing an appropriate membrane, microbubbles can be made flexible
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Property Symbol Order of magnitude

Core diameterI dcore 10−9 m

Hydrodynamic diameterI dh 10−8 . . . 10−7 m

Hydrodynamic diameterC dh 10−7 . . . 10−6 m

Core volumeI Vcore 10−28 . . . 10−25 m3

Hydrodynamic volumeI Vh 10−25 . . . 10−22 m3

Hydrodynamic volumeC Vh 10−22 . . . 10−19 m3

Density % 103 kg/m3

Mass m 10−21 . . . 10−15 kg

Magnetic momentI µ 10−22 . . . 10−19 Am2

Magnetic momentC µ 10−22 . . . 10−13 Am2

Magnetization correlated to Vh MV 102 . . . 105 A/m

Magnetization correlated to Ah MA 10−5 . . . 10−3 A

Zeta potential |ζ| 101 . . . 102 mV

Table 2.1: Typical orders of magnitude for particle properties where the index I
or C refers to properties specific to individual nanoparticles or particle complexes,
respectively; magnetic moment and magnetization are given at saturation

and behave much like red blood cells squeezing even through capillaries. Thereby a

higher magnetic moment can be achieved while at the same time the risk, e.g. for

thrombosis, is minimized [15].

Finally, cells can also be loaded with magnetic nanoparticles as shown in figure 2.2d.

Here, magnetic nanoparticles - often bound to viral vectors or the like - are added to

a cell culture. The particles sediment onto the cells within a few minutes, followed

by the uptake of the particles into the cells [16–18]. The process can be enhanced

by centrifugation or the application of a magnetic gradient field.

Depending on the application, different properties of the magnetic nanoparticles

are of interest. For the magnetic targeting of the particles, the most interesting

properties are hydrodynamic size and magnetic moment, whereas coating and zeta

potential are interesting for binding particles to nucleic acids or DNA. Table 2.1

shows a list of the most common properties and their order of magnitude for single

particles and complexes consisting of particle aggregations.
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2.1.1 Non-Magnetic Properties

Size Distribution

The most apparent properties of nanoparticles are size and shape, e.g. spherical, el-

lipsoidal, cylindrical or cuboidal [58, 59]. In the following, we deal only with spherical

or nearly spherical nanoparticles. Additionally, we have to distinguish between core

size and hydrodynamic size of individual nanoparticles and complexes of nanoparti-

cles. The core diameter describes the size of the iron oxide core of the nanoparticle,

whereas the hydrodynamic diameter includes the coating and describes the whole

nanoparticle.

Depending on the fluid, the nanoparticle type and / or the addition of viral com-

plexes, the particles may start forming complexes which contain a large number of

nanoparticles. Their hydrodynamic size is about an order of magnitude larger than

of individual particles and can gain diameters up to a few micrometers. Figure 2.3a

shows an electron microscopy image∗ of SO-Mag5 nanoparticles in HBSS where the

aggregation to larger complexes has taken place.

In the following, the term “nanoparticle” describes individual particles as well as any

aggregation of particles with themselves or in combination with other substances, if

not mentioned differently. The term “diameter” always corresponds to the hydro-

dynamic diameter of whatever form the nanoparticles have in the given fluid.

Particle size distributions are usually measured by dynamic light scattering (DLS).

Here, the particles are observed via the intensity of their scattered light. The size

of the particles is subsequently calculated from their movement via the diffusion

coefficient (see also chapter 2.2.3). The diameters of the nanoparticles are supposed

to follow a lognormal size distribution [13, 60, 61] and often, the result of a dynamic

light scattering measurement is given as an intensity-weighted distribution which

can be described sufficiently by a lognormal distribution. As a consequence of this

representation, larger particles are more heavily weighted than smaller particles.

It is possible to convert the intensity distribution to a number-weighted distribu-

tion. This corresponds better to the physical, hydrodynamic size, but changes the

general shape of the distribution. Due to the size dependent difference in weight-

ing between both representations, peaks can appear or disappear depending on the

weighting of the distribution. Figure 2.3 comparably shows different size distribu-

tions as intensity-weighted (panel b) and number-weighted (panel c) distributions.

The difference between both distributions can be recognized very well, especially in

the difference of the relative peak heights and the near disappearance of the large

peaks of the intensity-weighted distributions in the number-weighted distributions.

Additionally, if nanoparticle sizes are measured in an ionic medium, the ions affect

the electric double layer around the particle (see below, chapter 2.1.1). As a result,

the extended double layer can reduce the diffusion speed and thereby enlarge the

apparent diameter measured by dynamic light scattering [62, 63].

∗Electron microscopy image was provided by M. Hanzlik, Electron Microscopy, Department of
Chemistry, Technische Universität München
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Figure 2.3: Electron microscopy image∗ of SO-Mag5 nanoparticles in buffered solu-
tion (HBSS) and size distributions as intensity-weighted (b) and number-weighted
(c) distribution in water and buffered solutions (DPBS, HBSS)

Mass

The mass of individual magnetic nanoparticles or complexes is difficult to determine.

The most feasible way to approximate the mass is by using the mass density of the

components, like core and coating material, and their appropriate ratios or, if avail-

able, use information provided by the manufacturer. The specifications concerning

the density vary between approximately 1.3 g/cm3 and 5.2 g/cm3 which corresponds

to pure magnetite [64][che] and depend on the particle type. As shown later, this

parameter is comparably unimportant. In this work, we assume a mass density

of 2.5 g/cm3 for all nanoparticles and of 1.1 g/cm3 for cells loaded with nanoparticles

[65–68].

Zeta Potential

Nanoparticles in suspension are generally charged. Figure 2.4 shows a schematic of

the surface potential of a nanoparticle resulting from the surrounding ions in the
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Figure 2.4: Schematic drawing of the surface potential and the ions around a particle
in solution; green and red dots indicate opposingly charged ions

suspension. Counter ions are electrostatically attracted toward the particle surface.

The resulting surface potential of a particle is partly shielded due to the adsorbed

ions (Stern layer). Additionally, a diffuse layer of mixed ions associates themselves

with the particle (electrostatic double layer). If the particle is in motion, part of

the diffuse layer is sheared off and the remaining charge defines the zeta potential

ξ [69]. Thereby, ξ can be determined by measuring the velocity of the particle

while moving through an electric field. The zeta potential is dependent on the

surrounding fluid and prevents the aggregation of the nanoparticles. It can also be

used to electrostatically bind DNA (negative charge) or viruses (positive charge) to

nanoparticles with the respective contrary surface charge.

2.1.2 Magnetic Properties

An important non-biological property of a magnetic nanoparticle and a crucial input

parameter for our simulations is the magnetic moment or the magnetization of the

nanoparticle. The magnetization M describes the strength of the magnetic dipole

moment of the nanoparticle at a defined magnetic field strength and is defined as

magnetic moment µ per volume of the core material. Thereby, magnetic moment

and magnetization are dependent on one another.

Furthermore, the magnetization as well as the magnetic moment depends on the

strength of the external magnetic flux density field. Figure 2.5 shows the magne-

tization curves for the different particle types as measurements and fitted curves.

The fit is a Langevin function (see chapter 2.2.1) with an additional linear term,

normalized to the fitted saturation magnetization. For a better depiction of the

magnetization for small field strengths, figure 2.5b shows those curves in logarith-

mic scaling.

While the magnetization is usually constant for the same particle type at a certain

∗Measurements were kindly performed by A. Bauer, Chair for Experimental Physics II (E21),
Department für Physik, Technische Universität München; glass tubes for measurement were manu-
factured by M. Stanger, Crystal and Material Laboratory, Department für Physik, Technische
Universität München
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Figure 2.5: Magnetization of different nanoparticles in linear and logarithmic scaling
in dependence on the magnetic flux density; values are normalized to their saturation
magnetization∗

flux density, the magnetic moment varies with the particle size. As a simplification,

we assume that the magnetic moment is proportional to the hydrodynamic volume

of the nanoparticle instead of the core volume. This is reasonable as long as the

coating is homogeneous throughout the particle batch. In case of microbubbles, we

assume a proportionality to the surface of the bubble, since the nanoparticles are

adsorbed into the lipid shell. Those proportionalities are in the following referred

to as volume magnetization MV and surface magnetization MA

MV =
µ

V
=

6µ

πd3
h

, (2.1a)

MA =
µ

A
=

µ

πd2
h

, (2.1b)

where the term “magnetization” always refers to the hydrodynamic size properties.

Due to this proportionality, the distribution we gain for the magnetic moment is of

the same form as the distribution for the hydrodynamic diameter. The dependence

of the magnetic moment and the magnetization on the strength of magnetic flux

density field is in the following referred to as “Langevin behavior”.

Measurement

The magnetic moment of a nanoparticle complex, microbubble or cell can only be

measured indirectly by observing the objects in a well-defined and known magnetic

field. Most of the known methods to measure the magnetic moment of nanoparticles

focus on the magnetization of the particles or the magnetic moment of a bulk of

particles. In the following, we briefly describe the most commonly used methods.
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Magnetization Measurement The magnetization behavior of nanoparticles can

be measured with several similar instruments, e.g. a SQUID (superconducting quan-

tum interference device). The principle of the measurement is common for most

methods. The sample is positioned inside of a system of superconducting coils,

resulting in an induced current which is proportional to the magnetization [70].

Thereby, not only the magnetization of the sample can be obtained, but also the

dependency of the magnetization on the magnetic flux density. The obtained value

of the magnetization is usually given in magnetic moment per weight or per volume.

Thereby, it is obvious that the measured value is the magnetization for the whole

bulk of particles and detailed knowledge of the amount or number of particles is

necessary to determine the moment for individual particles.

Force Measurement There are several approaches to determine the magnetic

moment of nanoparticles by measuring the force acting on the nanoparticles in a

magnetic field. The magnetic moment of individual nanoparticles can be measured

by the force necessary to move the particles towards or away from a magnetic field

source with Atomic Force Microscopy [71]. Thereby, it is also possible to determine

the magnetization curve of the particles. Another possible approach is to measure

the change of the weight force under the influence of a magnetic field with a Gouy,

Faraday or other precision balances [72–74]. However, both methods are highly

susceptible to disturbances and require high precision equipment.

Optical Velocity Measurement Complexes of nanoparticles, microbubbles or

cells which are large enough to be seen under a microscope, can be tracked optically

in a magnetic field. Häfeli et al [64] as well as Zborowski and Chalmers et al [56, 65]

used this method to track magnetic microspheres and magnetically labeled cells in a

magnetic force field. This is also known as “Cell Tracking Velocimetry” or “Particle

Tracking Velocimetry”. The measured quantity is often called “magnetophoretic

mobilty” and refers to the velocity of the objects induced by a magnetic field. The

magnetic set-ups vary from complex electromagnets to single large permanent mag-

nets. Often the cells are carried along by a laminar flow and diverted by a magnetic

force perpendicular to their streamline. Based on the deviation from their original

path, the magnetophoretic mobility and thereby the magnetic moment of the parti-

cles can be determined.

Additionally, there are approaches to determine the magnetic moment via the ec-

centricity of the trajectory in oscillating magnetic fields [75].

Depending on their size, individual nanoparticles and smaller complexes may be

visible under a microscope, but their visibility may not produce high enough optical

contrast to allow for an automatic evaluation. Thereby, those methods are mostly

suitable for larger complexes or cells.

Indirect Optical Velocity Measurement Another approach is to observe the

nanoparticles indirectly via the optical density of the suspension [76, 77]. Similar

to the direct observation, the nanoparticles move in the presence of an external
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inhomogeneous magnetic field which results in a decrease of the optical density over

time. Mykhaylyk et al estimate the magnetic moment from the elapsed time and

the mean distance covered by the particles.
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2.2 Targeting Model

In the following, we describe the fundamentals of the magnetic targeting approach.

We introduce the forces acting on a magnetic nanoparticle and the physical princi-

ples behind them.

The main principle of magnetic targeting is based on the fact that magnetic nanopar-

ticles are pulled towards a magnetic field source. This attracting force can drag the

nanoparticles through a fluid or hold the particles against an external flow.

There are several forces acting on a magnetic nanoparticle or nanoparticle complex

in a targeting scenario; the main contributions are illustrated in figure 2.6 and de-

scribed by the following two forces: first, the magnetic force ~Fmag, due to an external

magnetic gradient field, accelerates the complexes towards the magnetic field source.

As a consequence, the complex is diverted from its original trajectory into the direc-

tion of rising magnetic flux density. Second, the hydrodynamic force ~Fhydro is caused

by the friction of the particle against the fluid. In the case of a dynamic flow, the

hydrodynamic force adds an additional contribution via the flow of the fluid. Com-

bining both forces, we can calculate the trajectories of the magnetic nanoparticles.

There are several minor forces acting on the nanoparticles which are described in

more detail later in this chapter. The resulting movement of the particles stops once

they reach a physical boundary where we assume they adhere [27, 78].

Generally, we divide our modeling approaches into static and dynamic models.

The static model involves no flow of the fluid, whereas the dynamic case includes a

fluid with a nonzero flow velocity. Furthermore, to model arteries and other vessels,

we approximate the vessels by simple cylindrical shapes. Realistic artery geometries

include an uneven surface with some irregularities. Those have little influence on

our result, but would complicate our calculations unnecessarily due to the more

complex geometry. In the following we discuss the influencing forces individually.

Fmag

Fhydro

Figure 2.6: Basic principle of magnetic targeting: magnetic (green) and hydro-
dynamic force (blue) acting on a nanoparticle (orange) and the resulting particle
trajectory (dashed)
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2.2.1 Magnetostatics

Magnetic and electric fields are described by the Maxwell equations [79],

∇ · ~D = ρ , ∇× ~E = −∂
~B

∂t
, (2.2a)

∇ · ~B = 0 , ∇× ~H = ~j +
∂ ~D

∂t
, (2.2b)

where ~E and ~D describe the electric field and the electric displacement field, while ~B

and ~H describe the magnetic flux density field and the magnetic field, respectively.

ρ and ~j denote the charge and current density. In this work, we restrict ourselves to

magnetic fields generated by permanent magnets, thereby limiting the problem to

static magnetic fields without external current densities. This simplifies equations

2.2b to

∇ · ~B = 0 , ∇× ~H = 0 . (2.3)

Combining those relations with

~B = µ0

(
~H + ~M

)
, (2.4a)

~B = ∇× ~A , (2.4b)

where µ0 is the permeability of the vacuum, ~M is the magnetization and ~A is the

magnetic vector potential, we can in principle derive the magnetic flux density for

every combination of permanent magnets. Since most geometries are too complex

to calculate the fields analytically, we solve those problems with the finite element

software package Comsol Multiphysics [com] (see chapter 3.2.1).

Based on the computed magnetic flux density, we are able calculate the magnetic

force ~Fmag. The force acting on a nanoparticle with the magnetic dipole moment ~µ

within an external static magnetic flux density field ~B is described by

~Fmag = (~µ · ~∇) ~B . (2.5)

Due to the characteristic superparamagnetic behavior, all magnetic moments of the

nanoparticles are aligned in the direction of the external magnetic field and the

magnetic moment is therefore defined by

~µ = µB̂ , (2.6)

where B̂ denotes the unit vector in the direction of the magnetic flux density field
~B and µ = |~µ| is the absolute value of the magnetic dipole ~µ. The magnetic force

of a static magnetic flux density field can thereby be simplified to

~Fmag = µ · ~∇| ~B| , (2.7)
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Thus, the magnetic force is proportional to the gradient of the magnetic flux density

as a first approximation. However, the value of the magnetic dipole moment µ of a

superparamagnetic nanoparticle depends on the absolute value of the local magnetic

flux density B = | ~B|. Similar to ferromagnetic materials, the moment increases with

the magnetic flux density until a saturation value µsat is reached. This behavior can

be described by

µ = µsatL(B) , (2.8)

where L is the Langevin function [40]

L(B) = coth
(
EB
)
− 1

EB , with (2.9a)

E =
µsat

kBT
. (2.9b)

Here, kB is the Boltzmann constant and T denotes the temperature. This especially

means that the force is not only dependent on the strength of the magnetic field,

but the shape and position of the magnetic field source relative to the target are

as important as the magnetic flux density itself, since those are crucial for the

distribution of the magnetic flux density gradient. For sufficiently small magnetic

flux densities, the Langevin function can be approximated by [19]

L(B � Bsat) ≈
E
3
B . (2.10)

thereby leading to the force

~Fmag =
µ2

sat

3 kBT
B · ~∇B . (2.11)

However, measurements often show an additional paramagnetic contribution to the

magnetic moment. This contribution might originate from a magnetic “dead layer”

at the surface of the magnetic core. Due to a break in the crystal system of the

structure at the surface and / or the binding of the coating molecules, a slight

difference in the magnetic structure of the core can occur and result in a non-

superparamagnetic contribution [57, 80]. The saturation behavior is thereby better

described by

µ = µsat

(
L(EB) + E ′B

)
, (2.12)

where E ′ is an appropriate proportionality factor. As an additional consequence,

the Langevin parameter E is not always in agreement with its definition in equation

2.9b. Therefore, E and E ′ are usually determined by measurements.
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2.2.2 Fluid Dynamics

The description of the flow of a fluid can be divided into different classes, e.g.

laminar, turbulent, compressible, incompressible, Newtonian or non-Newtonian flow.

For our application, we are only interested in the classifications of laminar and

turbulent flow as well as Newtonian and non-Newtonian fluids.

• Newtonian fluids are described by a constant viscosity η, whereas the viscosity

of non-Newtonian fluids depends on the shear rate γ̇.

• Turbulent flow is characterized by eddies and vortices, often resulting from

irregularities in the surrounding geometries or by high velocities. A laminar

flow is a flow without turbulences. Turbulent and laminar flow are distin-

guished by a critical Reynolds number Recrit. Flow with Reynolds numbers

higher than Recrit becomes unstable against small variations and evolves into

turbulent flow.

For the special case of flow in a cylinder with radius Rcyl, the Reynolds number is

defined as [81]

Re =
2ū

ν
Rcyl , (2.13)

where ū is the mean velocity of the fluid and the kinematic viscosity ν is defined as

ν =
η

%
, (2.14)

with the dynamic viscosity η and the density % of the fluid. The critical Reynolds

number Recrit can vary between approximately 1000 and 2500 [82, 83].

In general, the flow of an incompressible fluid is described by the Navier-Stokes

equation [81]

%

(
∂~u

∂t
+ ~u · ∇~u

)
= −∇p+ η

(
∇2~u

)
, (2.15)

where ~u denotes the velocity of the fluid. In the case of laminar flow inside a cylinder,

the flow velocity along the flow axis z can be described by the Hagen-Poiseuille law

uz(r) =
∂V

∂t

2

πR4
cyl

(
R2

cyl − r2
)

(2.16)

= 2ūin

(
1− r2

R2
cyl

)
, (2.17)

where r is the radial position. The volumetric flow rate and mean inflow velocity

are denoted by ∂V/∂t and ūin, respectively. For those cases, where the geometries

and boundary conditions exceed laminar Newtonian flow in a cylindrical vessel, the

fluid dynamics have been modeled with Comsol Multiphysics.
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Figure 2.7: Characteristics of the viscosity of blood for Newtonian, power law,
Casson and Carreau-Yasuda model

The resulting force acting on the nanoparticle is caused by the friction between

fluid and particle. Since we mostly consider laminar flow conditions in this work

and additionally, are solving the resulting equation of motion (equation 2.41) on a

very small scale, this can be described by the Stokes’ drag force. For a spherical

particle moving with a velocity ~v in a fluid, this force is given by

~Fhydro = 3π · ηdh
(
~u− ~v

)
, (2.18)

where dh denotes the hydrodynamic diameter of the nanoparticle [81]. The Stokes

force consists on the one hand of the drag exerted on the particle by the flow velocity

~u, on the other hand it has a component opposing any external force via the velocity

~v. The relative velocity of the particle
(
~u− ~v

)
is in the following also referred to as

∆~v.

Fluid Dynamics of the Blood Flow

Blood consists of several different elements, like red and white blood cells as well as

platelets, suspended in plasma. The majority of those components are red blood cells

which have a large influence on the flow characteristics of blood. At low shear rates,

the red blood cells form rouleaux, thereby increasing the viscosity. The rouleaux

disperse with higher shear rates and the viscosity converges towards Newtonian

behavior. Thereby, blood is a non-Newtonian fluid and the viscosity is a function of

the shear rate

γ̇ =
∂~u

∂~x
. (2.19)

Additionally, the behavior of the viscosity is influenced by the size of the vessel and

the hematocrit value [84, 85].

There are several models to describe the dynamic viscosity of non-Newtonian flow;
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Parameter Symbol Value

Flow consistency index k 0.017 Paβ

Power law index β 0.708

Yield stress τ0 0.005 N

Constant Newtonian shear rate ηconst 3.5 mPa · s
Casson rheological constant ηc 3.5 mPa · s
Infinite shear rate limit η∞ 3.5 mPa · s
Zero shear rate limit η0 56 mPa · s
Relaxation time constant Λ 3.313 s

Power law index (Carreau) β 0.3568

Table 2.2: Parameters for non-Newtonian models for blood viscosity used in figures
2.7 and 2.8 [84]

among the most common ones are the power law [86], the Casson and the Carreau-

Yasuda model [87, 88]. The power law model describes the viscosity as

η(γ̇)pow = kγ̇β−1 , (2.20)

with the flow consistency index k and the power law index β. However, this model

does not accurately describe the need for yield stress as blood at rest requires [84].

The viscosity of the Casson model

η(γ̇)casson =
τ0

γ̇
+

√
τ0ηc
γ̇

+ ηc , (2.21)

on the other hand fulfills this requirement. Here, τ0 is the yield stress and ηc is the

Casson rheological constant. The third model, the Carreau-Yasuda-Model is defines

the viscosity as

η(γ̇)carreau = η∞ + (η0 − η∞) ·
(

1 + (Λγ̇)2
)(β − 1)/2

, (2.22)

where η0 and η∞ are the viscosities for the shear rate limits, Λ is the relaxation time

constant and β denotes the power law index.

The characteristic behavior of the viscosity is shown in figure 2.7 for each model. As

a reference, the constant value ηconst for the blood viscosity in a Newtonian model

is included. For shear rates smaller than 100 1/s, where the rouleaux formation

takes place [84], there are large discrepancies between the individual models. For

large shear rates, the Carreau-Yasuda and the Casson model converge towards the

Newtonian value. The parameters used for this figure are listed in table 2.2.

Figure 2.8 shows a qualitative comparison between the parabolic flow profile of a

Newtonian fluid in a cylinder and the flattened flow profile of a non-Newtonian fluid

like blood, modeled with the Carreau-Yasuda and the power law model. The used

parameters for the latter are listed in table 2.2, while the viscosity for the Newtonian

fluid is also set to ηconst. The mean flow rate at the inlet is 1 ml/min.
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Figure 2.8: Flow profile for blood for Newtonian and non-Newtonian models in the
form of Carreau-Yasuda and power law

2.2.3 Minor Forces

There are several minor forces acting on the nanoparticles. Those forces are usually

several orders of magnitude smaller than the main forces. Among those are gravita-

tional and buoyancy forces which are negligible for nanoparticles smaller than 1 µm

[28, 39], diffusion, Brownian motion [89] or lift forces. If not mentioned differently,

we neglect those contributions in this work. Additionally, there are several different

types of interaction between particles. Primarily, those interactions result in particle

aggregation and the formation of larger complexes. The aggregation of the nanopar-

ticles is taken indirectly into account by using the experimentally determined size

distribution of the particles in solution.

The influence of the locally accumulated particles on the hydrodynamic and mag-

netic force has been neglected: the modification of the fluidic parameters due to the

accumulated particles is very small, since there are usually several orders of mag-

nitude between the surrounding volume and the nanoparticle. Hence, the change

in the flow velocity is negligible [90]. The effect of accumulated superparamagnetic

particles on the local gradient of the magnetic flux density, also known as avalanche

effect, has also been neglected.

An estimation for the typical magnitude of the minor forces is given in table 2.3

for the particle properties listed in table 2.1. Nonetheless, we show the impact for

selected minor forces in chapters 4.2.2 and 5.3.2.

Gravity

One of the first minor contributions that comes to mind, is the influence of gravity.

The gravitational force is defined as

~Fgrav = m · ~g , (2.23)

where ~g is the acceleration in the gravity field of the earth and m is the mass of the

nanoparticle complex.



24 CHAPTER 2. THEORY

Force Parameters Order of magnitude

Hydrodynamic u = 0.1 m/s 10−9 N

Lift ∆v = 0.01 m/s, γ̇ = 400 1/s 10−14 N

Magnetic
B > Bsat, ∇B = 100 T/m 10−11 N

B = 0.1 T, ∇B = 100 T/m 10−13 N

Gravity dh = 1 µm 10−14 N

Dipole s = dh 10−14 N

Sedimentation velocity dh = 1 µm 10−6 m/s

Brownian movement dh = 1 µm 10−6 m/s

Magnetic velocity B > Bsat, ∇B = 100 T/m 10−3 m/s

Table 2.3: Maximum orders of magnitude of the forces acting on nanoparticles and
resulting nanoparticle velocities for typical particle properties as listed in table 2.1

Lift Force

Small particles in a non-homogeneous flow experience a force in the direction of

higher velocities as shown in figure 2.9. This shear lift force originates in the viscous

flow of the fluid around the particle, which essentially differs on the different sides

of the particle. Saffman [91] derived an analytical expression for the lift force under

the assumption of [92–94]

Rev =
dh∆v

ν
� 1 , (2.24a)

Reγ =
γ̇d2

h

ν
� 1 , (2.24b)

ReΩ =
Ωd2

h

ν
� 1 , (2.24c)

ϑ =

√
Reγ

Rev
=

√
γ̇ν

∆v
� 1 , (2.24d)

where Ω is the rotational angular speed of the particle. Saffman’s expression for the

lift force is then

~Flift,Sa = 1.615
√
Reγ · ηdh∆v

= 1.615
√
γ̇η% · d2

h∆v . (2.25)

McLaughlin [92] generalized this analysis and obtained the following expression for

the lift force

~Flift =
J(ϑ)

J(ϑ)|ϑ→∞
~Flift,Sa , (2.26)
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Figure 2.9: Schematic drawing of a particle in shear flow; blue arrows indicate the
hydrodynamic flow, the green arrow indicates the lift force and the orange arrow
indicates the resulting force

where J(ϑ) is an empirical expression given by

J(ϑ) = 0.6765
(

1 + tanh
(
2.5 log

(
ϑ+ 0.191

)))(
0.667 + tanh

(
6(ϑ− 0.32)

))
,

(2.27)

which converges to 2.255 for ϑ→∞ (Saffman limit).

Brownian Motion, Diffusion and Sedimentation

Small particles in a liquid or gas are subject to random motion due to the collision

with atoms and molecules. The mean distance ∆s covered per time step ∆t by the

random motion is determined by [24, 95]

∆s =
√

6D∆t , (2.28)

where D is the diffusion coefficient in a fluid and described by the Stokes-Einstein

law

D =
kBT

3πηdh
. (2.29)

Due to this random movement, the particles statistically move towards regions with

lower particle concentrations C. The resulting transport phenomenon, known as

diffusion, is described by

∂C

∂t
= ∇ · (D∇C) . (2.30)

If gravitation and diffusion are in an equilibrium state in the system [96, 97], the

particles in the fluid are suspended. If the condition for the equilibrium is not

fulfilled, sedimentation occurs. This behavior can be approximated by the Peclet

number

Pe =
Vh∆% g

kBT
· z , (2.31)

where g is the gravitational acceleration and z is the relative position of the particle

in sedimentation direction. ∆% is the difference between the density of the particle
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Particle 1

Particle 2
~s

ϕ~µ

~µ

~Bext

Figure 2.10: Interaction between two superparamagnetic nanoparticles in an exter-
nal magnetic flux density field

and the surrounding fluid. While small values can be associated with no or very

slow sedimentation, larger values imply a faster sedimentation. Only for Pe/z � 1,

there is no sedimentation.

If the diffusion is neglected as a counterforce to gravity, the sedimentation velocity

can be approximated by

vsedim. =
dh∆% g

18η
. (2.32)

Interaction Forces

Additionally to external forces, there are several possibilities for nanoparticles to

interact either with each other, with the molecules of the solution or the surrounding

tissue or material.

Magnetic Interaction Superparamagnetic nanoparticles in an external magnetic

field exhibit an induced magnetic dipole moment. The magnetic flux density of a

dipole with the moment µ at distance s is defined as [19, 79, 98]

~Bdipole =
µ0

4πs3

(
3(~µ · ŝ)ŝ− ~µ

)
=

µ0

4πs3
µ
(

3 cos
(
ϕ
)
ŝ− µ̂

)
, (2.33)

where ϕ describes the angle between the distance vector ~s and the dipole vector ~µ

of the particle, as indicated in figure 2.10. Consequently, the interaction energy and

force between two nanoparticles can be obtained by

Wdipole =
µ0

4πs3

(
− 3(~µ1 · ŝ)(~µ2 · ŝ) + ~µ1 · ~µ2

)
(2.34)

~Fdipole = −∇Wdipole . (2.35)

Figure 2.10 shows the schematic interaction between two nanoparticles with identical

magnetic moments ~µ, as occurs when two identical particles are aligned parallel to

an external magnetic field. In this case, the magnetic force reads

~F1,2 = −3µ0

4π

µ2

s4

[ (
5 cos2

(
ϕ
)
− 1
)
ŝ− 2 cos

(
ϕ
)
µ̂
]
. (2.36)
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For the minimal distance between both particles (s = dh) and locations in line with

each other (~s||~µ, ϕ = 0), the force is at its maximum

~Fmax = −3µ0

2π

µ2

d4
h

. (2.37)

This behavior can result in aggregation of magnetic nanoparticles in an external

magnetic field. According results are shown in chapter 4.3.

Surface Interaction Short ranged surface interactions in combination with the

above mentioned forces like Brownian motion, diffusion or magnetic interaction,

can lead to the formation of particle aggregates. Several mechanisms are known

to cause interactions between colloidal particles in suspensions. Polymers applied

on the particle coating can interact and yield to steric interactions [99, 100]. In an

aqueous solution, hydrogen bonding can occur [99]. The two main contributions,

however, are the van der Waals attraction WvdW and the opposing repulsion due to

an electrical double layer potential Wedl. Those forces are described by the classical

DLVO-theory, named after Derjaguin, Landau, Verwey and Overbeek [24, 101, 102].

The interaction is mainly defined by the surface potential ψ0 of the particles and

the composition of the solvent. Since the value of the surface potential is not easily

determinable, either the Stern or the zeta potential is often used as the surface po-

tential.

For two identical particles with radius r and a core distance s, the van der Waals

and the electric double layer potential for small potentials read [102]

WvdW = −AH
6

(
2r2

s2 − 4r2
+

2r2

s2
+ ln

(
s2 − 4r2

s2

))
(2.38a)

Wedl = 4πεψ2
0


r

2
ln
(
1 + exp

(
− κ(s− 2r)

))
for κr > 5

r2

s
exp

(
− κ(s− 2r)

)
for κr < 5

, (2.38b)

with

κ =

√
2NAe2I

εsolkBT
, (2.38c)

where AH is the Hamaker constant, e is the elementary charge, NA is the Avogadro

constant and εsol is the dielectric permittivity of the solvent. The Debye-length κ−1

is defined above in dependence on the ionic strength I and has approximately the

value 3 · 10−10 · 1/√I for water at room temperature.

Analytic expressions for the repulsive double layer potential of the DLVO theory are

derived from the Poisson-Boltzmann equation and are subject to many assumptions

and approximations. One of the first assumptions is that cations and anions of the
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Figure 2.11: Van der Waals, electric double layer and total interaction potential
between particles in solution

electrolyte solution are of the same valence (1:1 solution), [e.g. 96, 102, 103]. This

is a very drastic constraint as we will see later in chapter 4.3. Additionally, the

above given equation 2.38c is based on the Debye-Hückel approximation for small

potentials.

The Hamaker constant AH is material dependent and there are several ways to esti-

mate it [96, 103]. Based on the Lifshitz theory, the non-retarded Hamaker constant

describing the interaction of two identical particles across a medium reads

AH = AH,νe=0 +AH,νe>0

=
3

4
kBT

(
εprt − εsol

εprt + εsol

)2

+
3hνe

16
√

2

(
n2

prt − n2
sol

)2

√
n2

prt + n2
sol

3 , (2.39)

where νe is the electronic absorption frequency, typically around 3 · 1015 Hz. nprt,sol

and εprt,sol are the refractive index and the dielectric permittivity of the particle

material or solvent in the visible frequency range, respectively. In case of electrolyte

solutions, a screening due to the ionic charges occurs and the zero-frequency distri-

bution gains an additional term. The Hamaker constant is then given by

AH = AH,νe=0 exp
(
− κs

)
+AH,νe>0 . (2.40)

Figure 2.11 shows both potentials WvdW and Wedl as well as the resulting total

potential Wtotal for nanoparticles with a diameter of 20 nm and a zeta potential of

50 mV in a 100 mM salt solution. Note that the zeta potential also indirectly depends

on the ionic strength. With increasing ion concentration, the electric double layer

potential decreases more swiftly. Thereby, leading to a point where its influence is

virtually neutralized at a critical ionic strength Icrit and there is no more repulsive

component. At this point, one has to take near-field forces into account.
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Adhesive Forces on the Vessel Wall As a consequence of the movement of the

nanoparticle towards the magnetic field source, it can occur that a particle comes in

contact with the vessel wall. Here, several additional forces contribute to the forces

acting on the particle. The main contributions to the detachment of the particle are

the hydrodynamic and the lift force. Here, only the tangential components at the

center of the nanoparticle are of interest. Additionally, there are Born repulsion, van

der Waals forces and electric double layer forces which correlate in a complex way.

This makes it difficult to predict the behavior for realistic surfaces. Nonetheless,

experiments show that nanoparticles do not detach from a surface for low to mediate

flow velocities [27].

2.2.4 Particle Trajectories

Combining the above mentioned forces and contributions, the complete trajectory

of an individual magnetic nanoparticle is described by the equation of motion 2.41.

With the explicit magnetic (equation 2.7) and hydrodynamic force (equation 2.18),

this equation reads

m~̇v = µ(B(~x))~∇B(~x) + 3πηdh (~u(~x)− ~v) + ~Fminor , (2.41)

where ~v = ~̇x is the velocity of the nanoparticle and ~Fminor denotes a combination

of minor forces. The gradient of the magnetic flux density ~B as well as the flow

velocity ~u depend on the position ~x inside the container or vessel. Additionally, the

magnetic moment depends on the position if the magnetic saturation is not reached.
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2.3 Optics

Every time, a beam of light encounters some kind of object, it is diverted from its

trajectory and scattered. The scattering is often accompanied by absorption, e.g. by

transformation into thermal energy. Both, scattering and absorption remove energy

from the propagating light and it is attenuated. This attenuation is called extinction

[104]. The corresponding physical quantity is called absorbance and describes the

loss of light intensity loss due to scattering and absorption and is measured as the

optical density of a substance†. In this work, we neglect possible absorption processes

and only consider the scattering of light.

2.3.1 Beer-Lambert-Law

The Beer-Lambert-Law states that the light absorbance A by a substance is propor-

tional to the distance s the light propagates through the material. The attenuation

coefficient α which describes this relation can be expressed as a product of the molar

extinction coefficient ε and the concentration C of the attenuating substance. Al-

ternatively, α can be expressed by the extinction cross section σE and the number

N of objects per volume V

A = α · s = ε · C · s = σE ·
N

V
· s . (2.42a)

For a constant distance s, the concentration of a substance can be measured by the

light intensity through the medium. The correlation between light transmission T ,

absorbance A and the concentration C of the sample substance is described by‡

A(C) = −ln
(
T (C)

)
= ε s C , (2.42b)

T (C) =
I
I0

= exp
(
− ε s C

)
, (2.42c)

where I and I0 are the light intensity with and without the sample, respectively.

However, the Beer-Lambert-Law has several limitations. Foremost is the require-

ment of low concentrations and the homogeneity of the scattering substance.

2.3.2 Scattering of Light

The scattering of light with the wavelength λ by spheres with a diameter d is gener-

ally described by Mie scattering. If we consider light scattering in another medium

†The meaning of the described expressions may sometimes vary, depending on the reference but in
this work are used as explained above.

‡The distinction between fluids and solids and thereby between Euler’s number and 10 as base for
equation 2.42 is not required in our case, since we are not interested in the absolute value of the
extinction coefficient.
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Figure 2.12: Extinction cross section (a) and relative intensity (b) for 470 and 660 nm
as well as for Mie and Rayleigh scattering

than air or vacuum, we have to use the corresponding wavelength in the solvent and

the relative refractive index

λ =
λ0

nsol
, (2.43a)

n =
nprt

nsol
(2.43b)

where λ0 is the wavelength of the light in vacuum and nprt,sol are the refractive

indices of the particle and solvent, respectively.

The description of the light scattering according to Mie is very extensive and for a

more detailed description, see e.g. [104–106]. In the following, we describe only the

necessary equations for our application. The absorption cross section reads

σE =
λ2

2π

∞∑
m=1

(2m+ 1)R

(
am

(
dπ

λ

)
+ bm

(
dπ

λ

))
, (2.44a)

and is a function of the size dependent Mie coefficients

am(x) =
n2jm(nx)

[
xjm(x)

]′
− jm(x)

[
nxjm(nx)

]′
n2jm(nx)

[
xh

(2)
m (x)

]′
− h(2)

m (x)
[
nxjm(nx)

]′ , (2.44b)

bm(x) =
jm(nx)

[
xjm(x)

]′
− jm(x)

[
nxjm(nx)

]′
jm(nx)

[
xh

(2)
m (x)

]′
− h(2)

m (x)
[
nxjm(nx)

]′ , (2.44c)

which in turn are functions of the spherical Bessel jm(x) and Hankel functions

h
(1,2)
m (x) with their corresponding derivatives[

xfm(x)
]′

= xfm−1(x)−mfm(x) . (2.44d)
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Following [104, 107], the extinction coefficient for a solution of objects with a size

distribution f(d) is described by the accumulation of the individual cross sections

ε =
N

V

∑
d

σE,d =

∫
f(d)σE,d dd . (2.45)

If the diameter d of the sphere is much smaller than the wavelength of the light,

the scattering can be simplified and described by Rayleigh scattering. The scattering

cross section is then described by

σRayleigh =
2π5

3

d6

λ4

(
n2 − 1

n2 + 2

)2

. (2.46)

The measurements in this work are conducted with a wavelength of either 470 nm

or 660 nm and the investigated nanoparticles may range from 100 nm to approxi-

mately 1 µm. Figure 2.12a shows the extinction cross section as defined in equations

2.44a and 2.46 for both wavelengths and sphere diameters ranging from 100 nm to

1 µm. It can be seen that the Rayleigh approximation works well for diameters up to

approximately a third of the wavelength. Figure 2.12b displays the intensity for Mie

as well as for Rayleigh scattering for the same wavelengths and sizes. The results

are scaled to accommodate both, Mie and Rayleigh scattering.
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Materials and Methods

In the following, we describe the materials and methods used for the results of chap-

ters 4 and 5. This includes magnetic field sources for two experimental and two

measurement set-ups. The former are designed for the experimental verification of

a static as well as a dynamic model. The measurement devices are intended for

the determination of the magnetic moment of either magnetically labeled cells and

microbubbles or magnetic nanoparticles and nanoparticle complexes.

Furthermore, we shortly introduce the general methods used for our models and sim-

ulations. More detailed descriptions of the algorithms are given in the corresponding

sections of chapter 4 and 5.

3.1 Magnetic Field Sources

In general, there are two different forms of magnetic fields: static time-independent

and dynamic time-dependent fields. While static time-independent magnetic fields

can be generated by permanent magnets and certain electromagnets, time-dependent

fields have to originate in electromagnetic field generators. The latter can be used

to create oscillating magnetic forces and therefore provide a three dimensional spa-

tial and temporal guidance of magnetic nanoparticles. However, since permanent

magnets are very simple to utilize and apply, we limit the following description to

set-ups containing permanent magnets.

3.1.1 Halbach Cylinders

In this work, we mostly use magnetic set-ups based on the Halbach array. This

has the advantage of achieving relatively homogeneous and large field gradients. A

Halbach array is an infinite arrangement of permanent magnets where the magnets

are rotated perpendicular to the axis of the array. As a result, the magnetic field

on one side of the array is increased, while the field on the other side is nearly

canceled [108]. A special application of the Halbach array is the Halbach cylinder.

Here, several permanent magnets are uniformly arranged parallel to the axis of the

cylinder, while the magnetization vectors of the magnets are located in the plane

perpendicular to the axis. The direction of the magnetization is given by

~M = Mrem

(
sin
(
kϕ
)
x̂− cos

(
kϕ
)
ŷ
)
, (3.1)

33
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(a) (b) (c)

Figure 3.1: Halbach cylinder seen from above with 4 (a), 12 (b) and 20 magnets (c);
arrows indicate the magnetization of the permanent magnets, color indicates the
axial component of the magnetic vector potential; units are arbitrary but identical
throughout all three figures

where Mrem is the remanent magnetization of the magnets. A choice of k > 0 leads

to an internal magnetic field and k < 0 to an external magnetic field. For our

applications, we are interested in a magnetic flux density field inside the cylinder

which decreases linearly. This can be achieved with a Halbach cylinder with k = 3

which leads to a magnetic vector potential with four poles (quadrupole) as shown in

figure 3.1. Ideally, the magnetization in the magnetic ring of the Halbach cylinder

varies continuously. The generated magnetic flux density would then be perfectly

uniform and entirely confined to the inside of the cylinder. For a realistic set-up, the

number of magnets limits the homogeneity in close distance to the magnets. Figure

3.1 shows Halbach cylinders for N = 4, 12 and 20 magnets. The number of magnets

has to be at least 4, but is otherwise not limited. The magnets can also be arranged

in multiple concentric rings to achieve a higher magnetic flux density. Please note,

that the magnets for the individual set-ups are not identical in size, but chosen in

such a way that they can be accommodated around the cylinder, while maximizing

the volume of the square sectioned magnets. The axial component of the magnetic

vector potential is indicated by the color inside the magnet ring, where the color

scale is arbitrary but identical throughout all three figure. Thereby, a comparability

of the three cylinder set-ups without external constraints is achieved. It can be seen

that the three set-ups only differ in the strength of the vector potential and not in

the shape. The magnetic vector potential inside the cylinder can be estimated by

A = cB ·

 0

0

x · y

 = cB ·

 0

0

r2 · cos
(
ϕ
)
· sin

(
ϕ
)
 , (3.2)

where x and y denote cartesian coordinates and r and ϕ denote cylindrical coordi-

nates. The constant cB can be described by [108]

cB = 2Brem

(
1

r1
− 1

r2

)
cos2

(
π/N
)

sin
(

2π/N
)

2π/N
, (3.3)
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(a) (b) (c)

(d) (e) (f)

Figure 3.2: Magnetic flux density (a-c) and gradient of magnetic flux density (d-
f) in the plane perpendicular to the axis of the cylinder for 4 (a, d), 12 (d, e) and
20 magnets (c, f); units are arbitrary, but identical throughout each row; black ar-
rows indicate the magnetization of the permanent magnets, gray lines (a-c) indicate
magnetic streamlines and gray arrows (d-f) indicate direction of magnetic gradient

where r1 and r2 are the inner and outer radius of the magnet circle, respectively, and

Brem is the remanent magnetic flux density of the permanent magnets. As a result,

the absolute value of the magnetic flux density and the gradient of the magnetic

flux density can be written in the form of

| ~B| = cB · r , (3.4a)

∇| ~B| = cB . (3.4b)

Expression 3.3 is based on segment shaped permanent magnets without any space

between them. For permanent magnets of other shapes, cB can be roughly approx-

imated by weighting the expression with the volume or area fraction of the physical

magnets

cA = cB ·
Amagnets

(r2 − r1)2π
. (3.5)

The resulting magnetic flux density fields for the set-ups in figure 3.1 are shown

in figures 3.2a-c for N = 4, 12 and 20 magnets. Additionally, the figure shows
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z

Figure 3.3: Configuration of magnets for arterial targeting: twelve small permanent
magnets are positioned in three consecutive quadrupole arrangements; the colors
indicate the poles of the magnets

the stream lines of the magnetic flux density as gray lines. The resulting magnetic

gradient is shown in figures 3.2d-f where the color indicates the absolute value of the

gradient and the arrows indicate the direction. Again, it can be seen that the number

of magnets does not influence the shape of the fields, but mainly the strength.

However, a higher number of magnets is accompanied by a fewer inhomogeneities of

the field gradient in the outer region of the cylinder. Accurate values for magnetic

field and gradient are given below for specific set-ups.

Arterial Model

For the investigation of the arterial model in chapter 5.3, we use the geometry

shown in figure 3.3. The geometry consists of an artery, modeled as a cylinder with

an inner diameter of 0.75 mm and a length of 30 mm, and twelve cuboidal rare-earth

permanent magnets (height = 10 mm, width = 2 mm, NdFeB N35; [hkc]) arranged

around the artery. The magnets are positioned in four groups of three magnets each.

All magnets of each of the triplets have the same orientation among one another.

The triplets themselves have an opposing orientation to each other.

Measurement Configuration for Cells

For the observation of cells and microbubbles, we designed a small set-up which can

be placed under an inverted microscope. The usage and results of this set-up are

described in chapter 4.1. The layout of the set-up is shown in figure 3.4a. Similar to

the arrangements described above, 20 small cuboidal rare-earth permanent magnets

(height = 20 mm, width = 4.5 mm, NdFeB, N52; [hkc]) are arranged in a Halbach

cylinder. Inside the set-up a standard cell culture dish is placed. Additionally, there

are several rings which can be used to adjust the z-position of the cell culture dish

in a range of 7 mm.

Measurement Configuration for Nanoparticles

To provide a measurement set-up for nanoparticles in a magnetic gradient field,

we developed an additional measurement device which is described in detail in
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z

(a)

z

(b)

Figure 3.4: Measurement set-ups for magnetic moments of cells and microbubbles
(a) as well as for magnetic nanoparticles (b) with mounting and cell culture dish
or cuvette, respectively: in the first case, twenty permanent magnets are positioned
in a circle around the cell culture dish (a), in the second case, sixteen permanent
magnets are arranged in an incomplete circle around the cuvette (b); colors indicate
the poles of the magnets

chapter 4.2. The geometry of this set-up is shown in figure 3.4b. Similar to the

arrangements of the magnets above, 16 cuboidal rare-earth permanent magnets

(height = 20 mm, width = 4.5 mm, NdFeB N52; [hkc]) are arranged in an incom-

plete circle. There are two magnets missing at the top of the set-up due to the space

required by the cuvette. Additionally, the positions of the remaining four topmost

magnets are slightly lower and more inward than their position in a perfect cir-

cle. This partly compensates for the missing field contributions of the two omitted

magnets.
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3.1.2 Other Magnetic Set-Ups

Permanent Magnets with Soft-Iron Tips

To achieve a localized and symmetric accumulation of magnetic nanoparticles, usu-

ally a large permanent magnet or an electromagnet with an appropriate tip is used.

We built different combinations of soft iron tips (Armco Telar 57, [aks]) and a rare-

earth permanent magnet (height = 50 mm, diameter = 30 mm, NdFeB N50, [m4u])

for local transduction and cell positioning [109]. Theoretical and experimental re-

sults for the targeting efficacy are discussed in chapter 5.2. Figures 3.5a-c show

schematic drawings of three different tip shapes. The tips are denoted according

to the diameter on their topmost point (200 µm and 3 mm) and shape (flat and

rounded).

The tips themselves were optimized in an iterative process concerning strength and

direction of the magnetic gradient field. The topmost and lowest diameters were

held constant, while the middle diameter and the heights of the individual parts

were varied. Those parameters, as well as the material were subject to parameter

runs to obtain the best magnetic gradient field with respect to an optimal magnitude

and direction for the desired local particle accumulation.

(a) (b) (c)

z

(d)

Figure 3.5: Schematic drawing of soft iron tips with different diameters and shapes:
200 µm flat (a), 3 mm flat (b) and 3 mm with a rounded tip (c); 3 mm flat tip mounted
on the permanent magnet where the colors indicate the poles of the magnet
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3.2 Numerical Methods

The main focus of this work is on the modeling and simulation of particle movement.

Thereby, we want to gain an understanding of the different particle types under

varying conditions. Based on the individual requirements, we optimize different

configurations of magnet geometries and are able to describe the particle trajectories

in dependence on the magnetic flux density gradient and the flow conditions (see

chapter 2.2). We are using numerical field calculations as a tool to optimize the

geometry and Monte-Carlo related methods to predict the resulting trajectories and

the accumulation of the nanoparticles. In the following, we address those methods

in more detail.

3.2.1 Finite Element Method

The finite element method (FEM) is a technique for obtaining approximate numer-

ical solutions for mathematical problems on a discrete mesh. Usually, this method

is used for complex geometries or equations which cannot be solved analytically.

Depending on the physics, a set of partial differential or integral equations has to be

solved. Similar to lattice calculations, the domain is subdivided into a finite number

of discrete sub-domains, usually called elements. A set of basis functions are derived

from the differential equations and parameterized by the local coordinates. Those

basis functions are then solved for each element [110][com].

For the purpose of finite element calculations of the magnetic flux density as

well as the flow velocity, we chose the software package Comsol Multiphysics and

its AC/DC and CFD module. Here, an interface offers the possibility to define the

governing equations for volumes as well as boundary conditions. The relevant equa-

tions were solved for triangular or tetrahedral meshes for two or three dimensions,

respectively. Typically, the following conditions were set:

• Magnetostatics

– The volume of the individual permanent magnets is described by

~B = µ0µr ~H + ~Brem ,

with the remanent flux density Brem chosen according to the manufac-

turers declarations (see table A.2) and the relative permeability µr = 1

and Brem = 0.

– The volume surrounding the permanent magnets was usually chosen

to be air and modeled accordingly with µr = 1. The amount of air

surrounding the magnets was large enough to permit the magnetic flux

density to decline appropriately.

– The exterior boundaries of the surrounding volumes were set as mag-

netic insulation according to

~n× ~A = 0 .
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• Fluid dynamics

– The volume of the fluid was modeled as Newtonian or non-Newtonian

fluid with the according material properties as the experiment requested

(see chapter 2.2.2)

– The inlet boundary in case of laminar flow was chosen as a laminar inflow

profile, supplying a parabolic flow profile from the start; in all other cases,

the inlet boundary was modeled with a constant pressure at the inlet and

an according region to establish the flow profile

– The outlet boundaries were modeled with a constant pressure of p = 0

at the outlet

– The remaining boundaries were chosen as walls with

~u = 0 .

3.2.2 Monte-Carlo Method

In general, Monte-Carlo (MC) methods are techniques which use random numbers

to make statistical estimates. These estimates can be solutions of deterministic prob-

lems, evaluations of integrals or averages over random processes [111]. Monte-Carlo

methods are most suited for calculations where an exact result with a determinis-

tic algorithm is infeasible. However, there is no consistent definition of the term

Monte-Carlo method. The methods vary, but usually consist of the following steps:

1. definition and random generation of input parameters according to a proba-

bility distribution;

2. performance of algorithms on the inputs to solve deterministic problems;

3. combination or evaluation of the results.

The most widely known examples for Monte-Carlo methods are Monte-Carlo in-

tegration and Markov Chain Monte-Carlo simulations. In this work, we limit the

use of random numbers on the input parameters and use completely deterministic

algorithms to solve the problems, i.e. differential equations.

3.2.3 Trajectory Simulation and Analysis

Magnetic and fluidic fields were calculated with Comsol Multiphysics and the dis-

crete values were subsequently exported into Matlab [mat] via the LiveLink for

Matlab module of Comsol Multiphysics on previously defined coordinates. Addi-

tionally, a domain index was exported to identify every volumetric body, so that

it was possible to distinguish between magnet, fluid and surrounding space. Due

to the underlying array structure of Matlab, the coordinates had to be provided

on a rectangular grid. In contrast to triangular grids, quadrilateral grids are less

accurate [112] and, if rectangular, less flexible. Refinements in one area, result in
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(a) (b)

Figure 3.6: Comparison of triangular and rectangular mesh structures and the result
of local refinements

a refinement of the grid in a whole area alongside one axis as shown in figure 3.6.

This increases the data volume extremely if there is a need for more detailed data

in an area of interest, e.g. detailed data on a vessel wall results in a refined grid

over the whole cross section.

The exported data was subsequently available in Matlab as discrete values. In

order to perform accurate differentiations and integrations, it is mandatory to pro-

vide smooth and continuous data sets for all variables. Therefore, we used two or

three-dimensional smoothing B-splines [113] to generate continuous data sets and to

differentiate the magnetic flux density field. To compensate for the mesh-burdened

values and to avoid an uneven progression and thereby irregularities in the magnetic

gradient, the data was smoothed [114, 115] and a small tolerance was provided for

the B-splines. Potentially undefined values on the grid, e.g. the fluid velocity outside

of the vessel, were linearly extrapolated to provide data for the spline interpolation.

Based on those expressions for magnetic field, gradient, fluid velocity and domain,

we solved the differential equation 2.41 and thereby calculated the trajectories for a

number of particles. However, depending on the orders of magnitude of the different

terms of equation 2.41, the differential equation becomes stiff. This means that for

certain numerical methods, the solutions are numerically unstable. It is therefore

necessary to use a solving algorithm adapted to such instabilities. In the follow-

ing, the differential equation 2.41 is always solved with an implicit Runge-Kutta

algorithm provided by Matlab. The algorithm has to stages: the first stage is a

trapezoidal rule step and the second stage is a backward differentiation (TR-BDF2,

[116]).

After the physical model was build, we generated the random particle properties

based on corresponding distributions. All random numbers were generated with the

Mersenne Twister method [117] with a seed based on the respective time. An excep-

tion is the generation of the random numbers used for Brownian motion. Here, the

random numbers must be reproducible for individual steps of the integration, oth-

erwise they interfere with the adaption of the Runge-Kutta algorithm. To achieve
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this, the seed was regenerated in each step based on the current position. More

detailed remarks concerning evaluation and analysis are given in the corresponding

chapters 4.2 and 5.1.

3.2.4 Error Sources

There are several different error sources contributing to the result of our simulations.

On the one hand, there are possible errors on the used input parameters and the ex-

perimental setup, e.g. geometric and manufacturing variations. On the other hand,

there are several possible errors originating solely from the different steps of the

simulation. In the following, we list the main error contributions. The experimental

error sources include

• variations of the magnetic flux density field and gradient due to manufacturing

limits in size and material of the magnetic field sources as well as due to

variations in position and distance of the magnets relative to the target and,

in case of multiple magnets, to each other;

• variations in the fluid flow, including differing viscosities due to temperature

variations, changes in the flow velocity, due to e.g. varying vessel diameters or

inaccuracies of the pumping mechanism as well as eddies due to irregularities

in the vessel surface;

• inaccurate values for particle properties like hydrodynamic size, magnetic mo-

ment and density or mass, due to measurement inaccuracies, statistic fluctu-

ations or fluid-specific aggregation behavior (see also section 4.3).

As discussed in chapters 4 and 5, the last of those error sources has the biggest

influence. On the one hand, variations of the particle properties have a large impact

on the resulting particle behavior and accumulation; on the other hand, those prop-

erties are the most difficult to measure and are the least reliable. Throughout this

work, the experimentally determined values are measured in triplicates, whereas we

usually describe them by mean value and standard deviation. For input parameters

in the form of distributions, e.g. hydrodynamic diameter and zeta potential of the

nanoparticles, we determine the resulting distribution by convoluting several indi-

vidually measured distributions [118] and provide them in terms of mean value and

standard deviation of the distribution.

Additionally, there are several possible error sources originating in the simulation:

• inaccuracies of the field calculations via the finite element method and the

subsequent interpolation and smoothing process: the consequences of inaccu-

racies in the field calculations have the same influences as the above mentioned

variations of flow velocity and magnetic field sources.

• algorithmic and rounding errors as well as inaccuracies due to limited number

of particles: to estimate the error due to the limited number of particles on
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global results like retention rates and particle accumulation, we utilized the

bootstrapping method [119]. Here, the original dataset is resampled and sta-

tistical estimates are calculated on the new samples. The number of samples

is chosen to be equal to the number of nanoparticles.

• initial distribution of particles: while we assume a uniform distribution of

particles in static models, we present the influence of the initial particle dis-

tributions in flow in chapter 5.3.2.

In chapters 4.2.2 and 5.3.2, we investigate the influences of many of those parameters

on the final results like retention rate and particle accumulation. Furthermore, we

employ several assumptions in our calculations:

• a constant ratio of magnetic moment to particle volume or area

• a spherical shape of the nanoparticles, particle complexes, cells and microbub-

bles

• movement of nanoparticles, particle complexes, cells and microbubbles inde-

pendent of one another

• with the exception of the magnetic moment, no change of the particle proper-

ties in the presence of a magnetic field

• a negligible contribution of other minor forces

While some of those assumptions are fully justified, some are only valid under certain

conditions as we discuss in chapters 4 and 5.
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3.3 Experimental Materials and Methods

3.3.1 Technical Materials

Optical Layout of the Measurement Device for Nanoparticles

For the measurement of the magnetic moment of nanoparticles, we designed a device

to measure and record the optical density of a particle suspension in the presence of

a magnetic field over time. The optical layout and the light path of this device are

depicted in figure 3.7. As a light source, we used a duo light-emitting-diode (LED)

which emits light in the wavelengths 470 nm (blue) and 660 nm (red). The LED

intensity was adapted in such a way that a comparable light output for both wave-

lengths is achieved. The LED is followed by a collimating lens with a focal length of

12 mm and a numerical aperture of 0.14. After passing the lens, the light beam has

an approximate diameter of 9 mm. To further reduce the diameter, exchangeable

apertures can be employed. Note, that small apertures also reduce the light output

by approximately their squared diameter.

Subsequently, the light beam irradiates the particle suspension and enters the de-

tector which provides a square wave signal whose frequency is proportional to the

light intensity.

Collimating lens

LED

Aperture

Particle suspension

Detector

Figure 3.7: Optical set-up of the measurement device for nanoparticles; light is
emitted from the LED and collimated by the lens; after passing through the particle
suspension, the remaining light intensity is measured by the detector

3.3.2 Experimental Materials

In the following, we shortly list the nanoparticles, microbubbles and cells as well as

salt and buffered solutions and measurement containers used for our experiments.

Nanoparticles

SO-Mag5 nanoparticles∗ contain a magnetite core and are covered by silicon oxide

(SO) and phosphonate groups [57].

∗Nanoparticles were kindly provided by O. Mykhaylyk, Institute of Experimental Oncology and
Therapy Research, Klinikum rechts der Isar, Technische Universität München



3.3. EXPERIMENTAL MATERIALS AND METHODS 45

PEI-Mag2/PEI-Mag4 particles∗ are iron oxide nanoparticles and are covered

by polyethyleneimine (PEI) combined with a fluorinated surfactant [120].

FluidMag-Strep nanoparticles are magnetite nanoparticles with a streptavidin

functionalized starch coating [che].

SHP-30 nanoparticles have a magnetite core with a carboxylic acid surface [oce].

Salt and Buffered Solutions

As buffered solutions Dulbecco Phosphate Buffered Saline (DPBS, [bio]) and Modi-

fied Hanks Balanced Salt Solution with sodium bicarbonate (HBSS, [sig]) were used.

Solutions of salts were produced with double distilled water (Siemens UltraClear

[sie]), including sodium chloride (NaCl), calcium chloride (CaCl2) and sodium phos-

phate. The sodium phosphate solution was produced by equal molar amounts of

Na2HPO4 and NaH2PO4 to achieve an approximately neutral pH and is denoted as

NaHPO4 in the following. pH values of the solutions are given in A.3.

Containers

Cell Culture Dishes for the microscopic observation of cells and microbubbles

had an inner diameter of 34 mm and were made of polystyrene (PS) [tpp].

Cuvettes for size and transmission measurements were standard disposable semi-

micro cuvettes made of polymethyl methacrylate (PMMA) [bra].

3.3.3 Experimental Methods

All measurements were performed at room temperature and with the following

equipment / methods:

Light Transmission measurements of samples were performed either using the

custom made measurement device for time sequences in the presence of a magnetic

field, or using a Specord 210 light spectrometer [spe] for single measurements in the

absence of a magnetic field. For both measurements wavelengths of 470 nm and/or

660 nm were used.

T2 relaxation values of samples were measured in a 0.5 T MRI scanner Research

Lab provided with a magnet 22 MHz magnet unit and a drive l control unit [pur].

T2 values were measured either once, or over a certain time span every 60 s.

Size Distributions of magnetic nanoparticles and complexes were always de-

termined by dynamic light scattering using a ZetaSizer Nano ZS [zet]. For the

number-weighted diameter distribution and its transformation, the refractive index

for magnetite of 2.42 [121] was used.
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Zeta Potential of nanoparticle suspensions was determined from their electro-

phoretic mobility using a ZetaSizer Nano ZS and a dip cell (ZEN1002, [zet]). For

details on the measurement method of both particle diameter and zeta potential see

also chapter 2.1.1.

pH values were measured for different solutions excluding and including nanopar-

ticles with a pH electrode (ScienceLine pH electrode A157 [si]); values are given in

A.3.

Magnetization of nanoparticles was measured with a Quantum Design Physi-

cal Properties Measurement System [qua]. Here, a few microliters of suspension

containing the nanoparticles were filled into glass ampules and dehydrated with a

SpeedVac concentrator (SPD111V, [the]). This was repeated several times to accu-

mulate approximately 0.5 mg of nanoparticles. Finally, the ampules were sealed shut

and measurements of DC magnetization were performed at a temperature of 300 K

and in magnetic flux density fields up to 2 T using an extraction technique. The

contributions of the sample holder and the glass ampule we determined separately

and subtracted. However, the measurement accuracy did not allow a determina-

tion of possible residual remanences which would indicate a ferromagnetic or truly

superparamagnetic behavior.

Optical Microscopy was performed using a combination of an inverse micro-

scope (Zeiss Axiovert 200, [zei]) equipped with a digital CMOS camera (Hamamatsu

C11440 [ham]).

Characterization of Nanoparticles

In the following, we describe the methods for the characterization of magnetic

nanoparticles, microbubbles and cells in suspension. The according results are pre-

sented in chapter 4. All measurements were performed at room temperature and

carried out in triplicate.

Magnetic Microbubbles with 150 µg Fe/ml of either SO-Mag5 or PEI-Mag4 nano-

particles† were concentrated with the help of a permanent magnet to a fifth of the

solution volume and subsequently diluted in a 10 % glycerol solution. The mi-

crobubbles were then put into a cell culture dish inside the measurement set-up and

instantaneously recorded microscopically.

†Magnetic microbubbles were kindly provided by H. Mannell, Walter Brendel Centre of Experimen-
tal Research, Ludwig-Maximilians-Universität München
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add particles to solution

pH

Zeta Potential

DLS

UV/Vis

Transmission

DLS

T2

T2 T2

T2

incubate for 60 min

t

Figure 3.8: Time flow chart for measurements of particle aggregation behavior;
circles indicate agitation

Cells of different types, including embryonic cardiomyocytes (eCMs), embryonic

stem cell-derived cardiomyocytes (ES-CMs) and bone marrow cells (BMCs)‡ were

previously fixated and subsequently diluted in PBS to achieve an approximate num-

ber of 2.5 · 105 cells per ml. The cells were then put into the cell culture dish inside

the measurement set-up and instantaneously recorded microscopically.

Magnetic Nanoparticle Aggregation was measured with several different meth-

ods: light transmission and dynamic light scattering for aggregation in absence of a

magnetic field and T2 relaxation and measurements for aggregation in the presence

of a magnetic field. The measurements were performed in the sequence depicted in

figure 3.8 for different ionic strengths of the salt solutions:

‡Cells were kindly provided by the Klinik für Herzchirurgie and Institut für Physiologie 1, Univer-
sität Bonn and prepared by A. Ottersbach
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• Magnetic Nanoparticles were added to salt or buffered solutions to achieve an

iron content of 25 µg Fe/ml and the suspension was incubated at room tempera-

ture for 60 minutes. Afterwards, the particle suspensions were agitated using

a vortex mixer for approximately 10 s.

• The pH value of the suspension including nanoparticles was measured.

• The zeta potential was determined from the electrophoretic mobility and the

size distribution was determined by dynamic light scattering with 100 runs

per measurement.

• The transmission of the sample was measured with an UV/Vis spectrometer

at a wavelength of 470 nm. Measurement results are shown in reference to the

solution without nanoparticles.

• Subsequently, the particle suspension was again agitated and the sample was

divided into three samples. Two samples, each with 200 µl of suspension were

used for MRI measurement, while the third sample was measured in our custom

measurement device.

• One of the 200 µl samples was put into the 0.5 T MRI system for 25 min,

while the other was kept on the bench as control sample. The T2-relaxation

time was measured every 60 s; after 25 min, the sample was removed and the

T2-relaxation time of the control sample was measured. Subsequently, both

samples were agitated for 10 s and measured again.

• The third sample was put into the custom device and the light transmission was

measured for 30 min at 660 nm. Subsequently, the sample was again agitated

and the size distribution was measured a second time.
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Characterization of Nanoparticles

Magnetic nanoparticles are characterized by several different properties as described

in chapter 2.1. A full characterization of magnetic nanoparticles includes the main

properties like size, zeta potential and magnetic moment as well as several additional

properties, e.g. the composition of coating and core. In the following chapter, we

primarily focus on the magnetic characterization of nanoparticles.

As already described in chapter 2.1.2, the measurement of the magnetic moment

of nanoparticles, microbubbles or cells can be difficult and often yields unsatisfying

results for the purpose of simulations. The methods described in chapter 2.1.2 focus

on the magnetization of the particles or the magnetic moment of a bulk of particles.

In contrast to most of the mentioned methods, we are interested in the magnetic

moment of the individual nanoparticles in the respective medium. Additionally, we

aim to design a simple set-up of a manageable size which can be used in any labora-

tory and moved without problem from one location to another between individual

measurements.

In the following we introduce a method which is able to measure the magnetic mo-

ment of magnetic nanoparticles, complexes, microbubbles and cells. Based on the

previously explained Halbach cylinders, we developed two similar methods to mea-

sure the magnetic moment of nanoparticles and complexes as well as microbubbles

and cells. Both methods are based on the observation of the movement of the con-

cerning objects under well-defined conditions. Particles, complexes, microbubbles or

cells are added to a fluid in a high, but homogeneous magnetic flux density gradient

field. Thereby, a homogeneous movement of the objects is assured. We observe the

movement via light transmission or optical microscopy and are able to draw conclu-

sions about the magnetic moment of the object.

In the last part of this chapter, we address the behavior of nanoparticles in different

types of salt solutions in absence and presence of a magnetic field. Nanoparticles

aggregate in different salt solutions depending on their surface coating and zeta

potential as well as the ionic type and strength of the corresponding solution. We

compare the particle properties and investigate the aggregation behavior of the

nanoparticle types used in this work for different salt and buffered solution with

several independent measurement methods.

49
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4.1 Magnetic Moment of Cells and Microbubbles

Due to their size, cells and microbubbles can be observed very effectively using opti-

cal microscopy. This allows us to directly observe the movement and behavior of the

individual objects. Magnetically labeled cells or microbubbles are positioned inside

a well-defined magnetic gradient field as shown in figure 4.1. In contrast to previous

works by Chalmers, Zborowski or Häfeli [56, 64, 65], we measure the diversion of the

nanoparticles in an otherwise static environment for superparamagnetic particles.

Therefore, our magnetic set-up is designed for a homogeneous field gradient and

involves an array of several permanent magnets.

Henceforth, we refer to the tracked cells and microbubbles simply as objects since

this method is not generally limited to those two types of carriers, but applicable to

any magnetically labeled object of an appropriate size range. The objects and their

movement due to the magnetic force is recorded over a certain time span. Subse-

quently, we process the resulting image sequence and reconstruct the trajectory of

the objects. This allows us to determine the properties of the observed cells and

microbubbles.

To evaluate the recorded images concerning object size and velocity, we use a custom

tracking algorithm. Though there are many particle and cell tracking algorithms

freely or commercially available [122, and references therein], most of those [e.g.

123, 124] are meant to track only small distances and non-overlapping trajectories,

e.g. for tracking Brownian motion or morphodynamic behavior. Therefore, they

often perform poorly when applied to problems with large distances between indi-

vidual particle locations. Other packages are able to track in three dimensions [e.g.

125, 126] or are overly complex for our application. Therefore, we created our own

cell and microbubble tracking algorithm. To this purpose, we use a set of basic

algorithms and combine them in a new way to a stable and fast tracking algorithm

which reliably traces the object movement.

4.1.1 Magnetic Set-Up

The set-up for the observation of cells or microbubbles is described in chapter 3.1.1.

As shown in figure 3.4a, it consists of a circle of permanent magnets surrounding a

cell culture dish. The whole set-up is placed under an inverted microscope. Previous

to the measurement, the radial position is marked on the bottom of the cell culture

dish. The vertical position of the inner bottom of the cell culture dish can be changed

in 1 mm steps from 1.5 mm above the bottom level of the magnets to 8.5 mm. The

dish has to be filled with approximately 1 ml of fluid to achieve a homogeneous

level of the fluid. This adds another 0.8 mm, so that we approximate the medium

position of the object with 2 to 9 mm in 1 mm steps. In general, a higher position

of the cell culture dish is preferable, since this coincides with a higher magnetic flux

density and a higher and more homogeneous magnetic gradient. However, often the

variability of the microscopes optics is limited and a lower position has to be chosen.

Additionally, due to the limited space available under a microscope, the height of
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Figure 4.1: Magnetic flux density (a, c) and gradient of magnetic flux density in
radial direction (b, d) inside the cell culture dish, in the horizontal plane at the
highest position (a, b) and as a radial cut for the lowest and highest position (c, d)

the magnets is too small in reference to the diameter of the set-up to produce a

truly constant magnetic gradient. The respective boundary effects influence and

attenuate the magnetic field inside the set-up, so the magnetic flux density does not

increase exactly linearly at the vertical center of the set-up. The magnetic gradient

in the radial direction is therefore only approximately linear. Figure 4.1 shows the

magnetic flux density (a, c) and the magnetic gradient (b, d). Panel a and b show

the magnetic density and gradient in the plane perpendicular to the axis at a height

of 9 mm. Figures 4.1c and d show those quantities as a cut in radial direction for

the lowest and highest position (2 mm and 9 mm). If we assume an infinite height

of the magnets for this set-up, we would obtain a magnetic gradient of 12 T/m which

coincides roughly with a magnetic gradient of 13.3 T/m as approximated by equation

3.5. However, due to the limited height of the magnets, we achieve only a magnetic

gradient of approximately 7.8 T/m at the vertical center of the set-up.
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4.1.2 Measurement and Evaluation

The magnetically labeled objects in solution are placed into a cell culture dish which

is subsequently placed into the magnetic set-up. The set-up is then positioned

under an inverted microscope and the movement of the objects is recorded. It is

recommendable to choose a position close to the center but not at the center, e.g.

at a radial position of 6 mm, where there is a very homogeneous magnetic field

gradient. Ideally, the time step of the recording should be chosen in such a way

that the distance covered by the objects between each frame is in the same range or

smaller than the object diameter, so that the objects overlap slightly. Thereby, the

covered distance is also smaller than the distance between individual objects of the

same image. Measurements have shown that the optimal recording speed for cells

and microbubbles lies at about 4 fps and should not be less than 1 fps. This means,

that we record an image sequence with 0.25 seconds between the individual images.

To evaluate the recorded images concerning object size and velocity, we use a custom

tracking algorithm which we present in the following.

Tracking Algorithm

The previously recorded images are evaluated with the algorithm visualized in figure

4.2. The left column (I) describes the algorithm itself, while the middle column (II) is

an exemplary excerpt of an image or image sequence, respectively. The right column

(III) depicts a numeric representation of the image or resulting data. Our algorithm

consists of several parts which in turn consist of one or several steps indicated by

the circled numerals in the first column of figure 4.2. The first part loads and filters

the image data. It is based on the IDL particle tracking algorithm by Crocker et al

[127–129] and is explained in step 1. The second part finds all object positions in all

images and is represented by step 2 and 3. In the next part, the connections between

the individual objects in the images are found and the trajectories are reconstructed

in step 4. Finally, in the last part (step 5) the trajectory data is evaluated. The

individual steps of the algorithm are explained in more detail in the following.

1. The selected images are imported into Matlab and converted into gray scale.

An example image is shown in figure 4.3a. Depending on the coloring of the

image, the color spectrum has to be inverted to achieve bright objects on a

dark background, e.g. in case of microbubble microscopy (figure 4.3b). Based

on the approximate object size W, e.g. obtained by the microscopy software,

and a freely chosen noise level N , the images are band-pass filtered. The filter

applies convolutions of the image matrix with a gaussian and a rectangular



4.1. MAGNETIC MOMENT OF CELLS AND MICROBUBBLES 53

Filename
Image Options

Input Image

Filename
Width W
Noise N

Threshold

Peak List

Position of Peak
Radius of Peak

load and filter

find peaks
Connected

Components
Algorithm

Object Options

Peak Stack

Index of Peak
Position of Peak

Image Index
Variations betw. Peaks

collect peaks over all images

Trajectories

Object Index
Distance over Images

Positions

find trajectories

Graph
Algorithm

Weights
Predecessor

Track

Trajectory Options

Covered Distance
Velocity

Object Diameter
Magnetic Moment

1

2

3

4

5

extract data
Maximum Variations
Experiment Options

1 2 1

2 3 2

1 2 2

0 0.47 0

0.45 1.47 0.43

0 0.48 0.39

position: (74.31, 12.75)

radius: 5.36

index: 1,2,. . . ,6,. . .

position: (74.31, 12.75),
(32.54, 18.70),. . .
(76.08, 13.21),. . .

image: 1,1,. . . ,2,. . .

index: 1,6,. . .

position: (74.31, 12.75),
(76.08, 13.21),. . .

distance: 2.01,3.67,. . .

distance: 56.27,. . .

velocity: 4.6,. . .

diameter: 10.72,. . .

moment: 12.8e-12,. . .

Input

Output

Algorithm
structure

Data repre-
sentation

II IIII

Figure 4.2: Schematic description of tracking algorithm for cells and microbubbles:
the left column (I) describes algorithm, the middle column (II) is an exemplary
excerpt of an image or image sequence and the right column (III) depicts a numeric
representation; circled numerals correspond to the steps described in the text
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filter

Fgauss(~x) =
1

fgauss
exp

(
− ~x2

2N 2

)
(4.1a)

Frect(~x) =
1

frect
rect (2W + 1)

=

{
1

2W+1 if − 2W+1
2 ≤ |~x| ≤ 2W+1

2

0 else
(4.1b)

where fgauss,rect are normalization factors and rect is the rectangular or boxcar

function. The difference between applying both filters individually smoothes

the image and subtracts the background [127–129]. The resulting image is

shown in figure 4.3c. Afterwards, we apply a freely chosen threshold, see

figure 4.3d.

2. In the next step, the objects are located. Here, the appearance of cells and

microbubbles differs in the center of the object. While the investigated cells

are displayed as filled circular shapes under the microscope, microbubbles are

shown as ringlike shapes with varying widths, as shown in figure 4.5c. The

objects are located with the help of a connected-component algorithm [130,

131]. Here, all connected pixels are collected and assigned to an object, see

figure 4.3e. To better illustrate the process, the example image was rescaled

to represent an object with only a few pixels in width.

To locate the connected pixels, the image is scanned for non-zero pixels. If such

a pixel is found, it is marked with an identification number and subsequently

removed from the image. This is repeated for the four cartesian neighbors

of the original pixel until no neighbors with a non-zero value remain. In

figure 4.3e, the start pixel in the upper left corner is indicated by a white

arrow. Subsequently, all neighboring pixels are found, as indicated by the

different symbols. The colored arrows represent the individual steps where the

non-zero neighbors are located until the final pixel is found, again indicated

by a white arrow. All pixels marked with a certain identification number

then belong to the same connected object. The next found object receives a

new identification number. Overlapping and touching objects are recognized

as one larger object as long as they are directly connected by at least one

pixel. In contrast to the often described version on binary data, we perform

this algorithm on the thresholded gray scale datasets. This offers further

possibilities in distinguishing touching objects.

In the following, Pn denotes the set of all pixels k associated with the object

with the identification number n, while Bm denotes the individual images. The

intensity-weighted centroid ~cn of the found objects n and the distance rk from

each pixel k of the object Pn to the centroid

~cn =

∑
k

I(~xk)~xk∑
k

I(~xk)
, (4.2a)

rk = ‖~cn − ~xk‖ , (4.2b)
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are calculated for all k ∈ Pn. Here, I(~xk) is the intensity of the pixel k at the

position described by ~xk.

To calculate the object radius, a sobel filter is applied. Thereby, the edge of

the object is obtained as shown in figure 4.3f. On the sobel-filtered image Sm,

we calculate the radius Rn of the object

Rn =

∑
k

IS(rk)rk∑
k

IS(rk)
, (4.2c)

by calculating the weighted arithmetic mean of the distance rk of the (outer)

edge from the centroid for k ∈ {k ∈ Sm| rk < rk < max
(
rk
)
}. The calculation

of the mean value is again weighted by the intensity, or rather the intensity I s

of the sobel filtered image Sm which can be interpreted as the intensity gradient

of the original image. We limit the selection of edge pixels, on the one hand,

by taking only those pixels into account which have a larger distance than the

mean distance of all object pixels. Thereby, we discard the inner edge in case

of microbubbles. On the other hand, we remove those edge pixels at a larger

distance than the maximum distance of the object pixels, thereby limiting

the influence of other objects in close proximity. The resulting centroid and

radius are also shown in figure 4.3f in reference to the sobel filtered image and

in figure 4.3g in reference to the original microscope image.

Finally, we filter the found objects by allowing only a certain size range

Rmin ≤ Rn ≤ Rmax . (4.3a)

This removes too large or too small objects (equation 4.3a). We also allow only

those objects whose total area is in good agreement with their reconstructed

radius (circularity condition) ∣∣∣∣R2
nπ

Nk
− 1

∣∣∣∣ < ∆A , (4.3b)

I(kR)

I(k)
> ∆I , (4.3c)

where kR ∈ {k ∈ Pn| rk < Rn} or kR ∈ {k ∈ Pn|Rn/4 < rk < Rn} in case cells

or microbubbles, respectively. Nk is the number of pixels k ∈ Pn. In case of

microbubbles, we additionally limit the objects to those with a black center of

minimum size

rk

min
(
k
) < ∆C . (4.3d)

Figure 4.5a exemplarily shows a microscopy image and the objects found by

our algorithm with their corresponding size denoted as blue circles. Typical

values for the maximum/minimum allowed parameters ∆ can be found in table

4.1b.
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(a) Microscopy image, (b) image after inversion, (c) after filtering

(d) and after application of a
threshold;

(e) Detection of connected
components: start and fi-
nal pixel are indicated by
white arrows; detection pro-
ceeds along colored arrows.

(f) Sobel filtered image with
centroid and radius indicated
by blue line and dot

(g) and centroid and radius
indicated by blue line and dot
compared to original image;

(h) Overlay of several images
and centroids of located ob-
jects

(i) and reconstructed trajec-
tory denoted by orange line

Figure 4.3: Individual steps of the tracking algorithm on the example of a microbub-
ble; the image is imported (a), if necessary inverted (b), filtered (c) and a threshold
is applied (d); subsequently the object positions are located (e) with centroid and
radius (f, g) collected over all images (h) and the trajectories are reconstructed (i)
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Figure 4.4: Schematic description of graph algorithm for a sequence of three sub-
sequent images (a-c); arrows denote edges between objects with their according
weights noted above them; panel (d) shows an overlay of panel (a) to (c)

3. The found objects are then collected into a single dataset including a refer-

ence to the originating image. A set of several found objects in close proximity

is shown as blue dots in figure 4.3h, including an overlay of the correspond-

ing filtered images. For the purpose of the reconstruction of the trajectory,

we beforehand calculate the weights for the connections between all objects

located in neighboring images Bm and Bm+1. Those connections are called

edges. The weights for those edges include the absolute distance snp and the

relative radius ∆Rnp of any two objects

snp = ‖~xn − ~xp‖ , (4.4a)

∆Rnp =

∣∣∣∣RnRp − 1

∣∣∣∣ , (4.4b)

where n ∈ Bm and p ∈ Bm+1. To judge the angle of the trajectory, we first

calculate the angle between all objects of neighboring images relative to the

cartesian coordinates x and y. The relative angle ∆ϕnp for each edge is then

defined in reference to the most often occurring angle Φ over the complete

image set

ϕnp = atan

(
yn − yp
xn − xp

)
, (4.5a)

Φ = max
(
H
(
ϕnp

))
mod 180◦ , (4.5b)

∆ϕnp =
ϕnp
Φ

, (4.5c)

where n ∈ Bm and p ∈ Bm+1 and H(ϕnp) denotes the histogram over the

angles ϕnp. However, we cannot distinguish between backward and forward

angles, since the direction of the previous edge is yet unknown.
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Parameter Value

Minimum diameter 0.5 · W
Maximum distance 10 · W
Minimum track length 5

Graph weight distance Gs 1

Graph weight radius Gr 1

Graph weight angle Gϕ 2

(a)

Parameter Value

∆C 5

∆A 0.3

∆I 0.65

(b)

Parameter Value

Maximum angle 30◦

Maximum angle std 45◦

Maximum radius std 0.5

Maximum distance std 0.5

(c)

Table 4.1: Typical parameters used for input (a, compare steps 1-3), peak iden-
tification (b, compare step 2) and optimization (c, compare step 4) of trajectory
reconstruction

4. The object positions are subsequently traced throughout the image sequence

by a Dijkstra graph algorithm [132]. The algorithm searches for the best path

to any connected object based on a single source object. In our case, the

edges of the graph algorithm are directed and limited to neighboring images,

while, additionally, the distance an object can cover between two images is

limited. Figure 4.4 shows a schematic description of the utilized structure.

Panels (a) to (c) denote individual images, while panel (d) shows an overlay

of those three images. All edges between objects of neighboring images are

assigned a weight value which can be based on different quality ratings. For

the schematic, we simply chose the distance as a weight parameter. The edges

between the objects are plotted as arrows with their weight denoted above

them. Starting from one individual object in figure 4.4a, all objects in the

next image are assigned a value identical to the weight of the corresponding

edge between the starting object and itself (figure 4.4b). The edge with the

smallest weight value is indicated by an orange arrow. This edge connects

the start object to the closest object in the next image. Continuing from this

closest object, we repeat the previous step for all objects in the third image

(figure 4.4c). However, we assign a distance value corresponding to the sum

of the distances between all three objects. This step is repeated for all other

objects of the second image. The resulting distance value is updated if it is
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smaller than the previous one. Thereby, instead of the path indicated by the

orange arrows, the best path is described by the blue arrows, since the total

of their weight is smaller.

In our algorithm, the edges are weighted by the absolute distance, the relative

radius of two objects and the angle of the path as denoted in equations 4.4

and 4.5. For this purpose, all three properties are calculated beforehand as

described above. The ratio of the three weights Gs,r,ϕ can be chosen freely

and is highly dependent on the object size, covered distance and distance be-

tween the objects and neighboring paths. Typical parameters can be found in

table 4.1a. The path finding is performed for every object of the first image

and all objects of the subsequent images which are not already included in a

previously found path. Figure 4.3i again shows the superimposed image data

and corresponding objects, additionally to the reconstructed trajectory.

After finding all available best paths, those trajectories are checked for plau-

sibility by comparing the properties of the objects belonging to a trajectory.

This includes, on the one hand, comparing the radius and distance between

all objects, and, on the other hand, comparing the angles of the segments of

each trajectory. If only a few objects of the trajectory do not fit the specifica-

tions, the trajectory is split at the corresponding point into several individual

trajectories. Figure 4.5b exemplarily shows an overlay of a series of filtered

microscopy images and a number of trajectories found by our algorithm.

5. The remaining trajectories can then be evaluated concerning covered distance,

velocity and size. From the positions throughout the image sequence, the

recording frame rate and the scale, the velocity and the size of the objects can

be deduced. Thereby, we can draw conclusions about the magnetic moment of

the objects using equation 2.41. Neglecting acceleration and all minor forces,

we can use the one-dimensional equation

µsatL(B(r))∇rB(r) = 3πηdh vr , (4.6)

to estimate the magnetic moment µ at the radial position r. To evaluate the

magnetic moment, we use a χ2-fitting procedure as described in chapter A.1.3.

For this purpose, we combine the data points Rt,m and st,m to their product

yt,m = Rt,m · st,m , (4.7)

where Rt,m denotes the radius of the object belonging to one trajectory t and

the image Bm and st,m is the distance covered by the object between images

Bm and Bm+1. Using equation 4.6, the model function M and χ2 read

M = µL(B(r)) · ∇B∆t

6πη
= µ · c , (4.8a)

χ2 =
∑
m

(
yt,m − µt · c

σt,m

)2

(4.8b)
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(a) (b)

(c)

Figure 4.5: The first image of a sequence of microscopic images of microbubbles
loaded with SO-Mag5 nanoparticles (gray scale) with the reconstructed objects en-
circled (blue) (a); an overlay of the series of filtered images (gray scale) and the
trajectories reconstructed by the algorithm (pink); comparison of a filtered image of
cells (c, left side) and microbubbles (c, right side)

with µ as the free parameter. Minimizing expression 4.8b results in an error

weighted mean value for the magnetic moment of the objects of one trajectory

µt =
1

c

∑
m

yt,m(
σyt,m

)2

∑
m

1(
σyt,m

)2

. (4.9a)

For the estimation of the error σy on the observable y, we assume an error

σs,R of 1 px for the distance and object radius. Further assuming a complete

correlation between both errors, we gain [118]

1(
σµt

)2 = c2
∑
m

1(
σyt,m

)2 , (4.9b)

(
σyt,m

)2
=
(
σs,R

)2 (
st,m +Rt,m

)2
. (4.9c)



4.1. MAGNETIC MOMENT OF CELLS AND MICROBUBBLES 61

4.1.3 Performance of the Algorithm

To verify the results of our tracking algorithm, we performed systematic tests of the

recognition rate and computation time of the algorithm for different sets of input

images. To this purpose, we generated sets of images with different object and tra-

jectory properties as well as different numbers of objects.

As image size, we chose 128× 128 px with 20 images per sequence. The mean ob-

ject diameter d̄ was always set to 5 px and the number of objects per image was

varied as indicated by the object density. Here, one object per image corresponds

to an object density of 0.12 % and 100 objects per image correspond to 12 %. The

generated objects were allowed to touch, but not to overlap. The recognized objects

were compared to the previously created objects by position and subsequently, the

trajectory composed of those objects was investigated. Here, a fully connected tra-

jectory was rated higher than multiple fragmented pieces of a trajectory.

We varied several object and trajectory properties. While the mean object diame-

ter d̄ was kept constant, the distance s̄ between objects of a trajectory was varied

in multiples of the object radius. This is equivalent to changing the frame rate of

the recording. For this purpose, we defined the frame rate corresponding to covered

distance of s̄ = d̄ = 5 px between images as f0. Additionally, we varied the deviation

of the object properties for objects belonging to the same trajectory ∆rt,∆st, ∆st
and between objects of different trajectories (∆rn,∆st, ∆sn) as well as the angle

of the trajectory (∆ϕn, ∆ϕn). The standard deviation for those variations was set

to 20 % of the mean value. Furthermore, we disabled and enabled the individual

weights used for the graph algorithm.

Figure 4.6 shows the results for object and trajectory recognition as well as mean

object distance and computing time. Colors, line style and markers are explained

in the bottom panel of figure 4.6. While the color of the plot lines indicates the

distance between objects in a trajectory, the line style denotes the different weights

for the graph algorithm. If only the continuous plot lines are shown, as in figure

4.6a, c, e, this means that the result is mainly independent of the trajectory recon-

struction and different weights and deviations lead to comparable results.

Figure 4.6a shows the amount of recognized objects. Since the object recognition

is performed independently of the trajectory reconstruction, this result does not

depend on the weights of the graph Gs,r,ϕ or the distance of the objects in a trajec-

tory. As expected, the recognition of the objects decreases with increasing object

number, since the objects tend to overlap more and more, and no longer fulfill the

requirements (compare equation 4.3) for object recognition. At an object density

of 15 %, less than 20 % of the objects are recognized. Figure 4.6c shows the mean

object distance in relation to the object distances of a trajectory. The results listed

in chapter 4.1.4 are obtained for mean object distances between 0.5 and 2.5 times

the object diameter and object densities in the range between 0.5 and 2 %, so we are

in a region where the algorithm performs well. In figure 4.6c, the progression of the

computing time can be seen. The main load of the algorithm is located in the object
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(f) Trajectory recognition for varying objects

s = 8 · r, f = 0.25f0
s = 4 · r, f = 0.5f0

s = 2 · r, f = f0
s = r, f = 2f0

Gϕ = 0Gr = 0Gs = 0Gs,r,ϕ 6= 0

Figure 4.6: Performance of the cell tracking algorithm in dependence of object
density in the image: ratio of recognized objects (a), mean distance between objects
in terms of object diameter (c), computing time per image (e) as well as ratio of
trajectory recognition relative to ratio of object recognition for different properties
(b, d, e) and legend for all plots
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recognition, since every bright pixel has to be identified and assigned. Thereby, the

computing time mainly depends on the object density and image size and not on

the actual trajectory recognition. The displayed times are given as elapsed real time

on one core of an Intel Xeon E5520 processor. Since we evaluate only the perfor-

mance of the trajectory reconstruction, the evaluation of the movement (step 5) is

not included in the computing time.

Figures 4.6b, d, f show the amount of recognized trajectories relative to the amount

of recognized objects. While figure 4.6b shows the trajectory recognition for iden-

tical objects, moving with same speed in the same direction, figure 4.6d shows the

result for trajectories of varying objects, with different size, velocity and direction.

However, the object properties within individual trajectories remain constant. Fi-

nally, in figure 4.6f, the trajectory recognition for objects whose properties within a

trajectory were varied is shown. This might represent objects drifting slightly out

of focus and back, or vibrations causing blurring or lateral displacement. It can be

seen that, independent of the graph weights, an object distance in the range of the

object size or smaller leads always to a higher trajectory recognition. As expected,

the success rate of the trajectory recognition decreases with increasing object den-

sity and decreasing frame rate. In the special case of identical objects, moving with

same speed in the same direction (figure 4.6b), the weight on the distance Gs con-

strains the recognition rate, since the distance is the most unspecific feature in this

case. The recognition rates remain comparably constant over the different distances

/ frame rates. The distance weight is far more important for trajectories where the

objects vary between trajectories, but not inside them. The reconstructions with

Gs = 0 in figure 4.6d show less success than other weight combinations for small and

medium object distances. Additionally, the recognition rate is generally lower and

decreases faster than the recognition rates in figure 4.6b. If the individual objects

of a trajectory vary, the recognition rate decreases further and the influence of the

distance weight increases.
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4.1.4 Results

We performed several measurements with the above described set-up. In table 4.2,

we list the results for object diameter, velocity, magnetic moment and surface mag-

netization. Values are given as mean value and standard deviation. Figure 4.7

shows the results exemplarily for two different cell types. The first column of panels

(figure 4.7a, c, e) shows the results for live BMCs, while the second column (figure

4.7b, d, f) shows the same for ES-CMs. Figure 4.7a and b show the reconstructed

diameter. The calculated magnetic moment and surface magnetization are shown

in figure 4.7c, d and e, f, respectively. The individual panels show the histogramatic

data for approximately 570 trajectories in case of the BMCs and nearly 1600 tra-

jectories in case of the ES-CMs, including the calculated errors as described above.

The trajectories were extracted from 1250 images each. Additionally, we show the

distribution fitted to the data which we later use in our simulations (see chapter

5.2.1).

Object Type Nanoparticle Diameter Magnetic Moment

Velocity Surface Magnetization

Microbubbles 2.5 pg Fe/MB†† 4.1± 1.1 µm 103± 40.7 fAm2

SO-Mag5 19.1± 8.6 µm/s 3.7± 0.6 mA

Microbubbles 2.5 pg Fe/MB†† 3.8± 1.7 µm 60.2± 47.1 fAm2

PEI-Mag4 11.4± 4.8 µm/s 2.5± 1.1 mA

BMC 20 pg Fe/cell 9.4± 2.5 µm 333± 435 fAm2

(bone marrow cells) SO-Mag5 40± 59 µm/s 1.7± 2.0 mA

eCM (embryonic 200 pg Fe/cell 9.6± 1.5 µm 225± 313 fAm2

cardiomyocytes) SO-Mag5 23± 38 µm/s 1.3± 1.9 mA

ES-CM (embryonic stem 200 pg Fe/cell 9.3± 1.8 µm 694± 256 fAm2

cell derived cardiomyoc.) SO-Mag5 99± 36 µm/s 2.9± 1.3 mA

Table 4.2: Results of measurements for cells and microbubbles as mean value and
standard deviation of the fitted distribution; eCMs and ES-CMs were provided as
fixated cells, while BMCs were live cells

††Iron amount of microbubbles was calculated based on a mean microbubble density of 60·106 MB/ml
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Figure 4.7: Representative data from trajectory reconstruction of live BMCs (left
column) and fixated ES-CMs (right column): diameter of cells (a, b) as well as
calculated magnetic moment (c, d) and magnetization (e, f); the data evaluated from
the microscopy images is displayed as blue bar plots with green error bars; the fitted
distribution is shown as red line
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4.2 Magnetic Moment of Nanoparticles

Though magnetic nanoparticles and nanoparticle complexes can be observed under

a microscope, it is difficult to evaluate those results automatically. Furthermore,

the equipment necessary for this measurement might not always be available under

the required conditions, e.g. in a S2 laboratory. Therefore, we adjusted the set-up

to observe nanoparticles indirectly via the optical transmission of the fluid. The

nanoparticles and complexes move towards the magnetic field source and thereby

away from the observation point. Due to this movement, the optical density of

the fluid decreases and the transmission increases over time at the measurement

location. From this behavior, we can estimate the particle movement and draw con-

clusions about the magnetic moment.

Though a comparable approach to determine the magnetophoretic mobility of nano-

particles by measuring the optical density of a fluid was already mentioned by

Mykhaylyk et al [76, 77], we improved the magnetic as well as the measurement

set-up and, furthermore, developed an enhanced evaluation of the optical density.
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Figure 4.8: Resulting magnetic flux density field (a, c) and magnetic gradient (b, d)
of measurement set-up in the central plane inside the cuvette (a, b) and in radial
direction from the center of the magnet circle to the cuvette bottom (c, d)
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4.2.1 Magnetic Set-Up

The set-up for the measurement of magnetic nanoparticles is described in chapter

3.1.1. As shown in figure 3.4b, it consists of several permanent magnets arranged

in an incomplete circle. Figure 4.8 shows the magnetic flux density (a, c) and the

magnetic gradient (b, d) of the set-up. Figures 4.8c and d show those quantities as a

cut in radial direction. The radial direction is defined from the center of the circle of

permanent magnets outward, as indicated by the arrow in figure 4.8a. The location

of the observation window is indicated by the black or white circle in figure 4.8a and

b, respectively.

Due to the limited height of the magnets in this set-up, we achieve a magnetic gra-

dient of approximately 16.1 T/m at the observation window. If we assume an infinite

height of the magnets, we would obtain a magnetic gradient of 21 T/m which coin-

cides very well with magnetic gradient approximated by equation 3.5 of 20.8 T/m.

Due to the same reasons, the magnetic flux density increases not completely homo-

geneously over the volume. In the lower half of the circle however, the magnetic

flux density field increases approximately linearly with the radius. The magnetic

gradient in the radial direction increases only about 1 to 1.5 % per millimeter.

4.2.2 Measurement and Evaluation

Measurement

The measurement and evaluation principle are schematically shown in figure 4.9 and

4.12, respectively. Magnetic nanoparticles in solution are put in a standard cuvette

t

t

C

t

T

Figure 4.9: Principle of measurement: a sample with nanoparticles at four different
times during a measurement and the corresponding concentration and transmission
curves; the observation window is indicated by the red circle; sizes are not to scale
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Figure 4.10: Transmission (a) and transformed concentration (b) curves for different
concentrations of SO-Mag5 nanoparticles in HBSS; error bars are displayed only for
a few points

and placed in the measurement set-up. For more information about the set-up, see

chapters 3.1.1 and 3.3.1. The top row of figure 4.9 shows the sample at four differ-

ent times during the measurement. The observation window is indicated by the red

circle and the corresponding concentration and transmission curves are shown below

the samples. Due to the magnetic force, the nanoparticles move in outward direc-

tion as indicated by the arrow in figure 4.8a. The direction of movement is indicated

by gray arrows for selected particles. The concentration C of nanoparticles in the

observation window decreases with advancing nanoparticle movement. Thereby, the

transmission T of the suspension at the measurement location increases over time.

The transmission value is recorded for a certain amount of time and curves similar

to the ones shown in figure 4.10a are gained.

The curve is recorded until no change in the transmission is visible and we can

assume that all particles have moved away from the observation window. At this

point we measure only the optical density of the medium. We define this final inten-

sity value as I0. Figure 4.10a shows the recorded transmission curves for different

concentrations of SO-Mag5 nanoparticles in HBSS at a wavelength of 660 nm.

Calibration

Additionally to the recorded time dependency of the light transmission of the par-

ticle suspension in the presence of the magnetic gradient field, we need to deter-

mine the correlation between the transmission / absorbance and the nanoparticle

concentration. To this end, a calibration curve is recorded with the optical density

measurement device of choice and an exponential or linear fit is applied to the trans-

mission or absorbance, respectively. An exemplary calibration curve can be seen in

figure 4.11 for SO-Mag5 nanoparticles in HBSS at 470 nm and 660 nm. While figure

4.11a shows the exponential decrease of the light transmission, figure 4.11b shows
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Figure 4.11: Relative transmission and absorbance for different concentrations of
SO-Mag5 nanoparticles in HBSS: dots denote experimental values and line describes
exponential (a) and linear (b) fit for transmission and absorbance, respectively

the linear increase of the absorbance. We are thereby able to determine the extinc-

tion coefficient ε, compare also equation 2.42.

With this calibration, the transmission curve can be transformed into a relative con-

centration. Figure 4.10b shows the calculated concentration over time corresponding

to the transmission values in figure 4.10a.

Evaluation

Figure 4.12 shows the evaluation principle of the measured transmission curves.

The left column symbolizes the experimental results, while the right column depicts

the corresponding simulation. The measured transmission curves (Experiment II)

in figure 4.10a can be transformed into concentration curves with the help of the

calibration (Experiment I) shown in figure 4.11. The resulting concentrations (Ex-

periment III) are shown in figure 4.10b.

To evaluate those curves, we aim to duplicate the experimental result in a simula-

tion. Therefore, we calculate the trajectories of a number of particles (Simulation

II) based on equation 2.41 and the size distribution of the sample (Simulation I).

Subsequently, we evaluate the particle density per time step in the observation win-

dow. To compensate for the different intensities caused by the polydispersity of

the nanoparticles, the particles are weighted by their respective absorption cross

sections, compare equation 2.44. We are then able to reproduce the transmission

curves of the experimental results (Simulation III). For a given set of input condi-

tions, we can match the shape of the curves from experiment and simulation and

thereby determine the value of the magnetic moment as a parameter.

For magnetic nanoparticles and complexes, we assume a constant ratio of magnetic

moment to volume and thereby a constant magnetization. For the purpose of the

evaluation, we therefore use the magnetization as a free parameter to determine the

magnetic moment of the particles.
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Figure 4.12: Principle of evaluation; left column depicts evaluation of experimental
data, while right column denotes simulation of the same data; magnetization is
determined by matching experimental result with simulation

Impact of Input Parameters

There are several input parameters which can influence the results of the measure-

ment and simulation. Apart from the magnetic flux density and gradient which are

static in this set-up, there are viscosity and aperture as parameters on the experi-

ment side as well as density, magnetization and size distribution on the particle side.

The size distribution in turn consists of mean value and variance. Additionally, we

show the impact of gravity and Langevin behavior. To investigate the influence

of those parameters on the shape of the concentration curve, we simulate each pa-

rameter variation separately. Figure 4.13 shows the concentration curves for the

parameters listed in table 4.3 (denoted by “no variation”) as well as for the individ-

ually changed parameters.

First, we study the influences on a monodisperse distribution with particles in sat-

uration. Subsequently, we investigate the influence of polydisperse size distribu-

tions and Langevin behavior. The gained concentration curves can be fitted to the

weighted superposition of an exponential function and a linear function

C(t) = wE exp
(
− a · t2 − b · t

)
+ (1− wE)(1− c · t) · H

(
1

c
− t
)
, (4.10)

with the positive parameters a ≥ 0, b ≥ 0, c ≥ 0 and the weight 0.8 ≤ wE ≤ 1. While

the parameters a, b, c determine the overall slope of the curve, wE is responsible for

the curvature.

The experimental parameters, density and gravity as well as the particle parameters

were varied as follows:
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Parameter Symbol Default Value

Aperture δ 1 mm

Density % 2.5 g/cm3

Diameter dh 500 nm

Volume magnetization MV 50 kA/m

Langevin parameter L(EB) E ∞
Viscosity η 0.95 mPa · s

Table 4.3: Standard parameters used for evaluation of time dependent transmission
measurements

• The device comes with different apertures between 1 and 2 mm in diameter.

As can be seen in figure 4.13a the change between the smallest and the largest

aperture has no impact on the concentration curve.

• The viscosity of the fluid is largely temperature dependent and usually varies

for different solutions between 0.8 and 1.1 mPa · s (compare figure A.5). Those

values influence the concentration curve visibly as can be seen in figure 4.13a.

The changes correspond to a change in the inferred magnetization of ±10 %.

• The density of the nanoparticles and thereby their mass is another mostly

unknown parameter. Figure 4.13b shows the variation between 0.5 g/cm3 (mi-

crobubbles) and 5.2 g/cm3 (pure magnetite nanoparticles) with and without the

consideration of gravitational forces. A change in the particle density leads to

only very small changes in the concentration curve, since the magnetic force

is dominant.

• As expected, the size of the nanoparticles is one of the most important para-

meters and has a very large influence on the result. Since a smaller size corre-

sponds to a smaller magnetic moment, the magnetic force on the nanoparticles

is smaller and the particles move slower. Figure 4.13c shows that a reduction

of the diameter by 50 % results in an approximately four times longer time

until all particles are outside of the observation window.

• The other important parameter is the magnetization behavior of the particles,

as this is the parameter we want to determine. Though the influence is not as

drastic as the diameter, figure 4.13c shows that a reduction of the magnetiza-

tion by 50 % results in an approximately two times longer travel time for the

particles.

• All prior results were given for particles in saturation. The Langevin magneti-

zation behavior changes the magnetic moment and thereby the magnetic force

on the particles, depending on their position. This parameter is described by

E as defined in equation 2.9b. In figure 4.13c, we show the result for E = 70
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Figure 4.13: Simulated concentration curves for different experimental parameters
(a), for variations of density and gravity (b), for different particle parameters (c)
and polydisperse particle sizes (d)

(µ = 0.86µsat at B = 0.1 T) and E = 40 (µ = 0.75µsat at B = 0.1 T), which

corresponds to the approximate values for the particle types used in the ex-

periments, e.g. E(SO-Mag5) ≈ 70 and E(PEI-Mag2) ≈ 40 . Though the initial

slope of the curve is similar, this parameter results in a more rounded curve

and the weight parameter wE approaches 1. For a higher E , the concentration

curve is closer to the one of the saturated particles. A change in the Langevin

parameter slows the movement of the particles considerably, especially those

close to the center of the set-up.

• Finally, we apply a size distribution for the particle diameter. Figure 4.13d

shows the concentration curves for two individual diameters as well as a bidis-

perse and a lognormal size distribution, all with the same volume magneti-

zation. For a better intuitive understanding, we did not vary the variance of

the distribution directly, but the peak value of the distribution as defined in

chapter A.1.2. The mean diameter dmean of the distribution is 500 nm as in

the previous steps, while the peak value dpeak of the distribution is 400 nm.
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Figure 4.14: Progression of the exponents of equation 4.10 for a range of diameters
and magnetization values

This corresponds to a standard deviation of 200 nm.

Additionally to the results for monodisperse particles with dmean and dpeak,

figure 4.13d shows the concentration for a bidisperse distribution with peaks

at dmean and dpeak weighted with 0.46 and 0.54. This proportion corresponds

to their relative occurrence in a lognormal distribution.

The shown curves for polydisperse distributions can no longer be approximated

by a single exponential function, but consistent with equation 2.45 by a su-

perposition of the individual exponential functions Ci with i = 1, . . . , N . For

this purpose, we can bin the size distribution into N segments on the 99.73%

interval around the mean value. For an adequate description, the number N

of divisions should be of order 100. The overall concentration is then given by

C(t) =
N∑
i=1

wiCi(t) (4.11a)

wi =
1

V

∑
Li≤ di<Li+1

σE,i ·Ni , (4.11b)

Li = exp
(
µ− 4σ

)
+

exp
(
µ+ 4σ

)
− exp

(
µ+ 4σ

)
N − 1

(i− 1) , (4.11c)

where Li denotes the lower boundary of the bin i. The sum over all weights

wi adds up to 1 to ensure physical consistency.

Figure 4.14 exemplarily shows the progression of the fit parameter a of equation 4.10

for different magnetization and diameter values. The parameter can be described

by a 1× 1 polynomial of the logarithmic parameters

ln
(
a
)

= p1 · ln
(
d
)

+ p2 · ln
(
M
)

+ p3 , or (4.12a)

a = dp1 ·Mp2 · exp
(
p3

)
. (4.12b)
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The fit parameters b and c show a similar behavior. Based on the above informa-

tion, we can approximate the concentration curve resulting from a distribution of

nanoparticles for a given magnetization.

Evaluation

Based on the above results, we can provide an initial guess for the magnetization

for a given size distribution with known viscosity and Langevin parameter. We then

calculate the trajectories as described in the beginning of this chapter and match

the gained concentration against the experimental result. To refine the result, we

vary the magnetization based on the initial guess and find the best match by a

least-squares minimization [133].

4.2.3 Results

We performed several measurements with the described set-up for magnetic nanopar-

ticles and particle complexes. In table 4.4, we list the results for diameter and mag-

netization. Additionally, figure 4.15 shows the measurement results for the volume

magnetization for different iron concentrations of FluidMag-Strep and SO-Mag5

nanoparticles. For orientation, we fitted a constant value and an exponential curve

to the data, respectively. While we can fit a constant value within one standard

deviation for the measurement results of FluidMag-Strep particles, the results for

SO-Mag5 nanoparticles decrease with increasing particle concentration.

Nanoparticle Iron Concentration Diameter Volume Magnetization

SO-Mag5 10 µg Fe/ml 430± 79 µm 34.9± 3.4 kA/m

25 µg Fe/ml 638± 187 µm 19.0± 3.2 kA/m

50 µg Fe/ml 1108± 324 µm 9.3± 3.2 kA/m

100 µg Fe/ml 1308± 487 µm 4.2± 0.1 kA/m

FluidMag-Strep 10 µg Fe/ml 279± 123 µm 49.8± 13.9 kA/m

25 µg Fe/ml 214± 114 µm 59.4± 11.4 kA/m

50 µg Fe/ml 344± 165 µm 42.7± 8.1 kA/m

100 µg Fe/ml 464± 226 µm 59.1± 28.4 kA/m

Table 4.4: Measurement result for custom transmission device for different concen-
trations of nanoparticles in HBSS; diameter is given as mean value and standard
deviation of the fitted distribution over all measurements, while magnetization is
given as mean value and standard deviation over individual measurements
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Figure 4.15: Measurement result for custom transmission device for different con-
centrations of nanoparticles in HBSS
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4.3 Particle Aggregation

Depending on the solution in which the nanoparticles are suspended, they are stable

or form aggregates. Many nanoparticle types show a different aggregation behavior

for different solutions and thereby exhibit different complex sizes depending on the

solution. To investigate this behavior, we analyzed the aggregation of SO-Mag5

and PEI-Mag2 nanoparticles in different salt solutions, like sodium chloride, cal-

cium chloride and sodium phosphate as well as in the buffered solutions HBSS with

calcium and magnesium and DPBS. We compare several methods of measurement

which let us estimate the size and aggregation state of the individual nanoparticles

or complexes, respectively, in the absence as well as in the presence of a magnetic

field. The used methods include light transmission, dynamic light scattering and

zeta potential measurements. For an investigation of this behavior in a homoge-

neous magnetic field, we use magnetic relaxation measurements and transmission

measurements for results in an inhomogeneous magnetic field.

The figures in the following chapter show measurement results for different sus-

pensions of SO-Mag5 nanoparticles. Measurements at different ionic strengths of

salt solutions like sodium chloride (NaCl), calcium chloride (CaCl2) and sodium

phosphate (denoted as NaHPO4 in the following figures) were performed. The re-

sulting values are plotted in dependence on the ionic strength of the solution, while

water and buffered solutions are inserted at their total ionic strengths, compare

table A.3. We assume that aggregation sets in at a certain ionic strength Ic−and

saturates at Ic+ . The results of each measurement for a certain salt were fitted onto

a model function

M(I) = H(Ic− − I) · y1 +H(I − Ic+) · y2

+
1

Ic+ − Ic−
(
(y2 − y1) · I + Ic+y1 − Ic−y2

)
, (4.13)

where H(x) is the Heaviside function and y1,2 are the measurement values for the

not aggregated and aggregation saturated state, respectively. In other words, the

model function consists of three parts. The first part describes a constant value y1

until the aggregation process starts at Ic− , followed by a linear slope in the second

part until the aggregation process saturates at Ic+ . The third part again describes

a constant value y2. We define a third value Icmwhich describes the ionic strength

at the center between the not aggregated and aggregation saturated state as

Icm =M
(
Ic+ − Ic−

2

)
. (4.14)

This model function has no physical or chemical motivation, but matches our experi-

mental findings quite well and is solely used to describe and compare the aggregation

behavior. We performed similar experiments for PEI-Mag2 nanoparticles. We do

not present those results as images, but only indicate them in the text.
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4.3.1 Influence of Ionic Strength and Valence

Figure 4.16 shows the result for light transmission, zeta potential and hydrodynamic

diameter measurements. The vertical lines in the lower area of figure 4.16b indicate

the corresponding ionic strength of the prior mentioned salts in the buffered solu-

tions. Measurements in purified water and buffered solutions, like DPBS and HBSS,

were only taken at the natural concentration and are plotted at the value of their

total ionic strength.

Figure 4.16a depicts the measured zeta potential values for all salt solutions. The

according pH values are shown in table A.3. However, the zeta potential measure-

ments for higher ionic strength are to be treated with reserve, since the measurement

method is not suited for high ionic strengths. The high conductivity arising from

the high ionic strength, is accompanied by a high current and a subsequent heat-

ing. Additionally, high ionic strengths collapse the electrical double layer, thereby

making it more difficult to measure. However, the zeta potential for SO-Mag5 par-

ticles in water lies at approximately −28 mV, while the zeta potential for PEI-Mag2

nanoparticles is approximately +42 mV.

Figure 4.16b shows the result for light transmission for the particle suspensions at

470 nm in reference to the corresponding solution without nanoparticles. It can be

seen that, based on the initial value in purified water, the transmission decreases.

For the salt solutions, the starting point of this decrease is highly dependent on the

salt concentration or ionic strength. For calcium chloride suspensions, the decrease

of the transmission starts almost immediately, while the transmission of the sodium

chloride suspension is stable up to approximately 10 mM. For sodium phosphate,

the transmission decreases not until an ionic strength of over 100 mM. In contrast to

those results, PEI-Mag2 particles are stable up to 1 M of sodium chloride solutions

and aggregate fastest in sodium phosphate solutions.

Since the light transmission of a particle suspension for a certain particle concen-

tration is dependent on the particle size [134, 135], the results shown in figure 4.16b

are in good agreement with figure 4.16c and d. Figure 4.16c exemplarily shows the

size distribution of nanoparticles in calcium chloride solutions with different ionic

strengths. In figure 4.16d, the diameter of the nanoparticles in the different sus-

pensions are shown in the form of the mean value and standard deviation of the

intensity distributions. The particle diameter is stable for small salt concentrations

and increases considerably with the ionic strength until a stable value is reached. It

can be seen in figures 4.16b and d that the critical ionic strength Ic−at which the

nanoparticles start to aggregate is different for each of the used salts.

The sedimentation velocity for the measured salt concentrations can be calcu-

lated as described in equation 2.32. In the not aggregated state, the nanoparticles

have a velocity of approximately 50 µm/h which is negligible within the time of the

experiment. The fully aggregated nanoparticles have velocities of approximately

10 mm/h which corresponds to approximately 4 mm in 25 min and is of more signifi-

cance.
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Figure 4.16: Influence of ionic strengths of nanoparticle suspensions on zeta potential
(a) as well as on particles size measured by light transmission at 470 nm (b) and
dynamic light scattering (c, d); water and buffered solutions are inserted at their
total ionic strengths; size distributions are displayed for CaCl2 suspensions (c); we
refrained from displaying error bars in panel (c) for the sake of conciseness

4.3.2 Influence of Magnetic Field

Figure 4.17 shows the T2 relaxation times after 25 min with and without a magnetic

field. Since the T2 relaxation time corresponds to particle aggregation [136–138],

this is a well-founded indication of the aggregation process. Figure 4.17a exemplarily

shows the relaxation time of calcium chloride suspensions over 25 min in the presence

of a magnetic field. All T2 values increase over time with the exception of purified

water. A small amount of calcium chloride is enough to destabilize the particles

sufficiently for aggregation in the presence of a magnetic field. Figure 4.17b shows

the T2 relaxation times after 25 minutes in the presence of a magnetic field, while

4.17c shows the same for the control samples without a magnetic field for all salt and

buffered solutions. Please note the differing y-scales between 4.17b and c, d. It can

be seen that the aggregation is enhanced by the magnetic field. This is reasonable
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Figure 4.17: T2 relaxation times of calcium chloride suspensions over time (a) and
for different nanoparticle suspensions after 25 minutes in the presence of a magnetic
field (b), in absence of a magnetic field (c) and after agitation (d); we refrained from
displaying error bars in panel (a) for the sake of conciseness

since the used nanoparticles are superparamagnetic and the external magnetic field

introduces an additional attracting force. Nonetheless, aggregation seems also to

take place in the absence of a magnetic field, but with far less efficiency. The ionic

strength Ic− where aggregation initiates is in good agreement with figure 4.16b and

c. Figure 4.17d shows the T2 value for both sample types after agitation. There is no

significant difference recognizable between the samples with and without magnetic

field after agitation.

Figure 4.18a shows the results for transmission measurements for water, buffered

solutions and salt solutions with an ionic strength of 10 mM. Transmission values

at t = 0 show a similar result as displayed in figure 4.16b. More interesting though

is the behavior in the first few minutes of the measurement. Here, the transmis-

sion of the CaCl2- and HBSS suspensions increases nearly linearly over the time,

as described in chapter 4.2.2. For both solutions, the nanoparticles are already ag-

gregated to their maximum size, see figure 4.16. For NaCl-, NaHPO4- and DPBS
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Figure 4.18: Transmission measurements in a magnetic field for nanoparticles in
water, buffered solutions and salt solutions with an ionic strength of 10r mMelative
to the final transmittance of the solution (a) and relative to the initial and final
value (b); we refrained from displaying error bars for the sake of conciseness

suspensions, the transmission decreases initially until the trend reverses and the

transmission increases similarly to the other two curves. However, the slope of the

latter three curves is less steep as the one of the former two curves. For a better view

of this phenomenon, figure 4.18b shows the transmission rescaled to their initial and

final value. The transmission curve for water is not shown in the rescaled image,

since the curve shows too much noise at this magnification to depict the result in

a descriptive manner. However, as can be seen in 4.18a, the effect occurs also to a

small degree in water.

Aggregate sizes were measured again after the application of the custom measure-

ment device and subsequent agitation (data not shown). No significant differences

to the size distributions of figure 4.16d were recognizable.
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4.4 Discussion

We have successfully developed measurement devices for the characterization and

study of magnetically labeled objects of different size ranges. Although both de-

vices including their evaluation are only functional prototypes and there is room for

improvements, both measurement methods have proven to be working successfully.

Furthermore, both devices are of a comparably small size, can be used in different

laboratories and easily be moved between laboratories.

While we took advantage of the possibility of observing larger objects like cells and

microbubbles directly, we used the indirect observation via light transmission for

smaller objects like nanoparticles and their complexes. However, the employed mea-

surement methods differ not only by the size of their intended sample objects, but are

fundamentally different due to their observation method. It is very difficult to mea-

sure microbubbles in the transmission device and nanoparticles via the microscope.

Microbubbles come in an optically dense fluid which includes different phospholipids

[15]. In our experiments, it has proven difficult to dilute the fluid enough for suc-

cessful optical measurements, while keeping an appropriate concentration of intact

microbubbles. To the same effect, a high cell density (≈ 5− 10 · 106 cells/ml) is nec-

essary to achieve adequate results via transmission measurements. Vice versa, while

complexes of magnetic nanoparticles are visible using a microscope, only the largest

complexes are observable due to the limited contrast under an inverted microscope

and their features are too indistinct for a successful automatic evaluation.

Magnetic Moment of Cells and Microbubbles

Although there already exist several similar methods to measure the magnetic mo-

ment or the magnetophoretic mobility of cells, most of them implicate that the cells

are observed in flow. The most common method is to use a combination of one

or multiple permanent magnets and a cell tracking velocimetry set-up. Zborowski

and Chalmers et al [56, 65] used such a set-up in combination with paramagnetic

particles. Those have a magnetic moment which is directly proportional to the mag-

netic field. Their set-up is optimized to a constant gradient of the magnetic energy

density ∇B2 which provides a constant force for paramagnetic nanoparticles.

Häfeli et al [64] as well as Wilhelm et al [139] used a single permanent magnet to

divert the particles perpendicular to their flow direction, thereby exerting a very

inhomogeneous force. Under those circumstances, it is inadequate to neglect the ac-

celeration due to the magnetic force. Zborowski and Chalmers et al [56, 65] as well

as Häfeli et al [64] used their set-ups for the evaluation of paramagnetic particles,

assuming the magnetic moment to be proportional to the magnetic field.

While most of the cell tracking velocimetry set-ups are rather complicated, our

only demand is the availability of an inverted microscope equipped with a digital

video camera. In contrast to the described methods, we have a static environment

for our objects, so we can safely assume that all observed long scale movement is

due to the magnetic force. Additionally, we use containers where all optical planes
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are perpendicular to the light beam to avoid optical distortions. The design of a

constant energy density gradient is not applicable in the case of superparamagnetic

nanoparticles. Even though the magnetic force can be approximated in a similar

way (compare equation 2.11), this is only valid for flux densities smaller than 50

to 100 mT. For magnetic flux densities larger than 200 to 300 mT, the magnetic

moment can be approximated as constant. However, for the region between both

approximations, the magnetic moment is not linearly dependent on the magnetic

flux density and we need to include the known magnetic properties for the evalua-

tion.

Nevertheless, we aimed for a constant force, by designing a set-up with a homoge-

neous magnetic gradient. However, the magnetic gradient is not completely homo-

geneous and the absolute value of the magnetic flux density is comparably small

and varies strongly in the outer region of the cell culture dish. This is due to the

limited height available under the microscope. As mentioned above, the Langevin

behavior would have little to no influence on the magnetic moment for higher mag-

netic flux densities, since this is equivalent to nanoparticles with a higher magnetic

saturation. Thereby, such a set-up would be preferable. Nonetheless, we disregard

the acceleration of the objects due to the non-homogeneous field gradient, similar to

the measurements by Zborowski et al and Häfeli et al. The error on the magnetic

moment is in the range of 5 to 10 % in the observed region and we are likely to

underestimate the magnetic moment, see chapter A.2.2 for an estimate.

Moreover, large magnetic flux densities and magnetic gradients lead to a large mag-

netic force on the cells or microbubbles, thereby causing higher velocities of the ob-

jects. This not only makes a higher recording frame rate necessary, but also makes

it more difficult to capture the movement of an adequate cross section of objects,

since those with a higher magnetic moment might already be outside of the field of

view. A better, but somewhat more complicated improvement would be a set-up

with a high magnetic flux density and a comparably small, but constant magnetic

gradient. In any case, further improvements concerning the magnetic set-up would

imply larger and / or more permanent magnets. To accomplish a higher set-up size,

while at the same time not interfering with the microscope optics, a custom made

microscope stage would be necessary. Furthermore, such a microscope stage would

also allow for a better positioning of the device itself, e.g. by including indentions

for the device for several positions.

Figure 4.7 exemplarily shows the measurement results for two different cell types.

The listed values for the magnetization were calculated individually for each recon-

structed trajectory and subsequently fitted.

While all measured cell types share a normal distribution for the size distribution,

only the ES-CMs display the same for velocity, magnetic moment and magneti-

zation. The data gained from eCMs, BMCs and microbubbles can be fitted well

to lognormal distributions. Therefore, it stands to reason that on the one hand,

the displayed lognormal behavior originates from the lognormal distribution of the

nanoparticles. Furthermore, the distributions of diameter and magnetic moment
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Figure 4.19: Comparison of magnetic moment per used iron amount for SO-Mag5
nanoparticles, microbubbles (MB) and different cell types (BMC, eCM, ES-CM)

cannot be transformed into the magnetization distribution by simple expressions as

suggested by equation 2.1. This indicated that the amount of incorporated nanopar-

ticles is, at least for the cells, mainly independent of their size. Contrariwise, it could

also be possible that the velocity and magnetic data gained from eCMs, BMCs and

microbubbles follows a normal distribution, but is truncated and only appears as

a lognormal distribution due to the close proximity of the peak value to zero. The

movement of the lower half of the distribution might not have been recognized as

movement or was disposed of as Brownian motion. To investigate the exact corre-

lation, a more detailed analysis with a higher time and space resolution would be

necessary.

In the case of microbubbles, especially those incorporating SO-Mag5 nanoparticles,

the distribution of the surface magnetization is dominated by a rather slim peak

indicating a better correlation between surface and magnetic moment.

Moreover, we can see differences in the magnetic moment of the different cell types

and microbubbles. Though ES-CMs display the highest magnetization of the cell

types, the magnetization value of BMCs is approximately two thirds of the value

of ES-CMs while using only a tenth of the iron amount. Clearly, the intake of

the magnetic nanoparticles by the cells is different for each cell type. As already

indicated previously, microbubbles have a large magnetic moment. Though the mi-

crobubbles have a smaller magnetic moment than the investigated cell types, they

have a comparable or larger surface magnetization, while using the least amount of

iron per object. Comparing the carrier types, the magnetic microbubbles clearly

have the largest surface magnetization. Figure 4.19 shows the magnetic moments of

those objects of table 4.2 with SO-Mag5 nanoparticles incorporated as well as the

magnetic moment of SO-Mag5 nanoparticles themselves. The values are shown with

respect to the used iron amount per object.

Magnetic Moment of Nanoparticles and Complexes

The approach to determine the magnetophoretic mobility of nanoparticles by mea-

suring the optical density of a fluid was already described by Mykhaylyk et al [76, 77].
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Their approach uses two identical blocks of permanent magnets, positioned on ei-

ther side of a cuvette and the optical density is measured in the center between both

magnets. The velocity of the particles is determined by using the time required until

the optical density has decreased to 10 % of the initial value and the mean covered

distance in that time. The equilibrium equation 4.6 and the mean magnetic flux

density and gradient are used for the resulting magnetic moment.

In contrast to this approach, we have refined the magnetic set-up. Although the

magnetic gradient of the set-up is not completely homogeneous, we aimed at an as

homogeneous as possible gradient in the limited space around the cuvette. In the

upper half of the set-up, the gradient varies rather extensively. However, this region

is of no interest for the measurement. In the lower half of the container, the mag-

netic gradient is much more homogeneous, but still has some variations. Most of

those variations are due to boundary effects generated by the limited height of the

permanent magnets. The homogeneity could be increased by using higher magnets

and possibly additional rings of permanent magnets. However, this would increase

the size of the device and the distance between light source and detector. As a re-

sult, the light beam would widen, resulting in a wider scattering and intensity losses.

Furthermore, we measure the optical density at a location, where the magnetic gra-

dient is not subject to large variations and where the velocity and acceleration of

most particles is well established.

The absolute value of the magnetic flux density in the set-up is still comparably

small. A higher magnetic flux density would mean nanoparticles with a higher mag-

netic saturation up to the point where the Langevin behavior could be neglected.

Thereby, it would not be necessary to know the magnetization parameter E of the

particle type. Additionally, nanoparticles with a higher magnetic saturation expe-

rience a larger magnetic force which would allow us to measure the transmission of

not aggregated (e.g. in deionized water) or very small nanoparticles in a reasonable

time. With the current set-up, those measurements can take up to several hours.

These benefits might outweigh the aforementioned drawbacks and might be worth

an investigation in the future.

For the evaluation of the measurements, we use the calibration curve shown in figure

4.11. The curve is created from different concentrations of the nanoparticle type in

the fluid. To gain a usable calibration profile, we have to assume that aggregation in

the fluid is not dependent on the particle concentration. Aggregated particles mostly

yield a smaller transmission, thereby falsifying the curve in figure 4.11. However,

all investigated calibration curves show the same linear profile, supporting the as-

sumption that the aggregation behavior does, for small concentrations, not strongly

depend on the concentration.

For the extraction of the magnetization of the nanoparticles, we simulate the com-

plete particle movement including random starting positions and diameters accord-

ing to the size distribution of the complexes in the corresponding fluid. However, as

we have seen in chapter 4.3.2, individual nanoparticles aggregate in homogeneous as

well as in inhomogeneous magnetic fields. We have seen this effect in figure 4.18 as a

part of the measurement. If the particles aggregate when put into the measurement
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device, the beforehand acquired and the actual size distribution are not in good

agreement. However, we were not able to measure the established size distributions,

due to the necessary agitation process. The size measurements after the application

of a magnetic field have shown no significant difference compared to measurements

before the application of a magnetic field. On the one hand, the only way to avoid

this problem would be to use only particles in fluids where no aggregation occurs

(e.g. deionized water). However, this brings us back to the previous problem of a

small magnetic flux density. On the other hand, this behavior offers us the possibil-

ity to further investigate the aggregation behavior. Furthermore, the device could

easily be adjusted to create a homogeneous magnetic flux density of approximately

115 mT. This would simply involve a rotation of the individual magnets. Thereby,

other particle specific characteristics could be investigated, e.g. chain formation in

a homogeneous field [140].

In figure 4.15 and table 4.4 the measurement results for two different particle types

are shown. While the results for FluidMag-Strep nanoparticles have comparably

large errors, the values are compatible with a constant value within one standard

deviation. The values for the SO-Mag5 measurement however, are differing greatly

and seem to decline exponentially with increasing concentration. This behavior sug-

gests that the assumption of a constant ratio of magnetic moment to volume is not

well justified and that complexes of nanoparticles may very well have a varying par-

ticle density or form crystal-like structures under certain conditions.

There are many groups dealing with the description of light scattering at par-

ticles of a size comparable to the wavelength of the light [141–144]. Most of those

focus on observing, measuring or modeling rain fields with radio signals, compare

[107, and references therein]. Approaches may include single or multiple scattering,

depending on frequency and particle density. A full description of this matter would

exceed the scope of this work. We consider only the main contributions for our

expression. However, the differing weights of the scattering cross sections for the

different diameters are highly dependent on the input parameters. Most of those

are only estimated, especially the refractive indices of the nanoparticles which may

vary greatly depending on the particle type.

Tracking Algorithm

As previously mentioned, there are many particle and cell tracking algorithms freely

or commercially available [e.g. 122, and references therein]. However, most of those

[e.g. 123, 124] have problems with large distances between individual particle loca-

tions, since they are meant to track small distances and non-overlapping trajectories,

e.g. for the tracking of Brownian motion or morphodynamic behavior. Others are

able to track in three dimensions [e.g. 125, 126] or are overly complex for our applica-

tion. We limit our tracking procedures to gray scale images and are only interested

in linearly progressing trajectories. Furthermore, we do not want to evaluate small

movements, but large scale movements. Only movements covering many times the
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particle radius in distance over relatively short time frames allow for insights into

the magnetic behavior.

Usually, a tracking procedure consists of the recognition of the objects for all frames

and the subsequent or simultaneous association of those objects over a set of frames.

Often used approaches for the recognition and identification of objects, are template

matching [145] or watershed transformation [146, 147]. For the template matching

technique, an intensity profile describing the objects is provided and the image is

scanned for matching intensity features. To use a watershed transformation, the

image is considered as a topographic relief and flooded, starting from local minima.

The remaining regions are then considered to represent objects.

The simplest approach to associate objects over several frames is to identify the

nearest neighbor in the next frame. The definition of the nearest neighbor can refer

to spatial distance or, as in our algorithm, to other object specific criteria. This

association is often solved by global optimizations [123, 148] or consecutive between

every frame [149–152].

A similar method for global movements is particle velocimetry [153]. Particle imag-

ing velocimetry or particle tracking velocimetry is used to observe turbulent flow.

Particles are injected into the flow and illuminated by a light source, e.g. a laser.

The particles are used as tracers to make the motion of the fluid visible. However,

the tracking of those usually monodisperse particles takes often place in three di-

mensions.

We used a set of basic algorithms and combined them in a novel way to achieve

a fast and reliable tracking algorithm. With the exception of the image import, the

whole algorithm does not use any internal image processing tools provided by Mat-

lab. Therefore, it was designed as a platform independent algorithm which can be

easily ported to another programing language. Furthermore, the usage of custom

and adapted tools for image filtering, particle recognition and evaluation as well

as trajectory recognition is accompanied by an acceleration of the whole algorithm

compared to the usage of generic internal Matlab functions.

The location and recognition of the objects is implemented separately from one an-

other. This offers the possibility to expand the scope of recognized shapes, e.g. by

pattern matching. Furthermore, by applying the connected-component algorithm

on non-binary data, we could separate overlapping objects already in the location

step. However, if the objects shapes differ substantially from the circular shape, we

would have to extend the evaluation of the data, since on the one hand, the Stokes

force in the form of equation 2.18 is only valid for spheres. On the other hand, we

would have to consider the object alignment with respect to the direction of flow for

very inhomogeneous semiaxes.

The weights for the trajectory reconstruction are given by the user and can thereby

be varied or disabled as necessary for the data set. Additionally, the reconstruction

step of the algorithm can be easily expanded by additional weights, e.g. shape sim-

ilarities.

In contrast to the above mentioned cell tracking applications, our algorithm is de-

signed to track homogeneous large distance movement. Since many cell types exhibit
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a nearly monodisperse size distribution, the identification solely via the object size

and absolute distance is not adequate. Therefore we also consider the relative angle

between the individual objects. Since the objects move toward the magnetic ring

surrounding them, they move mainly in radial direction and the angle between all

objects of a trajectory has to be comparable. Furthermore, we do not only compare

the values of size, distance and angle for subsequent objects, but also compare those

values over the whole trajectory to exclude a merging or switching of adjacent tra-

jectories.

We do not consider object interactions or dis- and reappearances of objects. If an

object is temporarily out of focus or overlaps with another, we simply ignore those

steps and start a new trajectory after the incident. This works well as long as dis-

appearances do not happen very often and the trajectories are thereby, not broken

into too short fragments. In a similar way, we split trajectories at irregular points

like significant changes in size or angle. However, having multiple short trajectories

instead of one long trajectory can impair the statistics of the result. Assuming that

breaks in the trajectory occur mostly due to changes in the trajectory itself, e.g. due

to external influences like vibrations, those disturbances are applied to the whole

image. This interrupts all current trajectories in the same way and the fragments

contribute equally to the statistic. Thereby, this influence is acceptable.

Particle Aggregation

We have seen that the stability of nanoparticles is highly dependent on the com-

position of the used solution. As already reported by French et al [154], we found

a different aggregation behavior for different salts at the same ionic strength, e.g.

SO-Mag5 nanoparticles in 25 mM sodium chloride solution show results comparable

to 2.5 mM calcium chloride solution. Not only the concentration or ionic strength of

the salt solution influences the behavior, but also ionic value or ion sort. Unstable

particles aggregate without the influence of an external magnetic field and due to

their larger size, sediment relatively fast. In case of the investigated particles, we

were able to prevent sedimentation by agitation, but the particle aggregation was

not reversible.

Already aggregated particles show an accelerated aggregation behavior in the pres-

ence of a homogeneous as well as an inhomogeneous magnetic field. The increase

in the measured T2-values in presence and without the presence of a magnetic field

is supposedly a combination of aggregation and sedimentation, while in presence of

the magnetic field, the aggregation obviously prevails. The sedimentation velocities

calculated above, based on equation 2.32, are to be taken with reservations, since

diffusion is not included in the approximation. There definitely occurs sedimenta-

tion for the particle suspensions for which high velocities were calculated, but the

time frame was larger than the approximation suggests. In no case sedimentation

was detectable by the naked eye in the course of one hour. However, after 24 hours

the aggregated particles were fully sedimented, while no sedimentation occurred for

non-aggregated particles.
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Figure 4.20: Comparison of different measurement methods for particle aggregation;
bars denote the lower and upper bounds of the aggregation phase; the black line
denotes the center value

The increase of the optical density in the measurements is an indication of fur-

ther particle aggregation. As already mentioned, larger particles cause a lower light

transmission. Thereby, aggregated nanoparticles lead to a lower light transmission as

observed in figure 4.18b. The particles start to aggregate as soon as they are placed

in the inhomogeneous magnetic field. This takes place even for the previously not

aggregated particle states, e.g. for low sodium phosphate solutions. However, at

one point during the measurement, the effect of the movement of the nanoparticles

dominates the effect of the aggregation. From this time on, only an increase in

the light transmission is measured. The aggregation seems to be not as effective or

takes more time than directly observable, since the transmission increases noticeably

slower than in the case of already aggregated nanoparticles.

The results of the different measurement types lead to comparable aggregation

values. Figure 4.20 shows the lower and upper bounds Ic± of the aggregation phase

as colored bars as well as the center value Icmbetween both as black line. All

measurements are in good agreement with each other. Compared to the other mea-

surement methods, the T2 relaxation times show an earlier onset of the aggregation

due to superparamagnetic characteristics of the nanoparticles in combination with

the magnetic field. The direct measurement of the diameter via the ZetaSizer device

tends to often show either aggregated or non-aggregated diameters and thereby offers

the least accuracy in the aggregation phase. Additionally, the values for NaHPO4-

solutions are very rough, since we were not able to induce a fully aggregated particle

state and thereby the model function 4.13 has not enough data values for an appro-

priate fit.

We deliberately did not adapt the pH values of the salt solutions, since this would

include a change in either ionic strength, ion type or both. We wanted to primar-

ily investigate the difference between salt solutions with different valence ions, and

buffered solutions. HBSS and DPBS have a comparable total ionic strength and sim-

ilar ingredients. Nonetheless, SO-Mag5 nanoparticles in HBSS are fully aggregated,
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while the same particles in DPBS show nearly no sign of aggregation. Both buffer

solutions are often used as is or with other salts in experiments due to their physi-

ological concentration, pH and ionic strength. Their similar biochemical properties

do not make buffer solutions universally compatible with nanoparticles. Similar to

cell lines, one has to find the optimal buffer combination for each nanoparticle type

and application. Keeping in vivo applications in mind, one has to pay special at-

tention to the properties and behavior of nanoparticles in physiological fluids and

especially blood.

The DLVO theory states that only two types of interaction are responsible for

effects as aggregation. Apart from the particle diameter, there are four parameters

which potentially influence the DLVO potential introduced by the solution: the

permittivity of the fluid εr, the Hamaker constant AH , the ionic strength I and the

surface potential ψ0.

• The variation of the permittivity in the investigated ionic strength range is

very small, e.g. the difference between the permittivity of a 100 mM sodium

chloride solution and the one of water is below 2 % [155] and behaves compa-

rable for the other used solutions.

• In the same way, the variation of the Hamaker constant AH is negligible.

The constant depends mainly on the optical properties like refraction index and

dielectric permittivity of the solution [103]. Based on the assumption that a

total DLVO potential in the same order of magnitude as kBT or smaller allows

the individual nanoparticles to aggregate, different values for the Hamaker

constant AH would be necessary to achieve this behavior. Those values would

be AH,CaCl2 ≈ O(10−19), AH,NaCl ≈ O(10−20) and AH,NaHPO4 ≈ O(10−21).

For an ionic strength of 1 M, the optical properties of the salt solutions differ

from those of water less than 1 %. While the resulting variation in the Hamaker

constant is already up to 6 % for sodium phosphate, this does not change the

Hamaker constant by an order of magnitude.

• The ionic strength is directly included as the comparison parameter in our

results. Therefore, it cannot account for the differences between the different

salt solutions.

• The last parameter, the surface potential, cannot be measured directly and

is only approximated by the zeta potential. Many works [156, 157] approxi-

mate the surface potential for every different solution and ionic concentration

by the respective zeta potential in that solution. In contrast to this approach,

we prefer to use the zeta potential in deionized water. There are two reasons for

this approach. The first one is the inability to measure the zeta potential reli-

ably for high salt concentrations. The other and more profound reason is that

the surface potential as we understand it, is an inherent particle property and

in contrast to the zeta potential not dependent on the solution. Thereby, the
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value of the zeta potential in deionized water is the least screened measurable

property and closest to the true surface potential. To use the respective zeta

potential values for different solutions would imply that the differing values

are the cause for the repulsive potential and not the consequence.

The standard derivation of the electrostatic double-layer interaction as used for the

DLVO potential in equation 2.38 is subject to many assumptions and approxima-

tions. One of those assumptions is the same valence of cations and anions in the

electrolyte solution (1:1 solution). This is clearly not the case for our solutions with

the exception of water and sodium chloride [e.g. 96, 102, 103]. As already reported

[99, 158], the DLVO theory in its approximated form can thereby not explain certain

mechanism of colloidal stability. There are several other forces which can influence

the colloidal stability and are neglected in the DLVO theory, e.g. solvation, struc-

tural and hydration forces. Those forces can be attracting, repulsing or oscillating

dependent on different surface properties. For more details on those forces, see e.g.

[99, 103, 159].

However, there are estimations originating from the DLVO theory which we can

utilize. The Schultz-Hardy rule states that the critical coagulation concentration

(c.c.c.) varies with the sixth power off the valence of the counterion. So the ion

which has a contrary charge to the particle has a greater influence by shielding the

surface potential of the particles. This explains the greater influence of calcium

chloride in comparison to sodium chloride and the very small influence of sodium

phosphate on the aggregation of SO-Mag5 particles. The particles are negatively

charged and the valence of the counterion is 2 (Ca2+) in case of calcium chloride

and 1 (Na+) in case of sodium chloride. In case of the positively charged PEI-Mag2

nanoparticles, the effect is inverse: sodium phosphate (HPO2−
4 ) has the largest in-

fluence, while both chlorides have very little influence. However, taking the central

ionic strengths Icm , we find a potency ratio of approximately 4 instead of 6 for SO-

Mag5. The Schultz-Hardy rule thereby explains the behavior only qualitatively and

not quantitatively.

A comparable effect of the different salts on the stability of proteins is known

as the Hofmeister effect [158, 160, 161]. The Hofmeister series or lyotropic series

reports a specific order of ions correlated with their ability to enhance or disable the

solubility and stability of proteins. However, the exact order of the Hofmeister series

may vary depending on the target substance and there is also an inverse Hofmeister

effect known [162, 163]. There are several approaches to explain the effects, but

despite much research, the exact origin and mechanism of the Hofmeister effect is

still not explained.
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Model and Simulation

In this part of the work, we present the results for different simulations of magnetic

nanoparticle accumulation. We start with a simple model with a static fluid and

proceed to movement in presence of a dynamic fluid. In either case, the aim is to

accumulate a high amount of particles in a certain area. Therefore, we optimized

the magnetic set-ups to achieve high magnetic flux density gradients while obtaining

certain geometrical patterns. The set-ups were already presented in chapter 3.1 and

are discussed only briefly in the following. In this chapter, we focus on the calcula-

tion of the according trajectories of the magnetic nanoparticles and the evaluation

of the amount of accumulated particles for certain areas.

To verify the results of our simulations, we compare selected simulations with exper-

imental results. Furthermore, we investigate the influence of different parameters

e.g. geometry, nanoparticle properties and so forth.

5.1 Trajectory Simulation

For the following models, we calculated the trajectories for N = 10′000 individual

nanoparticles, complexes or cells. This number of particles yields statistically stable

results while keeping the computing time reasonable. The general schematic of the

simulation algorithm is shown in figure 5.1 and consists of the following parts:

1. To describe the complete experimental set-up, we build a model object which is

composed of several different substructures which in turn describe the physical

and spacial boundaries conditions. A geometry object describes the geometric

boundaries and the symmetry of the container. Based on the data provided

by Comsol Multiphysics, there is a structure containing the physical fields, like

magnetic field ~B, gradient field ~∇B and fluid velocity ~u. Another structure

describes additional fluidic properties, e.g. viscosity and density. Additionally,

the model object includes other input parameters, e.g. the number of passages

or the initial particle distribution.

2. Subsequently, a number of particle objects is generated. Based on the particle

specific characteristics and the fluid properties, the size of the nanoparticles

91
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Figure 5.1: Schematic of particle trajectory simulation: relevant information is col-
lected in specific structures from which the model and particle structures are gen-
erated; both serve as input to the differential equation and influence the result

is randomly generated according to the provided distributions. The start-

ing positions ~x0 where the particles are released are also randomly generated

according to the input parameters. For static in vitro models, particles are

uniformly distributed over the complete area of interest. For dynamic ex vivo

models, e.g. vessels, the starting positions are chosen in such a way that the

laminar flow profile is already established and the magnetic flux density gradi-

ent is still negligible. This means that no boundary effects due to the inlet take

effect and no forces apart from a laminar flow act on the particle complexes in

the first couple of time steps. Thereby, a stable flow velocity of the particles

is achieved. Here, the positions are uniformly distributed in the axial / flow

direction and normally distributed in radial direction with the mean value of
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the distribution set to the center of the vessel.

Additionally, the particles are provided with initial velocities close to the flow

velocity at their position. An initial velocity identical to the flow velocity

would lead to numerical instabilities.

3. A set of equations describing the differential equation 2.41 and according ter-

minal conditions are created. While the differential equations mostly depend

on the particle properties, the terminal conditions mainly depend on the model

geometry. The trajectory for each particle is then calculated individually by

solving those equations. If a complex leaves the domain of the fluid, the ter-

minal condition for this complex is fulfilled and the trajectory ends at this

position. The complete trajectory and the end positions are stored as particle

properties.

4. The final particle positions are then evaluated concerning their locations with

respect to their inert properties.
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5.2 Static Model

5.2.1 Local Gene Targeting and Cell Positioning

In the following, we compare results of simulation and experiment for gene and cell

delivery to confined areas. For this experiment∗ nanoparticle/lentivirus complexes

as well as bone marrow cells in combination with SO-Mag5 nanoparticles were used

as described in Kilgus et al [109]. The positioning of the complexes and cells was

achieved by a large permanent magnet combined with three different soft-iron tips

as described in chapter 3.1.2. Those three tip geometries include a 200 µm tip as

well as a flat and a rounded 3 mm tip. Figures 5.2a-c show schematic drawings of

three different tip shapes with the resulting magnetic gradient. The first tip has the

smallest diameter with 200 µm and creates a very focused gradient field (figure 5.2d).

Both 3 mm tips create a ring shaped gradient maximum. While the ring generated

by the flat tip is rather sharp as shown in figure 5.2e, the shape of the rounded tip

gradient is more blurred (see figure 5.2f). The distribution of the nanoparticle com-

plexes was simulated based on their trajectories in the gradient field of the magnet

flux density as shown in 5.2. The diameter of nanoparticle/lentivirus complexes and

cells was determined by dynamic light scattering and a lognormal distribution with

a mean of m ≈ 950 nm and a standard deviation of σ ≈ 320 nm was obtained. The

size of the bone marrow cells was determined by evaluating microscopic images and

a normal distribution with a mean diameter of m = 9.4 µm and standard deviation

of σ = 2.5 µm was obtained. For more details on those distributions see chapter

A.1.2. The calculation of the trajectories was simplified to a rotational symmet-

ric geometry. The initial positions of the particles were distributed equally in the

area of the fluid. In contrast to previously published results in Kilgus et al [109],

the following simulation results include gravity, Langevin magnetization behavior,

slightly differing properties for the cells and the influence of the horizontal shaker.

The horizontal shaker is modeled as an additional force in radial direction.

The experimental results were evaluated by measuring the GFP (green fluorescent

protein) intensity within shells of 250 µm distance in case of the nanoparticle/virus

complexes. Those values were normalized to the area of the respective shell to quan-

tify the amount of accumulated nanoparticles. In case of the bone marrow cells, the

amount of accumulated cells was evaluated microscopically and again normalized to

the according area. The gained quantity can be seen as an intensity or cell density

and associated with the amount of nanoparticles and is thereby directly comparable

to the simulated results.

Figures 5.3 and 5.4 show the results for the previously described magnetic tips

with a topmost diameter of 200 µm and 3 mm. For the 200 µm tip, the GFP expres-

sion was restricted to a central spot (figure 5.3a) of approximately 1 mm diameter.

The experimental results yielded approximately 60 % of the GFP intensity within

∗Experiments were performed by C. Kilgus and P. Sasse, Institut für Physiologie 1, Universität
Bonn
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Figure 5.2: Schematic drawing of soft iron tips with different diameters and shapes:
200 µm flat (a), 3 mm flat (b) and 3 mm rounded tip (c); resulting gradient of mag-
netic flux density for those tips (d-f); the color scale applies to panels (d-f)

the innermost 500 µm area which is in agreement with the simulation, predicting

approximately 35 % of the complexes in this range.

Figure 5.3b shows the same results for bone marrow cells. Taking the different phys-

ical characteristics as mass, size and hydrodynamic magnetization into account, we

nonetheless achieved a similar distribution. The cells were localized in a very con-

fined spot of 500 µm diameter and approximately 90 % cell density was found within

250 µm from the center. This is a much better localization than predicted by the
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Figure 5.3: Amount of lentiviral particles (a) or bone marrow cells (b) for experiment
and simulation for 200 µm magnetic tip and local accumulation of the same for
representative experiments (c, d)

simulation which yielded only about 30 % of cell density within this distance. In case

of the cells, the simulation yields a much broader distribution than the experiment.

Figures 5.3c and d show microscopy images of GFP expression and cell accumula-

tion, respectively, for a representative experiment.

Figure 5.4 shows the results for differently shaped 3 mm tips with bone marrow

cells. Due to the shape of the flat tip, a high magnetic field gradient occurs on the

edges of the tips leading to a ring shape; compare also figure 5.2b and c. By gradu-

ally narrowing the tip through the rounded shape, the gradient of the magnetic flux

density is more equally distributed around the topmost area of the tip. The flat tip

leads to a circular distribution with a mean diameter of approximately 3 mm and a

width of approximately 500 to 700 µm in both experiment and simulation as shown

in figure 5.4a. Figure 5.4b shows the simulation results of a rounded tip. This yields

a broader circular shaped accumulation of cells with a diameter of approximately

2 mm and a declining cell density in the center. However, the experimental data
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Figure 5.4: Amount of bone marrow cells for experiment and simulation for 3 mm
flat (a) and rounded (b) magnetic tip and local accumulation of the same for repre-
sentative experiments (c,d)

did not reproduce these results and while the cells were localized in a circular shape

with a comparable diameter, the center was free of cells.

Figures 5.4c and d show microscopy images of the cell accumulation for a represen-

tative experiment.
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5.3 Arterial Model

In the following, we investigate the accumulation of nanoparticle/lentivirus com-

plexes in flow. The aim is to distribute nanoparticle complexes as homogeneously

as possible along a perfused murine aorta. To compare the result of the simulation

with the experimental results†, we use an ex vivo flow-loop system, as described in

Heidsieck et al [164] which allows us to experimentally determine the amounts of

retained particles in a murine aorta.

To achieve a homogeneous and radially symmetric complex deposition during per-

fusion, we used a magnetic set-up consisting of twelve small magnets, arranged as

a quadrupole around the vessel. The magnetic set-up is described in more detail

in chapter 3.1.1. With this set-up, a magnetic flux density up to approximately

300 mT at the outer border of the artery as well as a magnetic flux density gradient

of approximately 750 T/m in the region of the magnets is achieved.

The axial axis along the vessel is henceforth referred to as z-direction. The fluid

flows in z-direction into and out of the vessel. The constant flow rate at the inlet of

the artery is set to 5 ml/min, which corresponds to a mean inflow velocity of approx-

imately 0.19 m/s. This leads to an average Reynolds number of approximately 128

and a maximum value of 500.

The hydrodynamic diameter of the complexes was determined by dynamic light

scattering and a lognormal distribution with a mean value of m ≈ 830 nm and a

standard deviation of approximately 190 nm was obtained. The initial distribution

of the positions of the magnetic nanoparticles is based on a normal distribution in

radial direction and a uniform distribution in flow direction. The mean value of the

normal distribution was set to the center of the vessel, while the width was defined

so that the vessel radius corresponds to 2 times the standard deviation. This cor-

responds to 95 % of the particles being inside the vessel by default. The remaining

5 % are then resampled until all particles are inside the vessel. Thereby the proba-

bility inside the vessel is homogeneously increased while the probability outside of
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Figure 5.5: Explanatory sketch of the aorta and depicted histogram data in figures
5.6 and 5.12; the surface of the vessel is subdivided into small rectangles: the number
of complexes in each rectangle (orange) is displayed in panel (a), while the sum over
the rectangles in axial direction (blue) is displayed as a bin in panel (b) and the sum
along the circumference (green) is displayed in panel (c)

†Experiments were performed by S. Vosen and D. Wenzel, Universität Bonn



5.3. ARTERIAL MODEL 99

A
n
gu
la
r
P
os
it
io
n
(i
n
◦ )

z-position (in mm)
−4 −3 −2 −1 0 1 2 3 4

−180

−90

0

90

180

R
et
ai
n
ed

P
ar
ti
cl
es

(i
n
%
)

0

0.02

0.04

0.06

(a)

R
et
ai
n
ed

P
ar
ti
cl
es

(i
n
%
)

z-position (in mm)
−4 −3 −2 −1 0 1 2 3 4
0

0.1

0.2

0.3

0.4

0.5

(b)

A
n
gu
la
r
P
os
it
io
n
(i
n
◦ )

Retained Particles (in %)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

−180

−90

0

90

180

(c)

Figure 5.6: Percentage and location of the retained complexes in the target area;
model aorta was cut lengthwise and “rolled out” (a): color indicates percent of
retained complexes per position, where the sum over each column is shown in panel
b and the sum over the rows in panel c

the vessel is set to zero, see also figure 5.9b.

The length of the cylinder was chosen to ensure a long enough chapter to establish

the flow profile for the in- and outlet of the fluid flow.

Figure 5.6 shows the results of the three dimensional simulation with the amount

and locations of the retained complexes in the target region of the aorta. We display

only the region covered by the magnets plus an edge of 1 mm (−4 mm ≤ z ≤ 4 mm).

A few complexes are retained outside of this region before or after the magnets.

Those retentions are mainly due to their outward starting position or as a relict to

the diversion by the magnetic force. The amount of retained complexes outside the

target region is usually in the order of 1-2 % of the amount of particle complexes

retained inside the target region.

Figure 5.5 shows the model aorta, cut lengthwise on the lower side as indicated

and projected on a two-dimensional surface. The surface is subdivided into small

rectangles with a side length of approximately 0.2 mm. The number of complexes
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retained in each rectangle in the simulation is counted and the resulting amount

of complexes per rectangle is indicated in terms of color in figure 5.6a. The x-

axis represents the z-position in mm and thus the length; the y-axis shows the

angular position, where an angle ϕ of zero corresponds to the top and an angle of

±180◦ denotes the bottom of the aorta. The sum of each column in figure 5.6a is

depicted in figure 5.6b, therefore displaying the percentage of retained complexes

per z-position; the sum over each row of figure 5.6a is shown in 5.6c, showing the

percentage of retained complexes per angular position. Integrating any one of those

histograms, we obtain a total retention rate of approximately 7.9 % in the studied

model.

As expected, the complexes accumulate mainly in the region covered by the magnets.

The positions of the individual magnets cannot be distinguished, as was intended by

the magnetic configuration. However, the left side shows a slightly higher amount

of particles.

5.3.1 Multiple Passages

To increase the amount of deposited complexes in the experiment, the solution can

circulate for 30 minutes through the magnets. This corresponds to 15 passages of

the particle complexes. To determine the efficacy of such an approach, we calculated

30 passages of the fluid through the magnetic set-up. All complexes which were not

retained in the previous passage were injected with new starting positions in the

inlet area of the vessel. This was repeated for every passage.

The development of the retention rate as a function of the passages is shown in

figure 5.7a and b. Figure 5.7a shows the caption rate in each passage relative to

the amount of complexes which have not been retained in the previous passage.

This removes the influence of the decreasing amount of complexes from the data;

nevertheless the retention rate decreases. The effect can also be seen in figure 5.7b,

which shows the summarized retention rate for each passage. The total number

of retained complexes shows a saturation behavior below 100 %. Thus, there are

complexes which cannot be retained. In figure 5.7c, the diameters of the retained

particles complexes are stacked up in different colors for the individual passages in

groups of five. This means the lowest bins are for passages one to five, the next for

passages six to ten and so on. On top are also the diameters of the particle complexes

which could not be retained. It can be seen that the larger complexes have a higher

probability of getting retained, while the smaller complexes are mostly carried away.

To confirm the results of the numerical simulations of the complex deposition,

perfusion experiments were performed. The magnet configuration was tested in an

ex vivo flow-loop system [165, 166]. The particle complexes were injected and 15

passages of recirculation were performed. Then the aorta was removed from the

flow-loop system and brightfield microscopy pictures showed a homogeneous depo-

sition of nanoparticles along the area where the magnets were placed (see figure

5.8a, b and d). Figure 5.8c shows a reconstruction of a magnetic resonance image
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Figure 5.7: Percentage of retained complexes in each passage, relative to the remain-
ing complexes (a) and in total (b); accumulative histograms of size (c) and local (d)
distribution of the retained complexes for individual passages

(Bruker Spect, 600 MHz, TE = 6 ms, TR = 500 ms, spin-echo sequence). The

vessel is colored red, while the signal due to magnetic nanoparticles is colored blue.

However, the blue color does not indicate individual particles but a representation

of the change of the T2 value due to the dipole moments of the nanoparticles and

thereby covers a larger area than the particles themselves.

To compare the numerical simulation of retention of complexes with the experi-

mental results, the relative iron amount within the aorta after 15 passages was

determined. For more details, see Heidsieck et al [164].

The iron amount of the retained particle complexes in the experiment is approxi-

mately 60 %, whereas the number of retained complexes in the simulation reaches

68 %. If we approximate the amount of iron to be proportional to the volume of the

complexes, we obtain a larger percentage of approximately 77 %.
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Figure 5.8: Homogeneous deposition of lentivirus/particle complexes in the ex vivo
flow loop system: bright field microscopy shows homogeneous particle deposition
(brown) after perfusion (a); fluorescence microscopy demonstrates bright eGFP ex-
pression six days after perfusion (b); immunostaining of aortic cryosections proves
the radially symmetric manner of eGFP expression (green = eGFP, red = PECAM,
magenta = alpha-smooth muscle actin, blue = DNA) (d) and magnetic resonance
image of a rat aorta with vessel indicated by red color and signal due to nanoparticles
indicated by blue color (c)

5.3.2 Comparison of Input Parameters

To investigate the impact of inaccuracies in the input parameters, we compared the

possible influence of several of those parameters. To this end, we explored the effect

of a change in the fluid velocity, as well as the impact of the particle properties, on

the retention rate after one passage. All of the following simulations were carried

out in two dimensions assuming a rotational symmetry of the geometry.

Geometry and Velocity

Figure 5.9 shows the percentage of the retained particles in panel (a) in dependence

on the distribution of the starting positions as shown in panel (b). The first four bins

depict the result for normal distributions with the vessel radius corresponding to 1,

1.5, 2 or 3 standard deviations. Based on the fact that 99.7 % of normally distributed

points are inside of the interval of ±3σ, the leftmost bin of figure 5.9a represents
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Figure 5.9: Percentage of retained complexes for different distributions of the start-
ing positions: normal distribution with vessel radius corresponding to 1, 1.5, 2 or 3
σ and uniform distribution

the result for completely normally distributed positions. In case of the broader

normal distributions, all particle positions outside of the vessel were resampled with

the same distribution, thereby increasing the probability inside the vessel over the

complete region while setting the probability outside of the vessel to zero. The

retention rate increases with decreasing standard deviation of the distribution. The

narrower the starting point distribution, the larger is the mean radial distance a

particle has to travel for a successful retention.

Figure 5.10 shows the change of the overall retention rate after one passage for

different combinations of fluid velocity, flow rate and vessel diameter. All values are

normalized to the values used above; that is a fluid velocity of 0.2 m/s, a flow rate of

5 ml/min and a vessel diameter of 0.75 mm.

Figure 5.10a shows the retention rate for different fluid velocities and the respective

flow rates. As expected, the retention rate decreases with increasing flow velocity.

For flow rates larger than 3 times the initial flow rate (15 ml/min), the amount of

retained complexes falls below 5 %. For flow rates of 0.5 (2.5 ml/min) and slower,

the retention rate increases rapidly, until most complexes can be retained for very

low flow rates (0.3 ml/min). Discrepancies of ±10 % in the normal flow rate lead to a

change of ∓0.6 % in the retention rate.

Figures 5.10c and d show the retention rate for different vessel diameters while hold-

ing the fluid velocity (c) or the flow rate (d) constant. When changing the vessel

diameter, the magnetic flux density was simply remapped onto the new geometry.

Thereby, the magnetic field gradient changes rapidly for the different diameters.

Figure 5.10b shows the radial component of the magnetic gradient at the vessel wall

in the center of the magnetic set-up for the different diameters. Using those values,

we obtain a retention rate decreasing with the vessel diameter while holding the

fluid velocity constant. The decrease is even steeper than in figure 5.10a. Here, we
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Figure 5.10: Percentage of retained complexes for different fluid velocities, flow
rates and vessel diameters; panel (a) depicts the result for different flow velocities
and flow rates; panel (b) shows the change of the magnetic gradient field for the
different vessel diameters as used for panel (c) and (d), which show the results for
different vessel diameters with constant fluid velocity (c) and constant flow rate (d)

achieve a retention rate of 95 % of the particles and higher for very small diameters

of 75 µm (normalized value 0.1). This corresponds to a flow rate of (0.05 ml/min).

Note, that not all of the used assumptions are still valid for diameters this small.

Discrepancies of ±10 % in the normal vessel diameter lead to changes of −1.6 % to

1.2 % in the retention rate.

Figure 5.10d depicts the retention rate for varying vessel diameters with a constant

flow rate. Here, the retention rate is nearly constant over the investigated param-

eters. This seems obvious due to the scaling of all influential parameters. While

the fluid velocity scales with the inverse cross-section of the vessel and thereby de-

creases proportional to r2, the magnetic gradient field decreases only proportional

to r. Thereby, the fluidic force decreases faster than the magnetic force and the

combination nearly compensates for the larger distance the particle has to cover to

reach the vessel wall. However, in the region of the used diameter, the variation
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Figure 5.11: Percentage of retained complexes for different magnetic moments or
magnetizations at a constant complex size (a); for different diameters or magneti-
zations at a constant magnetic moment (b); for different diameters and magnetic
moments at a constant magnetization (c); for different masses (d)

is comparably large and a discrepancy of ±10 % in the diameter results in ±0.3 %

variation of the retention rate.

Particle Properties

The physical properties of the particle complexes are particularly difficult to deter-

mine and might be afflicted by substantial inaccuracies. To investigate the influence

of such inaccuracies, we compared the simulation results for different magnetic mo-

ments, diameters and masses. We vary only one parameter at a time, while all other

boundary conditions, like geometry and flow rate, are held constant.

In figure 5.11a, the change of the retention rate for different magnetic moments of

the complexes is shown. Here, the size of the complexes does not change, only the

magnetic moment of the individual complexes varies linearly. As a result, the hy-

drodynamic magnetization Mh changes with the magnetic moment µ. The magnetic
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moment as well as the magnetization, depicted in figure 5.11a, are normalized to

the mean value of the distribution. This means, a magnetization of 1 corresponds to

41 kA/m. As the magnetic moment becomes larger, the magnetic force increases and

finally overcomes the fluidic force. Discrepancies of ±10 % in the normal magnetic

moment of the complexes lead to a change of ±0.7 % in the retention rate.

Figure 5.11b shows the change of the retention rate for different diameters of the

complexes. In contrast to the parameter run over the magnetic moment, the mo-

ment now stays constant. We did not change the width of the size distribution,

but only displaced it relatively to the original distribution, normalized to the mean

value. This means, the magnetization Mh changes with the inverse volume of the

complex. The larger the complex, the larger is the fluidic force and thus, the smaller

is the influence of the magnetic force. For complexes smaller than a third (approx-

imately 300 nm), the retention rate increases rapidly until the hydrodynamic force

is negligible and all particles can be retained. In the same way, particle complexes

larger than three times the original diameter (larger than 3 µm), the retention rate

decreases nearly constantly. Discrepancies of ±10 % in the mean diameter of the

complex lead to a change of ∓0.6 % in the retention rate. A variation of the hy-

drodynamic diameter compared to the magnetic moment of the particle complexes

could originate in different coatings, different aggregation behavior and/or different

composition of the complexes (see also chapter 4).

Figure 5.11c shows the change of the retention rate for the case that diameter as well

as magnetic moment are changing while the magnetization is held constant. This

parameter run is the most suitable for physical nanoparticles and complexes, since

hereby different aggregation characteristics can be approximated. The progression

of this result can be qualitatively estimated by combining the results from figure

5.11a and figure 5.11b. However, we are not able to predict the coefficients of this

combination. The most interesting part about this parameter run is the saturation

of the retention rate. For particle complexes larger than approximately 5 times the

normal diameter (which corresponds to a diameter of approximately 5 µm), further

increase of the size does not result in a higher retention rate. Discrepancies of ±10 %

in the mean diameter lead to a change of ±1.2 % in the retention rate. Thereby, this

is the largest influence on the retention rate in terms of particle properties.

Figure 5.11d shows the change of the retention rate for different masses or densities

of the complexes. The retention rate changes only marginally and all data points

are consistent with a constant value over the studied range.

Influence of Minor Forces

In order to investigate the influence of the minor forces described in chapter 2.2.3,

we repeated the three dimensional simulation described in the beginning of chapter

5.3 and included gravity and lift force as well as Brownian motion according to

equations 2.23, 2.25 and 2.28. Figure 5.12 shows the results of this simulation with

the amount and locations of the retained complexes in the target region of the

aorta. Again, we display only the region covered by the magnets plus an edge of
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Figure 5.12: Percentage and location of the retained complexes in the target area
with inclusion of minor forces; model aorta was cut lengthwise and “rolled out” (a):
color indicates percent of retained complexes per position, where the sum over each
column is shown in panel b and the sum over the rows in panel c

1 mm (−4 mm ≤ z ≤ 4 mm). The panels of figure 5.12 are arranged similar to figure

5.6. Panel (a) shows the model aorta, cut lengthwise on the lower side, rolled out

and projected on a two-dimensional surface. The surface is subdivided into small

rectangles with a side length of approximately 0.2 mm. The number of complexes

retained in each rectangle in the simulation is counted and the resulting amount of

complexes per rectangle is indicated in terms of color. The x-axis represents the

z-position in mm and thus the length of the vessel; the y-axis shows the angular

position, where an angle ϕ of zero corresponds to the upper side and an angle of

±180◦ denotes the lower side. The sum of each column in figure 5.12a is depicted

in figure 5.12b, therefore displaying the percentage of retained complexes per z-

position; the sum over each row of figure 5.12a is shown in 5.12c, showing the

percentage of retained complexes per angular position.

The total retention rate in the target region is approximately 7.4 % and thereby 0.5 %

lower than without the inclusion of the minor forces considered here. Furthermore,

the standard deviation of the total retention rate of 0.27 % is comparable to the

results described above of 0.28 %. However, we can see that the accumulation is
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more localized than before. While in the results presented above, 90 % of the retained

particles were distributed over a length of 5.9 mm, here, they are distributed over

only 5.3 mm. Especially on the left side of the target area, the retention rate is

significantly lower. In fact, the low retention rate in the first millimeter of the

target area is mainly responsible for the difference of 0.5 %.
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5.4 Discussion

In this part of this work, we successfully developed several set-ups of permanent mag-

nets in order to accumulate different lentivirus/nanoparticle complexes or nanopar-

ticle-loaded cells. By calculating the trajectories of the nanoparticles, we obtained

the localized particle distributions in the corresponding target areas. For our calcu-

lations, we took the different physical properties of the nanoparticle complexes or

cells into account. We used the magnetic drug targeting model described in chapter

2.2 to determine the local accumulation of magnetic nanoparticles in a magnetic flux

density field. In contrast to other works in this field [53, 54] where such problems

were solved analytically or as non-accelerated models, we included physical particle

and cell properties and approximated the experiments by simulating a high number

of particles to reduce statistical fluctuations. Thereby, we were also able to include

the whole size distribution of nanoparticle complexes and cells, instead of using only

a mean diameter. Although, we only partly included contributions of minor forces

and no interactions between particles or cells in our simulations, the results of the

simulation are in good agreement with the experimental results.

We divided the simulations into a static and dynamic model, corresponding to the

applied fluid dynamics. The calculation of particle trajectories in the static model

is on the one hand a somewhat simplified version since flow related effects on the

trajectory do not exist. On the other hand, several minor forces are, in comparison

to the total force on the particle, more dominant. Apart from the frictional Stokes

forces which always oppose the magnetic force, gravity may play a more important

role. In a dynamic model, the fluidic forces usually dominate the movement and

minor forces are negligible as shown in chapter 5.3.2.

Static Model

In contrast to the previously published results [109], the results presented here in-

clude gravity, Langevin magnetization behavior and influences of the horizontal

shaker. Thereby, we took several minor forces into account which could have been

responsible for the discrepancies between simulation and experiment.

However, in case of the cell targeting with the 200 µm tip described above, those

considerations enlarge the discrepancy between simulation and experiment. Most

likely, this discrepancy is founded in inaccuracies concerning the mass of the cells,

the assumption of adhesion or further effects of the shaker. While we took the in-

fluence of the shaker while the cells were floating into account, we assumed that the

cells adhere when they come in touch with the bottom of the cell culture dish. If

the cells do not adhere instantaneously, they could further move along the bottom

of the cell dish. The influence of additional lateral movement of the cells caused

by the shaker could additionally influence the final attachment of cells, especially in

regions with low magnetic forces. This effect could increase the amount of cells in re-

gions with high magnetic gradients. Additionally, the influence of already adherent

cells was not taken into account, because the trajectories and final positions were

calculated for each cell individually. Attached cells could obstruct the movement of
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other cells by building a “wall” of cells preventing additional cells from reaching the

center of the magnetic tip.

Though the description of the horizontal shaker as a radial force is not fully repre-

sentative, it is adequate description. The movement of the shaker is not rotational

symmetric at every time step. The movement of the shaker is periodic and thereby,

the asymmetry is equivalent to a temporal offset. Since starting positions are ran-

dom and we are investigating a large time frame in contrast to the period, this

description is valid.

Dynamic Model

In chapter 5.3, we developed a model to predict the number and position of par-

ticle complexes which can be retained by an external magnetic field. To compare

the simulation with experimental results, we also calculated 30 passages of the fluid

through the magnetic set-up. It can be seen in figure 5.7 that not all complexes

can be retained. This behavior can be explained by the fact that the complexes

for subsequent passages are the same ones as for previous passages with different

starting positions. Those complexes with larger size and magnetic moment are likely

to be retained in an early passage, leaving only the small complexes for the later

passages. This effect can be seen particularly well in figure 5.7c where the larger

complexes have a higher probability of getting retained, while the smaller complexes

are mostly carried away.

Comparing the amount of retained complexes in experiment and simulation, we find

a very good agreement. However, one has to keep in mind that the fraction of re-

tained particles is determined in different ways for experiment and simulation. The

experimental result represents the amount of iron, whereas in the simulation, the re-

sult refers to the number of particles. Those values are not directly comparable, since

very large or very small particles are weighted differently in those methods. If we

compare the experiment to the percentage of the volume of the particle complexes,

we get a higher retention efficiency in the simulation. This discrepancy most likely

originates in inaccuracies of the measured particle properties. It might also hint at

a problem based on the assumption of a constant magnetic moment to volume rate,

as is also indicated by the measurement result of chapter 4.2. This assumption is

valid for individual particles, but the proportion might vary for particle complexes,

due to the particle density in the complex. This variation in turn influences the

mass as an input parameter.

However, we have also investigated the influences of the individual parameters and

have given approximation for the resulting variation. On the one hand, this allows

us to estimate the impact of potential inaccuracies for every parameter. For this

purpose, we have given an individual discrepancy for a variation in the interval of

±10 % around the value used in the non-parametric calculations. On the other hand,

we are able to roughly predict the result for changed parameter sets.

On the point of the particle parameters, the largest influence is, predictably,

the change of the particle diameter at a constant magnetization (figure 5.11c). This
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occurs if the aggregation behavior of the nanoparticles changes, e.g. for different

fluids / salt solutions (see also chapter 4.3.1) or the addition or viral particles.

Another large influence is the variation of the magnetic moment / magnetization

for a constant particle diameter (figure 5.11a). This effect can be achieved, e.g.

by changing the core material. Overall, the parametric evaluation can help with

the decision, whether a certain particle type is suitable for the experiment. In

contrast to the previously published results in Heidsieck et al [164], the results

include Langevin magnetization behavior and are not based on the assumption of

magnetically saturated nanoparticles. While the overall retention rate varies only

slightly in comparison to the previous results, it can be seen that variations in the

particle parameters have a larger impact if the magnetization behavior is considered,

e.g. a 7.5 times larger magnetic moment previously yielded a nearly 100 % retention

rate, while now the retention rate is below 50 %. Additionally, we can now see

another saturation behavior in figure 5.11c which was previously not noticeable.

However, this behavior is not as prominent as it seems since we have to keep in mind

that we are only looking at a certain part of the vessel. The amount of particles

retained outside of the target area increases with large retention rates since more

particles are retained sooner in their journey and thereby possibly before entering the

target area. However, a saturation of approximately 96 % in the target area shows

a retention rate of approximately 98 % in the whole area of the vessel. Nonetheless,

not all of the particles are retained for the maximum investigated parameter. The

constant value of the retention rate for variations of the nanoparticle mass (see figure

5.11d) can be explained as follows. If we rearrange the equation of motion (equation

2.41) into

~̇v =
1

m
~Fmag +

1

m
~Fhydro , (5.1)

as it is effectively done for solving the differential equation, it can be seen that each

force gains the term of the inverse mass. By changing the mass, both forces are

changed in the same way; hence, the influence of the mass is very small, resulting

in a small change in the retention rate.

The results in this work also include the variation of the vessel diameter as a

geometric parameter, thereby enabling the estimation of the retention rate for

other small animals, e.g. in rat aortae. A targeting with the same particle type

in a rat aorta (2.5 times the above used diameter) and a comparable flow velocity

would achieve only a fifth of the above retention rate. However, for vessels of this

size we would be able to improve the magnetic set-up and achieve a higher gradient

than we assumed for the parametric investigation in figure 5.10. This would gain us

approximately a factor two, so the retention rate would still be significantly smaller

in a rat than in a mouse. To achieve a comparable retention rate a five times larger

magnetic gradient would be necessary. Apart from those estimations, we have to

keep in mind, that in case of very small vessels, e.g. capillaries, we can no longer

use approach of calculating each trajectory individually. If the vessel diameter is

no longer a great deal larger than the nanoparticles, already accumulated particles
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influence the fluid flow to the point where they might block the vessel completely.

Additionally, the local change of the magnetic flux density field due the magnetic

dipole moment of the particles has a larger influence due to the smaller distances

between the particles. However, the calculations can give us a valid starting point

for further estimations. Additionally, we investigated the influence of the initial par-

ticle distribution, which is the overall largest influence on the retention rate. Since

the magnetic moment and thereby the force on the complexes in this case strongly

depends on their position, the influence of the distribution is very strong. While the

velocity distribution of particles in flow converges to the flow velocity, the localized

distribution of the particles is mostly unknown. Due to inertia forces, nanoparticles

should accumulate in the center of the vessel. This is opposed by collisions between

nanoparticles which is of course dependent on the particle concentration. However,

for particles of the used order of magnitude, the inertia forces are too small to

achieve any significant change in the particle distribution for realistic distances, for

exemplary data see appendix A.2.1. Nonetheless, the experimental data shows that

the retention rate is reproducible and thereby not susceptible to slight variation in

the injection process, e.g. position or angle of the needle.

Additionally, we included a simulation including several minor forces (Brown-

ian motion, inertia and gravity) and have seen that the result is comparable to the

result without minor forces. We chose those three minor forces and continued to

neglect other forces, since those three were comparably simple to implement into our

algorithm. The simulation of e.g. diffusion, dipole interaction or collisions cannot

be included in the current approach. At the moment, every particle trajectory is

calculated individually and independently from the other particles. Forces based on

the interaction of nanoparticles with each other would need a different approach.

However, we have seen that the results with and without Brownian motion, inertia

and gravity are consistent with each other within over 90 %. At the same time, the

implementation of Brownian motion increases the computing time approximately

by a factor 10. Due to the random movement at each time step, the ODE solver

has problems with the adaption of its step size. We already reduced this influence

by basing the seed for the random number generation is regenerated in each step on

the current position and thereby making the random number sequence deterministic

for each position.

In contrast to other groups [50, 52, 53], we were able to calculate trajectories for

the purpose of a fully three dimensional analysis. We performed a three-dimensional

simulation as shown in figure 5.6. To cut down on the computing time, we took

advantage of the near symmetry of the set-up for the parameter runs and performed

those as two dimensional simulations.

The assumption of particle complexes adhering at the vessel wall is valid in the area

of the magnets as the magnetic force slightly exceeds the hydrodynamic force at the

wall in this region. Furthermore, a real artery comes with a roughness of the surface

which additionally holds the complex back.
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We have successfully calculated the retention and accumulation of nanoparticles

and found a good agreement with the experimental in vitro results. However, the

presented results are not fully comparable to the targeting efficacy in biological flows

in vivo. For those applications, several other aspects, like vessel dilatation or non-

Newtonian flow properties have to be taken into account [27]. The dynamic viscosity

which is inherent in blood flow, changes the hydrodynamic drag force in dependence

of the vessel diameter. Additionally, the physical properties of the nanoparticles in

blood might differ significantly from those in other fluids. Furthermore, a biological

system introduces a time-dependency to the model via the varying flow rate and

the motion of the tissue itself; thereby adding a fourth dimension to the equation

of motion and complicating the calculation of the trajectories. Those aspects would

have to be implemented into our simulations to achieve an accurate description of

magnetic targeting in an in vivo environment of the cardiovascular system. Partic-

ularly regarding the magnetic targeting in the cardiovascular system, those factors

are of great influence. In contrast to, e.g. models of tumors, aortae have comparably

strong fluidic conditions. Blood flow in tumors tends to be slower than in the car-

diovascular system and tumors commonly have small, but irregular vessel diameters.

Additionally, an in vivo approach has some limitations as to accessibility and effi-

ciency. Foremost, there are physical restrictions on the magnitude of the magnetic

gradient in vivo because the magnetic flux density and thus the magnetic gradient

declines rapidly with the distance between magnet and target. Furthermore, it is

not possible with common magnetic set-ups to achieve a gradient maximum and

thereby an efficient accumulation of nanoparticles at a distance from the magnet.

This distance limitation makes magnetic targeting only feasible in applications close

to the body surface or requires the usage of magnetizable implants, which generate

high and local field gradients [35–38]. To overcome this limitation, imaging gradients

of magnetic resonance imaging systems can be used for magnetic targeting inside

the body [167].

Furthermore, the feasibility of targeting in a beating human heart is problematic

from the technical point of view. Due to the high flow rates and the occurring eddies

and vortices, a large magnetic force is necessary to retain the nanoparticles. At the

current state of particle properties and magnetic field generators, such a targeting

approach is on the edge between success and failure.

One way to increase the magnetic force would be to increase the magnetic gradient.

However, this possibility is again limited due to the thickness of the heart tissue.

The other way is to increase the magnetic moment of the nanoparticles. The mag-

netic moment of the nanoparticles depends on both, the material of the core and

the core diameter. Hence, the use of core materials with higher intrinsic magnetic

moments increases the magnetic moment of the nanoparticles. Among superpara-

magnetic compounds, magnetite already has the highest intrinsic magnetic moment

(4.1µB). Materials with higher intrinsic moments, like Gadolinium (7µB) are usually

paramagnetic at body temperature [13, 82]. However, the higher intrinsic magnetic

moment does not necessarily lead to a better targeting efficacy, since paramagnetic

materials usually have a smaller magnetization at the field strengths used for mag-

netic targeting than most superparamagnetic materials. For the same reasons, the
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core diameter of the nanoparticles should only be increased up to a critical threshold

diameter, compare also figure 2.1. Above the threshold, the particles start to show

a more ferromagnetic than superparamagnetic behavior.

The magnetic moment of complexes or cells depends additionally on the number

of incorporated nanoparticles. Increasing the size of the nanoparticle complexes

reduces their ability to pass the capillary bed and leads to thrombosis [41–43]. Sim-

ilarly, cells can intake only a certain and particle dependent amount of nanoparti-

cles before a toxic amount is reached [168–170], i.e. bovine pulmonary arterial en-

dothelial cells (bPAECs) can tolerate 200 pg Fe/cell of SO-Mag5 nanoparticles, while

100 pg Fe/cell of PEI-Mag2 triggers a significant decrease in cell viability‡. Despite

those potential problems, a greater size of the complex is more likely to being re-

tained and correlates with a larger amount of bound material. A possible enhance-

ment could be the use of microbubbles containing magnetic nanoparticles [15] due

their large number of incorporated nanoparticles and their flexibility which allows

them to squeeze even through capillaries. Thereby a higher magnetic moment can

be achieved while the risk for thrombosis is minimized.

Algorithm

Our numerical algorithm was created to be as generic as possible and does not de-

pend on the actual geometry. The geometric boundaries can be defined as spline

interpolations or analytic expressions in dependence on the coordinate system which

can be cartesian or cylindrical for rotational symmetry. Thereby, we are able to uti-

lize different and complex geometries. In the same way, the physical fields can be

specified as spline interpolations or analytic expressions (e.g. Poiseuille flow). The

geometry can also be defined as a function, returning an index which corresponds

to different geometry domains.

However, the complexity and thereby the computing time of the trajectory calcula-

tion is highly dependent on the mathematical expression of the fields. The evaluation

of a spline function at one point in space is directly dependent on the order of the

spline and the corresponding number of knot points. More simple, analytic functions

are usually much faster to calculate than splines. Additionally, with each dimension

is not only the spline function more complex, but more splines have to be evaluated,

e.g. one spline each for flow velocity in x, y and z direction. Thereby, the computing

time increases drastically simply by adding an additional dimension.

The inclusion of time-dependent problems presents no problem in general. However,

a time-dependent analysis would rapidly increase the computing time by adding ad-

ditional complexity in the definition of the field and domain functions as well as

introducing an additional dimension. An extension of the algorithm to include

time-dependent magnetic fields is not problematic and only poses the challenge of a

longer computing time. While the inclusion of a time-dependent geometry, e.g. the

expansion and contraction of the aorta with the due to the changing flow caused

by the heart rate, is generally also possible, it enhances the complexity of the fields

‡S. Rieck, Universität Bonn (personal communications)
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drastically. A time-dependency has to be added to the domain field and the fluidic

field. While the time dependency of a magnetic field is usually rather simple (e.g.

often follows sinusoidal functions), the fluidic field has to include the additional ra-

dial forces at expansion and contraction of the aorta. Additionally, the solution of

the differential equation and the interaction of fluid and geometry have to be finely

tuned, so that no illogical situations appear, e.g. the particle “jumps” from the

inside of the vessel to the outside during the contraction phase.

However, the algorithm enables us to perform simulations of nanoparticle trajec-

tories on more complex geometries, like branched vessels or tumors, as long as we

are able to produce satisfying results for magnetic flux density and fluid flow with

Comsol Multiphysics.
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Conclusion and Outlook

In this work, we studied the behavior and several characteristic properties of mag-

netic nanoparticles in different environments for the purpose of targeting them in

vessels via an external magnetic field. We designed several magnetic set-ups for

different applications, including measurement set-ups for the characterization of the

magnetic moment of nanoparticles as well as experimental set-ups for specific par-

ticle accumulations in vitro.

We developed functional prototypes for the measurement of the magnetic moment

of magnetically labeled objects of different size ranges. Larger objects like cells and

microbubbles were observed directly with a microscope and their movement was

evaluated with a custom tracking algorithm. Smaller objects like nanoparticles and

their complexes, were observed indirectly via light transmission. The results were

evaluated by matching simulated to experimental results.

Additionally, we investigated the stability and aggregation behavior of two particle

types for different salt solutions and typically used buffered solutions.

For the purpose of in vitro experiments, we successfully developed several set-ups of

permanent magnets in order to accumulate different lentivirus / nanoparticle com-

plexes or nanoparticle-loaded cells. By calculating the trajectories of the nanopar-

ticles, we obtained the localized particle distributions in the corresponding target

areas. For our calculations, we took the measured physical properties of the nanopar-

ticle complexes or cells into account. By simulating a high number of particles, we

approximated the experiment and reduced statistical fluctuations. In contrast to

other works in this field [53, 54], we included the whole size distribution of nanopar-

ticle complexes and cells, instead of using only a mean diameter. Furthermore, we

included gravitational forces and conducted three dimensional analyses where ap-

propriate. We were able to predict the amount and location of the accumulated

particles and verified our model by comparing those simulations with the respective

experiments. In the course of those simulations, we also analyzed the influence of

different particle properties on the accumulation result.

Gene and drug targeting of the vasculature offers numerous therapeutic possibil-

ities. By associating therapeutic viruses, DNA or drugs to magnetic nanoparticles

and retaining them at a specific site using external magnetic fields, the systemic side

effects of the therapy can be reduced and efficiency enhanced. While the specific

117
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procedures and bound agents may vary, the overall goal of the magnetic drug target-

ing approach, from the medical point of view, is to deliver drugs or genetic material

to a specific location and accumulate it there. To achieve this goal, a knowledge

and understanding of the underlying processes, as the local conditions, the required

magnetic set-ups as well as the particle properties is essential.

With the help of the calculated trajectories of the nanoparticle complexes, the influ-

encing parameters were investigated and the process of constructing and optimizing

targeting magnets was simplified. With this approach, fewer prototypes and ex-

periments are necessary to optimize a set-up for a specific goal. Additionally, the

simulations can help to decide if a particle type is suitable for a certain application

or how a particle has to be composed, in terms of core size and material as well as

hydrodynamic size, for an efficient targeting. For the calculation of the trajectories

of the nanoparticles and therefore for the estimation of the accumulation, it is nec-

essary to know the physical and magnetic properties of the corresponding particles

or particle complexes.

To enhance the magnetic drug targeting efficacy and predictability, the primary

point should therefore be to improve the nanoparticle stability, characterization and

consistency. The benefit of an accurate description and simulation of the targeting

process is only of limited use, if the behavior and inherent properties of the em-

ployed nanoparticles are not well-known. As we have seen in our simulations, the

accumulation result can be unstable against variations of certain input parameters;

thereby reducing the reproducibility of the results, if the particle properties vary

too strongly.

However, there is often a lack of information concerning the magnetic properties

of the nanoparticles. Many manufacturers do not include such information about

their products. Frequently, only chemical properties, like surface coating, iron con-

centration, etc are given. Those properties are certainly important, but depending

on the application, a complete description of the nanoparticles is necessary. More-

over, the different properties of the nanoparticles can vary from batch to batch.

Our experiences have shown that this is the case even for commercially available

nanoparticles. Depending on what the “characteristic” properties of the particles

are, those properties are comparably stable, while other properties are neglected and

can vary strongly.

Furthermore, there is a lack of systematically investigated influences on the particle

behavior. Most examinations focus on different applications, e.g. the dissolution and

sedimentation of nanoparticles in the ground water [154, 157]. Even though those

effects follow the same mechanism, the specific influences might not be critical or

even of interest for other applications. While often only the influence of certain salts

is of geological or environmental interest, medical and biological applications may

focus on a broader range of ions and combinations thereof. Especially the behavior

of nanoparticles in physiological buffers and solutions needs to be investigated, as we

have seen that the stability of nanoparticles is highly dependent on the composition

of the used solution. The formation of complexes in the studied solutions and the

changes in the behavior of the nanoparticle complexes have to be investigated.
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To approach this problem, we developed two devices to measure the magnetic mo-

ment of cells, microbubbles, nanoparticles and their complexes. Even though we

gain no high precision results with those devices, we achieve a comparability be-

tween different particle and carrier types. Furthermore, we can characterize the

particle behavior in a magnetic field in dependency of the fluid.

With the right type of nanoparticle, the magnetic targeting of drugs and genes

offers numerous therapeutic possibilities and has, within its limitations, many po-

tential applications. By employing trajectory calculations, it is possible to assess

the feasibility of targeting experiments in dependence on the particle and carrier

type and enhance their success rate.

However, to make the magnetic drug targeting approach truly feasible, the quality,

stability and reproducibility of the nanoparticles needs to be improved. The mea-

surement devices, which have been presented in this work, can help to characterize

nanoparticles and their carriers with regard to their magnetic properties. Using this

information, simulations can aid in developing successful targeting techniques while

minimizing the risk for setbacks.
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Appendix

A.1 Fitting Functions and Parameters

A.1.1 Magnetization Curves

To fit magnetization curves on experimental data, we use either an inverse tangent

function which is suitable for hysteresis, or a hyperbolic cotangent function known

as Langevin function for superparamagnetic behavior

f(x) = af · atan
(
bfx
)

+ cf · x , (A.1)

g(x) = ag ·
(

coth
(
bgx
)
− 1

bgx

)
+ cg · x . (A.2)

Both functions include an additional linear term to allow for paramagnetic contribu-

tions. To estimate the initial parameters, we proceed similar to Perez-Rojas [171].

Based on the slope m and coordinates x, y of the data at small values (indicated by

the subscript 0) and near saturation (indicated by sat), we gain the coordinates of

the intersection point (is) of both slopes. Figure A.1 shows the construction of the

auxiliary parameters m0, xis, yis,msat, xsat, ysat and the resulting curve of f(x) with

and without linear contribution. Taking those values as scaling factors and taking

sat
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Figure A.1: Fit of a magnetization curve on an inverse tangent function based on
slopes; continuous line denotes the fully fitted function and dashed line shows the
result without linear contribution.
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the limits of the function and its derivative at zero and for x going to infinity into

account, we gain

af =
2

π
yis ag = yis (A.3)

bf =
π

2

m0

yis
bg = 3

m0

yis
(A.4)

cf =
ysat − af · atan

(
bfxsat

)
xsat

cg =
ysat − ag

(
coth

(
bgxsat

)
− 1/bgxsat

)
xsat

(A.5)

In contrast to Perez-Rojas, we adjust the value for b by replacing ysat with yis.

Otherwise, this would suggest that any slope at saturation is based purely on the

linear term. This may hold true, if we have measurement data for very large values

of x and/or the linear term is dominant, but those assumptions do not apply in our

measurements.

Based on those initial parameters, we can refine the fitting results with Matlab.

A.1.2 Distributions

Normal Distribution We use the following formulation for the probability den-

sity function of normal distributions

f(x) =
1√
2πσ

exp

(
− (x−m)2

2σ2

)
, (A.6)

where m and σ denote the mean value and standard deviation of the distribution,

respectively.

Lognormal Distribution For the probability density function of lognormal dis-

tributions, we use the following formulation

f(x > 0) =
1√

2πςx
exp

(
− (ln

(
x
)
− µ)2

2ς2

)
, (A.7)

where µ and ς are the parameters of the distribution which relate to the mean m,

the standard deviation σ and the peak value xpeak by

m = exp

(
µ+

ς2

2

)
, (A.8a)

σ2 = exp
(
2µ+ ς2

) (
exp

(
ς2
)
− 1
)
, (A.8b)

xpeak = exp
(
µ− ς2

)
. (A.8c)
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Figure A.2: Exemplary normal and lognormal distributions with the same mean
value and standard deviation, as well as bimodal normal distribution with a second
peak in linear (a) and logarithmic scaling (b); approximate amount of the set found
in intervals around the mean value (c)

Multimodal Distributions For distributions with more than one mode, we use

the following formulation [172]

f(x > 0) =

n∑
i=1

wifi(x) , (A.9a)

n∑
i=1

wi = 1 , (A.9b)

which describes a mixture of either normal or lognormal probability density functions

fi(x) weighted by wi. The different modes appear as distinguishable peaks in the

probability density function.

Fitting Procedure To gain a good fit result for lognormal distributions with

Matlab, we transform the coordinates in the following way

f ′ = f · x , (A.10a)

x′ = ln
(
x
)
, (A.10b)
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and thereby can redefine equation A.7 to

f ′ =
1√
2πς

exp

(
− (x′ − µ)2

2ς2

)
, (A.11)

instead of equation A.7. Equation A.11 has again the general shape of a normal

distribution and is more suitable for typical fitting algorithms. Furthermore, the

Matlab fit routine often prefers x values of order 100 to 101. Thereby, it is often

helpful to additionally rescale the coordinates to smaller values and accordingly

larger f values for a good fit result. Subsequently, the calculated parameters have

to be transformed accordingly.

Exemplary distributions Figure A.2 exemplarily shows a normal and a lognor-

mal distribution as well as bimodal normal distribution in linear and logarithmic

scaling. We chose a mean value m = 1 and a standard deviation σ = 0.3 for both

monomodal distributions. The bimodal distribution has one peak with the same

parameters as the monomodal distributions and another peak with a mean value

m = 2 and a standard deviation σ = 0.15. The peaks are weighted with 0.8 and 0.2,

respectively. Mean value and standard deviation are denoted as black dashed and

dotted lines, respectively. Additionally, the peak value xpeak ≈ 0.88 of the lognormal

distribution is indicated by a dash-dotted line.

While the normal distribution is symmetric when displayed in linear scaling and

mean and peak value coincide, the lognormal distribution shows asymmetric behav-

ior. When displayed in logarithmic scaling, the lognormal distribution presents the

same shape as the normal distribution on linearly scaled axes. However, the peak

and mean value do not agree. The peak value is always smaller than the mean value.

Statistically, 99.73 % of the set of the normal distribution are inside the interval of

m± 3σ. For a lognormal distribution this interval changes to exp
(
µ± 3ς

)
which is

also asymmetric.

A.1.3 Chi-Square Fitting

To estimate N physical observables aj=1,...,N based on a set of data points xi, yi, we

can use a χ2 fitting procedure by minimizing [133]

χ2 =
∑
i

(
yi −M(xi, a1,...,N )

σi

)2

, (A.12)

where we fit the data points to a model function M(x, a1,...,N ). Hereby, the param-

eter χ2 is a measure for the goodness of the fit and is minimized with respect to the

parameters aj

dχ2

daj
= 0 . (A.13)
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A.2 Additional Numerical Results

A.2.1 Influence of Inertia Forces

Figure A.3 exemplarily shows the distribution of nanoparticles under the influence of

inertia forces in flow. Figure A.3a shows the development of the particle distribution

for initially uniformly distributed particles, while in figure A.3b, the particles were

normally distributed with the vessel radius corresponding to 2σ. Both figures dis-

play the changed distribution resulting after a certain distance under the influence

of inertia forces. We used fluid properties identical to chapter 5.3 (uin = 5 ml/min,

dvessel = 0.75 mm). However, to better demonstrate the effect, we used a monodis-

perse particle distribution with a diameter of 100 µm. For smaller particles, much

longer distances are needed to achieve a change in the radial distribution, and for

very small particles (d . 100 nm), the effect disappears in the numerical rounding.
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Figure A.3: Development of particle distribution under the influence of inertia forces
in flow at different covered distances for initial uniform (a) and normal (b) distribu-
tion

A.2.2 Disregard of Acceleration

Figure A.4 shows the covered distance and velocity for exemplary particle complexes

or cells in a magnetic field comparable to the field of the cell culture dish set-up

shown in figure 4.1. The object has a diameter of 10 µm, a magnetic moment of

500 fAm2 and has its initial position at a distance of 1 mm from the center. Figure

A.4a shows the distance covered by the objects for different set-ups of the differential

equation. The blue and green line indicate the distance if the acceleration of the

particles is disregarded, while the pink and orange line show the same in case the

acceleration is taken into account. In the same way, the dashed lines show saturated

objects, while the Langevin behavior is considered with E = 70 for the continuous

lines.

Figure A.4c shows the magnetic moment calculated without taking the acceleration
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Figure A.4: Comparison of covered particle distance (a) and velocity (b) with and
without acceleration and with saturated and-non saturated particles and magnetic
moment calculated from data

into account, but based on the accelerated curve. The result is shown relative to the

originally used magnetic moment. While velocity and thereby distance vary greatly,

the magnetic moment shows better results in the region between 4 and 9 mm.
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A.3 Reference Lists

A.3.1 Orders of Magnitude for Biological Components

Component Size Range

Proteins 5–10 nm

Genes 10–100 nm

Viruses 20–450 nm

Cells 5–100 µm

Red blood cells (spherical) 6–8 µm

White blood cells 10–20 µm

Platelets 2–3 µm

Table A.1: Orders of magnitude for biological components [31]

A.3.2 Grades of Permanent Magnets

In this work, we used only rare-earth magnets made of NdFeB. Those are commonly

classified by a combination of letters and numbers, e.g. N50, 40M, 35SH etc. While

the letters refer to maximum working temperature and other properties, the number

denotes the inner remanent flux density. The remanent flux densities for the different

grades listed below [hkc].

Grade Mean remanent flux density (in T)

35 1.195

38 1.235

40 1.265

42 1.30

45 1.345

48 1.40

50 1.425

52 1.455

Table A.2: Magnetic grades for NdFeB permanent magnets

A.3.3 Properties of Salt and Buffered Solutions

The following table lists the relevant properties of different solutions for exemplary

concentrations. The listed viscosities and refractive indices were determined by the
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ZetaSizer Software based on their components and are shown for a temperature

ranging between 18 and 26 ◦C in figure A.5. pH values are measured or, in case of

water, literature values.

Fluid I (in mM) pH† pH‡ η (in mPa·s) n

Water 0 (7) 6.2 0.954 1.330

DPBS 166.37 7.4 7.4 0.969 1.332

HBSS modified 155.9 7.2 7.3 0.924 1.332

NaCl (I =100 mM) 100 6.2 6.5 0.964 1.331

CaCl2 (I =100 mM) 100 6.1 5.9 0.974 1.331

NaHPO4 (I =100 mM) 100 7.2 7.2 1.012 1.330

10 % Glycerol – 4.1 – 1.235 1.341

Table A.3: Properties of different solutions; values are given at 22 ◦C; pH values
are given without nanoparticles† and with an iron content of 25 µg Fe/ml SO-Mag5
nanoparticles‡; viscosity and refractive index according to ZetaSizer Software [zet]
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A.3.4 Lists of Symbols and Abbreviations

Abbreviations

BMC bone marrow cell

bPAEC bovine pulmonary arterial endothelial cell

DLS dynamic light scattering

DPBS Dulbecco phosphate buffered saline

eCM embryonic cardiomyocyte

ES-CM embryonic stem cell-derived cardiomyocyte

FEM finite element method

HBSS Hanks balanced salt solution

LED light-emitting-diode

MC Monte-Carlo

MDT magnetic drug targeting

MMB magnetic microbubbles

MNP magnetic nanoparticles

MRI magnetic resonance imaging

PEI polyethyleneimine

PMMA polymethyl methacrylate

PS polystyrene

SO silicon oxide

Symbols and Nomenclature

Nomenclature
~X vectorial parameter

| ~X|, X absolute value of ~X

X̂ unity vector in direction of ~X

X̄ mean value of X

Ẋ time derivative of X

∆X difference between different values of X
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Functions and Operators

∇ Nabla differential operator

f arbitrary function

H histogram of a set

hm spherical Hankel function with index m

H Heaviside function

jm spherical Bessel function with index m

J Saffman expression

L Langevin function

R real component

M Model function

Subscripts

A area / surface

core core

cyl cylinder

crit critical

c−, c+, cm lower, upper and medium critical value

h, hydro hydrodynamic

edl electric double layer

k pixel index

mag magnetic

m expansion order of Bessel / Hankel function

m image index

n object index

p object index

prt particle

ϕ angular

r radial component

rem remanent

sol solvent

sat saturation

t trajectory index

V volume

vdW van der Waals

x, y, z concerning the coordinate x, y, z

0 inital value

Constants

kB Boltzmann constant

µ0 permeability of vacuum

ε0 permittivity of vacuum

~g acceleration in the gravity field of the earth

e elementary charge

NA Avogadro constant
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Parameters

a, b, c arbitrary constants

A area / surface
~A magnetic vector potential

AH Hamaker constant

A absorption

am Mie coefficient

α absorption coefficient
~B, B magnetic flux density

B image

bm Mie coefficient

β power law index

C concentration

~c coordinates of centroid

γ̇ shear rate

χ minimization parameter

D diffusion coefficient
~D electric displacement field

∆A,C,I peak parameters

d diameter

δ aperture
~E electric field

E , E ′ Langevin parameter

ε dielectric permittivity

ε extinction coefficient

η dynamic viscosity of fluid
~F force

F filter

f frame rate

f normalization factors

G weight of edge
~H magnetic field

ϑ Saffman parameter

I ionic strength

I intensity
~j current density

k Halbach index

k flow consistency index

κ inverse Debye length

L boundaries

Λ relaxation time constant

λ wave length
~M , M magnetization

m mean value

m slope

m mass

~µ, µ magnetic moment

µ Casson rheological constant

µ permeability

µ lognormal parameter

N number of objects

N noise level

~n normal vector

n refractive index

ν kinematic viscosity of fluid

νe electronic absorption frequency

Ω rotational angular speed

p pressure

p1,2,3 arbitrary constants

Pe Peclet number

Pn pixel set of object n

ϕ angle

ψ0 surface potential

Φ overall angle

r,R radius, radial position

Re Reynolds number

ρ charge density

% density of fluid

S sobel filtered image

s distance

σ standard deviation

σE extinction cross section

ς lognormal parameter

T temperature

T transmission

t time

τ yield stress

~u flow velocity

V volume

~v velocity

∆~v relative velocity

W potential

W width

w weight

~x position

ζ zeta potential
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• D. Vlaskou, O. Mykhaylyk, F. Krötz, N. Hellwig, R. Renner, U. Schillinger,

B. Gleich, A. Heidsieck, G. Schmitz, K. Hensel and C. Plank, Magnetic

and Acoustically Active Lipospheres for Magnetically Targeted Nucleic Acid

Delivery, Advanced Functional Materials 20(22):3881–3894, 2010

• C. Kilgus∗, A. Heidsieck∗, A. Ottersbach, W. Röll, C. Trück, B. Fleischmann,
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