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Abstract

Sufficient and necessary conditions for causal localizations of massive relativistic sys-
tems are developed. It is proven that the Dirac- and the Dirac tensor-system are up
to unitary equivalence the only irreducible causal localizations with finite spinor di-
mension which have a massive relativistic extension. A formula for this extension is
given. The existence of arbitrarily good localized states of positive energy is shown. In
the context of the causality condition a Paley-Wiener theorem for bounded measurable
matrix-valued functions is proven.
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Zusammenfassung

Hinreichende und notwendige Bedingungen für kausale Lokalisierungen massiver re-
lativistischer Systeme werden entwickelt. Bewiesen wird, dass das Dirac- und das
Dirac Tensor-System bis auf unitäre Äquivalenz die einzigen irreduziblen kausalen
Lokalisierungen mit endlicher Spinor Dimension sind, die eine massive relativistische
Fortsetzung besitzen. Eine Formel für diese Fortsetzung wird angegeben. Die Existenz
beliebig gut lokalisierbarer Zustände positiver Energie wird gezeigt. Im Kontext der
Kausalitätsbedingung wird ein Paley-Wiener Satz für beschränkte messbare matrix-
wertige Funktionen bewiesen.
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Notations and Conventions

We use scalar products 〈·, ·〉 that are linear in the second argument and anti-linear in
the first argument, which is the convention used in quantum mechanics. The scalar
product of a, b ∈ Rn is usually denoted by a · b.

The open ball centered at x ∈ R3 with radius r > 0 will be written as Br(x) or simply
as Br if x = 0.

For operators A and B on a Hilbert space H we define the commutator [A,B] := AB−
BA and the anti-commutator {A,B} :=AB + BA. The domain of the commutators
are given by the standard rules for polynomial expressions of unbounded operators.

We primarily consider complex separable Hilbert spaces. The set of linear bounded
operators acting on a Hilbert space H is denoted as L(H ).

Unless stated otherwise the Lp spaces are associated with the Lebesgue measure, which
is usually denoted by λ or dx. Also, if no confusion is possible we will write Lp instead
of Lp(Rd,Cm, λ), and sometimes if we define an element of Lp by means of a function
it is implicitly understood that we mean its equivalence class.

We are working in units where c, the velocity of light, and ~, the reduced Planck
constant, are equal to 1.

The spectrum of an operator A will be denoted as σ(A). The symbol should not be
confused with the mapping σ : R3 → C2×2, σ(x) = ∑3

i=1 xiσi, where σi are the sigma
Pauli matrices. Also we use σ : R4 → C2×2, σ(x) = ∑3

λ=0 xλσλ, where σ0 is the identity
matrix.

For a closed operator T with a dense domain in a Hilbert space H we write |T | :=
√
T ∗T .
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A Brief Overview

The position operator for a particle is discussed in almost every book or lecture on
quantum mechanics. The axiomatic way to introduce such an observable has been
established by Wightman. Soon it was discovered that the Wightman localization
violates causality or suffers from negative energies unless one considers a trivial time
evolution. The latter means that the energy operator, i.e. the self-adjoint generator
for the time evolution, is not semi-bounded. The causality that is violated is that a
particle localized in a bounded region at some given time is at any later moment in
time no longer localized in any bounded region.

On the other hand, Dirac’s theory, which is Lorentz covariant and contains states
of negative energy, is considered to be causal, since the Dirac equation is a hyperbolic
system of partial differential equations of first order.

To solve the negative energy problem Dirac proposed the Dirac sea in which all
negative energy states are occupied. This, however, leads to particle interactions, thus
leaving the theory. Instead one can restrict the theory to positive energy states by
means of a projection. In that case the Wightman localization becomes unsharp and
no particle is strictly localized.

So far, there has been no attempt to make a concrete connection between causal
localizations and Dirac’s theory, i.e. to show that Dirac’s theory is causal in the sense
that there exists a causal localization whose energy operator is the Dirac operator.
We will see that the Dirac system is indeed causal. Moreover, we succeed in showing
that there are further previously unknown causal localizations. We give a complete
description of the irreducible causal localizations for massive systems. It turns out that
they are closely related to the Dirac system – we will call them Dirac tensor systems.
These are obtained by ‘tensoring’ the Dirac system (V, U,E) with (I,D(J), I), i.e. by
means of

V ′(t) :=V (t)⊗ I U ′(b, B) :=U(b, B)⊗D(J)(B) E ′(∆) :=E(∆)⊗ I,

where V is the Dirac time-evolution, U is the ISU(2) representation induced from
D(1/2) ⊕D(1/2), E is the canonical projection-valued measure and D(J) (J ≥ 1/2) is a
finite dimensional irreducible representation of SU(2). One of our main results is that
the Dirac system and the Dirac tensor systems are up to unitary equivalence the only
irreducible finite causal localizations which have a massive relativistic extension.

This thesis is structured in two parts.
In part I we first review the postulates of the Wightman localization which is the

notion of localization we are using primarily throughout this thesis (section 1).
The causality condition is studied in section 2, where we meet our first main

result, Theorem 2.14, which can be understood as a continuation of [Cas84]. The
theorem provides sufficient and necessary conditions for finite causal localizations. In
Theorem 2.17 we show that the energy operator for every finite causal localization
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viii A Brief Overview

is a matrix multiplication operator corresponding to a linear function. However, this
condition is not sufficient for a localization to be causal. We therefore bring relativistic
causal localizations into focus.

In section 3 we review some basic facts about the representations of the Poincaré
group, we introduce the Newton-Wigner localization and we derive a generalization
of the BTF formulas, which connects the Newton-Wigner localization with the boost
of the representation. This localization is never causal but very helpful in Lemma
4.7, where we state sufficient and necessary conditions for a localization and a time
evolution to have a relativistic extension.

Another important result of section 4 is Theorem 4.9, which says that ‘tensor-
ing’ a relativistic extendable causal localization with (I,D(J), I) always gives another
relativistic extendable causal localization.

Theorem 5.3 then refines Theorem 2.14 for relativistic causal localizations by
including the linearity condition from Theorem 2.17. Applying this result to the Dirac
system shows that this system is indeed a relativistic extendable causal localization.
Using the ‘tensoring scheme’ we obtain additional relativistic causal localizations, the
Dirac tensor systems. As already mentioned above, these are the only irreducible finite
causal localizations which have a massive relativistic extension, see Theorem 5.10.

Using the generalized BTF formula we obtain in Theorem 6.3 and Discussion 6.4
a canonical relativistic extension for every Dirac system and Dirac tensor system given
by the boosts

N := 1
2 {H,X

c}+ sgn(H)
|H|+ C1/2 P× (Sc − 1

4iA×A), A :=−i[Xc, H].

In section 7 the most simple nonrelativistic causal localizations are studied.
Regarding the problem of negative energies, it is shown in section 8 that for

the Dirac system and the Dirac tensor systems there exist arbitrarily good localized
states of positive energy and there exist localized states with arbitrary small amount
of negative energy. Moreover, due to causality, these properties remain invariant under
the time evolution, see Theorem 8.8

Finally, in section 9 some open problems are discussed.
The results of part II, i.e. sections 10, 11 and 12, are more of a mathematical

nature, so I devoted them their own place. They are, however, needed in part I, but
including them in a linear way would result in a distraction from the main theme of
the first part.
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Part I
1 Localizations in Quantum Mechanics

In this section we recall some results from [Wig62], [Cas84] and quantum mechanics.
1.1. The Postulates of the Wightman Localization. The concept of localization
in quantum mechanics we use is well-known and has been introduced by Wightman
[Wig62]. It is given by a projection-valued measure E : B(R3) → L(H ), where
B(R3) is the Borel σ-algebra of R3 and H is a complex separable Hilbert space, and
a projective representation (or ray representation) U of the Euclidean group satisfying
the covariance condition

U(a, R)E(∆)U(a, R)−1 = E(R∆ + a), ∀ a ∈ R3, R ∈ SO(3), ∆ ∈ B(R3).

The definition and some properties of a projection-valued measure are given in
Appendix A. As Wightman explains, replacing B(R3) by the field of sets generated by
the cubes in R3 and replacing the σ-additivity of E by a finite additivity leads to a
notion of E which can be extended to the one we are using.

This definition has the following quantum mechanical interpretations: (i) For
every set ∆ ∈ B(R3) there exists an observable E(∆) describing the property1 of a
system being localized in ∆. The expectation value of E(∆) in a given state is the
probability of finding the corresponding system in ∆. (ii) Every system is localized in
R3. (iii) The probability of finding a system in ∆ ∪∆′, where ∆ and ∆′ are disjoint,
is the sum of the probability of finding the system in ∆ and the probability of finding
the system in ∆′. (iv) The localization is covariant with respect to translations and
rotations, i.e. the probability of finding a system in ∆ equals the probability of finding
the rotated and translated system in the corresponding rotated and translated ∆.

The occurrence of projective representations is due to the fact that the states ψ
and eiαψ, where α ∈ R, are physical equivalent, since they yield the same expectation
values for any observable. Instead of working with projective representations of the
Euclidean group one usually considers the unitary representations of its universal cov-
ering group, which is the ISU(2) [[Wig62], [Bar54] and [BR86] Ch. 13 §2]. Elements of
ISU(2) will be written as (b, B), where b ∈ R3 and B ∈ SU(2), and the group law is
given by (b, B)(b′, B′) :=(b +B · b′, BB′), where B · b := Λ(B)b, Λ : SU(2)→ SO(3)
is the universal covering homomorphism (see Appendix B). We note that the inverse
of (b, B) is given by (b, B)−1 = (−B−1 · b, B−1).

We will only consider strongly continuous representations U , i.e. lim
s→e

U(s)ψ = ψ

for every ψ ∈ H , where e is the identity element of the group. As noted by [[BR86]
1This is to say that E(∆) corresponds to a yes/no measurement, in this case ‘yes’ means the system

is inside ∆ and ‘no’ means the system is not inside ∆. According to conventional quantum theory
such an observable must be an orthogonal projection.
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2 Localizations in Quantum Mechanics

Ch. 5 §7. A.] discontinuous representations (of a locally compact group on separable
Hilbert spaces) must be non-measurable [SvN50], so their physical meaning is regarded
as doubtful.

To be concrete we consider the following definitions.

1.2 Definitions. Let U be a strongly continuous unitary representation of ISU(2) on
a complex separable Hilbert space H , and let E : B → L(H ) be a projection valued
measure. Then (U,E) is called a localization on H if the covariance condition

U(s)E(∆)U(s)−1 = E(s ·∆), ∀ s ∈ ISU(2), ∆ ∈ B(R3),

holds, where (b, B) ·∆ := b +B ·∆ := b + Λ(B)∆.
If (U ′, E ′) is a localization in a Hilbert space H ′ then (U,E) and (U ′, E ′) are

said to be unitarily equivalent if there exists a unitary mapping T of H onto H ′

such that

TU(s) = U ′(s)T ∀ s ∈ ISU(2) and TE(∆) = E ′(∆)T ∀∆ ∈ B(R3).

In this case we will write (U,E) ∼= (U ′, E ′).
If E is not a projection-valued measure but a positive operator-valued measure

we will call (U,E) an unsharp localization.

1.3. Discussion and Definition. Let L be a strongly continuous unitary represen-
tation of SU(2) on a Hilbert space H0. Then

UL(b, B)[g] :=[L(B)g((b, B)−1·)],

where (b, B)−1x :=B−1 · (x− b), defines a strongly continuous unitary representation
of ISU(2) on H :=L2(R3, H0), cf. [[BR86] Ch. 5 §1 Example 2]. Let EL : B(R3) →
L(H ), EL(∆)[g] :=[χ∆g], where χ∆ is the characteristic function of ∆. Then it is easy
to see that (UL, EL) is a localization, which is unitarily equivalent to the canonical
system of imprimitivity associated to the induced representation of L to ISU(2). The
projection-valued measure EL is called the canonical projection-valued measure.

By Mackey’s Imprimitivity Theorem [[Mac49] Theorem 2, [Fol95] Theorem 6.31]
every localization is up to unitary equivalence of the form (UL, EL). Moreover, if L′
is a strongly continuous unitary representation of SU(2) then (UL, EL) is unitarily
equivalent to (UL′ , EL′) if and only if L is unitarily equivalent to L′.

A localization (U,E) is called finite if there exists a strongly continuous unitary
representation L of SU(2) on a finite-dimensional Hilbert space H0 such that (U,E) is
unitarily equivalent to (UL, EL).

1.4 Discussion. Let H be a separable complex Hilbert space and let E : B(R3) →
L(H ) be a projection-valued measure. Put

Ei : B(R)→ L(H ), Ei :=E ◦ π−1
i , πi : R3 → R, πi(x) :=〈ei,x〉.
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The self-adjoint position operators Xi, i = 1, 2, 3, corresponding to E are then
defined by

Xi :=
∫

id dEi

cf. [[Tha92] Sec. 1.7.3 Eq. (1.174)]. It will be convenient to use the vector notation
X :=(X1, X2, X3)T .

If H = L2(R3,Cm) and E is the canonical projection-valued measure then the
corresponding position operators are given by D(Xi) = {f ∈H : [〈ei, ·〉f ] ∈H } and
Xi[f ] = [〈ei, ·〉f ]. This is the well-known “multiplication by x operator” from quantum
mechanics.

We note that
E(∆) =

3∏
i=1

Ei(πi(∆))

for all orthotopes ∆ ⊂ R3. This and the following Lemma show that the correspondence
E 7→ X is injective, i.e. if E ′ is a projection-valued measure and X′ the corresponding
position operator, then X′ = X implies E = E ′.

1.5 Lemma. Let E,E ′ : B(R3) → L(H ) be projection-valued measures on a Hilbert
space H . If E(A) = E ′(A) for all orthotopes A ⊂ R3, then E = E ′.

Proof. Put
G :=

{
∆ ∈ B(R3) : E(∆) = E ′(∆)

}
.

Let O denote the set of all orthotopes in R3. Clearly, O ∪ {∅} is stable under finitely
many intersections and we have B(R3) = δ(O), where δ(O) is the smallest Dynkin
system containing O. Obviously R3 ∈ G . If ∆ ∈ G then

E(∆c) = I − E(∆) = I − E ′(∆) = E ′(∆c),

thus ∆c ∈ G . If ∆1,∆2, . . . is a sequence of mutually disjoint sets in G , then for every
f ∈H we have

E(∪n∆n)f =
∑
n

E(∆n)f =
∑
n

E ′(∆n)f = E ′(∪n∆n)f,

hence ∪n∆n ∈ G . Thus G is a Dynkin system. And since O is a subset of G we have
B(R3) = δ(O) ⊂ G ⊂ B(R3). Therefore E = E ′.

1.6. The coordinate space representation. Let Ω be a finite subset of N0/2, let
H := ⊕

j∈Ω
νjL

2(R3,C2j+1), where νj ∈ N and let U : ISU(2)→ L(H ),

U := ⊕
j∈Ω

νjUD(j) , (1.1)

where D(j) : SU(2) → L(C2j+1) are the standard irreducible strongly continuous uni-
tary representations of SU(2), cf. [[Cas84] Eq. (6)].



4 Localizations in Quantum Mechanics

We note that

⊕
j∈Ω

νjL
2(R3,C2j+1) ∼= L2(R3, ⊕

j∈Ω
νjC2j+1)

and we identify these spaces.
Since SU(2) is a compact group, every strongly continuous representation of

SU(2) is unitarily equivalent to a direct sum of irreducible unitary representations.
This and the Imprimitivity Theorem (see Discussion 1.3) thus implies that every finite
localization is up to unitary equivalence of the form (U,E), where E is the canon-
ical projection-valued measure on H . We call this form of a finite localization its
coordinate space representation.

As an orthonormal basis for the sub-blocks C2j+1 we choose the SU(2) standard
basis {|j, s〉}s∈[j], where [j] := {−j,−j + 1, . . . , j}, as explained in Appendix C. This
basis then determines in a canonical way an orthonormal basis for ⊕k∈ΩνkC2k+1 which
will be written as {|j, ι, s〉}j,ι,s. Here the first index j is called the spin, the second
index ι ∈ {1, . . . , νj} corresponds to the multiplicity and the third index s is called
the helicity index. We note that

〈k, κ, r| ⊕l∈Ω νlD
(l)(B) |j, ι, s〉 = Bj+s

11 Bj−s
22 δkjδκιδsr

for k ∈ Ω, r ∈ [k], whenever B is diagonal.
A function g ∈H can be written as g = ∑

j,ι,s gj,ι,s |j, ι, s〉, where the component
functions gj,ι,s ∈ L2(R3,C) are given by gj,ι,s(x) := 〈j, ι, s| g(x)〉.

1.7. The momentum space representation. Let H :=⊕j∈ΩνjL
2(R3,C2j+1) and

let F : H →H be the Fourier transform (acting on each component separately in the
usual way). The Fourier transform of an operator T in H is given by T̂ := FTF−1.
The momentum space representation is then the Fourier transform of the coordi-
nate space representation. We have

ÛD(j)(b, B)[f ] = [e−i〈b,·〉D(j)(B)f(B−1·)].

Operators in the momentum space representation are usually denoted with a hat
to distinguish them from their coordinate space representation.

1.8. The helicity representation. Given the momentum space representation con-
sider the unitary transform

X := ⊕
j∈Ω

νjX
(j),

where X(j) ∈ L(L2(R3,C2j+1)), X(j)[f ] :=[D(j)(B(·)−1)f ] and B : R3 → SU(2) is a
measurable map satisfying

B(p) · e3 = p/|p| ∀p ∈ R3 \ {0} .

As in [Cas84] we will use the so-called helicity section: For p ∈ R3 \{αe3 : α ∈ R} put

B(p) :=
(

a+ −b∗a−
ba− a+

)
, a± :=

(
|p| ± p3

2|p|

)1/2

, b := p1 + ip2

|p1 + ip2|
. (1.2)
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For α ≥ 0 we put B(αe3) := I and for α < 0 we define B(αe3) :=
(

0 −1
1 0

)
. Note that

B(·) is continuous on R3 \ {αe3 : α ≤ 0} and

B(αp) = B(sgn(α)p), B(p)−1 · p = |p|e3 ∀α ∈ R, p ∈ R3.

If T̂ is an operator in H the superscript h will denote its helicity transform,
i.e. T h :=XT̂X−1. The helicity representation is then the helicity transform of the
momentum space representation. It is easy to see that

Uh(b, B)fj,ι,s |j, ι, s〉 = [e−i〈b,·〉D(j)(R(·, B))fj,ι,s(B−1·)] |j, ι, s〉 ,

where R(p, B) :=B(p)−1BB(B−1 · p) is the Wigner rotation.
Let p 6= 0. Since R(p, B)·e3 = e3, R(p, B) must be diagonal. ThusD(j)(R(p, B))

is diagonal. Hence

Uh(b, B)fj,ι,s |j, ι, s〉 = [e−i〈b,·〉κ(·, B)2sfj,ι,s(B−1·)] |j, ι, s〉 , (1.3)

where κ(p, B) :=R(p, B)11, cf. [[Cas84] (7)]. We also note that |κ(p, B)| = 1 for all
p ∈ R3, B ∈ SU(2). Thus Uh transforms components with the same helicity in the
same way, hence the name helicity representation.

1.9 Lemma. Let p ∈ R3 \ {0} and let B,B′ ∈ SU(2). Then

κ(p, B)κ(B−1 · p, B′) = κ(p, BB′).

Moreover, if B ∈ SU(2) is diagonal, then R(p, B) = B for all p ∈ R3 \ {αe3 : α ≤ 0}.

Proof. Let p ∈ R3 \ {0}. Since R(p, B) is diagonal for all B ∈ SU(2), we have

κ(p, B)κ(B−1 · p, B′) = R(p, B)11R(B−1 · p, B′)11 =
(
R(p, B)R(B−1 · p, B′)

)
11

= R(p, BB′)11 = κ(p, BB′).

We can write, cf. [[Wig62] (4.36) fol.],

B(p) = 2−1/2
(

1 + p · e3

|p|

)−1/2 (
1 + p · e3

|p|
− iσ(e3 × p)

|p|

)
,

for all p ∈ R3 \ {αe3 : α ≤ 0}. Then, using

Bσ(e3 ×B−1p) = σ((Be3)× p)B ∀p ∈ R3

and the fact that a diagonal B leaves e3 invariant, it is easy to see that R(p, B) = B
for all diagonal B ∈ SU(2) and all p 6= −|p|e3.

1.10 Definition. An Operator T in L2(Rd,Cm) of the form T [f ] = [Af ], where
A : Rd → Cm×m is a measurable matrix-valued function, will be called a matrix
multiplication operator. If T is a bounded matrix multiplication operator then the
next Lemma shows that A can be assumed to be bounded.
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1.11 Lemma. Let T be a matrix multiplication operator in L2(Rd,Cm) and let A :
Rd → Cm×m be its corresponding measurable matrix-valued function.

(a) If T is bounded then ‖A(·)‖ ≤ ‖T‖ a.e.

(b) If A is essentially bounded, i.e. ‖A(·)‖ ≤ C a.e. for some constant C > 0, then T
is bounded.

(c) If T is unitary then A is unitary a.e.

Proof. (a) Suppose T is bounded. Let {u1, u2, . . .} be a dense subset of the unit sphere
in Cm. For each n, k ∈ N put

S(k)
n :=

{
x ∈ Rd : ‖A(x)uk‖2 > ‖T‖2 + 1/n

}
.

Suppose 0 < λ(S(k)
n ). Then there exists a measurable set T (k)

n ⊂ S(k)
n such that 0 <

λ(T (k)
n ) <∞. Put f :=χ

T
(k)
n
uk. But then we have

‖T‖2λ(T (k)
n ) = ‖T‖2‖f‖2 ≥ ‖Tf‖2 =

∫
T

(k)
n

‖A(·)uk‖2 dλ ≥ (‖T‖2 + 1/n)λ(T (k)
n ),

which is impossible. Hence λ(S(k)
n ) = 0. Since

S(k) :=
{
x ∈ Rd : ‖A(x)uk‖2 > ‖T‖2

}
=
∞⋃
n=1

S(k)
n ,

it is a countable union of null sets, so it must be a null set, i.e. λ(S(k)) = 0 for all
k ∈ N. By the same argument λ(S) = 0, where

S :=
∞⋃
k=1

S(k).

If x ∈ Rd such that ‖A(x)‖ > ‖T‖, then there exists a normalized u ∈ Cm such that
‖A(x)u‖ > ‖T‖. By the continuity of u 7→ ‖A(x)u‖ there exists a k ∈ N such that

‖A(x)uk‖ > ‖T‖.

Hence x ∈ S. So we must have ‖A(x)‖ ≤ ‖T‖ for all x ∈ Sc.
(b) If A is essentially bounded then it is easily checked that T is bounded.
(c) Let T be unitary. It is T ∗[f ] = [A∗f ] and since

0 = (T ∗T − I)[f ] = [(A∗A− Im)f ] ∀[f ] ∈ L2,

where Im is the identity operator on Cm, (a) implies ‖A∗(·)A(·) − I‖ ≤ 0 a.e. Hence
A∗A = Im a.e. Similarly, AA∗ = Im a.e. Since the union of two null sets is a null set,
A is unitary a.e.
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1.12 Remark. The proof of Lemma 1.11 shows that the Lemma also holds if Cm is
replaced by a complex separable Hilbert space H and if T is an operator in L2(Rd, H)
such that T [f ] = [Af ] for some measurable operator-valued function A : Rd → L(H).

1.13 Lemma (cf. [Cas84] (8)). Let (U,E) be the coordinate space representation of a
finite localization. Then a bounded operator T commutes with U , i.e. TU(s) = U(s)T
for all s ∈ ISU(2), if and only if there exists a bounded matrix-valued function M :
R≥0 → L( ⊕

j∈Ω
νjC2j+1) such that in the helicity representation T h[f ] = [M(| · |)f ] and

〈k, κ, r|M(·) |j, ι, s〉 = 0 a.e. ∀ r 6= s.

Proof. The “only if” part of the Lemma: Since [Uh(b, I), T h] = 0 for all b ∈ R3,
Lemma G.3 implies that there exists a bounded measurable matrix-valued function
A : R3 → L(⊕j∈ΩνjC2j+1) such that T h[f ] = [Af ]. Then from [Uh(0, B), T h] = 0 it
follows that for each B ∈ SU(2) there exists a null set NB such that

κ(p, B)2sArs(p) = κ(p, B)2rArs(B−1 · p) ∀p ∈ N c
B,

where Ars(·) := 〈k, κ, r|A(·) |j, ι, s〉 (the indices k, j, κ and ι are fixed and will be omit-
ted). For r = s Lemma G.6 implies that

Arr(·) = Mrr(| · |) a.e.

for some measurable bounded function Mrr on R≥0.
Let l := r − s 6= 0 and A :=Ars. It remains to show that A = 0 a.e. For each

p ∈ N c
B we have

A(p) = κ(p, B)2lA(B−1 · p).
Put g : R3 → C,

g(p) :=
∫
SU(2)

κ(p, B)2lA(B−1 · p) dµ(B),

where µ is the Haar measure on SU(2). A standard application of Fubini-Tonelli’s
Theorem shows that∫

R3
|g(p)− A(p)| dp ≤

∫
R3

∫
SU(2)

|κ(p, B)2lA(B−1 · p)− A(p)| dµ(B) dp

=
∫
SU(2)

∫
R3
|κ(p, B)2lA(B−1 · p)− A(p)| dp dµ(B) = 0.

Hence g = A a.e. Let p 6= 0. Using κ(p, B′B) = κ(p, B′)κ(B′−1 · p, B), which holds
for all B,B′ ∈ SU(2), and the invariance of the Haar measure, gives

g(p) =
∫
SU(2)

κ(p, B′B)2lA((B′B)−1 · p) dµ(B)

= κ(p, B′)2l
∫
SU(2)

κ(B′−1 · p, B)2lA(B−1B′−1 · p) dµ(B) = κ(p, B′)2lg(B′−1 · p)

(1.4)
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for all B′ ∈ SU(2). Thus

g(p) = κ(p, B(p))2lg(B(p)−1 · p) = g(|p|e3).

Hence g(p) = g(B−1 · p) for all p ∈ R3, B ∈ SU(2). Then Eq. (1.4) implies g = 0

a.e., e.g., choose B′ :=
(
eiα 0
0 e−iα

)
, where α ∈ R such that κ(p, B′)2l = ei2lα 6= 1 for

p ∈ R3 \ {αe3 : α ≤ 0}. Hence A = 0 a.e.
The “if” part of the Lemma is trivial.

1.14 Lemma (cf. [Cas84] (8) fol.). Let (U,E) be the coordinate space representation
of a finite localization. Then T ∈ L(H ) commutes with (U,E) if and only if there
exists a matrix M ∈ L(⊕j∈ΩνjC2j+1) such that T [f ] = [Mf ] and

〈k, κ, r|M |j, ι, s〉 = δrsδkjc
(k)
κι

for some constants c(k)
κι ∈ C. Moreover, T h = T̂ = T .

Proof. Although this is an almost direct consequence of [[BR86] Ch. 16 §3 Theorem 4]
we will give a different proof.

Let T commute with (U,E). By Theorem G.1 and Lemma G.4 there exists a
matrix M ∈ L(⊕j∈ΩνjC2j+1) such that T [f ] = [Mf ]. We have

D(B)MD(B−1) = M ∀B ∈ SU(2),

where D(B) :=⊕j∈ΩνjD
(j)(B). In other words

(D(B)M)(k,j)
κι = D(B)(k,k)

κκ M (k,j)
κι = (MD(B))(k,j)

κι = M (k,j)
κι D(B)(j,j)

ιι ,

where (M (k,j)
κι )rs := 〈k, κ, r|M |j, ι, s〉. Since the representations D(j) are irreducible and

inequivalent, Schur’s Lemma [[Fol95] 3.5 p. 71] implies that

〈k, κ, r|M |j, ι, s〉 = c(k)
κι δrsδkj

for some constants c(k)
κι ∈ C. SinceM is constant we have T̂ = T , and sinceD commutes

with M , it is T h = T̂ .
The “if” part of the Lemma is trivial.

1.15 Definition. Let (U,E) be a finite localization on a complex separable Hilbert
space H . The self-adjoint operators Pa and Ja, (a = 1, 2, 3), called the momentum
and angular momentum operators of U , are defined via Stone’s Theorem as

U(sea, I) = exp(−isPa), U(0, exp(isσa/2)) = exp(isJa),

where s ∈ R. We will write P :=(P1, P2, P3)T and J :=(J1, J2, J3)T .

1.16 Lemma. Let (U,E) be a finite localization on a complex separable Hilbert space
H and let X be the position operator corresponding to E.
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(a) There exists a dense subspace D of H such that UD ⊂ D , D ⊂ D(A), AD ⊂ D
and A|D = A for every A ∈ {X,P,J}.

(b) There is a unique bounded self-adjoint operator S, called the spin vector for
(U,E), satisfying

S[f ] = (J−X×P)[f ] ∀[f ] ∈ D ,

where (A×B)k := εkabAaBb.

(c) S2 commutes with (U,E).

(d) The representation UD(j) occurs exactly ν times in the decomposition of U if and
only if j(j + 1) is an eigenvalue of S2 with multiplicity (2j + 1)ν.

Proof. For (a) – (c) it suffices to consider (UD(j) , E), where E is the canonical projection
valued measure.

We will show that in the momentum space representation D :=C∞c (R3,C2j+1)
(cf. [[BR86] Ch.11 §1 (6) p. 319]) satisfies (a). In this particular representation it is
clear that ÛD(j)D ⊂ D and D ⊂ D(Â) for Â ∈ {P̂ , Ĵ}. Then [[RS80] Theorem VIII.11
p. 269] implies that D is a common core for P̂ and Ĵ.

To see that D is a core for X̂ we show that D ⊂ D(X̂a) and eitX̂aD ⊂ D for
a = 1, 2, 3. In the coordinate space representation Xa is given by

D(Xa) =
{

[g] ∈ L2 : [〈·, ea〉g] ∈ L2
}
, Xa[g] = [〈·, ea〉g],

(see Discussion 1.4). Clearly, the Schwartz space S (R3) is a subspace of D(Xa). Thus
D ⊂ S (R3) = FS (R3) ⊂ FD(Xa) = D(X̂a). For f ∈ D we have

eitXaF−1f = 1
(2π)3/2

∫
ei〈·,p+tea〉f(p) dp = F−1f̃ ,

where f̃ := f(· − tea) ∈ D . Hence eitX̂aD ⊂ D .
Let f ∈ D . Then integration by parts gives

XaF
−1f = 1

(2π)3/2

∫
〈·, ea〉ei〈·,p〉f(p) dp = 1

(2π)3/2

∫
(−i∂aei〈·,p〉)f(p) dp

= 1
(2π)3/2

∫
ei〈·,p〉(i∂af)(p) dp = F−1(i∂af).

Hence X̂a[f ] = [i∂af ] for all f ∈ D and X̂D ⊂ D .
The momentum operator P̂ for ÛD(j) is given by

D(P̂a) =
{

[f ] ∈ L2 : [〈·, ea〉f ] ∈ L2
}
, P̂a[f ] = [〈·, ea〉f ]

(cf. Proposition 11.5). Clearly, P̂D ⊂ D .
We have

Ĵa[f ] = [−i∂α
(
D(j)(eiασa/2)f(e−iασa/2·)

) ∣∣∣
α=0

]
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for every f ∈ D . Let La denote the generators for D(j), i.e.

D(j)(eiασa/2) = eiαLa .

Then for every f ∈ D it is

Ĵa[f ] =
(
Ŝa − (P̂× X̂)a

)
[f ],

where Ŝa is the matrix multiplication operator corresponding to La. This implies
ĴaD ⊂ D . Clearly, Ŝ is self-adjoint and bounded. Since [X̂i, P̂j] = iδij in D , we have
P̂ × X̂ = −X̂ × P̂. Thus Ŝ satisfies (b). Because D is dense, S is the only bounded
operator satisfying (b).

The well-known properties of L (see Lemma C.3) imply (c) and (d).

1.17 Remark. If (U,E) is a finite localization then there exists a unitary T commuting
with U such that F :=TET−1 6= E, e.g. for U = UD(1/2) let T h[f ] :=[Mf ], where

〈1/2, r|M |1/2, s〉 := δrse
is.

Plainly, (U, F ) is also a finite localization and in general the spin vectors for (U,E)
and (U, F ) will be different. So it is not possible to define S uniquely without E. In
fact, S is the difference between the total angular momentum J and the orbital angular
momentum X×P.



2 The Causality Condition

We now define and discuss causal localizations. Our first important Lemma is 2.11
which gives us a simple necessary and sufficient condition for causality. After this
Lemma we need the results of Part II, i.e. sections 10, 11 and 12, to continue our
discussion. We think the subjects of these sections are interesting enough to devote
them their own place. Also, including them in this section would result in a distraction
from the objective given here.
2.1 Definition. A continuous unitary one-parameter group V on a complex
separable Hilbert space H is a map V : R → L(H ) such that V (t) is unitary for all
t ∈ R and

(a) V (0) = I.

(b) V (s+ t) = V (s)V (t) for all s, t ∈ R.

(c) lim
t→0

V (t)ψ = ψ for every ψ ∈H .

Note that the continuity at 0 and the homomorphism property imply that V is strongly
continuous:

lim
t→s

V (t)ψ = lim
t→s

V (s)V (t− s)ψ = V (s) lim
τ→0

V (τ)ψ = V (s)ψ

for every s ∈ R and ψ ∈H .
If (U,E) is a localization on a complex separable Hilbert space H , then V is

said to be a time evolution if V is a continuous unitary one-parameter group on H
commuting with U . In quantum mechanical terms this means that if ψ is the state of
system at time zero, then V (t)ψ is the state of system at time t.

2.2 Definition. We use the same notation of causality as in [Cas84]: Let (U,E) be a
localization on a complex separable Hilbert space H and let V be a continuous unitary
one-parameter group on H . Then (V, U,E) is said to be a causal localization if V
commutes with U (i.e. V is a time evolution) and if Ec, the completion of E (see A.8)
satisfies

V (t)Ec(∆)V (−t) ≤ Ec(∆t), ∀ t ∈ R, ∆ ∈ B(R3),
where

∆t :=
{
y ∈ R3 : ∃x ∈ ∆ : |x− y| ≤ |t|

}
.

Note that we use units where c, the velocity of light, and ~, the reduced Planck constant,
are equal to 1.

In Discussion 2.5 we explain why we need to use the completion of E.
We say (V, U,E) is a finite causal localization, if (V, U,E) is a causal local-

ization and (U,E) a finite localization.
Similar definitions apply if E is a positive operator-valued measure, in that case

we speak of causal unsharp localizations or finite causal unsharp localization.

11
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2.3. Interpretations of the causality condition. The causality condition for a
projection-valued measure is a mathematical description of Einstein causality [Cas84]:
Let ψ ∈H be a state of the system at time zero and let ψt :=V (t)ψ be the state of the
system at time t > 0. Suppose ψ is localized in ∆ ∈ B(R3), i.e. Ec(∆)ψ = ψ. Then

0 ≤ ‖(I − Ec(∆t))ψt‖2 = 〈ψt, (I − Ec(∆t))ψt〉 ≤ 〈ψt, (I − V (t)Ec(∆)V (−t))ψt〉
= ‖(I − V (t)Ec(∆)V (−t))ψt‖2 = ‖(I − Ec(∆))ψ‖2 = 0

means that ψt must be localized in ∆t. In other words, ψ cannot move faster than
light.

Another way to interpret the causality condition is the following: The expectation
value of finding a state of a system ψ at time zero in a region ∆ is given by 〈ψ,Ec(∆)ψ〉.
By the causality condition it is less or equal than 〈V (t)ψ,Ec(∆t)V (t)ψ〉, which is the
expectation value of finding the state of system at time t in the region ∆t. Here we do
not require Ec(∆)ψ = ψ, thus this interpretation is appropriate when E is a positive
operator-valued measure.

In this way we may also consider a mixture of states

T ∈ {T ∈ L(H ) : T ≥ 0, tr(T ) = 1} .

The probability of finding the state T in ∆ is given by pT (∆) := tr(TEc(∆)) (see
[[BGL95] II.1.2 (1.21)]). We show that causality implies

pT (∆) ≤ pTt(∆t), Tt :=V (t)TV (−t).

Let t ∈ R and put V :=V (t), E :=Ec(∆) and F :=Ec(∆t). Since T ≥ 0 and tr(T ) <∞,
T is compact [[RS80] Theorem VI.21], hence, by the Hilbert-Schmidt Theorem there
exists a complete orthonormal basis {φn}n∈N for H such that

T =
∞∑
n=1

λn〈φn, ·〉φn,

where λn n→∞−−−→ 0, in fact λn ∈ [0, 1] and ∑n λn = 1. Thus

tr(TE) =
∞∑
k=1
〈φk, TEφk〉 =

∞∑
k=1

λk〈φk, Eφk〉 =
∞∑
k=1

λk〈V φk, V EV ∗V φk〉

≤
∞∑
k=1

λk〈V φk, FV φk〉 = tr(V TV ∗F ).

This completes the proof.

2.4. The occurrence of negative energies. Before we go any further we want to
note that there is a deep physical problem with causal localizations. If one requires
the energy operator, i.e. the generator H of the time evolution V , to be semi-bounded
(positivity of energy) then V commutes with E [Cas84]. This implies that V is a
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constant matrix multiplication operator [[Cas84] (8) fol.] and, since V (0) = I, we must
have V (t) = I for all t ∈ R. So in other words, any nontrivial causal localization will
suffer from negative energies.

A possible way out of this is to restrict the theory onto positive energy states,
i.e. by considering the Hilbert space H+ :=P+(H ), where

P+ := 1
2(I + sgn(H))

is the projection onto positive energy states (cf. Definition 3.5). Since H commutes
with V and U , it is clear that V and U leave H+ invariant. However, the projection-
valued measure E does not leave H+ invariant. A natural generalization of E which
leaves H+ invariant is [[BK03] Eq. (5)] F : B(R3)→ L(H+),

F (∆) :=P+E(∆)P+,

or more precisely, F (∆) := in∗E(∆)in, where in : H+ ↪→ H is the inclusion map.
Then F is not a projection-valued measure but a positive operator-valued measure and
(V |H+ , U |H+ , F ) is an unsharp causal localization.

For the Dirac system, defined in 5.4, it makes sense to consider X+
i :=P+XiP+,

since there is a dense subspace D which is invariant under Xi, the generators and
P+. Here Xi are the position operators corresponding to E. In the momentum space
representation we may choose D = C∞c (R3) (cf. Theorem 3.10 and 6.1). However, the
X+
i no longer commute: We have

[X+
i , X

+
j ]|D = −iεijk

1
H2P+SkP+|D

see [[Tha92] Eq. (1.154)], where S = J−X×P.
Hegerfeldt [Heg98] notes that also unsharp causal localizations have a similar

problem: Normalized states ψ ∈ H such that 〈ψ, F (∆)ψ〉 = 1 for some compact2

∆ ⊂ R3 do not exist unless 〈V (t)ψ, F (∆)V (t)ψ〉 = 1 for all t ∈ R. Thus no state can
be expected with absolute certainty to be in a compact ∆ unless it stays there forever.

For the Dirac System, and, as we will see, for every massive relativistic extendable
causal localizations, there exists no nonzero state of positive energy which is localized
in some bounded measurable set, see [Heg74] and Theorem 8.1. However, in section 8
we show that in the relativistic case for every ε > 0 and every open ball ∆ there exists
a state ψ ∈ H such that P+ψ = ψ, ‖ψ‖ = 1 and ‖E(∆c)ψ‖ < ε. The last estimate
can also be written as ‖E(∆)ψ‖2 > 1− ε2, and by causality we have

‖E(∆t)ψt‖2 > 1− ε2 ∀ t ∈ R,

where ψt :=V (t)ψ.
2Hegerfeldt does not really specify the sets for which this result holds and we will make no sophis-

ticated attempt here to do so. However, it is save to say that the result holds at least for compact
sets.
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So we think this is a good reason to pursuit these concepts. Moreover, the concept
of a relativistic causal localization enables us to derive the Dirac equation from first
principles (see Theorem 5.10 and Discussion 5.13).

2.5 Discussion. The reason for the use of the completion of E in Definition 2.2 is
that we cannot exclude that ∆t /∈ B(R3). In Lemma 2.6 we show that ∆t is always
Lebesgue measurable, and by Lemma 2.7 the null sets of E are precisely the null sets
of the Lebesgue measure λ in B(R3). Thus the completion of E, denoted by Ec, is a
projection-valued measure on the Lebesgue measurable sets satisfying

Ec(A ∪ S) = E(A),

for A ∈ B(R3) and S ∈ N := {S ⊂ R3 : ∃N ∈ B(R3) : S ⊂ N, λ(N) = 0} (see A.8
for details).

By the rotational- and translational-invariance of λ we have Ec(g · S) = 0 for
every g ∈ ISU(2) and S ∈ N . Thus the completion of E still satisfies the covariance
property: For A ∈ B(R3), S ∈ N and g ∈ ISU(2) we have

U(g)Ec(A∪S)U(g)−1 = U(g)E(A)U(g)−1 = E(g ·A) = Ec(g ·A∪g ·S) = Ec(g ·(A∪S)).

It has also been noted in [Wig62] that every E can be extended to all Lebesgue mea-
surable sets. Moreover, we have

V (t)Ec(A ∪ S)V (−t) = V (t)Ec(A)V (−t) ≤ Ec(At) ≤ Ec((A ∪ S)t),

since At ⊂ (A ∪ S)t. Thus the causality condition also holds for every Lebesgue
measurable set.

The conclusion is that we can avoid the problem ∆t /∈ B(R3) by considering the
completion of E.

2.6 Lemma. Let λ be the Lebesgue measure on R3, let A ⊂ R3 and let t 6= 0. Then
At is Lebesgue measurable, U(A, t) ⊂ At ⊂ C(A, t) and

λ(C(A, t) \ U(A, t)) = 0,

where

U(A, t) :=
{
x ∈ R3 : d(x, A) < |t|

}
, C(A, t) :=

{
x ∈ R3 : d(x, A) ≤ |t|

}
are Borel sets and d(x, A) := inf {|x− y| : y ∈ A}.

Proof. Clearly, we may assume that t > 0 and A 6= ∅. Since x 7→ d(x, A) is continuous,
U(A, t) is open and C(A, t) is closed, in particular they are Borel sets. It is easy to see
that U(A, t) ⊂ At ⊂ C(A, t). Hence, it remains to show that

N(A) :=C(A, t) \ U(A, t) =
{
x ∈ R3 : d(x, A) = t

}
is a null set.
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We show that N(A) ∩ Bε(z) ⊂ N(A ∩ Bε+t(z)) for all ε > 0 and z ∈ R3. Let
x ∈ N(A) ∩ Bε(z). Thus |x − z| < ε and for every δ > 0 there is exists a yδ ∈ A such
that |yδ − x| ≤ t+ δ. If we choose δ < ε− |x− z| we find

|yδ − z| ≤ |yδ − x|+ |x− z| < t+ δ + |x− z| < t+ ε.

This implies yδ ∈ A ∩Bε+t(z). Hence

t = d(x, A) ≤ d(x, A ∩Bε+t(z)) ≤ |x− yδ| ≤ t+ δ,

and δ → 0 shows that x ∈ N(A ∩Bε+t(z)).
Thus it suffices to show that N(A ∩ Bε+t(z)) is a null set for every z ∈ R3 and

some fixed ε > 0, since R3 can be covered by countable many balls of radius ε, and since
the countable union of null sets is a null set. Moreover, because Bε+t(z) can be covered
by finitely many balls of radius t/3 and since N(A1 ∪ . . .∪An) ⊂ N(A1)∪ . . .∪N(An)
(for arbitrary sets A1, . . . , An), we may restrict ourselves to the case where A ⊂ Bt/3(c)
for some c ∈ R3. By the translational invariance of λ we may assume c = 0.

Let
Y :=

{
x ∈ R3 : x3 ≥ 0 and

√
x2

1 + x2
2 ≤ t/3

}
.

Since N(A) is compact, it can be covered by finitely many rotated Y . By the rotational
invariance of λ it suffices to show that N :=N(A) ∩ Y is a null set.

Let x ∈ N . This implies that A ⊂ G :=Bt(x)c ∩ C, where

C :=
{
y ∈ R3 : |(y1, y2)− (x1, x2)| ≤ 2

3t and y3 ≤ x3
}
.

Indeed, we have

t = d(x, A) ≤ d(x, 0) + d(0, A) ≤
√
t2/9 + x2

3 + t/3,

which implies x3 ≥
√

3t/3 > t/3. Hence Bt/3(0) ⊂ C, whence A ⊂ C. Plainly,
A ∩Bt(x) = ∅.

For a = (0, 0, α) with α > 0 we have

d(x + a, A) ≥ d(x + a, G) = |x + a − y| =
(
t2 + 2

3
√

5αt+ α2
)1/2

> t,

where y := x + (2t/3, 0,−
√

5t/3), see Figure 2.1. This implies x + a /∈ N(A), whence
x /∈ N−a, and therefore N∩(N−a) = ∅. This also shows that (N+αe3)∩(N+α′e3) =
∅ for all α′ 6= α.

But now we have

nλ(N) = λ

(
n⋃
k=1

(N + e3/k)
)
≤ λ

( ∞⋃
k=1

(N + e3/k)
)
<∞ ∀n ∈ N,

which is only possible if λ(N) = 0.
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Figure 2.1: The construction of G and y in the proof of Lemma 2.6

2.7 Lemma. Let (U,E) be a localization or an unsharp localization on a complex
separable Hilbert space H and let λ be the Lebesgue measure on R3. For N ∈ B(R3)
we have E(N) = 0 if and only if λ(N) = 0.

Proof. Put µ : B(R3)→ R,

µ(∆) :=
∞∑
n=1

2−n〈fn, E(∆)fn〉,

where {f1, f2, . . .} is a countable total set of normalized elements in H . It is easy to
see that µ defines a finite measure on B(R3).

Let N ∈ B(R3). If E(N) = 0, then obviously µ(N) = 0. If µ(N) = 0, then
‖
√
E(N)fn‖2 = 〈fn, E(N)fn〉 = 0 for all n ∈ N. Hence E(N)fn = 0 for all n ∈ N.

Therefore, by continuity, E(N) = 0. Hence, µ(N) = 0 if and only if E(N) = 0. By the
covariance property it is E(N + a) = U((a, I))E(N)U((a, I))−1 for every a ∈ R3. So,
µ(N) = 0 ⇐⇒ E(N) = 0 ⇐⇒ E(N + a) = 0 ⇐⇒ µ(N + a) = 0 for every a ∈ R3.
So µ is quasi-invariant under translations, and by Lemma G.7 µ is equivalent to the
Lebesgue measure.

2.8 Lemma. Let S, T ⊂ R3 and let t ∈ R. Then

(a) St =
⋃

x∈S
B|t|(x) for t 6= 0.

(b) (S ∪ T )t = St ∪ Tt.

(c) S ⊂ T implies St ⊂ Tt.
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(d) (Br(x))t = Br+t(x) for all x ∈ R3 and r > 0.

(e) If S is compact then St is compact and

St =
{
z ∈ R3 : d(z, S) ≤ |t|

}
.

Proof. The statements (a) and (d) are clear.
(b) and (c) follow from (a) and the fact that S0 = S.
(e) For t = 0 there is nothing to show, thus let t 6= 0. Since S is bounded, (c)

and (d) imply that St is bounded. For a compact S it is

St =
{
z ∈ R3 : d(z, S) ≤ |t|

}
.

Indeed, if y ∈ St, then there exists an x ∈ S such that y ∈ B|t|(x). Thus d(y, S) ≤
d(y,x) ≤ |t|, hence y ∈ {z ∈ R3 : d(z, S) ≤ |t|}. If d(y, S) ≤ |t| then there exists
a sequence (xn)n∈N in S such that d(y,xn) n→∞−−−→ d(y, S). By the compactness of
S there is a converging subsequence (xnk)k∈N with limit x ∈ S. Then d(y,x) =
limk→∞ d(y,xnk) = d(y, S) ≤ |t|, thus y ∈ B|t|(x), and (a) implies y ∈ St.

Since x 7→ d(x, S) is continuous, we see that St is closed.

2.9 Lemma. Let A,B be orthogonal projections in a Hilbert space H . Then

A ≤ B ⇐⇒ A = BA.

Proof. Let A ≤ B. Then for ψ ∈H we have

‖(A−BA)ψ‖2 = 〈(I −B)Aψ, (I −B)Aψ〉 = 〈Aψ, (I −B)Aψ〉
= 〈Aψ,Aψ〉 − 〈Aψ,BAψ〉 ≤ 〈Aψ,Aψ〉 − 〈Aψ,AAψ〉 = 0.

Hence A = BA.
Let A = BA. Taking the adjoint of this equation shows that BA = AB. Thus

(B − A)2 = B − 2BA + A = B − A, hence B − A is an orthogonal projection, in
particular it is positive.

2.10 Corollary. Let (U,E) be a localization on a complex separable Hilbert space H
and let V be a continuous unitary one-parameter group commuting with U . Then
(V, U,E) is a causal localization if and only if

V (t)Ec(∆) = Ec(∆t)V (t)Ec(∆) ∀ t ∈ R,∀∆ ∈ B(R3),

where Ec is the completion of E.

Proof. Let t ∈ R and ∆ ∈ B(R3). Put A :=V (t)Ec(∆)V (−t) and B :=Ec(∆t). The
assertion now follows from Lemma 2.9.
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2.11 Lemma. Let (U,E) be a localization on a complex separable Hilbert space H and
let V be a continuous unitary one-parameter group commuting with U . Then (V, U,E)
is a causal localization if and only if

V (t)E(∆) = E(∆t)V (t)E(∆) ∀ t ∈ R (2.1)

holds for every open ball ∆ centered at the origin.

Proof. The “only if” part of the Lemma is trivial. To prove the “if” part of the Lemma
we may assume that t > 0, since the case t = 0 is trivial and since ∆−t = ∆t.

By the covariance property we see that all open balls satisfy (2.1). Let C be the
collection of all A ∈ B(R3) which satisfy At ∈ B(R3) and (2.1).

(a) If A,B ∈ C then A ∪B ∈ C : Clearly (A ∪B)t = At ∪Bt ∈ B(R3). Using

E(A ∪B) = E(A) + E(B)− E(A)E(B)

and E(A)E(B) = E(B)E(A) we find, omitting the E and the argument of V ,

(A ∪B)tV (A ∪B) = (At +Bt − AtBt)V (A+B − AB)
= AtV A+ AtV B − AtV AB +BtV A+BtV B −BtV AB

− AtBtV A− AtBtV B + AtBtV AB

= V A+ AtV B − V AB +BtV A+ V B − V AB
−BtV A− AtV B + V AB

= V A+ V B − V AB = V (A ∪B).

(b) By induction we obtain: If A1, A2, . . . , An ∈ C then ∪ni=1Ai ∈ C .
(c) Every compact set is in C : Let K ⊂ R3 be compact. We will construct a

sequence (Un)n∈N of open sets, each being a finite union of open balls, such that

Un+1 ⊂ Un, K = ∩∞n=1Un, Kt = ∩∞n=1(Un)t.

Let A1 ⊂ K be a finite set such that

K ⊂ U1 :=
⋃

a∈A1

B1(a)

Put α1 := d(K,U c
1)/2, where d(X, Y ) := infx∈X d(x, Y ). Note that U c

1 is closed and
K ∩ U c

1 = ∅. Thus by the compactness of K we have 0 < α1. It is also clear that

d(K,U c
1) = inf

x∈K
d(x, U c

1) ≤ inf
a∈A1

d(a, U c
1) ≤ 1,

hence α1 ≤ 1/2.
If U1, . . . , Un and α1, . . . , αn have been chosen, let An+1 be a finite subset of K

such that
K ⊂ Un+1 :=

⋃
a∈An+1

Bαn(a).
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Put αn+1 := d(K,U c
n+1)/2. Clearly 0 < αn+1 ≤ αn/2. Since d(K,U c

n) = 2αn, we have⋃
x∈K

Bαn(x) ⊂ Un.

Hence Un+1 ⊂ Un.
We show that Kt = ∩∞n=1(Un)t. K ⊂ Un implies Kt ⊂ (Un)t for all n ∈ N and

thus Kt ⊂ ∩∞n=1(Un)t. Let y ∈ ∩∞n=1(Un)t. Then y ∈ (Un+1)t = ⋃
a∈An+1 Bt+αn(a) for

all n ∈ N. Thus for each n ∈ N exists an xn ∈ K such that y ∈ Bt+αn(xn). By the
compactness of K there exists a subsequence (xn(k))k∈N converging to some x ∈ K.
Then

|y− x| ≤ |y− xn(k)|+ |xn(k) − x| ≤ t+ 2−n(k) + |xn(k) − x| k→∞−−−→ t

implies that y ∈ Kt. The same arguments imply that K = ∩∞n=1Un.
Since ∆ 7→ Eφ(∆) :=〈φ,E(∆)φ〉 is a finite Borel measure for every φ ∈ H , we

have
〈ψ, V (t)E(K)V (−t)ψ〉 = lim

n→∞
〈ψ, V (t)E(Un)V (−t)ψ〉

≤ lim
n→∞
〈ψ,E((Un)t)ψ〉 = 〈ψ,E(Kt)ψ〉,

for every ψ ∈H . Note that Kt ∈ B(R3), since it is compact. This proves (c).
Finally, let B be a Borel set and ψ ∈H . Because Eφ is regular for every φ ∈H

(see, e.g., [[Rud70] Theorem 2.18]) we have

〈ψ, V (t)E(B)V (−t)ψ〉 = sup {〈ψ, V (t)E(K)V (−t)ψ〉 : K ⊂ B,K compact}
≤ sup {〈ψ,E(Kt)ψ〉 : K ⊂ B,K compact}
≤ 〈ψ,E(C(B, t))ψ〉,

since Kt ⊂ Bt ⊂ C(B, t). By Discussion 2.5 and Lemma 2.6 we have E(C(B, t)) =
Ec(Bt), where Ec denotes the completion of E. For Borel sets it is Ec(B) = E(B), so
we have

〈ψ, V (t)Ec(B)V (−t)ψ〉 ≤ 〈ψ,Ec(Bt)ψ〉.
This completes the proof.

2.12 Discussion. In order to study causal localizations, Castrigiano introduced in
[Cas84] causal transformations (see Appendix F for a brief summary), which are more
general than causal time evolutions. But if V is a causal time evolution, then for
every t ∈ R, V (t) is a causal transformation. So the necessary conditions developed
in [Cas84] for a causal transformation readily apply to causal time evolutions. With
the help of the last Lemma and the results of Part II we can now adapt the sufficient
conditions.

2.13 Proposition. (cf. [Cas84] Lemma 2). Let (U,E) be the coordinate represen-
tation of a finite localization and let V be a unitary continuous one-parameter group.
Then (V, U,E) is a causal localization if and only if
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(a) For each t ∈ R there exists an entire matrix-valued function Φt : C3 → L( ⊕
j∈Ω

νjC2j+1)
such that in the momentum space representation

V̂ (t)[f ] = [Φt|R3f ] ∀[f ] ∈H .

(b) For each t ∈ R there exists a constant Ct > 0 such that

‖Φt(z)‖ ≤ Cte
|t||z| ∀ z ∈ C3,

where |z| :=
√
|z1|2 + |z2|2 + |z3|2.

(c) For every t ∈ R we have

Φt(|p|e3) = D(B(p)−1)Φt(p)D(B(p)) ∀p ∈ R3,

where D(B) :=⊕j∈ΩνjD
(j)(B).

(d) For every p ∈ R3 it is

〈k, κ, r|Φt(|p|e3)|j, ι, s〉 = 0 ∀ r 6= s.

Proof. The “if” part of the Proposition: Put M : R≥0 → L(⊕j∈ΩνjC2j+1),
M(ρ) := Φt(ρe3).

Then (c) shows that in the helicity representation V h(t)[f ] = [M(| · |)f ]. Lemma 1.13
and (d) imply that V commutes with U .

Let t ∈ R. From (a) and Lemma 1.11 we have ‖Φt|R3(·)‖ = 1 a.e. By continuity
this must hold everywhere. Then by (b) and Theorem 10.15 (b) we find

V (t)E(∆) = E(∆t)V (t)E(∆)
for every open ball ∆ centered at the origin. Lemma 2.11 shows that (V, U,E) is a
causal localization.

It follows the “only if” part of the Proposition. Since V commutes with U ,
there exists for each t ∈ R a measurable bounded matrix-valued function At : R3 →
L(⊕j∈ΩνjC2j+1) such that in the momentum space representation

V̂ (t)[f ] = [Atf ] ∀[f ] ∈H .

Since |Im z| ≤ |z|, (a) and (b) follow from Theorem 10.15 (a).
Let t ∈ R and let B ∈ SU(2). Then [V (t), U(B)] = 0 implies

Φt(p)D(B) = D(B)Φt(B−1 · p) a.e.
By continuity this must hold everywhere. Hence

D(B(p))−1Φt(p)D(B(p)) = Φt(B(p)−1 · p) = Φt(|p|e3).
This shows (c).

In the helicity representation we have V h(t)[f ] = [Φt(| · |e3)f ], and Lemma 1.13
implies that (d) holds almost everywhere. By the continuity of Φt condition (d) holds
everywhere.
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2.14 Theorem. (cf. Theorem of [Cas84]). Let (U,E) be the coordinate representation
of a finite localization and let V be a unitary continuous one-parameter group. Then
(V, U,E) is a causal localization if and only if

(a) For each t ∈ R there exists an entire matrix-valued function Ψt : C→ L( ⊕
j∈Ω

νjC2j+1)
such that in the helicity representation

V h(t)[f ] = [Ψt(| · |)f ] ∀[f ] ∈H .

(b) For each t ∈ R there exists a constant Ct > 0 such that

‖Ψt(z)‖ ≤ Cte
|t||z| ∀ z ∈ C.

(c) For each t ∈ R there are entire functions f (k,j,l)
t,κ,ι : C→ C such that

〈k, κ, r|Ψt(z)|j, ι, s〉 = δrs

k+j∑
l=|k−j|

(−1)j−s
√

2l + 1
(

j k l
−s s 0

)
zlf

(k,j,l)
t,κ,ι (z2) ∀ z ∈ C.

Proof. The “if” part of the Theorem: Since V (0) = I, the case t = 0 is trivial. Let
t 6= 0. Put At : R3 → L( ⊕

j∈Ω
νjC2j+1),

At(p) :=D(B(p))Ψt(|p|)D(B(p)−1),

where D(B) :=⊕j∈ΩνjD
(j)(B). Thus in the momentum space representation it is

V̂ (t)[f ] = [Atf ] ∀[f ] ∈H .

For fixed j and k put ϕ(l)
rs : R3 → C,

ϕ(l)
rs (p) :=

∑
v,u

D(k)(B(p))rv(−1)j−u
√

2l + 1
(

j k l
−u v 0

)
|p|lD(j)(B(p)−1)us.

Then, since 〈k, κ, r|D(B(p))|l, λ, v〉 = δklδκλD
(k)(B(p))rv and(

j k l
−u v 0

)
= 0 ∀ v 6= u,

condition (c) implies

〈k, κ, r|At(p)|j, ι, s〉 =
∑
l

ϕ(l)
rs (p)f (k,j,l)

t,κ,ι (|p|2).

By [[Cas84] (19) fol.] the ϕ(l)
rs are polynomials. Thus

z 7→ 〈k, κ, r|Φt(z)|j, ι, s〉 :=
∑
l

ϕ(l)
rs (z)f (k,j,l)

t,κ,ι (z2
1 + z2

2 + z2
3),
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defines an entire extension for At. Using the orthogonality relations for the Wigner 3j
symbols it is easy to see that (c) implies

zlf
(k,j,l)
t,κ,ι (z2) =

∑
s

(−1)j−s
√

2l + 1
(

j k l
−s s 0

)
〈k, κ, s|Ψt(z)|j, ι, s〉.

By (b) we have
|f (k,j,l)
t,κ,ι (z2)| ≤ Cte

|t||z| ∀ z ∈ C,

for some constant Ct > 0. This implies (using |z| = |z2|1/2)

|f (k,j,l)
t,κ,ι (z2

1 + z2
2 + z2

3)| ≤ Cte
|t||z2

1+z2
2+z2

3 |
1/2 ≤ Ce|t||z| ∀ z ∈ C3.

Let ε > 0. Then, since the ϕ(l)
rs are polynomials, there exists a constant Cε > 0

such that
|ϕ(l)
rs (z)| ≤ Cεe

ε|z| ∀ z ∈ C3.

Hence
|〈k, κ, r|Φt(z)|j, ι, s〉| ≤ C ′t,εe

(|t|+ε)|z| ∀ z ∈ C3,

for some constant C ′t,ε > 0. The estimate ‖Φt|R3(·)‖ ≤ ‖V̂ (t)‖ = 1 holds a.e. (Lemma
1.11), and by the continuity of Φt this holds everywhere. Using the equivalence of the
operator norm and the entry-wise norm on L(⊕j∈ΩνjC2j+1) and Corollary 10.17, we
find ‖Φt(z)‖ ≤ e(|t|+ε)|z| for all z ∈ C3. Since ε was arbitrary we have

‖Φt(z)‖ ≤ e|t||z| ∀ z ∈ C3.

This proves conditions (a) and (b) of Proposition 2.13
Since B(|p|e3) = I, we have At(|p|e3) = Ψt(|p|) for all p ∈ R3. This implies

At(|p|e3) = D(B(p)−1)At(p)D(B(p)) ∀p ∈ R3,

and, by means of (c),

〈k, κ, r|At(|p|e3)|j, ι, s〉 = 0 ∀ r 6= s.

This proves conditions (c) and (d) of Proposition 2.13.
The “only if” part of the Theorem: Let Φt : C3 → L(⊕j∈ΩνjC2j+1) be the function

given by Proposition 2.13. Then Ψt : C → L(⊕j∈ΩνjC2j+1), Ψt(z) := Φt(ze3) satisfies
(a) and (b).

Condition (c) follows from the main Theorem in [Cas84], since V (t) is a causal
transformation for every t ∈ R.

2.15 Remark. Using the orthogonality relations for the Wigner 3j symbol (see Ap-
pendix E), we see that

〈k, κ, r|Ψ(z)|j, ι, s〉 = δrs

k+j∑
l=|k−j|

(−1)j−s
√

2l + 1
(

j k l
−s s 0

)
zlf (k,j,l)

κ,ι (z2)
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if and only if

zlf (k,j,l)
κ,ι (z2) =

∑
s∈[k]∩[j]

(−1)j−s
√

2l + 1
(

j k l
−s s 0

)
〈k, κ, s|Ψ(z)|j, ι, s〉. (2.2)

This, however, does not imply that condition (c) of Theorem 2.14 is trivial, since in
general g(k,j,l)

κ,ι : R>0 → C,

g(k,j,l)
κ,ι (ρ) := ρ−l/2

∑
s∈[k]∩[j]

(−1)j−s
√

2l + 1
(

j k l
−s s 0

)
〈k, κ, s|Ψ(ρ1/2)|j, ι, s〉.

has no entire extension.

2.16 Discussion. So far, the fact that V is a homomorphism has played no role.
The consequences of this property are studied in section 11. In brief, the situation
is as follows: We have seen that in the helicity representation V h(t)[f ] = [Ψh

t (| · |)f ],
where Ψh

t : C → L(⊕j∈ΩνjC2j+1) is an exponentially bounded entire matrix-valued
function. Then Stone’s Theorem leads us to the conjecture that Ψh

t = eith(·) for some
entire matrix-valued function h such that h(ρ) is self-adjoint for all ρ > 0. That this is
indeed the case is the subject of Theorem 11.10. In Theorem 12.6 it is shown that the
exponential boundedness of eith(·) implies that h is linear. In the next Theorem, which
is a generalization of [[Cas84] Lemma 7 fol.], we apply these results.

2.17 Theorem. Let (U,E) be the coordinate representation of a finite localization and
let V be a continuous unitary one-parameter group. If (V, U,E) is a causal localization,
then there exist self-adjoint matrices M,N ∈ L(⊕j∈ΩνjC2j+1) such that in the helicity
representation

V h(t)[f ] = [eit(M+|·|N)f ] ∀ t ∈ R, ∀[f ] ∈H ,

and
〈k, κ, r|N |j, ι, s〉 = 0 ∀ r 6= s, 〈k, κ, r|M |j, ι, s〉 = c(k)

κι δrsδkj,

for some constants c(k)
κι ∈ C. Moreover, the operator T defined as T h[f ] :=[Mf ] com-

mutes with (U,E), and T = T̂ = T h.

Proof. Theorem 2.14 and Theorem 11.10 imply that in the helicity representation

V h(t)[f ] = [eith(|·|)f ],

where h : C → L(⊕j∈ΩνjC2j+1) is an entire matrix-valued function such that h(ρ) is
self-adjoint for all ρ ∈ R. Moreover, for each t ∈ R we have

‖eith(z)‖ ≤ Cte
|t||z| ∀ z ∈ C,

where Ct > 0 is a constant depending on t. In particular, δ(eith(·)) ≤ |t|. From Theorem
12.6 we have self-adjoint matrices M,N ∈ L(⊕j∈ΩνjC2j+1) such that h(z) = M + zN
for all z ∈ C.
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Let t ∈ R and put Bφ :=
(
eiφ 0
0 e−iφ

)
. By Lemma 1.9 it is R(p, Bφ) = Bφ for

p 6= −|p|e3. Since V (t) commutes with U(0, Bφ), there exists for each φ a null set Sφ
such that in the helicity representation

eith(|p|)D(Bφ) = D(Bφ)eith(|p|) ∀p ∈ R3 \ Sφ, (2.3)

where D(B) :=⊕j∈ΩνjD
(j)(B), i.e.

〈k, κ, r|D(Bφ) |l, λ, u〉 = δklδκλδrue
iφ2r.

By continuity, Eq. (2.3) must hold for all p ∈ R3 and then also for all t ∈ R. The
derivative with respect to t of the equation at t = 0 gives

h(|p|)D(Bφ) = D(Bφ)h(|p|) ∀p ∈ R3, ∀φ ∈ R.

Thus for p = 0 we have MD(Bφ) = D(Bφ)M and then for p 6= 0 this implies
ND(Bφ) = D(Bφ)N . Hence 〈k, κ, r|N |j, ι, s〉 = 0 for all r 6= s.

By Theorem 2.14 (c) it is

〈k, κ, r|eit(M+zN)|j, ι, s〉 = δrs

j+k∑
l=|j−k|

D
(k,j)
s,l zl

(
ft,jkl(z2)

)
κι

∀ z ∈ C,

where D(k,j)
s,l :=(−1)j−s

√
2l + 1

(
j k l
−s s 0

)
. Thus for z = 0 we have

〈k, κ, r|eitM |j, ι, s〉 = δrsδkjD
(k,j)
s,0 (ft,jk0(0))κι ∀ t ∈ R,

which implies
〈k, κ, r|M |j, ι, s〉 = δrsδkjD

(k,k)
s,0 (f ′kk)κι

where f ′jk :=−i∂tf0,jk0(0). Note that D(k,k)
s,0 = (−1)2k(2k + 1)−1/2 (see E.1) is indepen-

dent of s. Using Lemma 1.14 completes the proof.

2.18 Note. We like to stress that the above conditions are not sufficient for (V, U,E)
to be a causal localization, since D(B(·))(M + | · |N)D(B(·)−1) in general has no
analytic extension to C3 (e.g. M = 0, N = I). However, we will show in Theorem 5.10
that every finite massive relativistic extendable causal localization is a direct sum of
Dirac- and Dirac tensor-systems. The most simple non-relativistic systems are studied
in Theorem 7.1.



3 Finite Massive Representations of the Poincaré
Group

3.1. The massive representations of ISL(2,C). In this subsection we recall some
well-known facts [adapted from [Sch70] and [Var07]] about the universal covering group
ISL(2,C) of the Poincaré group3. It consists of elements (a,A), where a ∈ R4, A ∈
SL(2,C), and the group law is given by

(a,A)(a′, A′) :=(a+ Aa′, AA′),

where Aa := Λ(A)a and Λ : SL(2,C) → L↑+ is the covering homomorphism from
SL(2,C) onto the proper orthochronous Lorentz group L↑+ (see Appendix B). The
Minkowski product of p, q ∈ R4 will be written as 〈p,Gq〉, where

G := diag(1,−1,−1,−1).

The irreducible strongly continuous unitary representations of ISL(2,C) corre-
sponding to the Orbits X(µ,η) := {p ∈ R4 : 〈p,Gp〉 = µ2, ηp0 > 0} of mass µ > 0 and
sign of energy η ∈ {−1, 1} are given by

U (µ,η,j)(a,A) : L2(X(µ,η),C2j+1, αηµ)→ L2(X(µ,η),C2j+1, αηµ),
U (µ,η,j)(a,A)[F ] :=[ei〈·,Ga〉D(j)(R(µ,η)(·, A))F (A−1·)],

R(µ,η)(·, A) :=A(µ,η)(·)−1AA(µ,η)(A−1·),
(3.1)

where αηµ is the invariant measure given by

∫
X(µ,η)

F dαηµ :=
∫
R3

F
(
η(µ2 + p2)1/2,p

)
2(µ2 + p2)1/2 dp

and A(µ,η) : X(µ,η) → SL(2,C) is a measurable function satisfying

A(µ,η)(p)µη e0 = p (3.2)

for all p ∈ X(µ,η). This implies that R(µ,η)(p,A)e0 = e0 for all p ∈ X(µ,η), hence
R(µ,η)(p,A) ∈ SU(2). The orbits X(µ,η) can be parameterized by pη : R3 → X(µ,η),

pη(p) =
(
ηε(p)

p

)
, ε(p) :=

√
µ2 + p2.

An explicit realization of A(µ,η) is the so-called helicity section:

A(µ,η)(p) :=B(ηp)A(v), A(v) :=
(
ev/2 0
0 e−v/2

)
, p :=

3∑
i=1

piei,

3Since the Poincaré group is represented projectively on physical states, it is more convenient to
use its universal covering group (see, e.g., [[Wei95] Sec. 2.7] for details).
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where B : R3 → SU(2) is given by Eq. (1.2) and v is the non-negative solution of
cosh(v) = µ−1ε(p). Because A(v)e0 = (cosh v, sinh v e3) and B(ηp)e3 = ηp/|p| it is
easy to see that the helicity section satisfies Eq. (3.2).

In the following Lemma we will describe a unitarily equivalent representation
which has two convenient properties: (i) it is an extension of UD(j) , and (ii) its Newton-
Wigner localization (see Definition 3.5) is the canonical projection-valued measure, cf.
[[Mut84] Eq. (2.2) and fol.]. Before we state the Lemma some definitions are in order.

3.2 Definitions. For every (p0,p) ∈ R4 we define

(p0,p)↓ := p.

The canonical cross-section is the map Q(µ,η) : X(µ,η) → SL(2,C),

Q(µ,η)(p) :=B(ηp)A(v)B(ηp)−1,

where v is the non-negative solution of cosh(v) = µ−1ε(p).

3.3 Lemma. The representation U (µ,η,j) given in 3.1 is unitarily equivalent to the
representation Ŵ (µ,η,j) : ISL(2,C)→ L(L2(R3,C2j+1)),

(Ŵ (µ,η,j)(a,A)f)(p) :=
(
ε(qη)
ε(p)

)1/2

ei〈p
η ,Ga〉D(j)(Q(µ,η)(pη)−1AQ(µ,η)(qη))f(qη), (3.3)

where qη :=A−1pη and qη :=(qη)↓. Moreover, we have Ŵ (µ,η,j)|ISU(2) = ÛD(j).

Proof. First we transform from L2(X(µ,η),C2j+1) to L2(R3,C2j+1) by

(SF )(p) :=(2ε(p))−1/2F (pη), (S−1f)(p) :=(2ε(p↓))1/2f(p↓).

The factor (2ε(p))−1/2 ensures that S is unitary. We have

(SU (µ,η,j)(a,A)S−1f)(p) =
(
ε(qη)
ε(p)

)1/2

ei〈p
η ,Ga〉D(j)(A(µ,η)(pη)−1AA(µ,η)(qη))f(qη).

Let T : L2(R3,C2j+1)→ L2(R3,C2j+1) be the unitary transformation given by

(Tf)(p) :=D(j)(B(ηp))f(p).

Then we have Ŵ (µ,η,j) = TSU (µ,η,j)S−1T−1.
Let B ∈ SU(2) and let b ∈ R3. Since Λ(B−1) is a rotation, it is qη = Λ(B−1)pη =

(ηε(p), B−1p), and so we obtain

(Ŵ (µ,η,j)((0,b), B)f)(p)
= e−ip·bD(j)(B(ηp)A(v)−1B(ηp)−1BB(ηB−1p)A(v)B(ηB−1p)−1)f(B−1p).

Because B(ηp)−1BB(ηB−1p) and A(v) are diagonal they commute and we have

(Ŵ (µ,η,j)((0,b), B)f)(p) = e−ip·bD(j)(B)f(B−1p).

Hence, Ŵ (µ,η,j)|ISU(2) = ÛD(j) .
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3.4 Lemma. For every p ∈ X(µ,η) we have

(i) Q(µ,η)(p) = 1√
2µ(ε(p) + µ)

(µσ0 + ησ(p)).

(ii) Q(µ,η)(p) is self-adjoint.

(iii) Q(µ,η) is a cross-section, i.e.

Q(µ,η)(p)ηµe0 = p ∀ p ∈ X(µ,η),

and it is the only positive cross-section.

(iv) Q(µ,η)(p)−1 = 1√
2µ(ε(p) + µ)

((ε(p) + µ)σ0 − ησ(p)).

(v) Q(µ,η)(p)2 = η
µ
σ(p).

Proof. Let w := ηp and let w := ‖w‖ = ‖p‖. Then

Q(µ,η)(p) =
(

cosh(v/2) + w3
w

sinh(v/2) w1−iw2
w

sinh(v/2)
w1+iw2

w
sinh(v/2) cosh(v/2)− w3

w
sinh(v/2)

)
.

Because

sinh(v/2) =
(1

2(cosh(v)− 1)
)1/2

=
(
ε(p)− µ

2µ

)1/2

,

cosh(v/2) =
(1

2(cosh(v) + 1)
)1/2

=
(
ε(p) + µ

2µ

)1/2

the first statement follows.
It is

Q(µ,η)(pη)ηµe0 = B(ηp)A(v)B(ηp)−1ηµe0 = B(ηp)A(v)ηµe0 = A(µ,η)(pη)ηµe0 = pη,

thus Q(µ,η) is indeed a cross-section. Since A(v) is positive, Q(pη) is positive.
Suppose Q′ is another positive cross-section. Abbreviate Q :=Q(µ,η). Because

Q−1Q′e0 = e0, we have B :=Q−1Q′ ∈ SU(2). Therefore

(Q′)2 = Q′(Q′)∗ = (QB)(QB)∗ = QBB∗Q∗ = QQ∗ = Q2.

Hence, by positivity, Q′ = Q.
The remaining statements are easy to check.
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3.5 Definitions. A representation W of ISL(2,C) on a complex separable Hilbert
space H is said to be a finite massive representation of ISL(2,C) ifW is unitarily
equivalent to a finite direct sum of irreducible strongly continuous unitary massive
representations of ISL(2,C).

Thus W is a finite massive representation of ISL(2,C) if and only if there exists
a finite subset Ω of {(µ, η, j) : µ > 0, η ∈ {−1,+1} , j ∈ N0/2}, a mapping ν : Ω→ N
and a unitary S : H → ⊕

ω∈Ω
ν(ω)L2(R3,C2ω3+1) such that

W = S−1 ⊕
ω∈Ω

ν(ω)W (ω)S,

where W (ω) are the representations given by Lemma 3.3. The Newton-Wigner lo-
calization for W is then the projection-valued measure EW given by EW :=S−1ES,
where E is the canonical projection-valued measure. To see that EW is well-defined let
T be another unitary map such that

W = T−1 ⊕
ω∈Ω

ν(ω)W (ω)T.

Then TS−1 commutes with ⊕ω∈Ων(ω)W ω and by Schur’s Lemma [[Fol95] 3.5] we have

TS−1[f ] = [( ⊕
ω∈Ω

C(ω) ⊗ 1ω)f ] ∀[f ] ∈ ⊕
ω∈Ω

ν(ω)L2(R3,C2ω3+1),

where C(ω) ∈ Cν(ω)×ν(ω) and 1ω is the identity matrix in C(2ω3+1)×(2ω3+1). Thus TS−1

commutes with E. Hence
EW = S−1ES = T−1ET.

The Newton-Wigner position operator for W is the position operator cor-
responding to the Newton-Wigner localization (see Discussion 1.4).

The mass square operator C for W is defined as

C :=S−1 ⊕
ω∈Ω

ν(ω)ω2
1IωS, (3.4)

where Iω is the identity operator in L2(R3,C2ω3+1). The same argument as above shows
that this operator is independent of S. Its spectrum is {ω2

1 : ω ∈ Ω} and hence finite
and positive.

Basis independent descriptions for EW and C are provided by Lemma 3.12 and
Lemma 3.8 (c), respectively.

The self-adjoint operators H,Pa, Ja, Na, (a = 1, 2, 3), called the energy, mo-
mentum, angular momentum and boost operators of W , are defined via Stone’s
Theorem as

W ((s, 0), I) = exp(isH), W ((0, sea), I) = exp(−isPa),
W (0, exp(isσa/2)) = exp(isJa), W (0, exp(sσa/2)) = exp(isNa),

where s ∈ R (cf. [[Mut84] Eq. (2.1)]). We collect the Pa, Ja and Na into vectors P, J
and N, respectively. Moreover, we define P2 :=P 2

1 + P 2
2 + P 2

3 .
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The sign of energy for W is defined as

sgnH :=
∫

sgn dL,

where L : B(R) → L(H ) is the spectral measure for H, i.e. H =
∫

id dL and
sgn(x) :=x/|x| for x 6= 0, sgn(0) := 0. Moreover, we use this definition if H is the
energy operator for a time evolution.

The energy operator for Ŵ (µ,η,j) is given by D(Ĥ) = {[f ] ∈ L2 : [ξf ] ∈ L2},
Ĥ[f ] = [ξf ], where ξ : R3 → R, ξ(p) := η

√
µ2 + p2. The spectral measure for Ĥ is

L = F ◦ ξ−1, where F : B(R3)→ L(L2), F (∆)[f ] = [χ∆f ]. Hence

sgn Ĥ =
∑

β∈{−1,0,1}
βL(sgn−1({β})) = L(R>0)− L(R<0) = ηI,

whence the sign of energy for ⊕
ω∈Ω

ν(ω)W (ω) is given by (cf. Eq. (3.4))

sgnH = ⊕
ω∈Ω

ν(ω)ω2Iω.

3.6 Lemma. Let W be a finite massive representation of ISL(2,C) and let EW be the
Newton-Wigner localization for W . Then the following statements hold.

(a) The sign of energy for W is a self-adjoint unitary bounded operator commuting
with W and EW .

(b) The mass square operator for W is a self-adjoint bounded operator with finite pos-
itive spectrum commuting with W , EW and the sign of energy.

Proof. The proof follows directly from the definitions.

3.7 Lemma. Let W be a finite massive representation of ISL(2,C) on a complex
separable Hilbert space H , let EW be its Newton-Wigner localization and let

V (t) :=W ((t, 0), I), U(b, B) :=W ((0,b), B), t ∈ R, (b, B) ∈ ISU(2).

Then (U,EW ) is a localization but (V, U,EW ) is not a causal localization.

Proof. The localization property follows from Definition 3.5. Suppose that (V, U,EW )
is causal. Let P± := 1

2(I ± sgn(H)) be the projection onto positive and negative energy
states. Since V , U and EW commute with sgnH, they leave H± :=P±(H ) invariant.
From Discussion 2.4 we have V± :=P±V P± = P±. But then it is V = V+ + V− = I
which is impossible.

Despite of this Lemma the Newton-Wigner localization is still useful for our
objectives, in particular for finding relativistic extensions for (V, U), see Lemma 4.7
and section 6.
3.8 Lemma. Let W be a finite massive representation of ISL(2,C) on a complex
separable Hilbert space H . Then the following statements hold.
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(a) There are unique self-adjoint bounded operators A and B such that for all [g] ∈
D(|H|)

|H|A[g] = A|H|[g] = [g], B(|H|+ C1/2)[g] = (|H|+ C1/2)B[g] = [g].

Moreover, we have

H sgn(H)A[g] = sgn(H)AH[g] = [g] ∀[g] ∈ D(H).

and
sgnH = HA.

(b) The domain for H2 is a dense subspace of H and equals the domain of P2.

(c) The mass square operator C for W is the unique bounded operator satisfying

H2[g] = (C + P2)[g] ∀[g] ∈ D(H2).

Proof. It suffices to consider the representation Ŵ (η,µ,j).
(a) We have

D(Ĥ) =
{

[f ] ∈ L2 : [η
√
µ2 + | · |2f ] ∈ L2

}
, Ĥ[f ] = [η

√
µ2 + | · |2f ]

and
D(P̂a) =

{
[f ] ∈ L2 : [〈·, ea〉f ] ∈ L2

}
, P̂a[f ] = [〈·, ea〉f ]

(cf. Proposition 11.5). Also, D(|Ĥ|) = D(Ĥ), |Ĥ|[f ] = [
√
µ2 + | · |2f ]. Plainly,

Â[f ] :=[(µ2 + | · |2)−1/2f ]

and
B̂[f ] :=[((µ2 + | · |2)1/2 + µ)−1f ]

define bounded self-adjoint operators satisfying the stated equations.
Let [g] ∈ D(|H|) and let A′ be another self-adjoint bounded operator satisfying

the same conditions as A. Then [g] = |H|A′[g] and A′[g] ∈ D(|H|) imply

A[g] = A|H|A′[g] = A′[g].

Since D(|H|) is dense, it follows that A is unique. Similar arguments show that B is
unique.

(b) Let f ∈ L2 such that ε2f ∈ L2, where ε(p) :=
√
µ2 + |p|2. Then the estimate

ε ≤ 1 + ε2 implies
‖εf‖2 ≤ ‖f‖2 + ‖ε2f‖ <∞.

Hence D(Ĥ2) = {[f ] ∈ L2 : [(µ2 + | · |2)f ] ∈ L2}. So this is a dense subspace of L2.
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We have D(P̂2) = ∩3
a=1D(P̂ 2

a ), and [f ] ∈ D(P̂ 2
a ) if and only if [f ] ∈ D(P̂a) and

P̂a[f ] ∈ D(P̂a). Let [f ] ∈ D(Ĥ2). Then

‖paf(p)‖2 ≤ (µ2 + |p|2)‖f(p)‖2 ≤ ‖f(p)‖2 + ‖(µ2 + |p|2)f(p)‖2 ∀p ∈ R3

implies that [f ] ∈ D(P̂a), and

‖p2
af(p)‖2 ≤ ‖(µ2 + |p|2)f(p)‖2 ∀p ∈ R3

implies that P̂a[f ] ∈ D(P̂a). Thus [f ] ∈ D(P̂2).
If [f ] ∈ D(P̂2), then ‖|p|2f(p)‖2/3 ≤ ∑3

a=1 ‖p2
af(p)‖2 for all p ∈ R3 shows that

[| · |2f ] ∈ L2 and [(µ2 + | · |2)f ] ∈ L2. Hence [f ] ∈ D(Ĥ2).

(c) Since Ĉ[f ] = [µ2f ] for all f ∈ L2, we have Ĥ2[f ] = [(µ2 +|·|2)f ] = (Ĉ+P̂ 2)[f ]
for all [f ] ∈ D(Ĥ2). Moreover, D(Ĥ2) is dense, so Ĉ is the only bounded operator
with this property.

3.9 Note. The formulas given in part (d) and (e) of the next Theorem for finite massive
representations with sgnH = +1 (positive energies) are due to Bakamjian, Thomas
and Foldy [[BT53], [Fol61]] and we will call them the BTF formulas, cf. [[Mut84] Eq.
(2.3) fol.]. Part (a) is adapted from [[Mut78] Theorem 1]. But our version holds for
positive and negative energies. For the proof of (e) we follow [Jor80].

3.10 Theorem. Let W be a finite massive representation of ISL(2,C) on a complex
separable Hilbert space H and let X be the Newton-Wigner position operator for W .
Then the following statements hold.

(a) There exists a dense subspace D of H such that WD ⊂ D , D ⊂ D(A), AD ⊂ D
and A|D = A for every A ∈ {X, H,P,J,N}. Moreover, AD ⊂ D for every
A ∈

{
sgn(H), (|H|+ C1/2)−1, H−1, C−1/2

}
.

(b) Within D we have the commutations relations

[Pi, Pj] = 0 [Pi, H] = 0 [Ji, H] = 0
[Ji, Jj] = iεijkJk [Ji, Pj] = iεijkPk [Ji, Nj] = iεijkNk

[H,Nj] = −iPj [Ni, Nj] = −iεijkJk [Pi, Nj] = −iδijH
[Xi, Xj] = 0 [Xi, Pj] = iδij [Xi, H] = iPiH

−1

[Ji, Xj] = iεijkXk

where a sum over a repeated index is understood and εijk is the Levi-Civita symbol.

(c) There is a unique bounded self-adjoint operator S, called the spin vector for W ,
satisfying

S[f ] = (J−X×P)[f ] ∀[f ] ∈ D ,

where (A×B)k := εkabAaBb.
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(d) For every [f ] ∈ D it is

N[f ] =
(

1
2(HX + XH) + sgn(H)

|H|+ C1/2 P× S
)

[f ]. (3.5)

(e) For every [f ] ∈ D it is

X[f ] =
(

1
2
(
H−1N + NH−1

)
− 1
HC1/2(|H|+ C1/2)P× (HJ + P×N)

)
[f ].

(3.6)

(f) S2 commutes with (W,EW ).

(g) The representation W (η,µ,j) occurs in the decomposition of W if and only if η is an
eigenvalue of sgnH, µ2 is an eigenvalue of C and j(j + 1) is an eigenvalue of S2.

Proof. For (a) – (f) it will be sufficient to prove the claims for Ŵ (η,µ,j), where η ∈
{−1, 1}, µ > 0 and j ∈ N0/2 are arbitrary but fixed.

We will show that D :=C∞c (R3) (cf. [[BR86] Ch.11 §1 (6) p. 319]) satisfies (a).
In this particular representation it is clear that Ŵ (η,µ,j)D ⊂ D and D ⊂ D(Â) for the
generators Â of Ŵ (η,µ,j). Then [[RS80] Theorem VIII.11 p. 269] implies that D is a
common core for Ĥ, P̂, Ĵ and N̂.

By the same arguments as in the proof of Lemma 1.16 we see that D is a core
for X̂ and that X̂k[f ] = [i∂kf ] for all [f ] ∈ D . In particular X̂aD ⊂ D . Also, (cf.
Proposition 11.5)

Ĥ[f ] = [ηε(·)f ], P̂k[f ] = [〈·, ek〉f ] ∀[f ] ∈ D

where ε(p) :=
√
µ2 + |p|2. Clearly, ĤD ⊂ D and P̂aD ⊂ D . For [f ] ∈ D it is

(Ĵkf)(p) = −i∂α
(
D(j)(eiασk/2)f(e−iασk/2p)

)
α=0

=
([
Ŝk − (P̂× X̂)k

]
f
)

(p),

where Ŝk are the matrix multiplication operators corresponding to the matrices Lk
which are defined by

D(j)(eiασk/2) = eiαLk .

This also shows that ĴaD ⊂ D . Since [X̂i, P̂j] = iδij in D , we have P̂× X̂ = −X̂× P̂.
Thus

Ŝk[f ] =
(
Ĵk − (X̂× P̂)k

)
[f ] ∀[f ] ∈ D .

Because D is dense S is the unique bounded operator satisfying this equation. This
proves (c). The properties of L imply (f) (see Appendix C). (g) is not difficult to see.
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Let Aα := exp(ασk/2), pη :=(ηε(p),p), qη :=A−1
α pη and qη :=(qη)↓. We need to

compute

(N̂kf)(p) = −i∂α

(ε(qη)
ε(p)

)1/2

D(j)(Q(pη)−1AαQ(qη))f(qη)

α=0

.

Since ∂αqη
∣∣∣
α=0

= −(pk, ηε(p)ek) and ε(qη) = ηqη0 , we find

(N̂kf)(p) = −i
(
−ηpk
2ε(p) + dD(j)(I) ◦ ∂α

[
Q(pη)−1AαQ(qη)

]
α=0
− ηε(p)∂k

)
f(p).

The first and the third term can be written as 1
2(HXk+XkH)f . To evaluate the second

term we use
Q(pη) = 1√

2µ(ε(p) + µ)
(µσ0 + ησ(pη)) .

This gives
Q(qη) = 1√

2µ(ε(qη) + µ)

(
µσ0 + ηA−1

k σ(pη)A−1
k

)
,

and we obtain

∂αAαQ(qη)
∣∣∣
α=0

= ηpk
2(ε(p) + µ)Q(pη) + 1

2
√

2µ(ε(p) + µ)
(µ− ησ(pη))σk.

Because
Q(pη)−1 = 1√

2µ(ε(p) + µ)
((ε(p) + µ)σ0 − ησ(p))

it is not difficult to find that

∂α
(
Q(pη)−1AαQ(qη)

) ∣∣∣
α=0

= ηpk
2(ε(p) + µ)−

η

2(ε(p) + µ)σ(p)σk = η

2(ε(p) + µ)i(p×σ)k.

Using 1
2dD

(j)(I) ◦ σk = Lk proves (d). And now it is clear that N̂aD ⊂ D .

The operators Ĥ−1 and (|Ĥ| + C1/2)−1 are the self-adjoint bounded operators
given by

Ĥ−1[f ] :=[η(µ2 + | · |2)−1/2f ], (|Ĥ|+ C1/2)−1[f ] :=[((µ2 + | · |2)−1/2 + µ)−1f ].

Since the functions p 7→ η(µ2+|p|2)−1/2 and p 7→ ((µ2+|p|2)−1/2+µ)−1 have derivatives
up to all orders, it is clear that the corresponding operators leave D invariant. Plainly,
sgn(Ĥ)D ⊂ D and C−1/2D ⊂ D . So the proof of (a) is complete.

The commutations relation in (b) are well-known, see, e.g., [Fol61].
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To prove (e) we follow [Jor80]. The subsequent formulas are understood to hold
on the subspace D . By (d) we have

P×N = H(P×X) + sgnH
|H|+ C1/2

(
P(P · S)−P2S

)
, (3.7)

where we used (A × (B × C))k = AaBkCa − (A · B)Ck. Because P · S = P · J and
P×X = S− J we have

S = sgnH
C1/2

(
HJ + P×N− sgnH

|H|+ C1/2 P(P · J)
)
.

Since [X, H] = iP
H
, it is

1
2(HX + XH) = HX + i

P
2H .

Now the formula for N can be solved for X. We find

X = 1
H

N− i P
2H2 −

1
HC1/2(|H|+ C1/2)P× (HJ + P×N) .

Using
[N,

1
H

] = 1
H

[H,N] 1
H

= −i P
H2

proves (e).

3.11 Note. The spin vector S for a finite massive representation W is related to the
Pauli-Lubanski four-vector w :=(w0,w), where

w0 := P · S, w :=HJ + P×N.

Using Eq. (3.7) and P×X = S− J we find (cf. [[Jor80] Eq. (2.6)])

w = sgn(H)
|H|+ C1/2 P(P · S) + sgn(H)C1/2S.

Because [H,Sk] = [Pj, Sk] = 0 it is then easy to check that w2 :=w2
0 −w2 = −CS2.

3.12 Lemma. LetW be a finite massive representation of ISL(2,C) on a complex sep-
arable Hilbert space H . Then the Newton-Wigner localization is the unique projection-
valued measure whose corresponding position operator is given by the BTF formula
(3.6).

Proof. See Discussion 1.4 and Lemma 1.5.

3.13 Discussion. Another formula for the Newton-Wigner position operator is given
by

X = Q−P× (J−Q×P)C−1/2(|H|+ C1/2)−1

= Q− C−1/2(|H|+ C1/2)−1P× (J−Q×P)
(3.8)
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where Q := 1
2(H−1N + NH−1), cf. [[Mut84] Eq. (2.4)]. These can be easily seen by

considering

P×N = −N×P,
1
H

N = Q + iP
2H2 , [H,Q] = −iP

H
.



4 Relativistic Causal Localizations

4.1 Definition. Let W be a finite massive representation of ISL(2,C) on a complex
separable Hilbert space H and let E : B(R3)→ L(H ) be a projection-valued measure.
Then (W,E) is called a relativistic causal localization if (W |T ,W |ISU(2), E) is
a finite causal localization, where W |T is the time evolution part of W , i.e. t 7→
W ((t, 0), I).

Notice, that by means of the representation property and the fact that a matrix
B ∈ SU(2) acts as a rotation in space, V :=W |T always commutes with U :=W |ISU(2).
Indeed,

V (t)U(b, B) = W ((t, 0), I)W ((0,b), B) = W ((t,b), B)
= W ((0,b), B)W ((t, 0), I) = U(b, B)V (t) ∀ t ∈ R, (b, B) ∈ ISU(2).

A tuple (V, U,E) is said to be a relativistic extendable causal localization if
there exists a relativistic causal localization (W,E) such that (W |T ,W |ISU(2)) = (V, U).
Note: Since we only consider finite localizations and massive representations, we do
not find the need to repeat the terms finite and massive in these definitions.

4.2 Lemma. Let (W,E) be a relativistic causal localization such that (W |ISU(2), E)
is given in the coordinate space representation form and let V be the time evolution
part of W . Then there exist self-adjoint matrices M and N such that in the helicity
representation

V h(t)[f ] = [eit(M+|·|N)f ] ∀[f ] ∈H ,

MN + NM = 0, N2 = I and Ch[f ] = [M2f ] for all [f ] ∈ H . Here, Ch is the mass
square operator for W given in the helicity representation. In particular, C commutes
with (W,E).

Proof. Considering Theorem 2.17 we only need to show that MN +NM = 0, N2 = I
and Ch[f ] = [M2f ] for all [f ] ∈H .

We have D := D((Ph)2) = {[f ] ∈ L2 : [| · |2f ] ∈ L2}, and by Lemma 3.8

Ch[f ] =
(

(Hh)2 −
3∑
i=1

(P h
i )2

)
[f ] ∀[f ] ∈ D .

Since C commutes with U , there exists an F ∈ L∞(R3, ⊕
ω∈Ω

ν(ω)L(C2ω3+1)) such that
in the helicity representation Ch[f ] = [F (·)f ] (see Theorem G.3). Put G : R3 →
⊕
ω∈Ω

ν(ω)L(C2ω3+1),
G(p) :=(M + |p|N)2 − |p|2I.

Then [(F −G)f ] = 0 for all [f ] ∈ D , since

Hh[f ] = [(M + | · |N)f ] ∀[f ] ∈ D(Hh).

36
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We show that F = G a.e. Let ‖ · ‖F be the Frobenius norm, i.e. ‖A‖2
F := tr(A∗A). For

n ∈ N put
Sn :=

{
p ∈ R3 : ‖F (p)−G(p)‖2

F >
1
n

}
.

Suppose λ(Sn) > 0. Then there exists a compact K ⊂ Sn such that 0 < λ(K) < ∞.
Let fi :=χKbi, where {bi}i is an orthonormal basis in ⊕

ω∈Ω
ν(ω)C2ω3+1. Since fi ∈ D ,

we have

0 =
∑
i

‖[(F −G)fi]‖2 =
∫
K
‖F (p)−G(p)‖2

F dλ(p) ≥ λ(K) 1
n
> 0,

which is impossible. So Sn is a null set for each n ∈ N. Because the union of all these Sn
is still a null set, we obtain F = G a.e. This implies G ∈ L∞(R3, ⊕

ω∈Ω
ν(ω)L(C2ω3+1)),

in other words λ(Tβ) = 0 for some β > 0, where

Tβ :=
{
p ∈ R3 : ‖G(p)‖ > β

}
.

Let C0 :=M2, C1 :=MN +NM , C2 :=N2 − I, then

G(p) = C0 + C1|p|+ C2|p|2 ∀p ∈ R3.

Suppose C2 6= 0. Then there exists a vector x with |x| = 1 such that C2x 6= 0. But
then the estimate

‖G(p)‖ ≥ ‖G(p)x‖ = ‖C0x+ C1x|p|+ C2x|p|2‖ ∀p ∈ R3

shows that for each β > 0 there exists an r > 0 such that {p ∈ R3 : |p| > r} ⊂ Tβ.
This contradicts λ(Tβ) = 0 for some β > 0. Hence C2 = 0. Similarly, we have C1 = 0.
Hence, MN +NM = 0, N2 = I and

Ch[f ] = [M2f ] ∀[f ] ∈ D .

Since D is dense, this holds for every [f ] ∈H .

4.3 Corollary. Let (W,E) be an irreducible relativistic causal localization. Then the
mass square operator for W is given by C = µ2I for some µ > 0.

Proof. By Lemma 4.2 C commutes with (W,E). Then by the irreducibility of (W,E)
and the Spectral Theorem C = µ2I.

4.4 Corollary. Let (V, U,E) be an irreducible finite causal localization. If there exists
a relativistic extension (W,E) for (V, U,E) then the mass square operator for W is
given by C = µ2I for some µ > 0.

Proof. If (V, U,E) is irreducible, then (W,E) is irreducible. Thus Corollary 4.3 com-
pletes the proof.
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4.5 Lemma. Separation of bosons and fermions. Let (U,E) be a finite localiza-
tion and let V be a time evolution. If (V, U,E) is irreducible, then U contains only half
integer or only integer spins

Moreover, if (W,E) is an irreducible relativistic localization, then W contains
only half integer or only integer spins.

Proof. We may assume that (U,E) is given in the coordinate space representation.
Let Pb and Pf be the orthogonal projection onto the boson space and fermion space
respectively, i.e. in the momentum space representation

P̂b[f ] :=[Mbf ], P̂f [f ] :=[Mff ],

where Mb and Mf are the matrices defined as

〈k, κ, r|Mb|j, ι, s〉 :=

δkjδκιδrs, j ∈ N0,

0, j /∈ N0,

〈k, κ, r|Mf |j, ι, s〉 :=

δkjδκιδrs, j /∈ N0,

0, j ∈ N0.

Clearly, Pb and Pf commute with (U,E). Since V commutes with U , it is of the form

V h(t)[f ] = [Ft(| · |)f ],

where for each t ∈ R, ρ 7→ Ft(ρ) is a measurable bounded matrix-valued function such
that (see Lemma 1.13)

〈k, κ, r|Ft|j, ι, s〉 = 0 ∀ r 6= s.

This implies that Pb and Pf commute with V . By the irreducibility of (V, U,E) and
Schur’s Lemma (Appendix I) we have either Pb = 0 or Pf = 0.

Now consider an irreducible relativistic localization (W,E). We may assume
that W = ⊕ω∈Ων(ω)W (ω). Since (U,E) :=(W |ISU(2), E) = (⊕ω∈Ων(ω)UD(ω3) , E) is a
localization, Mackey’s Imprimitivity Theorem implies that there exists a unitary T
commuting with U such that TET−1 is the canonical projection-valued measure. By
the same reason as above Pb and Pf commute with T . Thus Pb and Pf commute with
E, and it is easy to see that they commute with W . Again by Schur’s Lemma we have
Pb = 0 or Pf = 0.

4.6 Lemma. Let (U,E) be a finite localization and let V be a time evolution. If there
exists a bounded operator C ≥ 0 such that H2 = C + P2 then C commutes with U
and V . Moreover, the sign of energy, sgnH, is a self-adjoint unitary bounded operator
commuting with C,V and U .
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Proof. For f ∈ C∞c (R× R3 × SU(2)), φ ∈H put

φf :=
∫

Σ
f(t,b, B)V (t)U(b, B)φ dt db dB, Σ :=R× R3 × SU(2),

where dB denotes the Haar measure on SU(2), and dx denotes the Lebesgue measure
on R3. Let

D := span
{
φf : f ∈ C∞c (R× R3 × SU(2)), φ ∈H

}
.

With some minor modifications to the proof of Stone’s Theorem [[RS80] VIII.8] we see
that D is a dense subset of H such that VD ⊂ D , UD ⊂ D , HD ⊂ D and PiD ⊂ D .
Thus for each ψ ∈ D the expression [H,U ]ψ makes sense and by Stone’s Theorem it is

[H,U ]ψ = lim
s→0

(−i)[V (s)− I
s

, U ]ψ = 0 ∀ψ ∈ D .

Hence [H2, U ]ψ = 0 for all ψ ∈ D . By the same reasoning [H2, V ]ψ = 0 for all ψ ∈ D .
Since UD(P2) ⊂ D(P2) and [P2, U ]f = 0 for all f ∈ D(P2), which can be verified
easily in the momentum space representation, we have [P2, U ]ψ = 0 for all ψ ∈ D .
As V commutes with U , each V (t) is in the momentum space representation a matrix
multiplication operator commuting with P2 on D(P2). Hence [P2, V ]ψ = 0 for all ψ ∈
D . Considering that Cψ = (H2 −P2)ψ for all ψ ∈ D , we have [C, V ]ψ = [C,U ]ψ = 0
for all ψ ∈ D and by continuity [C, V ] = [C,U ] = 0.

Let L be the projection-valued measure on (R,B(R)) such that H =
∫

id dL.
Then sgnH =

∫
sgn(·) dL. In order to show that [sgnH,A] = 0 for A ∈ {C, V, U}

it suffices to proof that [L,A] = 0, see, e.g. [[Cas11] Ch. 2 (11)(g)]. By the Spectral
Theorem [[Cas11] Ch. 5 (7)] we have [L,A] = 0 if and only if AH ⊂ HA. The last
condition is true, since for ψ ∈ D(H) we have

lim
t→0

V (t)− I
it

Aψ = A lim
t→0

V (t)− I
it

ψ,

which implies that Aψ ∈ D(H) and HAψ = AHψ.
Because P2 > 0 and C ≥ 0 it is H2 = C + P2 > 0. Then, from H2 =

∫
id2 dL we

have L({id2 ≤ 0}) = 0, whence L({0}) = 0, which then implies that sgnH is unitary
(cf. [Cas11] Ch. 4 (2)(f) and a minor modification of (i)).

4.7 Lemma. Let (U,E) be a finite localization and let V be a time evolution. Then
(V, U) has a relativistic extension W if and only if

(i) There exists a bounded operator C having finite positive spectrum such that H2 =
C + P2.

(ii) There exists a projection-valued measure F : B(R3)→ L(H ) such that (U, F ) is
a localization and [sgnH,F ] = [C,F ] = 0.

Moreover, if (i) and (ii) are satisfied then the following statements are true.
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(a) There exists one and only one relativistic extension WF such that F is the Newton-
Wigner localization for WF .

(b) If there is a unitary S commuting with U and V , then SWFS
−1 is also a relativistic

extension and SWFS
−1 = WSFS−1.

(c) If W is a relativistic extension of (V, U), then there exists a unitary S commuting
with U and V such that W = WSFS−1 = SWFS

−1.

Proof. The “if” part of the Lemma: Lemma 4.6 implies that sgnH is a self-adjoint
unitary bounded operator commuting with V and U , and C commutes with V , U
and sgnH. By the Spectral Theorem there are orthogonal projections Cγ commuting
with (V, U, F ) such that C = ∑

γ∈σ(C) γCγ, CγCγ′ = δγγ′Cγ and ∑γ∈σ(C) Cγ = I. For
η ∈ {−1, 1} let Pη := 1

2(I + η sgnH) be the orthogonal projections onto positive and
negative energy states. The Pη commute with (V, U, F ), PηP−η = 0 and Pη + P−η = I.
Also, by the Spectral Theorem, Pη and Cγ commute.

We may assume that (U, F ) is in the following form:

U = ⊕
j∈Ω

Ij ⊗ UD(j) , F = ⊕
j∈Ω

Ij ⊗ E(j),

where Ij ∈ Cνj×νj is the identity matrix. The projections are then given by

Cγ = ⊕
j∈Ω

M (j)
γ ⊗ I(j), Pη = ⊕

j∈Ω
N (j)
η ⊗ I(j),

where, for each j, M (j)
γ , N (j)

η ∈ Cνj×νj are orthogonal projections commuting with each
other and I(j) is the identity operator acting on L2(R3,C2j+1). Put

WF :=
∑
η,γ

(
⊕
j∈Ω

Ij ⊗W (√γ,η,j)
)
PηCγ.

Plainly, Pη and Cγ commute with ⊕
j∈Ω

Ij⊗W (√γ,η,j), so WF is a finite massive represen-
tation of ISL(2,C) and WF |ISU(2) = U . The energy operator HF for WF is then given
by

HF =
∑
η,γ

(
⊕
j∈Ω

Ij ⊗ η
√
γI(j) + (P (j))2

)
PηCγ.

By means of
(∑

γ

(
⊕
j∈Ω

Ij ⊗
√
γI(j) + (P (j))2

)
Cγ

)2

=
∑
γ

⊕
j∈Ω

M (j)
γ ⊗ (γI(j) + (P (j))2)

=
∑
γ

γCγ +
∑
γ

Cγ
(
⊕j∈ΩIj ⊗ (P (j))2

)
= C + P2



Relativistic Causal Localizations 41

and the uniqueness of the positive square root we have

HF =
∑
η

η
√
C + P2Pη =

∑
η

η|H|Pη =
∑
η

HPη = H.

Hence WF is a relativistic extension for (V, U).
If we simultaneously diagonalize M (j)

γ and N (j)
η , then we see that WF is unitarily

equivalent to a finite direct sum of W (µ,η,j), and since this transform leaves U and F
invariant, we see that F is the Newton-Wigner localization for WF .

The “only if” part of the Lemma: Let C be the mass square operator for W and
let F be the Newton-Wigner localization for W . Then (i) and (ii) follow from Lemma
3.8 and Definition 3.5.

(a) The existence has already been shown above. To show uniqueness let W ′ be
another extension such that F is the Newton-Wigner localization for W ′. From the
BTF formula the boosts for W ′ and WF must be identical, hence W ′ = WF .

(b) Let S be a unitary operator commuting with (V, U) and let N be the boost
of WF . Then from the BTF formula SNS−1 must be the boost for WSFS−1 , hence
SWFS

−1 = WSFS−1 .

(c) LetW be a relativistic extension for (V, U) and let EW be its Newton-Wigner
localization. Then C is the mass square operator for W . Thus C and sgnH commute
with (W,EW ) and (WF , F ), which is to say that both pairs decompose in the same
manner and we may assume in the following that W and WF contain a single mass µ
and a single sign of energy η.

Assume that (WF , F ) is in standard form, i.e.

WF = ⊕
j∈Ω3

ν(j)W (µ,η,j), F = ⊕
j∈Ω3

ν(j)E(j),

where Ω3 = {j1, j2, . . . , jn} is a finite subset of N0/2 such that j1 < j2 < . . . <
jn and E(j) is the canonical projection-valued measure, i.e. multiplication with the
characteristic function.

By the definition of a finite massive representation there exists a unitary operator
S such that

S(W,EW )S∗ =
(
⊕

j′∈Ω′3
ν ′(j′)W (µ,η,j′), ⊕

j′∈Ω′3
ν(j′)E(j′)

)
,

where Ω′3 = {j′1, j′2, . . . , j′m} is a finite subset of N0/2 such that j′1 < j′2 < . . . < j′m.
Plainly,

F = ⊕
j′∈Ω′3

ν(j′)E(j′).

Let
U ′ := ⊕

j′∈Ω′3
ν ′(j′)W (µ,η,j′)

∣∣∣
ISU(2)

.
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By Mackey’s Imprimitivity Theorem (U,EW ) and (U ′, F ) are induced representations
of unitarily equivalent SU(2) representations. Hence, Ω′3 = Ω3 and the multiplicities
ν ′ and ν coincide. In other words it is

WF = ⊕
j′∈Ω′3

ν ′(j′)W (µ,η,j′),

whence
S(W,EW )S∗ = (WF , F ).

Clearly, S commutes with U and V , since W and WF are extensions of U and V . Now
(b) completes the proof.

4.8 Lemma. Let Ai, Bi ∈ L(Hi) be orthogonal projections such that Ai ≤ Bi, (i =
1, 2). Then A1 ⊗ A2 ≤ B1 ⊗B2.

Proof. By Lemma 2.9 we have

(B1 ⊗B2)(A1 ⊗ A2) = (B1A1)⊗ (B2A2) = A1 ⊗ A2.

Since A1 ⊗ A2 and B1 ⊗ B2 are orthogonal projections, Lemma 2.9 completes the
proof.

4.9. Theorem. Causal localizations via tensor products. Let (U,E) be a lo-
calization and let V be a time evolution on a separable complex Hilbert space H . Let
D : SU(2)→ Cd×d be a finite dimensional unitary representation of SU(2). Put

(V ′, U ′, E ′) :=(V ⊗ I, U ⊗D′, E ⊗ I),

where D′(b, B) :=D(B) for (b, B) ∈ ISU(2) and I denotes the identity operator acting
on Cd. More precisely,

V ′(t) :=V (t)⊗ I, U ′(b, B) :=U(b, B)⊗D(B), E ′(∆) :=E(∆)⊗ I,

for all t ∈ R, (b, B) ∈ ISU(2) and ∆ ∈ B(R3). Then the following holds.

(a) (U ′, E ′) is a localization on H ⊗ Cd.

(b) If (V, U,E) is a causal finite localization, then (V ′, U ′, E ′) is also a causal finite
localization.

(c) If (V, U,E) is a relativistic extendable causal localization, then (V ′, U ′, E ′) is also
a relativistic extendable causal localization.

Proof. (a) It is easy to see that U ′ is a strongly continuous unitary representation of
ISU(2) and that E ′ is a projection-valued measure. Let ∆ ∈ B(R3) and (b, B) ∈
ISU(2). Since (U,E) is a localization, we have

U ′(b, B)E ′(∆)U ′(b, B)−1 = (U(b, B)⊗D′(B))(E(∆)⊗ I)(U(b, B)⊗D′(B))−1

= (U(b, B)E(∆)U(b, B)−1)⊗ I
= E((b, B) ·∆)⊗ I = E ′((b, B) ·∆).
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Hence (U ′, E ′) is a localization.
(b) Because U is a finite localization, there exists a finite dimensional represen-

tation D̃ of SU(2) such that U ∼= UD̃. Then U ′ ∼= UD̃⊗D and since D̃ ⊗ D is a finite
dimensional representation, (U ′, E ′) is a finite localization.

Lemma 4.8 implies that

V ′(t)E ′(∆)V ′(−t) = (V (t)⊗ I)(E(∆)⊗ I)(V (−t)⊗ I)
= (V (t)E(∆)V (−t))⊗ I ≤ E(∆t)⊗ I = E ′(∆t).

Thus (V ′, U ′, E ′) is a causal finite localization.
(c) Let W be a finite massive representation of ISL(2,C) extending (V, U) and

let F be its Newton-Wigner localization. The energy operator H ′ for V ′ is given by
H ′ = H ⊗ I, and the momentum operator P′ for U ′ is given by P′ = P ⊗ I. Let
C be the mass square operator for W . We have H2 = C + P2 and by Lemma 4.7
[sgnH,F ] = [C,F ] = 0. Then C ′ :=C ⊗ I is a bounded operator with finite positive
spectrum satisfying (H ′)2 = C ′ + P′2. Put F ′ :=F ⊗ I. By the same arguments as
above (U ′, F ′) is localization. Applying Lemma 4.7 for (V ′, U ′) completes the proof,
since it is clear that [sgnH ′, F ′] = [C ′, F ′] = 0.

4.10 Remark. This result implies that if there exists a causal finite localization –
which is indeed the case as we will see – then there are infinitely many inequivalent
causal localizations.

4.11 Remark. Theorem 4.9 leads directly to our main result. In the next section we
show that the Dirac system is a relativistic extendable causal localization. By applying
this Theorem to the Dirac system we obtain the Dirac tensor systems. Moreover,
it is shown that these and the Dirac system are up to unitary equivalence the only
irreducible relativistic extendable causal localizations.



5 Relativistic Extendable Causal Localizations and
the Dirac System

In this section we determine all relativistic extendable causal localizations (Theorem
5.10). These are up to unitary equivalence direct sums of Dirac- and Dirac tensor
systems, which are defined in 5.4 and 5.7. We like to stress that we consider only finite
localizations and massive representations of ISL(2,C).
5.1 Theorem. Let h : C→ Cd×d be a matrix-valued function such that

(a) h(x) is self-adjoint for all x ∈ R.

(b) h(z) = Az +B for all z ∈ C, for some matrices A,B ∈ Cd×d.

(c) There exists a positive matrix C such h(z)2 = z2 + C for all z ∈ C.

Then d = 2m for some integer m ∈ N and there exists a unitary matrix U independent
of z such that

U∗h(z)U =
m
⊕
i=1

(√
ci z
z −√ci

)
∀ z ∈ C,

where c1, . . . , cm are the eigenvalues with multiplicities of C.

Proof. (a) implies that A and B are self-adjoint. By (b) and (c) we must have A2 = Id,

AB + BA = 0 and B2 = C. Thus A is unitarily equivalent to
(
Il 0
0 −Im

)
for some

l,m ∈ N0 such that l + m = d, where Ia denotes the identity matrix on Ca×a. In this
basis we may write

B =
(
B1 B2
B3 B4

)
,

where B1 ∈ Cl×l, B2 ∈ Cl×m, B3 ∈ Cm×l, B4 ∈ Cm×m. Since B is self-adjoint, we have
B3 = B∗2 . The condition AB + BA = 0 implies B1 = 0 and B4 = 0. So, from B2 = C
we obtain

C =
(
C1 0
0 C2

)
,

where C1 :=B2B
∗
2 and C2 = B∗2B2. Since C is positive, C1 and C2 are positive and

they are unitarily equivalent to some diagonal matrices. The unitary transform that
diagonalizes both matrices respects the block form of A and B. Therefore, without
loss of generality, we may assume that

A =
(
Il 0
0 −Im

)
, B =

(
0 B2
B∗2 0

)
, C =

(
diag(c1, . . . , cl) 0

0 diag(cl+1, . . . , cd)

)
,

where c1, . . . , cd > 0.

44
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Assume that l > m. Then there exists a nonzero vector v ∈ Cl such that
B∗2v = 0. But then C1v = B2B

∗
2v = 0 which is impossible. Similarly the case l < m

can be excluded. Hence, we must have l = m, in particular d = 2m.
Let P ∈ Rm×m be the positive diagonal matrix such that P 2 = C−1

1 . Then
Y :=PB2 is unitary: Y Y ∗ = PB2B

∗
2P
∗ = C1P

2 = I which also implies that Y ∗Y = I.
We have C1Y = C1PB2 = PC1B2 = PB2B

∗
2B2 = Y C2, hence C2 is unitarily equivalent

to C1. Thus, using the unitary transform
(
Im 0
0 Y

)
, we may assume that C1 = C2 =

diag(c1, . . . , cm).
Moreover, this implies that B2 is normal. By the Spectral Theorem B2 = V KV ∗

for some unitary V and diagonal K. Since B2B
∗
2 = diag(c1, . . . , cm), we may assume

that
K = diag(√c1e

iϕ1 , . . . ,
√
cme

iϕm),
for some ϕk ∈ R. Put W := diag(eiϕ1/2, . . . , eiϕm/2), then

h(z) =
(
VW 0

0 VW ∗

)(
Imz D
D −Imz

)(
W ∗V ∗ 0

0 WV ∗

)
,

where D := diag(√c1, . . . ,
√
cm).

Finally, we observe that

1√
2

(
Im Im
Im −Im

)(
Imz D
D −Imz

)
1√
2

(
Im Im
Im −Im

)
=
(
D Imz
Imz −D

)
,

and (
D Imz
Imz −D

)
∼=

m
⊕
i=1

(√
ci z
z −√ci

)
.

5.2 Lemma. Let M,N ∈ Cm×m be self-adjoint matrices such that MN + NM = 0,
N2 = I and M2 > 0. Let h, Y : R≥0 → Cm×m,

h(ρ) :=M + ρN, Y (ρ) := 1√
2|h(ρ)|(|h(ρ)|+ |M |)

(
|h(ρ)|+ |M |
|M |

M + ρN

)
.

Then for all ρ ≥ 0 we have

(a) Y (ρ) is self-adjoint and unitary.

(b) Y (ρ)h(ρ)Y (ρ)−1 = |h(ρ)|
|M |

M .

(c) [Y (ρ),M2] = 0.

Proof. Since |h(ρ)| =
√
M2 + ρ2, the Square Root Lemma implies that |h(ρ)| commutes

with |M |, so Y is well-defined. Obviously, Y (ρ) is self-adjoint. Since [M2, N ] = 0, we
have [|M |, N ] = [|h(ρ)|, N ] = 0 again by the Square Root Lemma. Then it is easy to
prove the unitarity, (b) and (c).
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5.3 Theorem. Let (U,E) be the coordinate space representation of a finite localization
and let V be a time evolution. Then there exists a relativistic causal localization (W,E)
extending (V, U,E) if and only if there are self-adjoint matrices M and N satisfying
the following conditions:

(a) In the helicity representation it is

V h(t)[f ] = [eit(M+|·|N)f ] ∀[f ] ∈H .

(b) MN +NM = 0, N2 = I and M2 > 0.

(c) There are constants c(k)
κι ∈ C such that

〈k, κ, r|M |j, ι, s〉 = c(k)
κι δrsδkj.

(d) There are constants A(k,j)
κι ∈ C such that

〈k, κ, r|N |j, ι, s〉 = δrsD
(k,j)
s,1 A(k,j)

κι ,

where
D

(k,j)
s,l :=(−1)j−s

√
2l + 1

(
j k l
−s s 0

)
.

Proof. In the following we will occasionally omit the multiplicity indices κ and ι – we
may think of them as matrix-indices.

The “only if” part: MN + NM = 0 and N2 = I have been proven in Lemma
4.2. Since the mass square operator is positive and Ch[f ] = [M2f ] for all [f ] ∈H , we
have M2 > 0. This proves (a) and (b). (c) is part of Theorem 2.17.

(d) By Lemma 4.2 C commutes with (W,E), so we may assume that C = µ2I
for some µ > 0. Theorem 2.14 gives

(Ψ(k,j)
rs )κι(z) :=〈k, κ, r|eith(z)|j, ι, s〉 = δrs

j+k∑
l=|j−k|

D
(k,j)
s,l zlf

(k,j,l)
t,κ,ι (z2),

where h(z) :=M + zN for z ∈ C. The derivative with respect to z gives

Ψ(k,j)
rs

′(z) = δrs

j+k∑
l=|j−k|

D
(k,j)
s,l

(
lzl−1f

(k,j,l)
t (z2) + 2zl+1f

′(k,j,l)
t (z2)

)
,

and for z = 0 we have
Ψ(k,j)
rs

′(0) = δrsD
(k,j)
s,1 f

(k,j,1)
t (0).

On the other hand, since h(z)2 = (µ2 + z2)I, we have

Ψ(z) = eith(z) =
∞∑
n=0

(−1)n t2n

(2n)!(µ
2 + z2)nI + ih(z)

∞∑
n=0

(−1)n t2n+1

(2n+ 1)!(µ
2 + z2)n,

Ψ′(0) = iN
∞∑
n=0

(−1)n t2n+1

(2n+ 1)!(µ
2)n = itNS(t2µ2),
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where
S(x) :=

∞∑
n=0

(−1)n xn

(2n+ 1)! .

Choose t > 0 such that S(t2µ2) 6= 0. Then we find

N = Ψ′(0) 1
itS(t2µ2)

and therefore
〈k, κ, r|N |j, ι, s〉 = δrsD

(k,j)
s,1 f

(k,j,1)
t,κ,ι (0) 1

itS(t2µ2) .

This proves (d).
The “if” part: By (a) we have Hh[f ] = [(M + | · |N)f ] for all [f ] ∈ D(Hh). (b)

implies H2 = C + P2, where Ch[f ] = [M2f ] for all [f ] ∈ L2. Since M2 > 0 and M is
self-adjoint, C has a finite positive spectrum.

Put T h[f ] :=[Y (·)f ], with Y from Lemma 5.2, and F :=TET−1. Using (c), (d)
and Lemma 1.13, we find that T commutes with U , hence (U, F ) is a finite localization.
Since C commutes with T and E, it commutes with F . We have sgn(Hh)[f ] = [ h(|·|)

|h(|·|)|f ],
thus (T h)−1 sgn(Hh)T h[f ] = [M/|M |f ]. This implies that [sgn(H), F ] = 0. By Lemma
4.7 (V, U) has a relativistic extension.

We show that (V, U,E) is a causal localization. Let Ψt(z) := eit(M+zN). Clearly,
(a) implies part (a) of Theorem 2.14. By (b) we have ‖N‖2 = ‖N2‖ = 1, hence

‖eit(M+zN)‖ ≤ e|t|‖M‖e|t||z| ∀ z ∈ C.

This shows part (b) of Theorem 2.14.
It remains to show that there are entire functions f (k,j,l)

t such that

〈k, κ, r|Ψt(z) |j, ι, s〉 = δrs

j+k∑
l=|j−k|

D
(k,j)
s,l zlf

(k,j,l)
t,κ,ι (z2) ∀ z ∈ C. (5.1)

We have
Ψt(z) = C(t2(M2 + z2)) + it(M + zN)S(t2(M2 + z2)),

where
C(x) :=

∞∑
n=0

(−1)n xn

(2n)! , S(x) :=
∞∑
n=0

(−1)n xn

(2n+ 1)! .

Because of (c) we have

〈k, κ, r|C(t2(M2 + z2)) |j, ι, s〉 = a(k)
κι (z2)δrsδkj,

〈k, κ, r|S(t2(M2 + z2)) |j, ι, s〉 = b(k)
κι (z2)δrsδkj,

where a(k)
κι and b(k)

κι are entire functions (the time dependency is omitted). Then (d)
implies

〈k, κ, r|Ψt(z) |j, ι, s〉 = g(k)
κι (z2)δrsδkj + itzδrsD

(k,j)
s,1 Ã(k,j)

κι (z2), (5.2)
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where
g(k)
κι := a(k)

κι + it
∑
λ

c
(k)
κλ b

(k)
λι , Ã(k,j)

κι :=
∑
λ

A
(k,j)
κλ b

(k)
λι .

Using

D
(k,k)
s,0 = (−1)2k

√
2k + 1

(cf. E.1), it is easy to see that

f (k,j,l) :=(−1)2k√2k + 1g(k)δkjδl0 + itÃ(k,j)δl1, (5.3)

solves Eq. (5.1). This completes the proof, but we show how the f (k,j,l)
t have been

found.
Inverting Eq. (5.1) (see Remark 2.15) and using (5.2) gives

zlf (k,j,l)(z2) = g(k)(z2)δkj
∑
s

D
(k,k)
sl + itzÃ(k,j)(z2)

∑
s

D
(k,j)
sl D

(k,j)
s1 .

Since ∑sD
(k,k)
s,l = 0 for l ≥ 1 (see Lemma E.4) and

∑
s

D
(k,j)
sl D

(k,j)
s1 = δl1 for |j − k| ≤ l ≤ j + k,

we have
zlf (k,j,l)(z2) = g(k)(z2)δkj(−1)2k√2k + 1δl0 + itzÃ(k,j)(z2)δl1

for |j − k| ≤ l ≤ j + k.

5.4. The Dirac system. Let U :=UD(1/2) ⊕ UD(1/2) and let E be the canonical
projection-valued measure. Consider the time evolution V , which in the momentum
space representation is given by V̂ (t) := eitĤ , where Ĥ is the Dirac Operator [[Tha92]
Eq. (1.41)] defined as

Ĥ[f ] :=[h(·)f ],

and h : R3 → C4×4,

h(p) :=
(
µI2 σ(p)
σ(p) −µI2

)
,

where σ(p) :=∑3
i=1 piσi and µ > 0. More precisely,

〈
1
2 , κ, r

∣∣∣h(p)
∣∣∣12 , ι, s〉 =


µδrs, κ = ι = 1
−µδrs, κ = ι = 2
σ(p)rs κ 6= ι.

(5.4)

Every system that is unitarily equivalent to (V, U,E) is then called a Dirac
system with mass µ. The system (V, U,E) itself is called the standard Dirac system
with mass µ.
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In the helicity representation the Dirac operator has the form Hh[f ] = [Φ(| · |)f ],
where Φ : R≥0 → C4×4,

〈1/2, κ, r|Φ(ρ) |1/2, ι, s〉 := δrsµ(σ3)κι + δrs2sρ(σ1)κι. (5.5)

In Theorem 5.6 it is proven that the Dirac system is an irreducible relativistic
extendable causal localization. Moreover, we show that the Dirac system is the only
irreducible finite causal localization with spin 1/2 that has a relativistic extension.

5.5. Notation. Consider

H0 := ν`C2`+1 ⊕ ν`+1C2(`+1)+1 ⊕ . . .⊕ νJC2J+1,

where νk ∈ N0, J ∈ N0/2 and ` := 0 if J ∈ N, and ` := 1/2 otherwise (cf. 1.6). Let
A ∈ L(H0) be a matrix satisfying

〈k, κ, r|A |j, ι, s〉 = 0 for r 6= s, (5.6)

such as M or N in Theorem 5.3. It will be convenient to use the following matrix
notation. For s ∈ [k] ∩ [j], where [k] := {−k,−k + 1, . . . ,+k}, define the matrices
A(k,j)
s ∈ Cνk×νj as

(A(k,j)
s )κι := 〈k, κ, s|A |j, ι, s〉 .

Put

As :=


A(J,J)
s A(J,J−1)

s · · · A(J,|s|)
s

A(J−1,J)
s A(J−1,J−1)

s · · · A(J−1,|s|)
s

... ... . . . ...
A(|s|,J)
s A(|s|,J−1)

s · · · A(|s|,|s|)
s

 .
Note that A(k,j)

s for k < |s| or j < |s| makes no sense. Also, if νk = 0 or νj = 0 then
A(k,j)
s is not defined and should not appear in As.

If B ∈ L(H0) is another matrix satisfying Eq. (5.6) then it is easy to see that
AsBs = (AB)s. Moreover, if A is self-adjoint and B is unitary, then As and Bs are self-
adjoint and unitary, respectively. In this notation Lemma 1.14 states that an operator
commutes with (U,E) if and only if it is a matrix multiplication operator corresponding
to a matrix M satisfying Eq. (5.6) and

Ms = diag(M (J), . . . ,M (|s|)),

where (M (k))κι = 〈k, κ, s|M |k, ι, s〉 for some s ∈ [k]. If νk = 0 then M (k) is not defined
and should not appear in Ms.

5.6 Theorem. The following statements hold.

(a) The Dirac system is an irreducible relativistic extendable causal localization.

(b) If (V, U,E) is an irreducible relativistic extendable causal localization such that 1/2
is the highest spin occurring in U , then (V, U,E) is unitarily equivalent to the Dirac
System.
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Proof. Let us start with (b). We may assume that (U,E) is in the coordinate space
representation form. By Corollary 4.4 (V, U,E) contains a single mass µ > 0 and by
Lemma 4.5 we may assume that

U = ν1/2UD(1/2)

for some ν1/2 ∈ N.
We use Notation 5.5. By Theorem 5.3 there are self-adjoint matrices M and N

such that V h(t)[f ] = [eit(M+|·|N)f ], N2
s = I, NsMs +MsNs = 0, M2

s = µ2I, and

Ms = M (1/2), N (1/2,1/2)
s = D

(1/2,1/2)
s,1 A(1/2,1/2),

for s ∈ {−1/2, 1/2}. Using the symmetries of the Wigner 3j symbol (see Appendix E)
we find

N
(1/2,1/2)
−s = −N (1/2,1/2)

s .

Theorem 5.1 for z 7→ N (1/2,1/2)
s z+Ms implies ν1/2 = 2ν for some ν ∈ N and there exists

a unitary matrix R(1/2) such that

R(1/2)N
(1/2,1/2)
1/2 R(1/2)∗ = S1 :=

(
0 Iν
Iν 0

)
, R(1/2)M (1/2)R(1/2)∗ = µS3 :=µ

(
Iν 0
0 −Iν

)
.

Since the matrix multiplication operator corresponding to Rs :=R(1/2) commutes with
(U,E), we may assume that M (1/2) and N (1/2,1/2)

1/2 are already in this form.
If ν > 1, then (V, U,E) is reducible, since Ts :=T , where Tκι := δκι(δκ,1 + δκ,ν+1),

defines an orthogonal projection onto an invariant closed subspace for (V, U,E) (cf.
Appendix I). So we must have ν = 1 and

N1/2 = σ1, N−1/2 = −σ1 M1/2 = µσ3, M−1/2 = µσ3.

In other words it is

〈1/2, κ, r|N |1/2, ι, s〉 = δrs2s(σ1)κι, 〈1/2, κ, r|M |1/2, ι, s〉 = δrsµ(σ3)κι.

Clearly, the tuple (V, U,E) is irreducible, since the only operators commuting with
(V, U,E) are multiples of the identity.

Put (Φ(κ,ι))rs :=
〈

1
2 , κ, r

∣∣∣Φ ∣∣∣12 , ι, s〉, where Φ(p) :=M + |p|N . It is(
Φ(1,1)(p) Φ(1,2)(p)
Φ(2,1)(p) Φ(2,2)(p)

)
=
(
µI2 |p|σ3
|p|σ3 −µI2

)

and D(1/2)(B) = B for all B ∈ SU(2). Thus in the momentum space representation
the energy operator is given by(
h(1,1) h(1,2)

h(2,1) h(2,2)

)
=
(
B(·) 0

0 B(·)

)(
Φ(1,1) Φ(1,2)

Φ(2,1) Φ(2,2)

)(
B(·)−1 0

0 B(·)−1

)
=
(
µI2 σ(·)
σ(·) −µI2

)
,

where σ(p) :=∑3
i=1 piσi. This proves (b).

It also follows (a), since the conditions of Theorem 5.3 hold.
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5.7 Definition. Let (V D, UD, ED) be the standard Dirac system with mass µ and let
1 ≤ J ∈ N0/2. The Dirac tensor system with mass µ and spins (J − 1, J) is defined
as (V, U,E), where

V (t) :=V D(t)⊗ I U(b, B) :=UD(b, B)⊗D(J−1/2)(B) E(∆) :=ED(∆)⊗ I

for t ∈ R, (b, B) ∈ ISU(2) and ∆ ∈ B(R3). The energy operator for V will be called
the Dirac tensor operator.

In the next Theorem we will decompose the tensor product.

5.8 Theorem. Let 1 ≤ J ∈ N0/2. The Dirac tensor system with mass µ and spins
(J − 1, J) is a relativistic extendable causal localization and it is unitarily equivalent to

(V, 2UD(J−1) ⊕ 2UD(J) , E),

where E is the canonical projection-valued measure and the helicity representation of
the energy operator of V is the matrix multiplication operator corresponding to

〈k, κ, r|Φ(ρ)|j, ι, s〉 = δrs

(
µδkj(σ3)κι + ρ

J

(
(−1)J−ksδkj +

√
J2 − s2δ|k−j|,1

)
(σ1)κι

)
,

for k, j ∈ {J − 1, J}, r ∈ [k] and s ∈ [j]. Using Notation 5.5 we have

〈k, κ, r|Φ(ρ) |j, ι, s〉 = δrs(M (k,j)
s + ρN (k,j)

s )κι,

where

N±J = ±σ1, Ns = 1
J

 sσ1

√
(J − s)(J + s)σ1√

(J − s)(J + s)σ1 −sσ1


M±J = µσ3, Ms =

(
µσ3 0
0 µσ3

)
,

(5.7)

for |s| 6= J .

Proof. Let (V ′, U ′, E ′) be the Dirac tensor system with mass µ and spins (J−1, J). By
Theorem 4.9 we know that (V ′, U ′, E ′) is a relativistic extendable causal localization.
We note that the Dirac tensor operator is given by H ′ = HD ⊗ I, where HD is the
Dirac operator.

Let T : (2C2) ⊗ C2J → 2(C2J−1 ⊕ C2J+1) be the unitary map which transforms
the tensor product (2D(1/2))⊗D(J−1/2) into the direct sum 2(D(J−1)⊕D(J)). Its inverse
is given by

T−1 |j, ι, s〉 :=
∑
m

T (j)
m,s

∣∣∣12 , ι,m〉⊗ ∣∣∣J − 1
2 , s−m

〉
,

where
T (j)
m,s :=(−1)1−J+s

√
2j + 1

(
1
2 J − 1

2 j
m s−m −s

)
,
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see Appendix D. Let S be the matrix multiplication operator corresponding to T . Then
S transforms (U ′, E ′) into the standard form (U,E), where U := 2UD(J−1)⊕2UD(J) . Let
V :=SV ′S−1 and let H denote the energy operator for V . Since the helicity transform
X can be written as

X[f ] = [T ((2D(1/2))(B(·)−1)⊗D(J−1/2)(B(·)−1))T−1f ] ([f ] ∈ L2), (5.8)

we see that
Hh = XĤX−1 = XSĤ ′S−1X−1 = S((HD)h ⊗ I)S−1,

where (HD)h is the helicity representation of the Dirac operator, i.e.

(HD)h[f ] = [ΦD(| · |)f ] (f ∈ L2)

and ΦD is given by Eq. (5.5). Hence Hh[f ] = [Φ(| · |)f ], where

〈k, κ, r|Φ |j, ι, s〉 =
∑
m,m′

T (k)
m,rT

(j)
m′,s

〈
1
2 , κ,m

∣∣∣ΦD
∣∣∣12 , ι,m′〉 δr−m,s−m′ .

Put
(ΦD

m)κι :=
〈

1
2 , κ,m

∣∣∣ΦD
∣∣∣12 , ι,m〉 .

Then, omitting the multiplicity indices κ and ι, we find

〈k, r|Φ |j, s〉 =
∑
m,m′

T (k)
m,rT

(j)
m′,sδm,m′ΦD

mδr−m,s−m′ = δrs
∑
m

T (k)
m,sT

(j)
m,sΦD

m.

Using
(

1
2 J − 1

2 j
m s−m −s

)
= (−1)J−s+1

(
J + (−1)J−j2ms

2J(2j + 1)

)1/2

a(j)
m ∀ s ∈ [j], m ∈ [1

2 ]

(5.9)
where

a(j)
m :=

1, j = J

2m, j = J − 1

(cf. Lemma E.5) we obtain

〈k, r|Φ |j, s〉 = δrs
1

2J
∑
m

(
(J + (−1)J−k2ms)(J + (−1)J−j2ms)

)1/2
a(k)
m a(j)

m ΦD
m.

If we write 〈k, r|Φ(ρ) |j, s〉 = δrs(M (k,j)
s +ρN (k,j)

s ) and use Notation 5.5 it is not difficult
to find Eq. (5.7).

5.9 Lemma. Every Dirac tensor System is an irreducible relativistic extendable causal
localization.
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Proof. Let (V, U,E) be a Dirac tensor System. According to Theorem 5.8 we only
need to show the irreducibility. In the helicity representation we may assume that the
energy operator corresponds to M + | · |N , where M and N are given by Eq. (5.7).

If Rh is a bounded operator commuting with (V h, Uh, Eh) then Rh is a matrix
multiplication operator and by Notation 5.5 the corresponding matrix (denoted as R)
is given by R±J = S and

Rs =
(
S 0
0 T

)
, for s 6= ±J,

for some matrices S and T . Since Rh commutes with V h, it leaves D(Hh) invariant
and [Hh, Rh][f ] = 0 for all f ∈ D(H). Therefore [M + | · |N,R] = 0 a.e. (note that
Cc(R3) ⊂ D(Hh) and apply Lemma G.5). By continuity this holds everywhere, hence
[M,R] = [N,R] = 0. By means of Eq. (5.7) it is now easy to check that R must be a
multiple of the identity. Schur’s Lemma (see Appendix I) then completes the proof.

5.10 Theorem. Every irreducible relativistic extendable causal localization is unitarily
equivalent to the Dirac system or a Dirac tensor system.

Proof. Let (V, U,E) be an irreducible relativistic extendable causal localization. By
Corollary 4.4 and Lemma 4.5 (V, U,E) contains a single mass µ > 0 and only bosons or
fermions. Therefore, we may assume that E is the canonical projection-valued measure
and that

U = ν`UD(`) ⊕ ν`+1UD(`+1) ⊕ . . .⊕ νJUD(J) ,

where νk ∈ N0, J ∈ N0/2 and ` = 0 if J ∈ N, else ` = 1/2.
If J = 0 then Theorem 5.3 (d) and the selection rules of the Wigner 3j symbols

imply N = 0, in contradiction to condition (b) of the same Theorem, i.e. N2 = I. If
J = 1/2 then Theorem 5.6 implies that (V, U,E) is unitarily equivalent to the Dirac
system. Thus let J ≥ 1.

We use Notation 5.5. By Theorem 5.3 there are self-adjoint matrices M and N
such that V h(t)[f ] = [eit(M+|·|N)f ], N2

s = I, NsMs +MsNs = 0, M2
s = µ2I, and

Ms = diag(M (J), . . . ,M (|s|)), N (k,j)
s = D

(k,j)
s,1 A(k,j).

In the following we will introduce several unitary transforms commuting with
(U,E) to simplify the form of M and N . After each step we will assume that the
simplified form was given to begin with. Although being distinct transforms, we will
denote them by the same letter R.

We have
NJ = N

(J,J)
J , MJ = M (J).

Theorem 5.1 for z 7→ NJz + MJ implies νJ = 2ν for some ν ∈ N and there exists a
unitary matrix R(J) such that4

R(J)N
(J,J)
J R(J)∗ = S1 :=

(
0 Iν
Iν 0

)
, R(J)M (J)R(J)∗ = µS3 :=µ

(
Iν 0
0 −Iν

)
.

4Here, Ia for a ∈ N denotes the identity matrix acting on Ca. However, sometimes, when there is
no confusion possible, we will omit this subscript.
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Since the matrix multiplication operator corresponding to Rs := diag(R(J), . . . , R(|s|)),
where R(k) := I for k 6= J , commutes with (U,E), we may assume thatM (J) and N (J,J)

J

are already in this form.
The case νJ−1 = 0 can be excluded, otherwise we would have NJ−1 = N

(J,J)
J−1 =

D
(J,J)
J−1,1A

(J,J) = D
(J,J)
J−1,1

D
(J,J)
J,1

N
(J,J)
J = J−1

J
NJ , but N2

J−1 = I and N2
J = I implies J = 1/2,

which is impossible. Define B ∈ CνJ×νJ−1 and C ∈ CνJ−1×νJ−1 as

NJ−1 =
(
N

(J,J)
J−1 N

(J,J−1)
J−1

N
(J−1,J)
J−1 N

(J−1,J−1)
J−1

)
=:
(
αS1 B
B∗ C

)
, α := J − 1

J
.

Since C is self-adjoint, there exists a unitary matrix R(J−1) such that R(J−1)CR(J−1)∗

is diagonal. Consider Rs := diag(R(J), . . . , R(|s|)), where R(k) := I for k 6= J − 1. The
transform corresponding to this matrix leaves (U,E), M (J) and N (J,J)

J unchanged, thus
we may assume that C is already diagonal.

Because

(NJ−1)2 =
(
αS1 B
B∗ C

)(
αS1 B
B∗ C

)
=
(
α2IνJ +BB∗ αS1B +BC
aB∗S1 + CB∗ B∗B + C2

)
= IνJ+νJ+1 ,

we must have
BB∗ = 2J − 1

J2 IνJ .

Thus BB∗ is invertible and diagonal. This and the fact that B ∈ CνJ×νJ−1 implies
that νJ−1 ≥ νJ . Also, B∗B is diagonal, since B∗B = I − C2. The column vectors of
B are orthogonal and there are νJ−1 − νJ column vectors of B which are zero. Let us
interchange the column vectors via a permutation matrix R(J−1) such that

BR(J−1)∗ =
(
B1 0

)
B1 ∈ CνJ×νJ , 0 ∈ CνJ×(νJ−1−νJ ).

We note that R(J−1)CR(J−1)∗ is still diagonal. Let(
C1 0
0 C2

)
:=R(J−1)CR(J−1)∗, C1 ∈ CνJ×νJ , C2 ∈ C(νJ−1−νJ )×(νJ−1−νJ ).

If Rs := diag(R(J), . . . , R(|s|)), where R(k) := I for k 6= J − 1, then the transformation
corresponding to this matrix leaves (U,E), M (J) and N (J,J)

J unchanged and

RJ−1NJ−1R
∗
J−1 =

(
I 0
0 R(J−1)

)(
αS1 B
B∗ C

)(
I 0
0 R(J−1)∗

)

=
(

αS1 BR(J−1)∗

R(J−1)B∗ R(J−1)CR(J−1)∗

)
=

αS1 B1 0
B∗1 C1 0
0 0 C2

 .
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Therefore we can assume that NJ−1 is already in this form, where C1 and C2 are
self-adjoint and diagonal. Again (NJ−1)2 = I implies

B1B
∗
1 = 2J − 1

J2 I, αS1B1 +B1C1 = 0, B∗1B1 + C2
1 = I, C2

2 = I,

and since B1 is a square matrix, we must have B∗1B1 = 2J−1
J2 I. Hence C2

1 = α2I. For
MJ−1 we have

MJ−1 =
(
M (J) 0

0 M (J−1)

)
=

µS3 0 0
0 M1 M2
0 M∗

2 M4

 ,
where M1 ∈ CνJ×νJ , M4 ∈ C(νJ−1−νJ )×(νJ−1−νJ ) are self-adjoint matrices and M2 is a
νJ × (νJ−1 − νJ) matrix. Then NJ−1MJ−1 +MJ−1NJ−1 = 0 implies

S1S3 + S3S1 = 0, B1M1 + µS3B1 = 0, B1M2 = 0,
B∗1µS3 +M1B

∗
1 = 0, C1M1 +M1C1 = 0, C1M2 +M2C2 = 0,

M∗
2B
∗
1 = 0, C2M

∗
2 +M∗

2C1 = 0, C2M4 +M4C2 = 0.

But since B1 is invertible, we must haveM2 = 0. FromM2
J−1 = µ2I we findM2

1 = µ2IνJ
and M2

4 = µ2IνJ−1−νJ .
By applying Theorem 5.1 for z 7→ −(C1/α)z + M1 we find that there exists a

unitary matrix R such that RC1R
∗ = −αS1 and RM1R

∗ = µS3. Then

Rs := diag(R(J), . . . , R(|s|)),

where R(k) := I for k 6= J − 1 and

R(J−1) := diag(R, I),

defines a unitary transform that leaves (U,E), M (J) and N (J,J)
J invariant. Therefore,

we may assume that

NJ−1 =

αS1 B2 0
B∗2 −αS1 0
0 0 C2

 , MJ−1 =

µS3 0 0
0 µS3 0
0 0 M4

 .
Again (NJ−1)2 = IνJ and NJ−1MJ−1 +MJ−1NJ−1 = 0 implies

B2B
∗
2 = 2J − 1

J2 I, S1B2 −B2S1 = 0, B2S3 + S3B2 = 0.

Thus we must have
B2 =

(
0 b
b 0

)
, bb∗ = β2Iν ,

where b ∈ Cν×ν and β :=
√

2J−1
J

. Put

R := 1
β

(
b 0
0 b

)
, R(J−1) :=

(
R 0
0 I

)
,
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R(k) := I for k 6= J − 1 and Rs := diag(R(J), . . . , R(|s|)). Then it is easy to see that
R is a unitary matrix commuting with S1 and S3. Thus the unitary transformation
corresponding to Rs leaves (U,E), MJ , MJ−1 and NJ unchanged, and since R∗B2 =
RB∗2 = βS1, we may assume that

NJ−1 =

αS1 βS1 0
βS1 −αS1 0

0 0 C2

 .
In particular,

N
(J,J)
J−1 = αS1, N

(J,J−1)
J−1 = N

(J−1,J)
J−1

∗ =
(
βS1 0

)
, N

(J−1,J−1)
J−1 =

(
−αS1 0

0 C2

)
.

Now suppose νJ−2 > 0. This also means that J ≥ 2. Because

N (k,j)
s = D

(k,j)
s,1 A(k,j) (5.10)

and D(k,j)
s,1 = 0 for |k − j| > 1, we have

NJ−2 =


N

(J,J)
J−2 N

(J,J−1)
J−2 0

N
(J−1,J)
J−2 N

(J−1,J−1)
J−2 N

(J−1,J−2)
J−2

0 N
(J−2,J−1)
J−2 N

(J−2,J−2)
J−2

 .

The values of D(k,j)
s,1 can be calculated using E.1 and the symmetries of the Wigner 3j

symbol. Because

N
(k,j)
J−2 =

D
(k,j)
J−2,1

D
(k,j)
J−1,1

N
(k,j)
J−1 , for k, j ∈ {J − 1, J} ,

we find

NJ−2 =


α′S1 β′S1 0 0
β′S1 −α′S1 0 D1

0 0 γ′C2 D2

0 D∗1 D∗2 N
(J−2,J−2)
J−2

 ,
where (

D1
D2

)
:=N

(J−1,J−2)
J−2

and
α′ := J − 2

J
, β′ := 2J − 1

J
, γ′ := J − 2

J − 1 .

The condition (NJ−2)2 = I implies β′S1D1 = 0, hence D1 = 0. Thus NJ−2 is block
diagonal. Using Eq. (5.10) shows that this structure holds for all Ns, |s| ≤ J − 1. So
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by the irreducibility we must have νJ = νJ−1 = 2ν and νJ−2 = . . . = ν` = 0. Moreover,
if ν > 1 then (V, U,E) is reducible, since

P±J :=T, Ps := diag(T, T ) for |s| 6= J, Tκι := δκι(δκ,1 + δκ,ν+1)

defines an orthogonal projection onto an invariant closed subspace for (V, U,E). There-
fore it is νJ = νJ−1 = 2.

So far we have

NJ = σ1, NJ−1 =
(
ασ1 βσ1
βσ1 −ασ1

)
, MJ = µσ3, MJ−1 =

(
µσ3 0
0 µσ3

)
. (5.11)

Note that N (k,j)
s = D

(k,j)
s,1 A(k,j) is satisfied by

A(J,J) = (−1)2J+1
√

3

√
(J + 1)(2J + 1)

J
σ1, A(J,J−1) = (−1)2J+1

√
3

√
(2J + 1)(2J − 1)

J
σ1

A(J−1,J) = −A(J,J−1), A(J−1,J−1) = −(−1)2J+1
√

3

√
(J − 1)(2J − 1)

J
σ1.

(Although D(J−1,J−1)
s,1 = 0 for J = 1 this is not a problem to find a suitable A(J−1,J−1)

since in this case it is arbitrary.) Hence

N (J,J)
s = s

J
σ1, N (J,J−1)

s =

√
(J − s)(J + s)

J
σ1

N (J−1,J)
s =

√
(J − s)(J + s)

J
σ1, N (J−1,J−1)

s = − s
J
σ1,

and
M (k,j)

s = δkjµσ3 (5.12)
Now Theorem 5.8 shows that (V, U,E) is unitarily equivalent to the Dirac tensor system
with mass µ and spins (J − 1, J).

5.11 Corollary. Every relativistic extendable causal localization is unitarily equivalent
to a direct sum of Dirac systems and/or Dirac tensor systems.

Proof. Let (V, U,E) be a relativistic extendable causal localization and let (W,E) be
an relativistic extension of (V, U,E). Then (W,E) decomposes as a direct sum of a
Boson and Fermion systems, and each further decomposes into a direct sum of single
mass systems. Plainly, (V, U,E) decomposes in the same way and these components are
relativistic extendable causal localizations. So we may assume that (V, U,E) contains
a single mass µ > 0 and only bosons or fermions.

Now start with the highest spin J occurring in U . If J = 1/2, then the proof of
Theorem 5.6 shows that (V, U,E) is a direct sum of Dirac systems. If J > 1/2, then the
proof of Theorem 5.10 shows that (V, U,E) contains Dirac tensor systems with spins
(J − 1, J). After separating these systems one repeats the above steps.
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5.12. The Dirac tensor system in the coordinate space representation. Let
(V, U,E) be the Dirac tensor system with mass µ and spins (J − 1, J). The helicity
representation of the Dirac tensor operator H was given in Theorem 5.8. By means
of Eq. (5.8) it was not necessary to calculate H in the momentum or coordinate space
representation. So let us catch up on this.

In the coordinate space representation U has the form

U = 2UD(J−1) ⊕ 2UD(J)

and E is the canonical projection-valued measure. The form of H is more complex:
We note that in the momentum space representation Ĥ[f ] = [hf ], where

〈k, κ, r|h |j, ι, s〉 =
∑
m,m′

T (k)
m,rT

(j)
m′,s

〈
1
2 , κ,m

∣∣∣hD ∣∣∣12 , ι,m′〉 δr−m,s−m′
and hD is given by Eq. (5.4) (see the proof of Theorem 5.8). The block matrix structure
of h is given by

h =


h

(J−1,J−1)
11 h

(J−1,J−1)
12 h

(J−1,J)
11 h

(J−1,J)
12

h
(J−1,J−1)
21 h

(J−1,J−1)
22 h

(J−1,J)
21 h

(J−1,J)
22

h
(J,J−1)
11 h

(J,J−1)
12 h

(J,J)
11 h

(J,J)
12

h
(J,J−1)
21 h

(J,J−1)
22 h

(J,J)
21 h

(J,J)
22

 ,

where
(h(k,j)

κι )rs :=〈k, κ, r|h|j, ι, s〉.

We then obtain

H =


µI2J−1 a 0 b
a −µI2J−1 b 0
0 b∗ µI2J+1 c
b∗ 0 c −µI2J+1

 ,
where

a :=
3∑

k=1
ak(−i∂k), b :=

3∑
k=1

bk(−i∂k), c :=
3∑

k=1
ck(−i∂k)

and

(a1)rs := δr,s−1φ
(+,−)
r,s + δr,s+1φ

(−,+)
r,s (a2)rs :=−iδr,s−1φ

(+,−)
r,s + iδr,s+1φ

(−,+)
r,s

(a3)rs := δr,s(φ(+,+)
r,s − φ(−,−)

r,s )
(b1)rs :=−δr,s−1φ

(+,+)
r,s + δr,s+1φ

(−,−)
r,s (b2)rs := iδr,s−1φ

(+,+)
r,s + iδr,s+1φ

(−,−)
r,s

(b3)rs :=−δr,s(φ(+,−)
r,s + φ(−,+)

r,s )
(c1)rs := δr,s−1φ

(−,+)
r,s + δr,s+1φ

(+,−)
r,s (c2)rs :=−iδr,s−1φ

(−,+)
r,s + iδr,s+1φ

(+,−)
r,s

(c3)rs :=−δr,s(φ(+,+)
r,s − φ(−,−)

r,s )
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where

φ(u,v)
rs :=

√
(J + ur)(J + vs)

2J .

By interchanging the second row of blocks with the third row and the second column
with the third column we obtain

H →
(
µI S
S∗ −µI

)
,

where I is the identity matrix in C2(J−1)+1 ⊕ C(2J+1) and

S :=
3∑

k=1
Sk(−i∂k), Sk :=

(
ak bk
b∗k ck

)

In this modified coordinate space representation U becomes

U → 2(UD(J−1) ⊕ UD(J)).

The similarity to the Dirac system now is obvious.

5.13 Discussion. In the Schrödinger picture states become time depending, i.e. for
ψ̂0 ∈ D(Ĥ) one has

ψ̂(t) := e−itĤψ̂0, t ∈ R.

Then ψ̂ satisfies Schrödinger’s equation i∂tψ̂ = Ĥψ̂. For the Dirac operator we obtain
in the coordinate space representation

HD = µ

(
I2 0
0 −I2

)
+

3∑
k=1

(
0 σk
σk 0

)
(−i∂k).

So the Dirac equation is Schrödinger’s equation for the Dirac operator. Since the Dirac
tensor operator is H = HD⊗I, there is a unitary transformation S such that SHS−1 is
a direct sum of Dirac operators, and we see that Schrödinger’s equation for a relativistic
extendable causal localization is always unitarily equivalent to a direct sum of Dirac
equations. But the same does not hold for the ISU(2) representation U of the Dirac
tensor system (V, U,E), where U = UD⊗DJ−1. Clearly, SUS−1 is not a direct sum of
UD(1/2) , since the Dirac tensor system is irreducible.

5.14. Higher dimensional Dirac equations. The Dirac tensor operator is

H =
3∑

k=1
αn,k(−i∂k) + βnµ

with
αn,k =

(
0 σk
σk 0

)
⊗ In, βn =

(
I2 0
0 −I2

)
⊗ In, n ∈ N.
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For n = 1 we obtain the Dirac operator. The rotations are represented as

(U(B)g)(x) =
(
diag(B,B)⊗D(n/2−1/2)(B)

)
g(B−1x).

It is clear that αn,k and βn satisfy the known anti-commutation relations

{αn,j, αn,k} = 2δjkI, {αn,j, βn} = 0, α2
n,j = β2

n = I.

The momentum operator P is given by Pj = −i∂j and the causal position operator Xc is
the multiplication with x. Every irreducible relativistic extendable causal localization
is up to unitary equivalence of the above form. For every n ∈ N there is a Dirac
equation for mass µ and spin spectrum {n/2− 1, n/2} for n > 1 and {1/2} for n = 1.

Similarly to Dirac’s ansatz the anti-commutation relations are necessary to obtain
a relativistic description. However, Dirac chose a linear equation in order to obtain a
positive definite density, in our approach the linearity is a consequence of the causality
condition.

In the next section we will see that the boosts for these systems are given by

N := 1
2 {H,X

c}+ sgn(H)
|H|+ µ

P× (Sc− 1
4iA×A), A :=−i[Xc, H], Sc := J−Xc×P.



6 Relativistic Extensions for the Dirac Systems

In section 5 we have seen that the Dirac system and the Dirac tensor system are
elementary building blocks of every relativistic extendable causal localization. Using a
Foldy-Wouthuysen transformation and the BTF formula (3.5) we can determine their
relativistic extensions.
6.1 Theorem. Let (V, U,E) be the Dirac system. Then there exists a unique repre-
sentation W of ISL(2,C) extending (V, U) such that the boosts for W are given by

Nψ = 1
2(HXc + XcH)ψ ∀ψ ∈ D , (6.1)

where Xc is the position operator corresponding to E and D is a dense subspace satisfy-
ing D ⊂ D(A), AD ⊂ D and A|D = A for every A ∈ {Xc,X, H,P,J,N} (cf. Theorem
3.10 (a)). Here, X denotes the Newton-Wigner position operator for W . Moreover, W
is a finite massive representation.

Proof. We may assume that the Dirac system is given in standard form. Throughout
this proof we will work in the momentum space representation so there will be no need
to use the hat notation.

The Dirac operator corresponds to the matrix-valued function h : R3 → C4×4,
which can be written as h(p) = M +K(p), where

M =
(
µI2 0
0 −µI2

)
, K(p) =

(
0 σ(p)

σ(p) 0

)

(cf. Eq. (5.4)). In this form it is easy to see that the matrix multiplication operator
corresponding to M commutes with (U,E). Moreover, we have M2 = µ2I4, MK(p) =
−K(p)M and K(p)2 = p2.

Since U = UD(1/2) ⊕ UD(1/2) , it is clear that W ′ :=W (µ,+1,1/2) ⊕ W (µ,−1,1/2) is a
finite massive representation of ISL(2,C) extending U – here we need a positive and a
negative energy representation, because h has positive and negative eigenvalues. But
this is not an extension for V , since the energy operator for W ′ is diagonal and H is
not. We thus need to diagonalize H by means of a unitary operator that commutes
with U . To this end consider the matrix-valued function Y : R3 → C4×4,

Y := 1√
2ε(ε+ µ)

(
ε+ µ

µ
M +K

)
, (6.2)

where ε(p) :=
√
µ2 + p2. It is easy to check that Y (p) = Y (p)∗ = Y (p)−1. Because

[H,U ]ψ = 0 for all ψ ∈ Cc, it is clear that the matrix multiplication operator corre-
sponding to K commutes with U on Cc. Hence, the matrix multiplication operator Yop.

61
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corresponding to Y , commutes with U on Cc. Since Yop. is bounded and Cc is dense in
L2, Yop. commutes with U . Also,

Y hY −1 = 1
2ε(ε+ µ)

(
ε

µ
M + h

)
h

(
ε

µ
M + h

)

= 1
2ε(ε+ µ)

(
ε2

µ2 (µ2M − µ2K) + 2 ε
µ
ε2M + ε2M + ε2K

)
= ε

µ
M.

Hence W :=Y −1
op. W

′Yop. is an extension for (V, U). Since Yop.C
∞
c = C∞c , the proof of

Theorem 3.10 shows that C∞c is a common core for X,Xc, H,P,J,N and each of these
operators leaves C∞c invariant.

For the remaining part of the proof it is understood that all equations hold
within C∞c . Moreover, we will not introduce new symbols to distinguish between a
matrix multiplication operator and its corresponding matrix-valued function. From
the context it should be clear which object we consider.

The Newton-Wigner position operator for W ′ in the momentum space represen-
tation is Xc

j = i∂j. Thus the Newton-Wigner position operator for W is given by

Xj = Y −1Xc
jY = Xc

j + Y −1(i∂jY ) =:Xc
j + Fj.

By means of the BTF formula (3.5) we can compute the boost N for W . The spin
vector for (U,E) in the momentum space representation is given by (see Lemma 1.16)

Sck = (J−Xc ×P)k = 1
2

(
σk 0
0 σk

)
.

If we define
Ak :=

(
0 σk
σk 0

)
we may write K = P ·A and

P× Sc = 1
2i (P−KA) . (6.3)

This implies KA = P− 2iP× Sc. Taking the adjoint of this equation shows that

[A, K] = 4iP× Sc = 2(P−KA).

Since S = J− (Xc + F)×P = Sc − F×P, we have to calculate

N = 1
2 {H,X

c}+ 1
2 {H,F}+H

1
ε(ε+ µ)(P× (Sc − F×P)),

where {A,B} :=AB +BA. It is

F = i

2ε

(
1
µ
M + 1

ε+ µ
K

)
A + i

2ε(ε+ µ)

(
1
εµ
KM − 1

)
P.



Relativistic Extensions for the Dirac Systems 63

UsingMK = −KM , MA = −AM , M2 = µ2, K2 = P2 and the commutation relation
for A and K we find

{H,MA} = 2M(P−KA), {H,KA} = 2MKA + 2KP, {H,KM} = 0.

Thus
1
2 {H,F} = i

2µ(ε+ µ)M (P−KA) .

By means of

P× (F×P) = i

2ε

(
1
µ
M + 1

ε+ µ
K

)
P× (A×P)

= i

2ε

(
1
µ

P2MA− 1
µ
MKP + 1

ε+ µ
P2(KA−P)

)
we obtain

P× Sc −P× (F×P) = − i

2εµ
(
(µ2 −MK)P + (P2M − µ2K)A

)
= − i

2εµ
(
HMP + (P2M − µ2K)A

)
= − i

2εµHM (P−KA) .

Hence N = {H,Xc}/2.

6.2 Note. The unitary transformation Y given by (6.2) is similar to a Foldy-Wouthuysen
transformation [FW50], [[Tha92] Sec. 1.4.3.]. There are many unitary Y which diago-
nalize H and commute with U . Some of these yield the same N but some yield different
N, e.g., consider eiε/µY instead of Y . This means that there are different finite massive
relativistic extensions, say W and W ′, for the Dirac system. Although W and W ′ are
unitarily equivalent, (W,E) and (W ′, E) are not, which is easy to see, since the Dirac
system is irreducible. But if there are different extensions for the Dirac system, then
which extension describes the electron? At the time of this writing we can give no sat-
isfactory answer. However, good reasons to choose N = {H,Xc}/2 is its simplicity and
the fact that this expression is also obtained by symmetrizing the classical expression
xH for N (see [[Pry48] Eq. (6.5)] and [[Tha92] Eq. (1.39) and (2.71)]).

Similarly, it is not possible to talk about a unique Newton-Wigner localization
when considering the Dirac system, at least by our definition: By the BTF formula
the Newton-Wigner localization is uniquely defined for every massive relativistic rep-
resentation. For the Dirac system there exist different massive relativistic extensions.
Consequently there are different Newton-Wigner localization for the Dirac system.

6.3 Theorem. Let (V, U,E) be a Dirac tensor system. Then there exists a unique
representation W of ISL(2,C) extending (V, U) such that the boosts for W are given
by

Nψ =
(

1
2 {H,X

c}+ sgn(H)
|H|+ µ

P× (Sc − 1
4iA×A)

)
ψ ∀ψ ∈ D ,
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where Xc is the position operator corresponding to E, A :=−i[Xc, H], Sc = J−Xc×P
is the spin vector of (U,E) and D is a dense subspace satisfying D ⊂ D(A), AD ⊂ D
and A|D = A for every A ∈ {Xc,X, H,P,J,N} (cf. Theorem 3.10 (a)). Here, X
denotes the Newton-Wigner position operator for W . Moreover, W is a finite massive
representation.

Proof. We declare the same conventions as in the proof of Theorem 6.1.
Since (V, U,E) is a Dirac tensor system, there exists a J ≥ 1 such that U(b, B) =

UD(b, B)⊗D(J−1/2)(B) for every (b, B) ∈ ISU(2). Let L denote the generator of the
SU(2) representation D(J−1/2). Then the generators for the Dirac tensor system are
given by

H = HD ⊗ I2J , P = PD ⊗ I2J , J = JD ⊗ I2J + I ⊗ L, Xc = XD ⊗ I2J ,

where HD, PD and JD are the generators of the Dirac system and XD is the position
operator corresponding to the projection-valued measure of the Dirac system.

Since HD can be written as HD = MD + PD · AD, we have H = M + P · A,
where M :=MD ⊗ I2J and A := AD ⊗ I2J . Thus A = −i[Xc, H].

Put Y :=Y D⊗I2J , where Y D is the Foldy-Wouthuysen transformation defined in
Eq.(6.2). Then Y commutes with U and diagonalizes the Dirac tensor operator. Thus
a Newton-Wigner position operator for (V, U,E) is given by

X :=Y −1XcY = Xc + F⊗ I2J .

Then the BTF formula for N gives

N = 1
2 {H,X

c}+ sgn(H)
|H|+ µ

P× (I ⊗ L).

Note that

I ⊗ L = J− JD ⊗ I2J = J−
(
SD ⊗ I2J + (XD ×PD)⊗ I2J

)
= J−Xc ×P− SD ⊗ I2J = Sc − SD ⊗ I2J ,

where Sc = J−Xc ×P is the spin vector of (U,E). Since

SD = 1
4iA

D ×AD

(cf. [[Tha92] Eq. (1.152)]), we have

I ⊗ L = Sc − 1
4iA×A.

Hence
N = 1

2 {H,X
c}+ sgn(H)

|H|+ µ
P× (Sc − 1

4iA×A)

and the proof is complete.
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6.4 Discussion. Let (V, U,E) be a finite causal localization. By Lemma 4.7 we have
necessary and sufficient conditions for the existence of a finite massive representation
extending (V, U). If the existence of such an extension is given then the boosts

N := 1
2 {H,X

c}+ sgn(H)
|H|+ C1/2 P× (Sc − 1

4iA×A), A :=−i[Xc, H] (6.4)

define such an extension. Note that for the Dirac system

Sc − 1
4iA×A = 0.

Thus this extension holds for finite direct sums of Dirac systems and Dirac tensor
systems, and since these are the only irreducible finite causal localization, it holds
for every finite causal localization which has an extension. We summarize this in the
following Corollary.

6.5 Corollary. Let (V, U,E) be a finite causal localization and let Xc be the position
operator corresponding to E. Suppose the following conditions hold.

(i) There exists a bounded operator C having finite positive spectrum such that H2 =
C + P2,

(ii) There exists a projection-valued measure F : B(R3)→ L(H ) such that (U, F ) is
a localization and [sgnH,F ] = [C,F ] = 0.

Then the boosts in Eq. (6.4) define a finite massive relativistic extension for (V, U,E).



7 Non-Relativistic Causal Localizations with a Sin-
gle Spin of Multiplicity One

Causal localizations with a single spin of multiplicity one, i.e. νk = δjk, are studied.
We already know that these do not have finite massive relativistic extensions. But we
think it is worthwhile to see that there are causal localizations besides the Dirac- and
the Dirac tensor-system.
7.1 Theorem. Let U :=UD(j), let E be the canonical projection-valued measure and let
V be a time evolution on L2(R3,C2j+1). Then (V, U,E) is a causal localization if and
only if in the helicity representation V h(t)[f ] = [Φt(| · |)f ] the matrix-valued function
Φt : R≥0 → C2j+1 satisfies

〈j, r|Φt(ρ) |j, s〉 = δrse
it(c+asρ),

with a, c ∈ R and |a| ≤ 1/j for j 6= 0. (For j = 0 the constant a does not appear).

Proof. The “only if” part: By Theorem 2.17 there are self-adjoint matrices M,N such
that in the helicity representation

V h(t)[f ] = [eit(M+|·|N)f ],

and
〈j, r|N |j, s〉 = 0 ∀ r 6= s, 〈j, r|M |j, s〉 = c δrs,

for some constant c ∈ R. By Theorem 2.14 there are for each t ∈ R entire functions
f

(j,j,l)
t : C→ C such that

〈j, r| eit(M+zN) |j, s〉 = δrs

2j∑
l=0

(−1)j−s
√

2l + 1
(
j j l
−s s 0

)
zlf

(j,j,l)
t (z2). (7.1)

Let us abbreviate Ns := 〈j, s|N |j, s〉 and Vs(z, t) := 〈j, s| eit(M+zN) |j, s〉 = eit(cI+zNs). If
we take the derivative of Vs with respect to z at z = 0, we obtain

itNse
itc =


(−1)j−s

√
3
j j 1
s −s 0

 f (j,j,1)
t (0), j ≥ 1/2

0, j = 0.

Since
(−1)j−s

√
3
(
j j 1
s −s 0

)
= (−1)2j−1√3 s√

(2j + 1)(j + 1)j
,

we have Ns = sa for some a ∈ R. It is

‖eit(M+zN)‖ = max
s∈[j]
|eit(c+zsa)| = max

s∈[j]
|eitzsa| = max

s∈[j]
e−tsaIm z = ej|ta||Im z|.
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Thus to satisfy condition (b) of Theorem 2.14 we must have |a| ≤ 1/j if j 6= 0. For
j = 0, the helicity index s is always zero and the constant a does not appear.

The “if” part: Conditions (a) and (b) of Theorem 2.14 are easily verified. It
remains to proof condition (c) of the same Theorem. To this end we invert Eq. (7.1).

ρlf
(j,j,l)
t (ρ2) =

√
2l + 1

∑
s∈[j]

Vs(ρ, t)(−1)j−s
(
j j l
−s s 0

)

=
√

2l + 1eitc
∑
s∈[j]

eitasρ(−1)j−s
(
j j l
−s s 0

)

=
√

2l + 1eitc
∞∑
n=0

(ita)n
n! ρn

∑
s∈[j]

sn(−1)j−s
(
j j l
−s s 0

)
.

By Lemma E.4 and the orthogonality relations for the Wigner 3j symbols we have, for
n < l, ∑

s∈[j]
sn(−1)j−s

(
j j l
−s s 0

)
= 0.

Hence

f
(j,j,l)
t (ρ2) =

√
2l + 1eitc

∞∑
n=l

(ita)n
n! ρn−l

∑
s∈[j]

sn(−1)j−s
(
j j l
−s s 0

)
. (7.2)

Using the symmetries of the Wigner 3j symbol we see that∑
s∈[j]

sn(−1)j−s
(
j j l
−s s 0

)
=
∑
s∈[j]

(−s)n(−1)j+s
(
j j l
s −s 0

)

=
∑
s∈[j]

(−s)n(−1)j+s(−1)2j+l
(
j j l
−s s 0

)

=
∑
s∈[j]

(−1)l−nsn(−1)j−s
(
j j l
−s s 0

)
.

Thus if l − n is odd, then this expression vanishes. Hence the right hand side of (7.2)
is also a function of ρ2. Whence f (j,j,l)

t has an entire extension.

7.2 Remark. The condition j|a| ≤ 1 in Theorem 7.1 arises from the causality condi-
tion, i.e. the fact that the maximum speed of propagation equals 1.

7.3 Discussion. Let V be the time evolution in Theorem 7.1. With the following
Lemma we can determine the energy operator for V in the momentum space rep-
resentation. It is the matrix multiplication operator corresponding to the function
h : R3 → C2j+1,

h(p)rs = δrsc+ a
(
rp3δrs + 1

2 ((j + r)(j − r + 1))1/2 (p1 − ip2)δr,s+1

+ 1
2 ((j + r + 1)(j − r))1/2 (p1 + ip2)δr,s−1

)
.
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where a, c ∈ R and |a| ≤ 1/j for j 6= 0.
For j = 1/2 we have

h(p) = c12 + 1
2aσ(p).

Hence for c = 0 and a = ±2 we obtain the irreducible parts of the Dirac operator with
mass zero. Note that the Dirac operator with mass zero corresponds to

hD0 (p) =
(

0 σ(p)
σ(p) 0

)
.

The unitary transform corresponding to the matrix

Y := 1√
2

(
12 12
12 −12

)

commutes with UD(1/2) ⊕ UD(1/2) and satisfies

Y h(p)Y −1 =
(
σ(p) 0

0 −σ(p)

)
.

7.4 Lemma. Let j ∈ N/2 and let Mrs = rδrs for r, s ∈ [j]. Then(
D(j)(B(p))|p|MD(j)(B(p)−1)

)
rs

= rp3δrs + 1
2 ((j + r)(j − r + 1))1/2 (p1 − ip2)δr,s+1

+ 1
2 ((j + r + 1)(j − r))1/2 (p1 + ip2)δr,s−1.

Proof. We have

D(j)(
(
a 0
0 b

)
)rs = aj+rbj−rδrs

for every a, b ∈ C. Hence

M = ∂αD
(j)(
(
α 0
0 1

)
)
∣∣∣
α=1
− jI,

whence

D(j)(B(p))MD(j)(B(p)−1) = ∂αD
(j)(B(p)

(
α 0
0 1

)
B(p)−1)

∣∣∣
α=1
− jI.

Using

∂α

(
B(p)

(
α 0
0 1

)
B(p)−1

) ∣∣∣
α=1

= 1
2|p|

(
|p|+ p3 p1 − ip2
p1 + ip2 |p| − p3

)
,

and

(dD(j)(I) ◦M)rs = (j + r)M11δrs + ((j + r)(j − r + 1))1/2M12δr,s+1

+ ((j + r + 1)(j − r))1/2M21δr,s−1 + (j −m)M22δrs ∀M ∈ C2×2

completes the proof.



8 Asymptotically Localized States and Hegerfeldt’s
Theorem

The occurrence of negative energies in causal localizations (see 2.4) will be discussed
in more detail. After reviewing Hegerfeldt’s Theorem, which says that positive energy
states cannot be localized, we show that there is still a meaningful notion of localization
for such states.
8.1 Theorem (Hegerfeldt [Heg74]). Let (W,E) be a relativistic causal localization.
Then there are no non-zero positive energy states which are localized in a bounded set
∆ ∈ B(R3), i.e.

M :=
{
ψ ∈H : P+ψ = ψ,E(∆)ψ = ψ, for some bounded ∆ ∈ B(R3)

}
= {0} ,

where P+ := 1
2(I + sgn(H)). The same statement holds for negative energy states.

Proof. (Adapted from [Heg74]). By Discussion 2.5 we may assume that E is complete,
so that E(∆t) is well-defined for every ∆ ⊂ R3 and t > 0.

Suppose there exists a ψ ∈ M such that ‖ψ‖ = 1. Let t > 0 and a ∈ R3. By
means of covariance and causality, U(a)V (t)ψ must be localized in (∆t + a). Indeed,
using Corollary 2.10 we find

U(a)V (t)ψ = U(a)V (t)E(∆)ψ = U(a)E(∆t)V (t)E(∆)ψ
= E(∆t + a)U(a)V (t)ψ.

Because ∆ is bounded, there exists an Rt > 0 such that ∆ ∩ (∆t + a) = ∅ for all
|a| > Rt. This implies that

E(∆)U(a)V (t)ψ = 0 ∀ |a| > Rt.

The mass square operator C commutes with V, U and E, thus if Pµ are the
projections onto the eigenspaces of C and ψµ :=Pµψ, then

E(∆)U(a)V (t)ψµ = 0 ∀ |a| > Rt.

Taking the scalar product with ψµ and using E(∆)ψµ = ψµ we find

〈ψµ, U(a)V (t)ψµ〉 = 0 ∀ |a| > Rt. (8.1)

Since this expression is basis independent, we may use the representation in which H
is diagonal. Then Eq. (8.1) becomes∫

R3

∑
σ

|ψσ,µ(p)|2e−ip·aeit
√
µ2+p2 dp = 0 ∀ |a| > Rt,

where σ denotes multiplicity and helicity indices.
By the Paley-Wiener Theorem ft(p) :=∑

σ |ψσ,µ(p)|2eit
√
µ2+p2 has an entire ex-

tension on C3. But because of the square root this is impossible, which can be seen by
standard methods.
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8.2 Discussion. Let ∆ be a bounded set in B(R3). By Hegerfeldt’s Theorem we
know that if 0 6= ψ ∈ H is a positive energy state, then it cannot be localized in ∆.
It is therefore natural to ask if there are positive energy states that can be localized
arbitrarily good, i.e. given ε > 0 is it possible to find a normalized ψ ∈ H such that
P+ψ = ψ and ‖E(∆c)ψ‖ < ε.

To answer this question we need some basic facts about the dilation operator.

8.3. Definition and Discussion. Let H :=L2(R3,Cm). For λ > 0 the dilation
operator is defined as Dλ : H →H ,

Dλ[g] :=λ−3/2[g(·/λ)] ∀[g] ∈H .

We have the following properties:

(i) λ 7→ Dλ is a unitary group homomorphism for (R>0, ·) in L(H ).

(ii) The Fourier transform of Dλ satisfies D̂λ := FDλF−1 = D1/λ for all λ > 0.

(iii) In the helicity representation Dλ is given by Dh
λ = D1/λ.

(iv) Let E : B(R3) → L(H ) be the canonical projection-valued measure. Then we
have the covariance

DλE(∆)D−1
λ = E(λ∆) ∀λ > 0, ∆ ∈ B(R3).

(v) If S ∈ L(H ) is a matrix multiplication operator, i.e. S[g] = [hg], for some
measurable bounded matrix-valued function h : R3 → Cm×m, then

DλSD
−1
λ [g] = [h(·/λ)g] ∀[g] ∈H .

Note that if T̂ is a matrix multiplication operator in the momentum space repre-
sentation, i.e. T̂ [f ] = [kf ] for some measurable bounded matrix-valued function
k : R3 → Cm×m, then

D̂λT̂ D̂
−1
λ [f ] = D1/λT̂D

−1
1/λ[f ] = [k(λ·)f ] ∀[f ] ∈H .

Proof. (i) It is easy to see that D1 = I, DαDβ = Dαβ and D∗α = D1/α for all α, β > 0.
Thus D∗αDα = DαD

∗
α = D1 = I.

(ii) For f ∈ L1 ∩ L2, λ > 0 we have DλF−1[f ] = F−1D1/λ[f ], where F denotes
the Fourier transform. Since L1 ∩ L2 is dense in L2, we have FDλF−1 = D1/λ.

(iii) This follows from (ii) and the fact that B(λp) = B(p) for all λ > 0, p ∈ R3,
see Eq. (1.2) fol.

(iv) and (v) are obvious.
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8.4 Lemma. Let (V, U,E) be the standard Dirac system and let P+ := 1
2(I+sgn(H)) be

the projection onto the positive energy states, i.e. in the momentum space representation

P̂+[f ] = [kf ], k(p) := 1
2ε(p)

(
(ε(p) +m)12 σ(p)

σ(p) (ε(p)−m)12

)
,

for f ∈H :=L2(R3,C4). Let Dλ be the dilation operator. Then for every f ∈H ,

D̂nP̂+D̂
−1
n [f ] n→∞−−−→ Q̂+[f ],

where Q̂+ ∈ L(H ) is the self-adjoint projection given by Q̂+[f ] :=[qf ],

q(p) := 1
2

(
12 σ(p)/|p|

σ(p)/|p| 12

)
∀p ∈ R3 \ {0} , q(0) := 14.

However, it is ‖D̂λP̂+D̂
−1
λ − Q̂+‖2 ≥ 1/8 for all λ > 0.

Proof. It is clear that q(p) is a self-adjoint projection for each p ∈ R3 and that each
component of q is a bounded measurable function. Thus Q̂+ is a self-adjoint projection.
Let f ∈ H . By 8.3 (v) we have D̂nP̂+D̂

−1
n [f ] = [k(n·)f ]. Clearly, k(np) n→∞−−−→ q(p)

for all p ∈ R3. Since k(np) is a self-adjoint projection for all n ∈ N and p ∈ R3, we
have

gn(p) := ‖(k(np)− q(p))f(p)‖2 ≤ 4‖f(p)‖2 ∀n ∈ N,p ∈ R3.

Hence, by Lebesgue’s Dominated Convergence Theorem

lim
n→∞

‖(D̂nP̂+D̂
−1
n − Q̂+)f‖2 = lim

n→∞

∫
R3
gn(p) dp =

∫
R3

lim
n→∞

gn(p) dp = 0.

Let λ > 0 and consider the function fλ : R3 \ {0} → R4,

fλ(p) :=
(
mλ

2π2

)1/2 1
|p|
√
λ2p2 +m2 e1.

Then ‖fλ‖ = 1 and

‖D̂λP̂+D̂
−1
λ − Q̂+‖2 ≥ ‖(D̂λP̂+D̂

−1
λ − Q̂+)fλ‖2

= mλ

8π2

∫
R3

m2 + (λ|p| − ε(λp))2

|p|2ε(λp)4 dp

≥ mλ

2π

∫ ∞
0

(
m

λ2ρ2 +m2

)2
dρ = 1

8 ,

where we used ε(λp)2 − λ|p|ε(λp) ≥ m2/2. This completes the proof.

8.5 Note. Let (V, U,E) be a relativistic extendable causal localization. From Theorem
5.8 and 5.10 it follows that (H,E) is unitarily equivalent to (HD⊗I, ED⊗I), where HD

is the Dirac operator and ED is the canonical projection-valued measure. So by means
of this equivalence it is possible to define a dilation operator Dλ for every relativistic
extendable causal localization. Moreover, Dλ will satisfy all previous statements.
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8.6 Definition. Let (V, U,E) be a causal localization on a complex separable Hilbert
space H . Let Kr := {x ∈ R3 : |x| ≤ r} for r > 0. A sequence (ψn)n∈N in H is said to
be an asymptotically localized state of positive energy if each ψn is a normalized
state of positive energy, i.e.

‖ψn‖ = 1, P+ψn = ψn ∀n ∈ N,

and if
‖E(K1)ψn‖ n→∞−−−→ 1.

Note that the last condition is equivalent to
‖E(K1)ψn − ψn‖ n→∞−−−→ 0.

One can also consider a set ∆ ∈ B(R3) other than K1 and say (ψn)n∈N is an
asymptotically localized state of positive energy for ∆ if each ψn is a normalized state
of positive energy and if

‖E(∆)ψn‖ n→∞−−−→ 1.
However, if (ψn)n is an asymptotically localized state of positive energy and if a ∈ R3,
then, since by covariance E(Kr + a) = U(a, I)DrE(K1)D−1

r U(a, I)−1, we have
‖E(Kr + a)ψ′n‖

n→∞−−−→ 1,
where ψ′n :=U(a, I)Drψn. That is to say that (ψ′n)n∈N is an asymptotically localized
state of positive energy for Kr + a.

The following Lemma shows that asymptotically localized state of positive energy
obey the causality condition.

8.7 Lemma. Let (V, U,E) be a causal localization on a complex separable Hilbert space
H and let (ψn)n∈N be an asymptotically localized state of positive energy for some
∆ ∈ B(R3). Then for every t ∈ R, (V (t)ψn)n∈N is an asymptotically localized state of
positive energy for ∆t.

Proof. By the unitarity of V (t) it is ‖V (t)ψn‖ = 1 for all n ∈ N, and since P+ commutes
with V (t), (V (t)ψn)n∈N is a sequence of positive energy states. Using Corollary 2.10
we find

‖Ec(∆t)V (t)ψn − V (t)ψn‖
= ‖Ec(∆t)V (t)(ψn − E(∆)ψn) + Ec(∆t)V (t)E(∆)ψn − V (t)ψn‖
≤ ‖Ec(∆t)V (t)(ψn − E(∆)ψn)‖+ ‖Ec(∆t)V (t)E(∆)ψn − V (t)ψn‖
≤ ‖ψn − E(∆)ψn‖+ ‖V (t)E(∆)ψn − V (t)ψn‖
= 2‖E(∆)ψn − ψn‖ n→∞−−−→ 0.

8.8 Theorem. Let (V, U,E) be a relativistic extendable causal localization on a com-
plex separable Hilbert space H . Let ψ ∈ H such that Q+ψ 6= 0. Then there exists a
k ∈ N such that ‖P+D

−1
n ψ‖ 6= 0 for all n ≥ k and(

‖P+D
−1
n ψ‖−1P+D

−1
n ψ

)
n≥k

is an asymptotically localized state of positive energy.
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Proof. By Note 8.5 it suffices to consider the Dirac case. We have

‖P+D
−1
n ψ‖ = ‖DnP+D

−1
n ψ‖ n→∞−−−→ ‖Q+ψ‖ 6= 0,

thus ‖P+D
−1
n ψ‖ 6= 0 for n large enough. Moreover,

‖P+D
−1
n ψ‖−1 n→∞−−−→ ‖Q+ψ‖−1.

Then

‖E(K1)P+D
−1
n ψ‖ = ‖DnE(K1)D−1

n DnP+D
−1
n ψ‖

= ‖E(Kn)DnP+D
−1
n ψ‖ n→∞−−−→ ‖Q+ψ‖,

since

‖E(Kn)DnP+D
−1
n ψ −Q+ψ‖ ≤ ‖E(Kn)DnP+D

−1
n ψ − E(Kn)Q+ψ‖

+ ‖E(Kn)Q+ψ −Q+ψ‖
≤ ‖DnP+D

−1
n ψ −Q+ψ‖+ ‖E(R3 \Kn)Q+ψ‖

n→∞−−−→ 0.

This completes the proof.

8.9 Discussion. We can change the perspective from positive energy states to local-
ized states by interchanging P+ and E(∆).

Let (V, U,E) be a relativistic extendable causal localization on a complex sepa-
rable Hilbert space H and let ψn ∈ H for each n ∈ N. Then (ψn)n∈N is said to be
a localized state of asymptotically positive energy if for all n ∈ N, ‖ψn‖ = 1,
E(K1)ψn = ψn and

‖P+ψn‖
n→∞−−−→ 1.

Note that the last condition is equivalent to

‖P+ψn − ψn‖
n→∞−−−→ 0.

The analogous version of Lemma 8.7 is obvious. The corresponding version of
Theorem 8.8 is stated in the next Theorem.

8.10 Theorem. Let φ ∈ H such that Q+φ 6= 0. Put ψ :=Q+φ. Then there exists a
k ∈ N such that ‖E(K1)D−1

n ψ‖ 6= 0 for all n ≥ k and(
‖E(K1)D−1

n ψ‖−1E(K1)D−1
n ψ

)
n≥k

is a localized state of asymptotically positive energy.

Proof. Again, we may assume that H is the Dirac operator. By Lemma 8.4 it is

‖E(K1)D−1
n ψ‖ = ‖DnE(K1)D−1

n ψ‖ = ‖E(Kn)ψ‖ n→∞−−−→ ‖ψ‖ 6= 0,
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thus ‖E(K1)D−1
n ψ‖ 6= 0 for n large enough. Moreover,

‖E(K1)D−1
n ψ‖−1 n→∞−−−→ ‖ψ‖−1.

Then

‖P+E(K1)D−1
n ψ‖ = ‖DnP+D

−1
n DnE(K1)D−1

n ψ‖
= ‖DnP+D

−1
n E(Kn)ψ‖ n→∞−−−→ ‖Q+ψ‖ = ‖ψ‖,

since

‖DnP+D
−1
n E(Kn)ψ −Q+ψ‖ ≤ ‖DnP+D

−1
n (E(Kn)ψ − ψ) + (DnP+D

−1
n −Q+)ψ‖

≤ ‖E(Kn)ψ − ψ‖+ ‖(DnP+D
−1
n −Q+)ψ‖ n→∞−−−→ 0.

This completes the proof.



9 Open Problems

At this point we like to address some open problems.
9.1. Let (V, U, F ) be a causal unsharp localization on a complex separable Hilbert
space H . Then (V, U, F ) is said to have a sharp extension if there exists a causal
localization (V ′, U ′, E) on a complex separable Hilbert space H ′ such that H ⊂H ′,
V ′|H = V , U ′|H = U and F (∆) = in∗E(∆)in for every ∆ ∈ B(R3), where in : H ↪→
H ′ is the inclusion map. The hypothesis then is: every relativistic extendable causal
unsharp localization has a sharp extension.

In this context Naimark’s Dilation Theorem (see the Appendix of [RSN82]) and
[[Scu77] (15) and (16)] might be useful.

9.2. If (W,U,E) is an irreducible relativistic causal localization, then (V, U,E), where
V is the time evolution part ofW , is in general not irreducible. We know all irreducible
relativistic extendable causal localizations, but we do not know in what ways these can
be combined to result in irreducible relativistic causal localizations. So the problem is
to characterize all relativistic causal localizations.

9.3. Since we only considered finite localization, it might be interesting to study infinite
localizations, i.e. countable direct sums of finite localizations. The main problem here
is to adapt 12.6 to infinite dimensions.

9.4. In Note 6.2 we concluded that there are different extensions for the Dirac system.
Still there is no real satisfactory answer weather these extensions are physically equiv-
alent or not. However, we have a convenient formula (see Eq. (6.4)) for the boosts of
the Dirac system and the Dirac tensor system.

9.5. Characterize all finite causal localizations. As seen in section 7 there are nonrel-
ativistic causal localizations. These may describe causal propagation in a solid-state.
We have seen that the energy operator for a finite causal localization corresponds in the
helicity representation to a linear matrix-valued function R≥0 3 ρ 7→ M + ρN , where
M and N are self-adjoint matrices (cf. Theorem 2.17). The relativistic condition then
implies MN + NM = 0, N2 = I and M2 > 0. Without this condition it will be more
difficult, but certainly not impossible, to study the consequences of part (c) of Theorem
2.14.

9.6. In Theorem 8.8 the existence of asymptotically localized state of positive energy
was proven only for closed balls (in fact only for the closed unit ball, but by means of
the covariance the existence applies to every closed ball). So it might be interesting to
study the general case.
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Part II
10 Paley-Wiener Theorems

10.1. Motivation. Consider the abstract the causality condition for a bounded op-
erator V in H :=L2(Rd,Cm):

V E(∆) = E(∆′)V E(∆), (10.1)

for some open balls ∆ ⊂ ∆′ centered at the origin, where E is the canonical projection-
valued measure (cf. Lemma 2.11). Suppose V satisfies

V [g] :=[F−1AFg] ∀[g] ∈H ,

for some measurable bounded matrix-valued function A : Rd → Cm×m, i.e. the Fourier
transform of V is a matrix multiplication operator. Note that every time evolution is of
this from. To show what we are aiming for assume m = 1 and suppose V satisfies the
abstract causality condition. For some q ∈ L2 with support in ∆ the classical Paley-
Wiener Theorem (see below) implies that F q has an entire exponentially bounded
extension. From Eq. (10.1) it follows that F−1AF q is supported in ∆′. Thus AF q
also has an entire exponentially bounded extension. The obvious questions then are:
does A have an entire extension and, if so, is it exponentially bounded? As we will see
in this section, both questions can be answered affirmatively.

10.2. Notation. Let d ∈ N. We use the following definitions for the scalar product
and the norm in Cd:

〈z, w〉 :=
d∑

k=1
zkwk, |z| :=〈z, z〉1/2 for z, w ∈ Cd,

where zk denotes the complex conjugate of zk. The scalar product 〈·, ·〉 we are using is
linear in the second variable – this is the convention used in quantum mechanics. The
space Rd will be considered as a subspace of Cd, i.e. Rd =

{
z ∈ Cd : z = z

}
. Then |x|

coincides with the usual Euclidean norm of x ∈ Rd, and 〈x, y〉 coincides with the usual
scalar product for x, y ∈ Rd. By means of this embedding it is clear what we mean by
〈x, z〉, 〈z, x〉 and |Im z| for x ∈ Rd and z ∈ Cd.

If A ∈ Cm×m is a matrix, ‖A‖ will denote the operator norm of A, i.e.

‖A‖ := sup
|z|=1
|Az|.

If A : Rd → Cm×m is a bounded continuous matrix-valued function we will use
the following definition

‖A‖∞ := sup
x∈Rd
‖A(x)‖.

76
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10.3 Definition. An entire function f : Cd → Cm×m is said to be exponentially
bounded if

‖f(z)‖ ≤ CeR|z| ∀ z ∈ Cd,

for some constants C > 0 and R > 0. Such functions are also called functions of
exponential type.

The following Theorem due to Plancherel and Pólya [PP37] is a generalization
of the Paley-Wiener Theorem. The version presented here is adapted from [[Ron74]
Chapter 3 §4 p. 171].
10.4. Theorem (Plancherel-Pólya). Let f : Cd → C. Then f is an entire function
of exponential type and f |Rd ∈ L2(Rd) if and only if there exists a φ ∈ L2(Rd) which
vanishes outside some bounded set such that

f(z) = (2π)−d/2
∫
Rd
e−i〈p,z〉φ(p) dp ∀ z ∈ Cd. (10.2)

Moreover, if (10.2) holds, then the support function HD of D, where D is the smallest
convex set in Rd such that φ|Dc = 0, coincides with the P -indicator hf of f .

Recall that HB : Rd → R,

HB(λ) := sup
x∈B
〈λ, x〉,

and hf : Rd → R,
hf (λ) := sup

x∈Rd
hf (λ, x),

where
hf (λ, x) := lim sup

r→∞

log |f(x+ irλ)|
r

(x, λ ∈ Rd).

The “if” part of this Theorem has the following useful form:
10.5 Lemma. Let φ ∈ L2(Rd) vanish almost everywhere outside the compact ball with
radius R > 0 centered at the origin. Then f : Cd → C,

f(z) :=(2π)−d/2
∫
Rd
e−i〈p,z〉φ(p) dp

is entire, f |Rd ∈ L2(Rd) and there exists a constant C > 0 such that

|f(z)| ≤ CeR|Im z| ∀ z ∈ Cd.

Proof. Since p 7→ φ(p)e〈p,y〉 is a function in L1 for all y ∈ Rd, we see that

f(x+ iy) :=(2π)−d/2
∫
Rd
e−i〈p,x+iy〉φ(p) dp

is a well-defined function on Cd. If (zn)n∈N converges to z then there exists an S > 0
such that |Im zn| < S for all n ∈ N, hence e|·|Sφ(·) is an integrable dominating function
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for e−i〈·,zn〉φ(·), whence, by Lebesgue’s Dominated Convergence Theorem, f(zn) n→∞−−−→
f(z). Thus f is continuous.

Since [f |Rd ] is the Fourier transform of φ, we have f |Rd ∈ L2. To show that f is
entire it suffices to see that ψ : C→ C,

ψ(z) := f(a1, . . . , ak−1, z, ak+1, . . . , ad)

is entire [[Die69] (9.9.4)], where aj ∈ C. Fix z ∈ C and let (ξn)n∈N be a null sequence
in C \ {0}. Then there exists a constant r > 0 such that

|e−ipk(z+ξn) − e−ipkz|
|ξn|

|φ(p)| ≤ |e−ipkz| |e
−ipkξn − 1|
|ξn|

|φ(p)| ≤ |e−ipkz|e
|pkξn| − 1
|ξn|

|φ(p)|

≤ |e−ipkz|e
|Rξn| − 1
|ξn|

|φ(p)| ≤ r|e−ipkz||φ(p)|

for all n ∈ N and for all p ∈ Rd. Thus by Lebesgue’s Theorem of Dominated Conver-
gence (ψ(z + ξn)− ψ(z))/ξn converges.

Finally, for x, y ∈ Rd we have

|f(x+ iy)| ≤ (2π)−d/2
∫
Rd
|e−i〈p,x+iy〉φ(p)| dp

= (2π)−d/2
∫
Rd
|e〈p,y〉φ(p)| dp ≤ (2π)−d/2

∫
Rd
e|p| |y||φ(p)| dp

≤ (2π)−d/2eR|y|‖φ‖1.

10.6 Corollary. Let f ∈ L2(Rd) such that its Fourier transform f̂ vanishes almost
everywhere outside the compact ball centered at the origin with radius R > 0. Then
there exists an entire function F : Cd → C such that F |Rd = f almost everywhere and

|F (z)| ≤ CeR|Im z| ∀ z ∈ Cd,

for some constant C > 0.

Proof. Let φ ∈ [f̂ ] and let ϕ(p) :=φ(−p) for p ∈ Rd. Then ϕ ∈ L2(Rd) and ϕ vanishes
almost everywhere outside the compact ball centered at the origin with radius R > 0.
Therefore, by Lemma 10.5, F : Cd → C,

F (z) :=(2π)−d/2
∫
Rd
e−i〈p,z〉ϕ(p) dp

is entire with
|F (z)| ≤ CeR|Im z| ∀ z ∈ Cd,

for some C > 0. Since

F (x) = (2π)−d/2
∫
Rd
e−i〈p,x〉φ(−p) dp = (2π)−d/2

∫
Rd
ei〈p,x〉f̂(p) dp

and f̂ ∈ L1(Rd) ∩ L2(Rd), we have F |Rd = f almost everywhere.
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To state some important Corollaries of the Plancherel-Pólya Theorem we need
two simple Lemmata.
10.7 Lemma. Let C,R > 0 and let f : Cd → C be an entire function such that

|f(z)| ≤ CeR|z| ∀ z ∈ Cd.

Then the P -indicator of f satisfies the estimate

hf (λ) ≤ R ∀λ ∈ Rd with |λ| = 1.

Proof. Let |λ| = 1, x ∈ Rd. Then

hf (λ, x) = lim sup
r→∞

log |f(x+ iλr)|
r

≤ lim sup
r→∞

log(CeR|x+iλr|)
r

≤ R|λ| = R,

thus hf (λ) ≤ R.

10.8 Lemma. Let R > 0 and let D ⊂ Rd such that HD(λ) ≤ R for all λ ∈ Rd with
|λ| = 1. Then

D ⊂
{
x ∈ Rd : |x| ≤ R

}
.

Proof. Let x0 ∈ D \ {0}. Then for λ :=x0/|x0| we have

|x0| = 〈λ, x0〉 ≤ sup
x∈D
〈λ, x〉 = HD(λ) ≤ R.

10.9 Corollary. Let C,R > 0 and let f : Cd → C be an entire function such that
f |Rd ∈ L2(Rd) and

|f(z)| ≤ CeR|z| ∀ z ∈ Cd.

Then there exists a φ ∈ L2(Rd) which vanishes outside the compact ball centered at the
origin with radius R > 0, such that

f(z) = (2π)−d/2
∫
Rd
e−i〈p,z〉φ(p) dp ∀ z ∈ Cd.

Moreover,
|f(z)| ≤ C ′eR|Im z| ∀ z ∈ Cd

for some constant C ′ > 0.

Proof. By Theorem 10.4 there exists a φ ∈ L2(Rd) which vanishes outside some
bounded set such that

f(z) = (2π)−d/2
∫
Rd
e−i〈p,z〉φ(p) dp ∀ z ∈ Cd.

Let D be the smallest convex set in Rd such that φ|Dc = 0. Since HD = hf and,
by Lemma 10.7, hf (λ) ≤ R for all |λ| = 1, Lemma 10.8 implies

D ⊂ B :=
{
x ∈ Rd : |x| ≤ R

}
.

Hence φ|Bc = 0. Now Lemma 10.5 completes the proof.
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10.10 Corollary. Let R0 > 0 and let f be an entire function on Cd such that f |Rd ∈
L2(Rd). If for each R > R0 there exists a CR > 0 such that

|f(z)| ≤ CRe
R|z| ∀ z ∈ Cd,

then
|f(z)| ≤ CeR0|Im z| ∀ z ∈ Cd

for some constant C > 0.

Proof. By Lemma 10.7 we have

hf (λ) ≤ R ∀R > R0 ∀λ ∈ Rd with |λ| = 1.

Hence
hf (λ) ≤ R0 ∀λ ∈ Rd with |λ| = 1.

By Theorem 10.4 there exists a φ ∈ L2(Rd) which vanishes outside some bounded
set such that

f(z) = (2π)−d/2
∫
Rd
e−i〈p,z〉φ(p) dp ∀ z ∈ Cd.

Let D be the smallest convex set in Rd such that φ|Dc = 0. Since HD(λ) = hf (λ) ≤ R0
for all |λ| = 1, Lemma 10.8 implies

D ⊂ B :=
{
x ∈ Rd : |x| ≤ R0

}
.

Hence φ vanishes outside B.
By Lemma 10.5 there exists a constant C > 0 such that |f(z)| ≤ CeR0|Im z|

∀ z ∈ Cd.

Before we present a Paley-Wiener type Theorem for bounded measurable func-
tions we need some Lemmata.

The following Lemma and its proof is adapted from [[Rud91] Exercise 7.15].
10.11 Lemma. Let f : Cd → C be an entire function, N ∈ N, r ≥ 0 and

|f(z)| ≤ (1 + |z|)Ner|Im z| ∀ z ∈ Cd,

|f(x)| ≤ 1 ∀x ∈ Rd.

Then we have
|f(z)| ≤ er|Im z| ∀ z ∈ Cd.

Proof. Fix z = x+ iy ∈ Cd and let s > 0. Define gs : {λ ∈ C : Imλ ≥ 0} → C as

gs(λ) :=(1− isλ)−N−1eir|y|λf(x+ λy)

Choose R > 1 such that (1 + |x|+R|y|)N |sR− 1|−N−1 < 1 and let

Ω := {λ ∈ C : |λ| ≤ R and Imλ ≥ 0} .
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Then |gs(λ)| ≤ 1 for all λ ∈ ∂Ω. Indeed: For λ ∈ [−R,R] we have

|gs(λ)| ≤ |1− isλ|−N−1 = (1 + s2λ2)(−N−1)/2 ≤ 1,

and for λ = Reiφ, φ ∈ [0, π], we have

|gs(λ)| ≤ (1 + |x+Reiφy|)N
|1− isReiφ|N+1 e−r|y|R sin(φ)er|R sin(φ)y|︸ ︷︷ ︸

=1

.

Since
|x+Reiφy| ≤ |x|+R|y|

and
|sR− 1| =

∣∣∣|isReiφ| − |1|∣∣∣ ≤ |1− isReiφ|,
we have |gs(λ)| ≤ 1.

Then the Maximum Modulus Theorem (see, e.g., [[Con78] Theorem VI.1.4]) im-
plies |gs(i)| ≤ 1. So we have

|f(z)| ≤ (1 + s)N+1er|Im z|.

Now s→ 0 completes the proof.

10.12 Corollary. Let C, r ≥ 0 and let f : Cd → C be an entire function such that

|f(z)| ≤ Cer|Im z| ∀ z ∈ Cd,

|f(x)| ≤ 1 ∀x ∈ Rd.

Then we have
|f(z)| ≤ er|Im z| ∀ z ∈ Cd.

Proof. Let δ > 1. Then
|f(x)|
δ

< 1 ∀x ∈ Rd.

By continuity there exists an R > 0 such that

|f(z)|
δ

< 1 ∀ |z| ≤ R.

Choose an N ∈ N such that
C

δ
≤ (1 + |z|)N ∀ |z| > R.

If we apply Lemma 10.11 to δ−1f we obtain

|f(z)| ≤ δer|Im z| ∀ z ∈ Cd.

Now δ → 1 completes the proof.
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10.13 Lemma. Let (xn)n∈N be an unbounded sequence in R and let α ∈ R\{0}. Then
there exists a ξ ∈ (0, 1) and a subsequence (xnk)k∈N such that

| sin(αξxnk)| ≥
1
2 ∀ k ∈ N.

Proof. It suffices to show the assertion for α = π, since then for the unbounded sequence
(x̃n)n∈N, where x̃n :=αxn/π we have

| sin(αξxnk)| = | sin(πξx̃nk)| ≥
1
2 ∀ k ∈ N.

Without loss of generality we may assume that xn > 1 for all n. Define T :
[0,∞)→ [0, 1] by

T (x) :=

xmod 1, xmod 1 ∈ [0, 1/2],
1− (xmod 1), xmod 1 ∈ (1/2, 1].

Because | sin(πx)| ≥ 2T (x) for all x ≥ 0, it suffices to show that there exists a ξ ∈ (0, 1)
and a subsequence (xnk)k such that T (ξxnk) ≥ 1/4 for all k. Put xn1 :=x1 and

I1 :=
[

1
4xn1

,
3

4xn1

]
.

Then we have
T (ξxn1) ≥ 1

4 ∀ ξ ∈ I1.

Now suppose xn1 , xn2 , . . . xnj and I1 ⊃ I2 ⊃ . . . ⊃ Ij are given, and that Ij = [aj, bj],
where 0 < aj < bj < 1. Let xnj+1 be the first element in the sequence (xn)n such that
nj+1 > nj and xnj+1 >

7/4
bj−aj . Put

Ij+1 :=
[
dajxnj+1e
xnj+1

+ 1
4xnj+1

,
dajxnj+1e
xnj+1

+ 3
4xnj+1

]
,

where dxe is the smallest integer which is greater than or equal to x. It is easy to see
that Ij+1 ⊂ Ij and that we have T (ξxnj+1) ≥ 1/4 for all ξ ∈ Ij+1. Hence we obtain a
subsequence (xnk)k and a sequence of compact sets (Ik)k such that Ik+1 ⊂ Ik 6= ∅ for
all k, whence there exists a ξ ∈ ∩j∈NIj such that T (ξxnk) ≥ 1/4 for all k.

10.14 Lemma. Let r > 0. Then there exists a constant C > 0 such that for each
z ∈ C there exists an ε ∈ (0, r] with s(εz) 6= 0 and

1
|s(εz)| ≤ C(1 + |z|)e−r|Im z|,

where s : C→ C, s(z) := sin(z)/z if z 6= 0 and s(0) := 1.
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Proof. Let z = x+ iy. If y = 0 choose ε ∈ (0, r] such that |εx| ≤ 1. Then C := sin(1)−1

satisfies the estimate. It thus remains to show the assertion for all z ∈ C \ R. Note
that sin(z) = 0 if and only if z ∈ πZ. If the assertion fails, then for every n ∈ N exists
a zn ∈ C \ R such that

|εzn|
| sin(εzn)| > n(1 + |zn|)e−r|Im zn| ∀n ∈ N ∀ ε ∈ (0, r]. (?)

Then the sequence (zn)n∈N must be unbounded, since otherwise there exists an ε ∈ (0, r]
such that |εzn| ≤ π/2 for all n ∈ N, and the left-hand side of (?) is bounded but the
right-hand side is not, which is a contradiction.

For each n ∈ N let zn = xn + iyn. Since | sin(εzn)|2 = 1
2 (cosh(2εyn)− cos(2εxn)),

we have

ε2 >
n2

2

(
1 + |zn|
|zn|

)2

e−2r|yn| (cosh(2εyn)− cos(2εxn)) ∀n ∈ N ∀ ε ∈ (0, r].

Suppose (yn)n∈N is bounded. In that case (xn)n∈N is unbounded. The estimate

cosh(2εy)− cos(2εx) ≥ 1− cos(2εx) = 2 sin2(εx) ∀x, y ∈ R

implies

ε2 > n2e−2r|yn| sin2(εxn) ≥ Dn2 sin2(εxn) ∀n ∈ N ∀ ε ∈ (0, r],

for some constant D > 0. But by Lemma 10.13 there exists an ε∗ ∈ (0, r] and a
subsequence (xnk)k∈N such that sin2(ε∗xnk) ≥ 1/4 for all k ∈ N, and thus

ε2
∗ >

D

4 n
2
k ∀ k ∈ N,

which is impossible. Thus (yn)n∈N is unbounded. Since

cosh(2εy)− cos(2εx) ≥ cosh(2εy)− 1 = 2 sinh2(εy) ∀x, y ∈ R,

we have
ε2 > n2e−2r|yn| sinh2(εyn) ∀n ∈ N ∀ ε ∈ (0, r].

which is impossible, because e−2r|y| sinh2(ry) > 1
16 for all large enough |y|.

We are now ready to prove the following Paley-Wiener type Theorem for bounded
matrix multiplication operators. It is strongly motivated by [[Cas84] Lemma 2]. The
Theorem must not be confused with Schwartz’s Paley-Wiener Theorem for distribu-
tions.
10.15 Theorem. For a measurable and bounded matrix-valued function A : Rd →
Cm×m let TA be the bounded linear operator on L2(Rd,Cm) given by

TA[g] := F−1AF [g],
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where F denotes the Fourier transform. For R > 0 let ER denote the multiplication
operator on L2(Rd,Cm) given by

ER[g] :=[χBR(0)g],

where χBR(0) is the characteristic function of BR(0) :=
{
x ∈ Rd : |x| < R

}
.

(a) Let R > 0. If there exists an R′ > R such that (I − ER′)TAER = 0, then there
exists an entire function Φ : Cd → Cm×m such that Φ|Rd = A almost everywhere
and

‖Φ(z)‖ ≤ ‖Φ|Rd‖∞ e(R′−R)|Im z| ∀ z ∈ Cd.

(b) Let δ > 0 and let Φ : Cd → Cm×m be an entire function such that Φ|Rd is bounded
and

‖Φ(z)‖ ≤ Ceδ|z| ∀ z ∈ Cd

for some constant C > 0. Then A := Φ|Rd satisfies (I − ER+δ)TAER = 0 for all
R > 0.

Proof. (a) Let us first consider the case m = 1.
Let Qr,c :=[c1 − r1, c1 + r1] × . . . × [cd − rd, cd + rd] be the cuboid centered at

c ∈ Rd with edge lengths 2r1, . . . , 2rd > 0 and sides parallel to the axes. The charac-
teristic function of Qr,c, denoted by qr,c, vanishes outside a bounded region, therefore
its Fourier-Laplace transform gr,c is an exponentially bounded entire function given by

gr,c(z) = (2π)−d/2
∫
Rd
e−i〈p,z〉qr,c(p) dp = Kre

−i〈c,z〉
d∏

k=1
s(rkzk) ∀ z ∈ Cd,

where Kr :=(2π)−d/2 2d (r1 · . . . · rd) and s : C → C, s(z) := sin(z)/z for z 6= 0 and
s(0) := 1.

Let |c| < R and choose r such that qr,c vanishes outside of BR(0). Then by the
assumption there exists an R′ > R such that

0 = (I − ER′)TAERqr,c = (I − ER′)TAqr,c.

Thus TAqr,c vanishes almost everywhere outside the compact ball of radius R′ centered
at the origin. By Lemma 10.5

hr,c(z) :=(2π)−d/2
∫
Rd
e−i〈p,z〉(TAqr,c)(p) dp

is an exponentially bounded entire function satisfying

|hr,c(z)| ≤ Cr,ce
R′|Im z| ∀ z ∈ Cd,

for some constant Cr,c. Since

[hr,c|Rd ] = FTA[qr,c] = FF−1AF [qr,c] = [Agr,c|Rd ],
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we have hr,c|Rd = Agr,c|Rd almost everywhere.
To show that A has an entire extension let

c = 0, r(α) :=(α, . . . , α), gα := gr(α),0, hα :=hr(α),0,

where α ∈ (0, R/
√
d), and let Nα ⊂ Cd denote the set of zeros of gα. Note that

gα(z) = 0 if and only if zk ∈ πα−1Z \ {0} for at least one k ∈ {1, . . . , d}. For every
α, α′ ∈ (0, R/

√
d) it is

gα′hα|Rd
a.e.= gα′Agα|Rd = gαAgα′ |Rd

a.e.= gαhα′|Rd .

Because every continuous function on Rd which vanishes almost everywhere is identi-
cally zero, we obtain

gα′hα|Rd = gαhα′ |Rd .

Moreover, since both sides of this equation consist of entire functions (restricted to the
real numbers), we must have

gα′(z)hα(z) = gα(z)hα′(z) ∀ z ∈ Cd

(see [[Die69] (9.4.4)]). Hence,

Φα(z) := hα(z)
gα(z)

is almost everywhere an analytic extension of A for |z| < π/α, and for these z it is
Φα(z) = Φα′(z) for all α′ ∈ (0, α). By letting α tend to zero we obtain an entire function
Φ : Cd → C such that Φ|Rd = A almost everywhere. Note that, since every continuous
function that is bounded almost everywhere is bounded, we have |Φ(x)| ≤ ‖Φ|Rd‖∞ for
all x ∈ Rd.

To prove that Φ is exponentially bounded let |c| < R. Then Qr,c ⊂ BR(0) as long
as |c|+

√
d rk < R for all k ∈ {1, . . . , d}. We still have

|hr,c(z)| ≤ Cr,ce
R′|Im z| ∀ z ∈ Cd,

for some constant Cr,c. Since hr,c = Φgr,c, we find

|hr,c(x)| = |Φ(x)||gr,c(x)| ≤ ‖Φ|Rd‖∞Kr ∀x ∈ Rd,

and using Corollary 10.12 we obtain the estimate

|hr,c(z)| ≤ ‖Φ|Rd‖∞Kre
R′|Im z| ∀ z ∈ Cd.

Hence, for all r, c satisfying Qr,c ⊂ BR(0) we have

|Φ(z)|
d∏

k=1
|s(rkzk)| ≤ ‖Φ|Rd‖∞ e−〈c,Im z〉eR

′|Im z| ∀ z ∈ Cd. (10.3)
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Let δ ∈ (0, R) and let y := Im z 6= 0. Put c :=(R − δ)y/|y|. Then |c| = R − δ,
〈c, y〉 = (R− δ)|y| and Eq. (10.3) implies that

|Φ(z)|
d∏

k=1
|s(rkzk)| ≤ ‖Φ|Rd‖∞ e(R′−R+δ)|Im z| ∀ z ∈ Cd with Im z 6= 0

holds for all rk satisfying 0 < rk ≤ δ/
√
d. By continuity the estimate holds true for

all z ∈ Cd. From Lemma 10.14 we obtain constants Ck > 0 such that for each z ∈ Cd

there exists an r ∈ (0, δ/
√
d]d with s(rkzk) 6= 0 and

1
|s(rkzk)|

≤ Ck(1 + |zk|)e−δ|yk|/
√
d (1 ≤ k ≤ d).

Therefore

|Φ(z)| ≤ ‖Φ|Rd‖∞Cδ(1 + |z|)de(R′−R+δ)|y|e−δ|y|1/
√
d ∀ z ∈ Cd,

for some constant Cδ > 0. Since |y| ≤ |y|1, we have

|Φ(z)| ≤ ‖Φ|Rd‖∞Cδ(1 + |z|)de(R′−R+δκ)|Im z| ∀ z ∈ Cd,

where κ := 1− 1/
√
d. From Lemma 10.11 and Corollary 10.12 we find

|Φ(z)| ≤ ‖Φ|Rd‖∞ e(R′−R+δκ)|Im z| ∀ z ∈ Cd.

Now δ → 0 proves (a) for m = 1.
The case m > 1: For u, v ∈ Cm with |u| = |v| = 1 put Au,v : Rd → C,

Au,v(x) :=〈u,A(x)v〉. Then for every g ∈ L2(Rd) we have

0 = 〈u, (I − ER′)TAER[vg]〉 = (I − ER′)TAu,vER[g].

Thus the case m = 1 applies to Au,v. If we let u, v be standard basis vectors, we
see that for every matrix element Aij there exists an entire function Φij such that
Φij|Rd = Aij almost everywhere. Thus if Φ is the matrix-valued function with matrix
elements Φij then Φ|Rd = A almost everywhere, since a finite union of null sets is a null
set. Moreover, we have

|〈u,Φ(z)v〉| ≤ ‖(Φ|Rd)u,v‖∞ e(R′−R)|Im z| ∀ z ∈ Cd.

Since
‖(Φ|Rd)u,v‖∞ = sup

x∈Rd
|〈u,Φ(x)v〉| ≤ ‖Φ|Rd‖∞,

we have
|〈u,Φ(z)v〉| ≤ ‖Φ|Rd‖∞ e(R′−R)|Im z| ∀ z ∈ Cd,

for all u, v with |u| = |v| = 1. Fix z ∈ Cd and let |v| = 1. If Φ(z)v 6= 0 put
w := |Φ(z)v|−1Φ(z)v, then we have

|Φ(z)v| = |〈w,Φ(z)v〉| ≤ ‖Φ|Rd‖∞ e(R′−R)|Im z|.
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It follows
‖Φ(z)‖ ≤ ‖Φ|Rd‖∞ e(R′−R)|Im z|.

(b) Let us first consider the case m = 1. Let [g] ∈ L2(Rd) and R > 0. Then
φ :=ERg vanishes outside the compact ball of radius R centered at the origin. Hence,

h(z) :=(2π)−d/2
∫
Rd
e−i〈p,z〉φ(p) dp

is an entire function satisfying h|Rd = Fφ almost everywhere and

|h(z)| ≤ Che
R|Im z| ∀ z ∈ Cd,

for some constant Ch > 0. Thus

|Φ(z)h(z)| ≤ CChe
(R+δ)|z| ∀ z ∈ Cd.

Since Φh|Rd ∈ L2, Corollary 10.9 implies that there exists a g̃ which vanishes outside
the compact ball of radius R + δ centered at the origin such that F g̃ = Ah|Rd almost
everywhere. Because [g̃] = F−1AFER[g], it follows that (I − ER+δ)TAER[g] = 0.

The case m > 1: Since |Φij(z)| ≤ ‖Φ(z)‖ for all z ∈ Cd, the case m = 1 applies
to Φij(z). Thus for f = (f1, . . . , fm) ∈ L2(Rd,Cm) we have

〈ei, (I − ER+δ)TAER[f ]〉 =
d∑
j=1

(I − ER+δ)TAijER[fj] = 0 ∀ 1 ≤ i ≤ m.

This completes the proof.

If we combine both parts of the Theorem we obtain two important Corollaries.
10.16 Corollary. Let R > 0 and let A : Rd → Cm×m be a bounded measurable matrix-
valued function such that (I − ER′)TAER = 0 for some R′ > R. Then

(I − ES+δ)TAES = 0 ∀S > 0,

where δ :=R′ −R.

Proof. Apply Theorem 10.15 (a) and then (b).

10.17 Corollary. Let Φ : Cd → Cm×m be an entire matrix-valued function such that
Φ|Rd is bounded and

‖Φ(z)‖ ≤ Ceδ|z| ∀ z ∈ Cd,

for some constants C, δ > 0. Then

‖Φ(z)‖ ≤ ‖Φ|Rd‖∞ eδ|Im z| ∀ z ∈ Cd.
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Proof. Put A := Φ|Rd . Theorem 10.15 (b) implies that (I − ER+δ)TAER = 0 for all
R > 0. By part (a) of the same Theroem there exists an entire function Φ̃ : Cd → C
such that Φ̃|Rd = A almost everywhere and

‖Φ̃(z)‖ ≤ ‖Φ̃|Rd‖∞ eδ|Im z| ∀ z ∈ Cd.

Since every continuous function on Rd which vanishes almost everywhere is identically
zero, we must have Φ̃|Rd = Φ|Rd . Hence, Φ̃ and Φ must be identical (see [[Die69]
(9.4.4)]).



11 Unitary One-Parameter Groups of Matrix Mul-
tiplication Operators

11.1. Motivation. Let (V, U,E) be the coordinate space representation of a finite
causal localization. From Theorem 2.14 we have that in the helicity representation
V h(t)[f ] = [Ψt(| · |)f ], where for each t ∈ R, Ψt : C → L(⊕jνjC2j+1) is an exponen-
tially bounded entire matrix-valued function. Then Stone’s Theorem leads us to the
conjecture that Ψt = eith for some entire matrix-valued function h such that h(ρ) is
self-adjoint for all ρ > 0. That this is indeed the case is the subject of Theorem 11.10,
which is needed in the proof of Theorem 2.17.

11.2. Notation. In this section λ will always denote the Lebesgue measure on Rd.
Also, when no confusion is possible, we will abbreviate L2(Rd,Cm, λ) by L2.

11.3 Lemma. Let H be a densely defined self-adjoint linear operator in L2(Rd,Cm, λ)
such that for all [f ] ∈ D(H),

H[f ] = [hf ], (hf)(p) :=h(p)f(p),

where h : Rd → Cm×m is a measurable matrix-valued function. Then h∗ = h λ-a.e. and
the domain of H is

D(H) =
{

[f ] ∈ L2(Rd,Cm, λ) : [hf ] ∈ L2(Rd,Cm, λ)
}
.

Proof. Consider the operator G in L2, G[f ] :=[hf ] with domain

D(G) :=
{

[f ] ∈ L2 : [hf ] ∈ L2
}
.

Obviously, H ⊂ G. Since H is densely defined, so is G, thus G∗ ⊂ H∗ = H.
We show that G is closed. For (f, g) ∈ graph(G) let (fn, Gfn)n∈N be a sequence in

graph(G) converging to (f, g). After having chosen a suitable subsequence, (fn(k))k∈N
and (hfn(k))k∈N converge pointwise almost everywhere to f and g, respectively. Since
(hfn(k))k∈N also converges pointwise almost everywhere to hf , we have that g equals
hf almost everywhere, hence f ∈ D(G) and Gf = g. Thus G is closed.

This implies (cf., e.g., Theorem 13.12 in [Rud91]) that D(G∗) is dense. For
f ∈ D(G∗) and g ∈ D(G) we have 〈f,Gg〉 = 〈G∗f, g〉 = 〈Hf, g〉, thus∫

Rd
〈f(p), (h∗(p)− h(p))g(p)〉 dλ(p) = 0.

For n ∈ N put g(n)
k := ξnbk, where {b1, . . . , bm} is some basis for Cm and ξn is the

characteristic function of

An :=
{
p ∈ Rd : ‖h(p)‖ < n and |p| < n

}
.
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Note that g(n)
k , hg(n)

k and h∗g(n)
k are L2 functions, in particular g(n)

k ∈ D(G). Hence

〈f, (h∗ − h)g(n)
k 〉 = 0 ∀ f ∈ D(G∗).

Since D(G∗) is dense, this implies that for each k ∈ {1, . . . ,m} and each n ∈ N there
exists a set Nk,n of measure zero such that

(h∗(p)− h(p))g(n)
k (p) = 0 ∀ p ∈ Rd \Nk,n.

Let N be the union of all Nk,n. Then N , being a countable union of null sets, is itself
a set of measure zero. If p ∈ Rd \ N , choose n ∈ N such that p ∈ An. So we have
(h∗(p)− h(p))bk = 0 for all k. Hence h∗ = h λ-a.e.

Finally, let g ∈ D(G). Then for all f ∈ D(H) we have

〈Hf, g〉 =
∫
Rd
〈h(p)f(p), g(p)〉 dλ(p) =

∫
Rd
〈f(p), h(p)g(p)〉 dλ(p) = 〈f,Gg〉,

hence g ∈ D(H∗) = D(H), whence H = G.

11.4 Lemma. Let h : Rd → Cm×m be a measurable self-adjoint matrix-valued function
and let H :=L2(Rd,Cm×m, λ). Then W : R → L(H ), W (t)[f ] :=[eith(·)f ] defines a
continuous one-parameter unitary group on H .

Proof. For each t, W (t) is a well-defined linear bounded operator, and it is easy to see
that W (t) is unitary. Let [f ] ∈ L2 and let t, r ∈ R. Then

W (t)(W (r)[f ]) = [p 7→ eith(p)eirh(p)f(p)] = [p 7→ ei(t+r)h(p)f(p)] = W (t+ r)[f ].

Hence W (t)W (r) = W (t+ r) for all t, r ∈ R. It remains to show that W is continuous.
Let tn n→∞−−−→ 0. Obviously the integrand in

‖(W (tn)− I)f‖2 =
∫
Rd
‖(eitnh(p) − Im)f(p)‖2 dλ(p),

vanishes pointwisely for n → ∞, and 4‖f(·)‖2 is an integrable dominating function.
By Lebesgue’s Theorem of Dominated Convergence ‖(W (tn)− I)f‖ n→∞−−−→ 0.

11.5 Proposition. Let V be a continuous one-parameter unitary group on L2(Rd,Cm, λ)
and suppose that for each t ∈ R there exists a measurable matrix-valued function
vt : Rd → Cm×m such that V (t)[f ] = [vtf ] for all [f ] ∈ L2(Rd,Cm, λ). Then there
exists a measurable self-adjoint matrix-valued function h : Rd → Cm×m such that for
every t ∈ R,

vt(p) = exp(ith(p)) λ-a.e. (11.1)
In particular, vt(p) is unitary λ-a.e. Moreover, if Eq. (11.1) holds, then the generator
H for V has the domain

D(H) =
{

[f ] ∈ L2(Rd,Cm, λ) : [hf ] ∈ L2(Rd,Cm, λ)
}

and satisfies H[f ] = [hf ] for every [f ] in D(H).
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Proof. By Stone’s Theorem (cf., e.g., Theorem 13.38 in [Rud91]) there exists a self-
adjoint operator H in L2 such that∥∥∥V (t)[f ]− [f ]

t
− iH[f ]

∥∥∥ t→0−−→ 0 ∀[f ] ∈ D(H).

Thus if (tn)n∈N is a sequence with 0 6= tn
n→∞−−−→ 0, and [f ] ∈ D(H) then∫

Rd

∥∥∥vtn(p)f(p)− f(p)
tn

− i(Hf)(p)
∥∥∥2
dλ(p) n→∞−−−→ 0. (11.2)

Since graph(H) is a subspace of a separable metric space, it is separable, so there
exists a countable set of functions A := {f1, f2, . . .} such that {[f1], [f2], . . .} ⊂ D(H)
and {([fk], H[fk]) : k ∈ N} is dense in graph(H).

By the Riesz-Fischer Theorem, applied for f1, there exists a subsequence (t(1)
n )n∈N

of (tn)n∈N such that

v
t
(1)
n

(p)f1(p)− f1(p)

t
(1)
n

n→∞−−−→ i(Hf1)(p) λ-a.e. (11.3)

If the subsequences (t(1)
n )n∈N, . . . , (t(k−1)

n )n∈N have been chosen, then the limit in Eq.
(11.2) holds for (t(k−1)

n )n∈N and fk. Hence there exists a subsequence (t(k)
n )n∈N of

(t(k−1)
n )n∈N such that Eq. (11.3) holds for (t(k)

n )n∈N and f1, . . . , fk. Because the count-
able union of null sets is a null set, there exists a null set N such that for all k ∈ N we
have

vdn(p)fk(p)− fk(p)
dn

n→∞−−−→ i(Hfk)(p) ∀ p ∈ Rd \N,

where (dn)n∈N is the diagonal sequence given by dn := t(n)
n .

Now put hn :=−i(vdn − I)d−1
n , I being the identity matrix in Cm×m, and let

p ∈ Rd \N . Suppose there is a matrix-valued function F ∈ Am, i.e. the columns of F
are functions from A, such that det(F (p)) 6= 0. Then

‖hm(p)− hn(p)‖ ≤ ‖
(
hm(p)F (p)− (HF )(p)

)
F (p)−1‖

+ ‖
(
hn(p)F (p)− (HF )(p)

)
F (p)−1‖ min(m,n)→∞−−−−−−−−→ 0.

So in this case (hn(p))n∈N converges for n→∞.
In order to see that (hn)n∈N converges λ-a.e., we show that

M :=
{
p ∈ Rd : det(F (p)) = 0 ∀F ∈ Am

}
is a null set. Suppose λ(M) > 0, then there exists a measurable set S ⊂ M such
that 0 < λ(S) < ∞. Consider the function G : Rd → Cm×m, G(p) :=χS(p)I. Since
G ∈ (L2)m and Am is dense in (L2)m, there is a sequence (Fn)n∈N with Fn ∈ Am

satifying Fn n→∞−−−→ G. Thus there exists a null set N0 and a subsequence (Fnk)k∈N such
that

Fnk(p)
k→∞−−−→ G(p) ∀ p ∈ Rd \N0.
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But then for p ∈ S\N0 we have 0 = detFnk(p)
k→∞−−−→ detG(p) = 1, which is impossible.

Hence M must be a null set, and hn converges λ-a.e. to a measurable matrix-valued
function h : Rd → Cm×m, and for all f ∈ A we have

(Hf)(p) = h(p)f(p) ∀ p ∈ Rd \ (N ∪M).

Now for g ∈ D(H) let (gn)n∈N be a sequence in A such that (gn, Hgn) n→∞−−−→
(g,Hg). Then, by Riesz-Fischer, there exists a subsequence (ga(n))n∈N of (gn)n∈N such
that

h(p)ga(n)(p) n→∞−−−→ (Hg)(p) λ-a.e.

Because ga(n)
n→∞−−−→ g (again by Riesz-Fischer) there exists a subsequence (gb(n))n∈N of

(ga(n))n∈N such that
gb(n)(p) n→∞−−−→ g(p) λ-a.e.,

hence
(Hg)(p) = lim

n→∞
h(p)gb(n)(p) = h(p)g(p) λ-a.e.

By Lemma 11.3 we have h = h∗ λ-a.e. and

D(H) =
{

[f ] ∈ L2 : [hf ] ∈ L2
}
.

Thus by changing h on a set of measure zero we may consider h(p) to be a self-adjoint
matrix for all p ∈ Rd.

Finally, Lemma 11.4 implies that W (t)[f ] :=[p 7→ eith(p)f(p)] is a continuous
one-parameter unitary group on L2. Let K be the generator for W . The preced-
ing arguments show that for some null sequence (sn)n∈N, kn :=−i(eisnh − I)/sn con-
verges pointwise λ-a.e. to a measurable matrix-valued function k such that D(K) =
{[f ] ∈ L2 : [kf ] ∈ L2} and K[f ] = [kf ] for all f ∈ D(K). But on the other hand we
have k(p) = h(p) λ-a.e., hence K = H, whence V (t) = W (t). This completes the
proof.

11.6 Lemma. Let v : R→ Cm×m be a matrix-valued function such that v(0) = I and

v(t)v(r) = v(t+ r) ∀ t, r ∈ R.

If v is continuous at some point t0 ∈ R then there exists a unique matrix A ∈ Cm×m

such that
v(t) = etA ∀ t ∈ R.

Proof. Let t ∈ R and let (tn)n∈N be a sequence in R such that tn n→∞−−−→ t. Then

v(tn) = v(tn + t0 − t)v(t− t0) n→∞−−−→ v(t0)v(t− t0) = v(t),

so v is continuous. Let F : R→ Cm×m be given by

F (t) :=
∫ t

0
v(r) dr.
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Since F (0) = 0, F ′(t) = v(t) and F ′(0) = I, we have t−1F (t) − I t→0−−→ 0. Hence there
exists an s > 0 such that ‖s−1F (s) − I‖ < 1. In particular, F (s) is invertible. Then
for t ∈ R we have

v(t)F (s) =
∫ s

0
v(t)v(r) dr =

∫ s

0
v(t+ r) dr =

∫ t+s

t
v(r) dr = F (t+ s)− F (t),

thus
v(t) = (F (t+ s)− F (t))F (s)−1 ∀ t ∈ R.

This implies that v is differentiable. Since v′(t) = v(t)A, where A :=(v(s)− I)F (s)−1,
we have (v(t)e−tA)′ = v(t)Ae−tA − v(t)Ae−tA = 0. Hence v(t)e−tA = v(0)e−0A = I,
whence v(t) = etA for all t ∈ R. From v′(0) = A we see that A is unique.

11.7. The logarithm of an operator. Let X be a complex Banach space. For a
bounded linear operator A on X denote by σ(A) the spectrum of A. If σ(A) ⊂ C\R≤0
then, since log is holomorphic on C\R≤0, log(A) can be defined by means of a Dunford
integral [[Yos65] VIII. 7.]

log(A) := 1
2πi

∫
C

log(λ)(λ− A)−1 dλ,

where C is a rectifiable Jordan curve in C\R≤0 oriented in the positive sense surround-
ing σ(A). We then have

exp(log(A)) = (exp ◦ log)(A) = A,

see [[Yos65] VIII. 7. Corollary 2].
If B is a bounded linear operator on X such that σ(B) ⊂ R+ i(−π, π), the Spec-

tral Mapping Theorem [[Yos65] VIII. 7. Corollary 1] implies σ(exp(B)) = exp(σ(B)) ⊂
C \ R≤0, hence

log(exp(B)) = (log ◦ exp)(B) = B.

Let A be a bounded linear operator on X such that ‖A−I‖ < 1. Then for λ ∈ C
with |λ−1| ≥ 1 we have that A−λI is invertible. Indeed: since ‖(λ−1)−1(A−I)‖ < 1,
B := I − (λ − 1)−1(A − I) is invertible, hence (1 − λ)B = A − λI is invertible. Thus
σ(A) ⊂ U := {z ∈ C : |z − 1| < 1}. By means of

log(z) =
∞∑
k=1

(−1)k+1

k
(z − 1)k ∀ z ∈ U,

and [[Yos65] VIII. 7. Theorem (N. Dunford)] it follows that

log(A) =
∞∑
k=1

(−1)k+1

k
(A− I)k.

By the submultiplicativity of the operator norm it is easy to see that the series con-
verges uniformly on compact subsets of U := {A ∈ Cm×m : ‖A− I‖ < 1}, thus log is
continuous on U .
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If B is a bounded linear operator on X such that ‖B‖ < log(2), then ‖eB− I‖ ≤
e‖B‖ − 1 < 1, hence σ(eB) ⊂ U ⊂ R + i(−π, π) and

log eB = B.

11.8 Lemma. Let v : C→ Cm×m be an entire matrix-valued function. If ‖v(z)−I‖ <
1 for all z in some non-empty open set U , then z 7→ log v(z) is a holomorphic matrix-
valued function on U , and v(z) = elog v(z) for all z ∈ U .

Proof. For n ∈ N define the holomorphic matrix-valued functions An : U → Cm×m,

An(z) :=
n∑
k=1

(−1)k+1

k
(v(z)− I)k.

If K is a compact subset of U , then there exists an α ∈ (0, 1) such that ‖v(z)− I‖ ≤ α
for all z ∈ K. By the submultiplicativity of the operator norm we have ‖(v(z)−I)k‖ ≤
‖v(z)− I‖k ≤ αk, hence

sup
z∈K
‖An(z)− log(v(z))‖ ≤

∞∑
k=n+1

αk

k
n→∞−−−→ 0,

whence z 7→ log(v(z)) is holomorphic on U (see, e.g., [[Rud70] Theorem 10.27] and
note that |Aij| ≤ ‖A‖ for all A ∈ Cm×m).

From ‖v(z) − I‖ < 1 it follows σ(v(z)) ⊂ C \ R≤0. So by 11.7 we have v(z) =
elog v(z).

11.9 Lemma. Let (yn)n∈N be an unbounded sequence in R. Then there exists a t ∈ R
such that (eityn)n∈N does not converge.

Proof. Assume the contrary. Then f(t) := lim
n→∞

eityn defines a function on R with

f(0) = 1, f(s+ t) = f(s)f(t) ∀ s, t ∈ R.

By [[SS11] Chapter 4 Theorem 1.3] – which states that the pointwise limit of continuous
complex valued functions is continuous except on a set of first category – and Lemma
11.6 there exists a y ∈ R such that f(t) = eity for all t ∈ R. By Lebesgue’s Dominated
Convergence Theorem it is

0 = lim
n→∞

1
iyn

(eityn − 1) = lim
n→∞

∫ t

0
eiτyn dτ =

∫ t

0
eiτy dτ.

But this implies y 6= 0 and

0 = 1
iy

(eity − 1) ∀ t ∈ R,

which is impossible.
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11.10 Theorem. Suppose that V : R→ L(L2(Rd,Cm)),

V (t)[f ] :=[wt(| · |)f ]

defines a continuous one-parameter unitary group on L2(Rd,Cm, λ), where for each
t ∈ R, wt : C→ Cm×m is an entire matrix-valued function. Then there exists an entire
matrix-valued function hc : C→ Cm×m such that hc(ρ) is self-adjoint for all ρ ∈ R and

wt(z) = exp(ithc(z)) ∀ z ∈ C, t ∈ R.

Moreover, the generator H for V has the domain

D(H) =
{

[f ] ∈ L2(Rd,Cm, λ) : [hc(| · |)f ] ∈ L2(Rd,Cm, λ)
}
,

and satisfies H[f ] = [hc(| · |)f ] for every [f ] in D(H).

Proof. By Proposition 11.5 there exists a measurable self-adjoint matrix-valued func-
tion h : Rd → Cm×m such that for every t ∈ R,

wt(|p|) = exp(ith(p)) λ-a.e.

Moreover, the generator H for V has the domain

D(H) =
{

[f ] ∈ L2 : [hf ] ∈ L2
}

and satisfies H[f ] = [hf ] for every [f ] in D(H).
For n ∈ N put hn :=−in(w1/n ◦ η− I), where η : Rd → R, η(p) := |p| and I is the

identity matrix on Cm×m. For each n there exists a null set Nn such that

w1/n(|p|) = exp(ih(p)/n) ∀ p ∈ Rd \Nn.

Since the countable union of null sets is a null set, there exists a null set N such that

w1/n(|p|) = exp(ih(p)/n) ∀ p ∈ Rd \N, n ∈ N.

In particular, hn(p) n→∞−−−→ h(p) for all p ∈ Rd \ N . And for all p, p′ ∈ Rd \ N with
|p| = |p′| we have

h(p) = lim
n→∞

hn(p) = lim
n→∞

hn(p′) = h(p′).

Hence, there exists a self-adjoint matrix-valued function k : R≥0 → Cm×m such that

k(|p|) = h(p) ∀ p ∈ Rd \N.

Let µ :=λ ◦ η−1 be the image measure on R≥0. For a fixed t ∈ R let

S :=
{
ρ ≥ 0 : ‖wt(ρ)− eitk(ρ)‖ > 0

}
.
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Since λ is complete and

η−1(S) ⊂ (η−1(S) \N) ∪N =
{
p ∈ Rd \N : ‖wt(|p|)− eith(p)‖ > 0

}
∪N,

we have µ(S) = 0. Thus for each fixed t ∈ R,

wt(ρ) = exp(itk(ρ)) µ-a.e.

For t, r ∈ R there exists a µ-null set St,r such that

wt(ρ)wr(ρ) = wt+r(ρ) ∀ ρ ∈ R≥0 \ St,r.

Let ρ ∈ R :=R≥0 \St,r and assume there exists an open neighborhood U(ρ) of ρ in R≥0
such that U(ρ) ∩R = {ρ}. But then 0 < µ(U(ρ)) = µ(U(ρ) ∩R) = µ({ρ}) = 0, which
is impossible. Hence every point of R is a limit point of R. The Identity Theorem for
holomorphic functions, see, e.g., [[Rud70] Theorem 10.18 fol.], implies

wt(z)wr(z) = wt+r(z) ∀ z ∈ C.

Moreover, since w0(ρ) = I µ-a.e., we have w0(z) = I for all z ∈ C.
Consider the set

G :=
{
z ∈ C : ∃B(z) ∈ Cm×m such that wt(z) = etB(z) ∀ t ∈ R

}
.

Note that if z ∈ G, then B(z) is unique by Lemma 11.6. Thus the set G defines a
function B : G→ Cm×m satisfying wt(z) = etB(z) for all z ∈ G, t ∈ R.
Claim 1. We have R>0 ⊂ G.

Let ρ > 0. For n ∈ N let Rn := {r ≥ 0 : |r − ρ| < 1/n} and fn : R→ Cm×m,

fn(t) :=µ(Rn)−1
∫
Rn
wt(q) dµ(q).

Let t ∈ R be fixed and let ε > 0. Since wt is continuous, there is an N ∈ N such that

‖wt(q)− wt(ρ)‖ ≤ ε ∀ q ∈ RN .

Then for all n ≥ N we have

‖fn(t)− wt(ρ)‖ =
∥∥∥µ(Rn)−1

∫
Rn

(wt(q)− wt(ρ) dµ(q)
∥∥∥

≤ µ(Rn)−1
∫
Rn
‖wt(q)− wt(ρ)‖ dµ(q) ≤ ε.

Thus fn(t) n→∞−−−→ wt(ρ) for each fixed t.
On the other hand, since

fn(t) = µ(Rn)−1
∫
Rn
eitk(q) dµ(q),
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we see that the fn are continuous, indeed: Consider u(t, q) := µ(Rn)−1eitk(q)χRn(q). Let
tj → t. Because ‖u(tj, q)‖ ≤ CχRn(q) for some constant C, we can apply Lebesgue’s
Dominated Convergence Theorem and get

fn(t) =
∫
u(t, q) dµ(q) =

∫
lim
j→∞

u(tj, q) dµ(q) = lim
j→∞

∫
u(tj, q) dµ(q) = lim

j→∞
fn(tj).

If we apply [[SS11] Chapter 4 Theorem 1.3] – which states that the pointwise limit of
continuous complex valued functions is continuous except on a set of first category – to
the matrix entries of fn, we see that t 7→ wt(ρ) is continuous at some point t0 ∈ R. Then
Lemma 11.6 implies that there exists a unique matrix B(ρ) such that wt(ρ) = etB(ρ)

for all t ∈ R. Hence ρ ∈ G.
Claim 2. G is closed.

Let z ∈ G and let (zn)n∈N be a sequence in G converging to z. Then t 7→
fn(t) :=wt(zn) = etB(zn) is a sequence of continuous functions. Since z 7→ wt(z) is
entire, we have lim

n→∞
fn(t) = wt(z) for each t ∈ R. Thus t 7→ wt(z) is the pointwise

limit of continuous functions, and by the same argument as in the previous claim, we
see that wt(z) = etB(z) for all t ∈ R, for a unique matrix B(z). Hence z ∈ G.
Claim 3. (a) For z0 ∈ G and ε > 0 there exists an open neighborhood U of z0 such
that

‖B(z)−B(z0)‖ < ε ∀ z ∈ U ∩G.
(b) If z0 ∈ C is a limit point of G, then there exists an open neighborhood U of z0 such
that U ⊂ G and B is holomorphic on U .

(a) It suffices to show that for every converging sequence (zn)n∈N in G with limit
z0 we have B(zn) n→∞−−−→ B(z0).

Let σ(B) denote the spectrum of B ∈ Cm×m.
Case 1. Suppose ⋃

n≥0
Imσ(B(zn))

is bounded. Then there exists a t > 0 such that

t
⋃
n≥0

Imσ(B(zn)) ⊂ (−π, π).

Thus log etB(zn) = tB(zn) for all n ≥ 0 (see 11.7). We may also assume that t is small
enough such that

‖etB(z0) − I‖ < 1.
Since wt(z0) = etB(z0) and wt is continuous, there is an open neighborhood Ũ of z0 such
that

‖wt(z)− I‖ < 1 ∀ z ∈ Ũ .
Thus z 7→ logwt(z) is holomorphic on Ũ . By the convergence of (zn)n∈N we have zn ∈ Ũ
for all n greater than some integer. So for all n large enough it is

tB(zn) = log etB(zn) = logwt(zn) n→∞−−−→ logwt(z0) = tB(z0).
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Case 2. Suppose ⋃
n≥0

Imσ(B(zn))

is unbounded. Then there exist λn ∈ C and un ∈ Cm such that

‖un‖ = 1, B(zn)un = λnun ∀n ∈ N

and (Imλn)n∈N is unbounded. Since ‖un‖ = 1, we may assume that (un)n∈N converges,
otherwise we consider an appropriate subsequence. Let xn :=Reλn, and yn := Imλn.
Then for each t ∈ R we have

wt(zn)un = etB(zn)un = etλnun = etxneitynun ∀n ∈ N.

Thus
etxn = ‖etxneitynun‖ = ‖wt(zn)un‖ ∀n ∈ N.

Since the right-hand side converges, (etxn)n∈N converges too, and so does (e−txn)n∈N.
But then the right-hand side of

eityn = e−txn〈un, etxneitynun〉 = e−txn〈un, wt(zn)un〉

also converges, and therefore (eityn)n∈N converges for all t ∈ R, which is impossible by
Lemma 11.9.

(b) Let z0 be a limit point of G. Since G is closed, z0 ∈ G, thus wt(z0) = etB(z0)

for all t ∈ R. Hence, there exists an r > 0 such that ‖wr(z0)− I‖ < 1 and ‖rB(z0)‖ <
log(2). By the continuity of wr and by (a) there exists an open connected neighborhood
U ⊂ C of z0 such that

‖wr(z)− I‖ < 1 ∀ z ∈ U

and
‖rB(z)‖ < log(2) ∀ z ∈ U ∩G.

Put A : U → Cm×m,
A(z) := logwr(z)

r

and for t ∈ R define ft : U → Cm×m,

ft(z) := etA(z).

By Lemma 11.8 A is holomorphic, thus ft is holomorphic. Moreover, we have

B(z) = logwr(z)
r

= A(z) ∀ z ∈ U ∩G.

Hence ft(z) = etA(z) = etB(z) = wt(z) for all z ∈ U ∩ G. Since z0 is a limit point of
U ∩G, the Identity Theorem for holomorphic functions implies that ft(z) = wt(z) for
all z ∈ U . Hence U ⊂ G. Since B(z) = A(z) for all z ∈ U , B is holomorphic on U .
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Now we can show that G = C. Since R≥0 ⊂ G, claim 3 implies that G contains
a non-empty open set. Thus the interior of G, denoted as G◦, is non-empty. If z is a
limit point of G◦, then, because G is closed, it follows by claim 3 that z ∈ G◦. So G◦
is closed. Since C is connected we must have G◦ = C, hence G = C.

Finally, if we define hc : C → Cm×m, hc(z) := −iB(z) we have wt(z) = eithc(z)

for all z ∈ C. Claim 3 implies that hc is holomorphic. Thus g(z) :=hc(z) − hc(z)∗ is
also holomorphic. Since wt|R≥0 is unitary µ-a.e., g|R≥0 = 0 µ-a.e. and by continuity
g|R≥0 = 0. The Identity Theorem for holomorphic functions then implies hc(z) = hc(z)∗
for all z ∈ C, thus hc(ρ) is self-adjoint for all ρ ∈ R.



12 Growth Conditions on eith and the Linearity of
h

We show that if eith, where t ∈ R and h is a self-adjoint entire matrix-valued function,
satisfies certain growth conditions, then h must be a linear function. This is a result
inspired by [[Cas84] Lemma 7 fol.].
12.1 Definition. For an exponentially bounded entire function f : Cd → Cm×m let

δ(f) := inf
{
R ≥ 0 : ∃C ≥ 0 such that ‖f(z)‖ ≤ CeR|z| ∀ z ∈ Cd

}
.

12.2 Discussion. If f : Cd → C is an exponentially bounded entire function and
f |Rd ∈ L2, then Corollary 10.10 implies that

|f(z)| ≤ Ceδ(f)|Im z| ∀ z ∈ Cd,

for some constant C > 0. The following Lemma shows a similar conclusion if f |Rd is
bounded.

12.3 Lemma. Let f : Cd → Cm×m be an exponentially bounded entire function such
that f |Rd is bounded. Then

‖f(z)‖ ≤ ‖f |Rd‖∞ eδ(f)|Im z| ∀ z ∈ Cd.

Proof. Put δ := δ(f) and let ε > 0. Then Corollary 10.17 implies

‖f(z)‖ ≤ ‖f |Rd‖∞ e(δ+ε)|Im z| ∀ z ∈ Cd.

Now ε→ 0 completes the proof.

12.4 Lemma. Let f, g, h : C→ C be entire functions such that f = gh 6= 0. If f and
g are exponentially bounded, then so is h. More precisely, if

max(|f(z)|, |g(z)|) ≤ Ceτ |z| ∀ z ∈ C,

for some constants C, τ > 0, then

|h(z)| ≤ C ′e12τ |z| ∀ z ∈ C,

for some constant C ′.

Proof. (The proof makes use of Nevanlinna’s Theory, for a brief introduction and de-
tailed proofs see Appendix H and Lemma H.4). Let M(r, f) := max|z|=r |f(z)| and
let

ln+(α) := max(0, ln(α)) for α > 0.
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Then for all |z| = r > 0 we have, see [[Lev96] Lecture 2 (13) fol.],

lnM(r, h) ≤ 3 ln+M(2r, f/C) + 3 ln+M(2r, g/C)− 3 ln |c| ≤ 12τr − 3 ln |c|,

for some constant c 6= 0. Hence, for all |z| = r > 0 we have

|h(z)| ≤M(r, h) ≤ |c|−3e12τ |z|.

By continuity the inequality also holds for z = 0.

12.5 Proposition. Let h : C → Cm×m be an entire matrix-valued function such that
h(x) is self-adjoint for all x ∈ R. If

‖eith(z)‖ ≤ Ces|z|
N ∀ z ∈ C,

for some constants C, t, s > 0 and N ∈ N, then there exists a constant k > 0 such that

‖h(x)‖ ≤ k(1 + |x|N) ∀x ∈ R.

Moreover, if δ(h) = 0, then h is a polynomial of degree N at most.

Proof. For z ∈ C let µ(z) be an eigenvalue of h(z). Then eitµ(z) is an eigenvalue of
eith(z) and

|eitµ(z)| ≤ ‖eith(z)‖ ≤ Ces|z|
N

.

So we obtain the estimate

−Imµ(z) ≤ lnC
t

+ s

t
|z|N .

Since h(x)∗ = h(x) for all x ∈ R, the entire function z 7→ h(z)∗ − h(z) vanishes on R.
By the Identity Theorem for analytic functions we have h(z)∗ = h(z) for all z ∈ C.
This implies

‖e−ith(z)‖ = ‖(e−ith(z))∗‖ = ‖eith(z)∗‖ = ‖eith(z)‖ ≤ Ces|z|
N ∀ z ∈ C.

Thus Imµ(z) ≤ lnC
t

+ s
t
|z|N , and we have

|Imµ(z)| ≤ cp(z),

where p(z) := 1+ |z|N and c > 0 is some constant independent of µ. Let u(z) :=Reµ(z)
and v(z) := Imµ(z). Then

Re (−µ2) = Re (v2 − u2 − 2iuv) ≤ v2 ≤ c2p2

implies
Re (− tr(h2(z))) ≤ mc2p2(z) ∀ z ∈ C,

and thus we find
|e− tr(h2(z))| = eRe (− tr(h2(z))) ≤ emc

2p2(z).
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This shows that e− tr(h2(·)) is an entire function of finite order, and by Hadamard’s
Factorization Theorem [[Con78] XI.3.4] tr(h2(·)) must be a polynomial of degree 2N
at most. For x ∈ R the matrix h(x) is self-adjoint, therefore ‖h(x)‖ = max |σ(h(x))|,
where σ(h(x)) denotes the spectrum of h(x). Since the eigenvalues for self-adjoint
matrices are real, we have

‖h(x)‖2 = max |σ(h(x))|2 = max σ(h(x))2 = max σ(h2(x)) ≤ trh2(x) ∀x ∈ R.

Thus there exists a constant k > 0 such that

‖h(x)‖ ≤ kp(x) ∀x ∈ R.

Let δ(h) = 0 and 1 ≤ a, b ≤ m. Put ξ±(z) :=hab(z)/(±i + z)N . Then for every
ε > 0 there exists a Cε > 0 such that

|ξ±(z)| ≤ Cεe
ε|z| ∀ z ∈ G± := {w ∈ C : ±Imw ≥ 0} .

Since
|ξ±(x)|2 ≤ k2 (1 + xN)2

(1 + x2)N ≤ 2k2 ∀x ∈ R,

a Corollary of the Phragmén-Lindelöf Theorem (see [[Con78] Corollary VI.4.4 p. 140])
implies that ξ± is bounded in G±. Hence there exists a constant k′ > 0 such that
|hab(z)| ≤ k′p(z) for all z ∈ C. By Liouville’s Theorem hab(z) is a polynomial of degree
N at most.

The following Theorem is inspired by [[Cas84] Lemma 7 fol.].
12.6 Theorem. Let T > 0 and let h : C→ Cm×m be an entire matrix-valued function
such that

(a) h(ρ) is self-adjoint for all ρ ∈ R.

(b) eith(·) is exponentially bounded for every t ∈ [0, T ].

(c) There exists a function f : [0, T ]→ R such that f(0) = 0, f is continuous at 0 and
δ(eith(·)) ≤ f(t) for all t ∈ [0, T ].

Then δ(h) = 0 and there are self-adjoint matrices A,B ∈ Cm×m such that h(z) =
A+Bz for all z ∈ C.

Proof. In view of Proposition 12.5 we only need to show that δ(h) = 0.
By continuity there exists a t0 ∈ (0, T ] such that f(t) < 1 for all t ∈ [0, t0].

Put g : [0, t0] → R, g(t) := supτ∈[0,t] f(τ). Then f(t) ≤ g(t) for all t ∈ [0, t0], g is
monotonically increasing, g(0) = 0 and g is continuous at 0.

For t ∈ [0, t0] define Wt : C→ Cm×m,

Wt(z) :=
∫ t

0
eiτh(z) dτ.



Growth Conditions on eith and the Linearity of h 103

If (zn)n∈N is a converging sequence in C with limit z, then there exists an R ≥ 0 such
that ‖h(zn)‖ ≤ R for all n ∈ N, hence ‖eiτh(zn)‖ ≤ eτR for all n ∈ N, τ ∈ [0, t0].
Since e(·)R is an integrable dominating function, Lebesgue’s Dominated Convergence
Theorem implies that Wt(zn) n→∞−−−→ Wt(z), whence Wt is continuous. Using the power
series of eith(z) we find

ih(z)Wt(z) = eith(z) − I ∀ z ∈ C ∀ t ∈ [0, t0].

Let h̃(z) denote the adjugate5 matrix of h(z). Using the property AÃ = ÃA = det(A)I
we obtain

i det(h(z))Wt(z) = h̃(z)(eith(z) − I).

Note that det(h(·)), h̃ and eith(·) are entire functions. This shows that the matrix
elements of Wt are meromorphic functions, and since Wt is continuous, these functions
must be entire. Hence Wt is entire. Because h(x) is self-adjoint, we have ‖eiτh(x)‖ = 1
for all x ∈ R. By the assumption δ(eiτh(·)) ≤ f(τ) it follows from Lemma 12.3 that

‖eiτh(z)‖ ≤ ef(τ)|Im z| ∀ z ∈ C ∀ τ ∈ [0, T ].

Let t ∈ [0, t0]. Since f(τ) ≤ g(t) for all τ ∈ [0, t], we have

‖Wt(z)‖ ≤
∫ t

0
eg(t)|Im z| dτ = teg(t)|Im z| ∀ z ∈ C.

If W̃t(z) is the adjugate matrix of Wt(z), then

ih(z) det(Wt(z)) = (eith(z) − I)W̃t(z) ∀ z ∈ C ∀ t ∈ [0, t0].

Let i, j ∈ {1, . . . ,m}. Since the determinant of an n×n matrix has n! terms, and each
term contains n products, we have

|W̃t(z)ij| ≤ (m− 1)!tm−1e(m−1)g(t)|Im z| ∀ z ∈ C ∀ t ∈ [0, t0].

This estimate and |(eith(z) − I)ij| ≤ 2eg(t)|Im z| gives

|h(z)ij det(Wt(z))| ≤
m∑
n=1
|(eith(z) − I)in| |W̃t(z)nj| ≤ 2m!tm−1emg(t)|Im z|

for all z ∈ C, t ∈ [0, t0].
In order to apply Lemma 12.4 we show that det(Wt(·)) 6= 0 for sufficiently small

t > 0. Put F : R≥0 → Cm×m, F (t) :=Wt(0). Then F (0) = 0 and F ′(0) = I implies

F (t)
t

= F (t)− F (0)
t− 0

t→0−−→ I.

5The adjugate Ã of a matrix A is given by the matrix elements Ãij :=(−1)i+j det(A(j,i)), where
A(i,j) denotes the (m− 1)× (m− 1) matrix obtained by removing the i-th row and j-th column of A.
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Thus there exists an s ∈ (0, t0] such that

‖t−1Wt(0)− I‖ < 1 ∀ t ∈ (0, s).

Hence detWt(0) 6= 0 for all t ∈ (0, s), whence detWt(·) 6= 0 for all t ∈ (0, s). Suppose
hij 6= 0. Then h(·)ij det(Wt(·)) 6= 0 for all t ∈ (0, s). Since

| det(Wt(z))| ≤ m!tmemg(t)|Im z|,

Lemma 12.4 implies that for each t ∈ (0, s) there exists a Ct > 0 such that

|h(z)ij| ≤ Cte
12mg(t)|z| ∀ z ∈ C.

If hij = 0 then this estimate holds trivially. Because ‖h(z)‖ ≤ κ
∑m
i,j=1 |h(z)ij| for some

constant κ > 0 we have δ(h) ≤ 12mg(t) for all t ∈ (0, s). Now t → 0 completes the
proof.

12.7. Remark and Examples. In the one dimensional case, i.e. m = 1, Hadamard’s
Factorization Theorem shows that the condition δ(eith(·)) <∞ for some t > 0 already

implies that h is a polynomial of degree 1 at most. Considering h(z) :=
(

0 eiz

e−iz 0

)
we see that this is not the case for m > 1. Here we have ‖eith(z)‖ ≤ 2e|Im z|, thus
δ(eith(·)) ≤ 1 for all t ≥ 0, but δ(h) = 1.

The example h(z) :=
(

0 z2

0 0

)
shows that the self-adjointness of h(x) for x ∈ R

is crucial for Proposition 12.5, we have δ(eith(·)) = 0 for all t ≥ 0 and δ(h) = 0, but h
is not a polynomial of degree 1.



Appendices
A Projection- and Positive Operator-Valued

Measures

A.1 Definition. Let (Ω,A ) be a measurable space and let H be a complex Hilbert
space. We say E : A → L(H ) is a projection-valued measure (PVM) if
(a) E(A) is an orthogonal projection for all A ∈ A .

(b) E(Ω) = I, where I denotes the identity operator on H .

(c) For any sequence (An)n∈N of mutually disjoint An ∈ A we have

E
( ⋃
n∈N

An

)
ψ =

∑
n∈N

E(An)ψ ∀ψ ∈H .

If E satisfies
(a′) 0 ≤ E(A) for all A ∈ A ,
instead of (a), then E is called a positive operator-valued measure (POVM).
Since every self-adjoint projection is positive, it is clear that every PVM is a POVM.

The tuple (A , E) will be called complete if N ∈ A and E(N) = 0 implies
S ∈ A for every S ⊂ N .

A.2 Lemma. Let (Ω,A ) be a measurable space, let H be a complex Hilbert space and
let E : A → L(H ) be a PVM or a POVM. Then for all A,B ∈ A we have
(a) E(Ac) = I − E(A).

(b) E(∅) = 0.

(c) A ⊂ B implies E(A) ≤ E(B).

(d) E(A) ≤ I.

(e) E(A ∪B) = E(A) + E(B)− E(A ∩B).
Proof. (a) follows from I = E(Ω) = E(A) + E(Ac). (b) follows from (a). Let A ⊂ B.
Then

E(B) = E(A ∪ (B \ A)) = E(A) + E(B \ A)
implies (c). (d) follows from (c), since E(A) ≤ E(Ω) = I. We have

E(A ∪B) = E(A) + E(B \ A) = E(A) + E(B \ A) + E(A ∩B)− E(A ∩B)
= E(A) + E(B)− E(A ∩B).

This proves (e).

105



106 A. Projection- and Positive Operator-Valued Measures

A.3 Lemma. Let P and Q be projections (not necessarily orthogonal projections). If
PQ+QP = 0 then PQ = 0.

Proof. We have PQ = PPQQ = −PQPQ = PQQP = PQP = −PPQ = −PQ,
hence PQ = 0.

A.4 Lemma. Let (Ω,A ) be a measurable space, let H be a complex Hilbert space and
let E : A → L(H ) be a projection-valued measure. Then

E(A ∩B) = E(A)E(B) ∀A,B ∈ A .

Proof. For A ∈ A we have E(A)E(Ac) = E(A)(I−E(A)) = 0. If A and B are disjoint
we have

E(A ∪B) = (E(A) + E(B))2 = E(A) + E(A)E(B) + E(B)E(A) + E(B)
= E(A ∪B) + E(A)E(B) + E(B)E(A).

Thus E(A)E(B) +E(B)E(A) = 0 and from Lemma A.3 we have E(A)E(B) = 0. For
arbitrary A,B ∈ A we have

E(A)E(B) = (E(A\(A ∩B)) + E(A ∩B))(E(B\(A ∩B)) + E(A ∩B))
= E(A ∩B)E(A ∩B) = E(A ∩B).

A.5 Remark. Note that for the proof of Lemma A.4 the projections E(A) for A ∈ A
need not be orthogonal.

A.6 Lemma. Let H be a complex Hilbert space, and let A,B ∈ L(H ). If 0 ≤ A ≤
B ≤ A then A = B.

Proof. Put C :=B − A. Then we have 0 ≤ 〈ψ,Cψ〉 ≤ 0 for all ψ ∈ H , hence C = 0,
see, e.g., [[Rud91] Theorem 12.7 p. 310], or use 0 = 〈ψ,Cψ〉 = ‖

√
Cψ‖2.

A.7 Definition. Let (Ω,A ) be a measurable space, let H be a complex Hilbert space
and let E : A → L(H ) be a PVM or a POVM. Then (A , E) is called complete, if
S ⊂ N ∈ A and E(N) = 0 implies S ∈ A .

A.8. The completion of a PVM (or a POVM). Let (Ω,A ) be a measurable
space, let H be a complex Hilbert space and let E : A → L(H ) be a PVM (or a
POVM).

Similar to the completion of a measure space [[HS65] Theorem (11.21) p. 155] we
consider the following completion of A and E. Let

N := {S ⊂ Ω : ∃N ∈ A : S ⊂ N,E(N) = 0} .

Define
Ac := {A ∪ S : A ∈ A , S ∈ N } ,

and put
Ec(A ∪ S) :=E(A),
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for A ∈ A and S ∈ N .
By the following statements it is justified to call (Ac, Ec) the completion of

(A , E).

(a) Ac is a σ-algebra.

(b) Ec is a PVM (or a POVM).

(c) (Ac, Ec) is complete, A ⊂ Ac and Ec|A = E.

(d) If (A ′, E ′) is complete such that A ⊂ A ′ and E ′|A = E then Ac ⊂ A ′ and
E ′|Ac = Ec.

Proof. (a) Obviously, Ω ∈ Ac. Let A ∈ A , S ∈ N and N ∈ A such that S ⊂ N
and E(N) = 0. Then (A ∪ S)c = (Ac ∩N c) ∪R, where R :=N ∩ (A ∪ S)c, shows that
(A ∪ S)c ∈ Ac. Let A′1, A′2, . . . ∈ Ac. Then for each k ∈ N let A′k = Ak ∪ Sk, where
Ak ∈ A and Sk ∈ N . Let Nk ∈ A such that Sk ⊂ Nk and E(Nk) = 0 for all k ∈ N.
Put

A :=
⋃
k∈N

Ak, S :=
⋃
k∈N

Sk ⊂ N :=
⋃
k∈N

Nk.

Let M1 :=N1 and put Mk :=Nk \ (N1 ∪ . . . ∪Nk−1) for k > 1. Then Mk ∩Mj = ∅ for
k 6= j and N = ⋃

k∈NMk. Thus for every ψ ∈ H we have E(N)ψ = E(⋃k∈NMk)ψ =
limn→∞

∑n
k=1E(Mk)ψ = 0, sinceMk ⊂ Nk implies E(Mk) ≤ E(Nk) = 0, thus E(Mk) =

0 for all k. Now ⋃
k∈N A

′
k = A ∪ S and E(N) = 0 implies that ⋃k∈N A′k ∈ Ac.

(b) We show that Ec is well-defined. Suppose A1∪S1 = A2∪S2, where A1, A2 ∈ A
and S1, S2 ∈ N . We have to show that E(A1) = E(A2). Let S1 ⊂ N1 and S2 ⊂ N2,
where N1, N2 ∈ A such that E(N1) = E(N2) = 0. Then A2 ⊂ A2 ∪ S2 = A1 ∪ S1 ⊂
A1 ∪N1 implies

E(A2) ≤ E(A1 ∪N1) = E(A1 ∪ (N1 \ A1)) = E(A1) + E(N1 \ A1) = E(A1).

By the same reasoning E(A1) ≤ E(A2). Hence E(A1) = E(A2).
The PVM (or a POVM) properties: By definition Ec(B) is a self-adjoint projec-

tion (or positive) for all B ∈ Ac. Clearly Ec(Ω) = I. Let (Bn)n∈N be a sequence of
mutually disjoint sets in Ac. Let Bn = An ∪ Sn, where An ∈ A and Sn ∈ N , and let
Nn ∈ A such that Sn ⊂ Nn and E(Nn) = 0. Then Ak ∩ Aj = ∅ for all k 6= j. For
ψ ∈H we have

Ec

( ⋃
n∈N

Bn

)
ψ = Ec

(
(
⋃
n∈N

An) ∪ (
⋃
n∈N

Sn)
)
ψ = E

( ⋃
n∈N

An

)
ψ =

∑
n∈N

E(An)ψ

=
∑
n∈N

Ec(An ∪ Sn)ψ =
∑
n∈N

Ec(Bn)ψ,

where we used ⋃k∈N Sk ⊂ N :=⋃
k∈N Nk and E(N) = 0, as shown in (a).
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(c) Let Ec(M) = 0 for someM ∈ Ac and let T ⊂M . Then there exist A,N ∈ A ,
S ∈ N such thatM = A∪S, S ⊂ N and E(N) = 0. By definition Ec(M) = E(A) = 0.
Since T ⊂M = A ∪ S ⊂ A ∪N and

0 ≤ E(A ∪N) = E(A) + E(N \ A) ≤ E(A) + E(N) = 0,

we have T ∈ N , hence T ∈ Ac. A ⊂ Ac and Ec|A = E are obviously true.
(d) Let B ∈ Ac. Then we may write B = A ∪ S, where A,N ∈ A , S ∈ N such

that S ⊂ N and E(N) = 0. Since E ′(N) = E(N) = 0 and by the completeness of
A ′, we have S ∈ A ′. Because A ∈ A ⊂ A ′, we have B = A ∪ S ∈ A ′. Moreover,
0 ≤ E ′(S \ A) ≤ E ′(N) = 0, therefore

E ′(B) = E ′(A ∪ S) = E ′(A) + E ′(S \ A) = E(A) = Ec(B).

This completes the proof.



B The Covering Groups for L↑+ and SO(3)

We summarize, loosely following [[Tha92] Sec. 2.5], some important facts about the
SO(3) and the proper orthochronous Lorentz group L↑+ (also denoted as SO+(1, 3))
and their covering groups, the SU(2) and the SL(2,C).

The Pauli matrices σi (i = 1, 2, 3) and σ0 are the self-adjoint 2 × 2 matrices
given by

σ0 :=
(

1 0
0 1

)
, σ1 :=

(
0 1
1 0

)
, σ2 :=

(
0 −i
i 0

)
, σ3 :=

(
1 0
0 −1

)
.

They satisfy

[σa, σb] = 2i
3∑
c=1

εabcσc, {σa, σb} = 2δab12 (a, b = 1, 2, 3),

where [A,B] :=AB −BA and {A,B} :=AB +BA. Both relations are equivalent to

σaσb = δab12 + i
3∑
c=1

εabcσc (a, b = 1, 2, 3).

The mapping (M,N) 7→ 〈M,N〉 := 1
2 tr(M

∗N) defines a scalar product on C2×2

for which σµ (µ = 0, 1, 2, 3) is an orthonormal base.
Define σ : C4 → C2×2 by

σ(x) :=
3∑

µ=0
xµσµ.

For x ∈ C3 we put σ(x) :=∑3
i=1 xiσi. Since the σµ form a base, σ is a bijection: For

N ∈ C2×2 and y ∈ C4 it is

σ(y) = N ⇐⇒ yλ = 〈σλ, N〉.

Thus
σ(Λ(M)x) = Mσ(x)M∗ (M∗ :=M

T )
defines a mapping Λ : C2×2 → C4×4. In fact, Λ is an algebra homomorphism, for if
M,N ∈ C2×2 we have

σ(Λ(MN)x) = MNσ(x)N∗M∗ = Mσ(Λ(N)x)M∗ = σ(Λ(M)Λ(N)x),

hence Λ(MN) = Λ(M)Λ(N).
It is useful to know that

Λ(M)µν = 〈σµ,MσνM
∗〉 = 1

2 tr(σµMσνM
∗) (B.1)
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and

Λ(M∗) = Λ(M)T , MσµM
∗ = (Λ(M∗)σ)µ :=

3∑
ν=0

Λ(M∗)µνσν , Λ(M) ∈ R4×4,

for all M ∈ C2×2.
The fact that det(σ(x)) = x2

0 − x2
1 − x2

2 − x2
3 for all x ∈ R4 leads to the follow-

ing Theorem, which shows that the restrictions of Λ to SU(2) and SL(2,C) are the
covering homomorphisms for the associated groups.
B.1 Theorem. The homomorphism Λ maps SL(2,C) onto the proper orthochronous
Lorentz group L↑+ and SU(2) onto SO(3). Moreover, Λ−1({14}) = {−12, 12}.



C Finite Dimensional Representations of SU(2)

In this section we review some well-known results. The SU(2) is the group of all unitary
matrices in C2×2 with determinant 1, and the group multiplication is just the ordinary
matrix multiplication. Every B ∈ SU(2) can be written as

B =
(
a −b
b a

)
,

for some a, b ∈ C with |a|2 + |b|2 = 1. A complete system of irreducible strongly
continuous unitary representations of SU(2) is given by D(j) : SU(2)→ L(Pj),

(D(j)(B)f)(z, w) := f(B−1(z, w)) (j ∈ N0/2), (C.1)

where Pj is the set of all homogeneous polynomial of degree 2j in two variables, i.e.

Pj :=
{

(z, w) 7→
2j∑
k=0

ckz
kw2j−k : c0, c1, . . . , c2j ∈ C

}

and B(z, w) :=(B11z + B12w,B21z + B22w), see, e.g., [[Fol95] Sec. 5.4]. We note that
D(j) is not only a representation of SU(2) but also a representation of GL(2,C), i.e.
the set of all invertible matrices in C2×2.

Let D be a strongly continuous unitary representation of SU(2) on a finite di-
mensional vector space V . Define the self-adjoint matrices L1, L2, L3 by

D(exp(iασa/2)) = exp(iαLa).

The existence and uniqueness of these matrices is guaranteed by Stone’s Theorem (see
also Lemma 11.6).
C.1 Lemma. We have the commutator relations

[La, Lb] = i
3∑
c=1

εabcLc.

Proof. Since D is a direct sum of D(j) s, it suffices to consider the representation (C.1)
which is differentiable. Thus

La = −i∂α exp(iαLa)
∣∣∣
α=0

= dD(j)(1) ◦ σa/2,

hence

[La, Lb] = dD(j)(1) ◦ [σa, σb]/4 = dD(j)(1) ◦ i
3∑
c=1

εabcσc/2 = i
3∑
c=1

εabcLc.
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The diagonalization of L3 then leads to the following well-known Theorem (see,
e.g., [Mes61] or almost any book on quantum mechanics)
C.2 Theorem. Let D be an irreducible strongly continuous unitary representation of
SU(2) on a finite dimensional vector space V . Then there exists a j ∈ N0/2 such
that dim V = 2j + 1 and there are vectors |j,−j〉 , |j,−j + 1〉 , . . . , |j, j〉 forming an
orthonormal basis of V satisfying

L3 |j,m〉 = m |j,m〉 ,
L+ |j,m〉 = 2−1/2 ((j +m+ 1)(j −m))1/2 |j,m+ 1〉 ,
L− |j,m〉 = 2−1/2 ((j +m)(j −m+ 1))1/2 |j,m− 1〉 ,

for m ∈ [j] := {−j,−j + 1, . . . , j}, where

L± := L1 ± iL2√
2

.

In this case we denote the representation D as D(j).

C.3 Lemma. Considering D(j) we have

L2 :=
3∑

k=1
L2
k = j(j + 1)I.

In particular, if D is a unitary representation of SU(2) on a finite dimensional vector
space V then L2 commutes with D, and D(j) occurs ν times in the decomposition of D
if and only if j(j + 1) is an eigenvalue of L2 with multiplicity (2j + 1)ν.

Proof. Using
L1 = 1√

2
(L+ + L−) L2 = −i 1√

2
(L+ − L−)

and the commutations relation [L+, L−] = L3 we find

L2 = L2
3 + L+L− + L−L+ = L2

3 + L3 + 2L−L+.

Then by Theorem C.2 it is easy to see that L2 |j,m〉 = j(j + 1) |j,m〉.



D Tensor Products of SU(2) Representations

Let D :=D(j1) ⊗D(j2). The generators for D are then

L3 = L
(1)
3 ⊗ 1 + 1⊗ L(2)

3 , L± = L
(1)
± ⊗ 1 + 1⊗ L(2)

± ,

where L(k)
n are the generators for the representations D(jk).

If ψ(1) is a vector of weight6 m1 with respect to L(1)
3 and if ψ(2) is a vector of

weight m2 with respect to L(2)
3 , then ψ(1) ⊗ ψ(2) is a vector of weight m1 + m2 with

respect to L3, thus we see that in the tensor representation the weights add.
The representation D is (for min(j1, j2) > 0) reducible. By the general theory

of representations of compact groups, D is a direct sum of irreducible representations.
Because 〈j,m|D(j)(eiφσ3/2) |j,m′〉 = δmm′e

iφm we have

D(eiφσ3/2) = diag(αj1 , αj1−1, . . . , α−j1)⊗ diag(αj2 , αj2−1, . . . , α−j2), α := eiφ.

By looking at the highest exponent we see that D(j1+j2) must be a part of this direct
sum. The second highest exponent is j1 + j2 − 1 and it occurs two times, but one of
them is already accounted for by D(j1+j2). Hence D(j1+j2−1) is a part of the direct sum.
If we continue in this manner we find

D(j1) ⊗D(j2) ∼= ⊕j1+j2
k=|j1−j2|D

(k).

We now decompose D(1/2)⊗D(J−1/2) into D(J−1)⊕D(J), where J ≥ 1. Since the
weights add, a vector |k, r〉 in the D(J−1) ⊕D(J) representation corresponds to

|k, r〉′ =
1/2∑

s=−1/2
C(1/2,J−1/2,k)
s,r |1/2, s〉 ⊗ |J − 1/2, r − s〉 for k ∈ {J − 1, J} .

Usually, we omit the prime on |k, r〉′, although |k, r〉 does not really live in C2 ⊗ C2J .
To be more precise one would consider the unitary map T : C2⊗C2J → C2J−1⊕C2J+1,

T−1 |k, r〉 :=
1/2∑

s=−1/2
C(1/2,J−1/2,k)
s,r |1/2, s〉 ⊗ |J − 1/2, r − s〉 for k ∈ {J − 1, J} .

To define the coefficients C(1/2,J−1/2,k)
s,r we must specify the highest weight vectors:

|J, J〉 := γ |1/2, 1/2〉 ⊗ |J − 1/2, J − 1/2〉 ,
|J − 1, J − 1〉 :=α |1/2, 1/2〉 ⊗ |J − 1/2, J − 3/2〉

+ β |1/2,−1/2〉 ⊗ |J − 1/2, J − 1/2〉 ,
6Weight is just a synonym for eigenvalue.
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114 D. Tensor Products of SU(2) Representations

where α, β, γ ∈ C will be defined by means of a phase convention (see below). Since
L+ |J − 1, J − 1〉 = 0, we must have β = −α(2J − 1)1/2, and

〈J − 1, J − 1| J − 1, J − 1〉 = 1
implies that |α|2 + |β|2 = 1, i.e. |α| = (2J)−1/2. Here we will use the convention
[[Mes61] Eq. (XIII.109)]

〈1/2, 1/2| ⊗ 〈J − 1/2,m| |k, k〉 ≥ 0
which leads to

α = (2J)−1/2, β = −
(2J − 1

2J

)1/2
, γ = 1.

In this convention the Wigner 3j symbol satisfies

C(1/2,J−1/2,k)
s,r = (−1)1−J+r√2k + 1

(
1/2 J − 1/2 k
s r − s −r

)
.

D.1 Lemma. We have

C(1/2,J−1/2,J)
s,r =

(
J + 2sr

2J

)1/2
.

Proof by induction on r. Let us abbreviate Cs,r :=C(1/2,J−1/2,J)
s,r . Because the highest

weight vector in D(J) is given by
|J, J〉 = |1/2, 1/2〉 ⊗ |J − 1/2, J − 1/2〉 ,

we must have C1/2,J = 1 and C−1/2,J = 0. Thus the claim is true for r = J . Now
suppose the formula holds for some r ≤ J . Then
|J, r〉 = C1/2,r |1/2, 1/2〉⊗ |J − 1/2, r − 1/2〉+C−1/2,r |1/2,−1/2〉⊗ |J − 1/2, r + 1/2〉 .

Applying L− = L
(1/2)
− ⊗ 1 + 1⊗ L(J−1/2)

− on both sides of this equation we obtain
1√
2

((J + r)(J − r + 1))1/2 |J, r − 1〉

= C1/2,r
1√
2
|1/2,−1/2〉 ⊗ |J − 1/2, r − 1/2〉

+ C1/2,r
1√
2

((J + r − 1)(J − r + 1))1/2 |1/2, 1/2〉 ⊗ |J − 1/2, r − 3/2〉

+ C−1/2,r
1√
2

((J + r)(J − r))1/2 |1/2,−1/2〉 ⊗ |J − 1/2, r − 1/2〉 .

Since

C−1/2,r−1 = C1/2,r + C−1/2,r ((J + r)(J − r))1/2

((J + r)(J − r + 1))1/2

C1/2,r−1 = C1/2,r ((J + r − 1)(J − r + 1))1/2

((J + r)(J − r + 1))1/2 ,

the formula also holds for Cs,r−1 and the proof is complete.
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D.2 Lemma. We have

C(1/2,J−1/2,J−1)
s,r = (−1)s−1/2

(
J − 2sr

2J

)1/2
.

Proof by induction on r. Let us abbreviate Es,r :=C(1/2,J−1/2,J−1)
s,r . The highest weight

vector in D(J−1) is given by

|J − 1, J − 1〉 = α |1/2, 1/2〉⊗ |J − 1/2, J − 3/2〉+β |1/2,−1/2〉⊗ |J − 1/2, J − 1/2〉 .

Since E1/2,J−1 = α and E−1/2,J−1 = β the claim is true for r = J − 1. Now suppose the
formula holds for some r ≤ J − 1. Then

|J − 1, r〉 = E1/2,r |1/2, 1/2〉 ⊗ |J − 1/2, r − 1/2〉
+ E−1/2,r |1/2,−1/2〉 ⊗ |J − 1/2, r + 1/2〉 .

Applying L− = L
(1/2)
− ⊗ 1 + 1⊗ L(J−1/2)

− on both sides of the equation gives

1√
2

((J − 1 + r)(J − r))1/2 |J − 1, r − 1〉

= E1/2,r
1√
2
|1/2,−1/2〉 ⊗ |J − 1/2, r − 1/2〉

+ E1/2,r
1√
2

((J + r − 1)(J − r + 1))1/2 |1/2, 1/2〉 ⊗ |J − 1/2, r − 3/2〉

+ E−1/2,r
1√
2

((J + r)(J − r))1/2 |1/2,−1/2〉 ⊗ |J − 1/2, r − 1/2〉 .

Because

E−1/2,r−1 = E1/2,r + E−1/2,r ((J + r)(J − r))1/2

((J − 1 + r)(J − r))1/2

E1/2,r−1 = E1/2,r ((J + r − 1)(J − r + 1))1/2

((J − 1 + r)(J − r))1/2

the formula also holds for Es,r−1 and the proof is complete.



E The Wigner 3j Symbols

We already encountered someWigner 3j symbols in Appendix D, where we decomposed
D(1/2)⊗D(J−1/2). Considering the general case D(j1)⊗D(j2) one has the decomposition

|J,M〉 =
∑

m1,m2

〈j1j2m1m2|JM〉 |j1,m1〉 ⊗ |j2,m2〉 ,

where J ∈ {|j1 − j2|, . . . , j1 + j2} and 〈j1j2m1m2|JM〉 are the Clebsch-Gordon coeffi-
cients for which one usually stipulates the phase convention [[Mes61] Eq. (XIII.109)]

〈j1j2j1m2|JJ〉 ≥ 0,
in addition to the L± relations of Theorem C.2 for |j1,m1〉 , |j2,m2〉 and |J,M〉. Since
the weights add, we must have 〈j1j2m1m2|JM〉 = 0 if m1 +m2 6= M .

Let us summarize the most important properties of the Wigner 3j symbols
[Wei13], [[Mes61] (C.12) and fol.]. The Wigner 3j symbols are defined as(

j1 j2 J
m1 m2 −M

)
:= (−1)j1−j2+M

√
2J + 1

〈j1j2m1m2|JM〉.

(a) They are all real.

(b) Selection rules: If one or more of the following conditions are not satisfied then
the symbol vanishes:

m1 ∈ [j1], m2 ∈ [j2], M ∈ [J ],
m1 +m2 = M,

|j1 − j2| ≤ J ≤ j1 + j2,

where [j] := {−j,−j + 1, . . . ,+j}.

(c) Symmetries:

(−1)j1+j2+j3
(
j1 j2 j3
m1 m2 m3

)
=
(
jπ(1) jπ(2) jπ(3)
mπ(1) mπ(2) mπ(3)

)
=
(

j1 j2 j3
−m1 −m2 −m3

)
,

whenever π is an odd permutation. In particular, the symbol is invariant under an
even permutation of its columns.

(d) Orthogonality relations: We have∑
m1,m2

(
j1 j2 j3
m1 m2 m3

)(
j1 j2 j′3
m1 m2 m′3

)
= 1

2j3 + 1δj3j
′
3
δm3m′3

for m3 ∈ {−j3, . . . , j3} and |j1 − j2| ≤ j3 ≤ j1 + j2. Moreover,∑
j3,m3

(2j3 + 1)
(
j1 j2 j3
m1 m2 m3

)(
j1 j2 j3
m′1 m′2 m3

)
= δm1m′1

δm2m′2

for m1 ∈ {−j1, . . . , j1} and m2 ∈ {−j2, . . . , j2}.
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E.1. Some special values. For s ∈ [j] we have(
j j 0
−s s 0

)
= (−1)j+s√

2j + 1(
j j 1
−s s 0

)
= −(−1)j+s 2s√

(2j + 2)(2j + 1)2j
for j ≥ 1/2

(
j j + 1 1
−s s 0

)
= −(−1)j+s

√
2
(

(j + 1 + s)(j + 1− s)
(2j + 3)(2j + 2)(2j + 1)

)1/2

see [[Mes61] (C.27)].

E.2. Recursion relations for the Wigner 3j symbol. We have [SG75]

j3A(j3 + 1)
(
j1 j2 j3 + 1
m1 m2 m3

)
= B(j3)

(
j1 j2 j3
m1 m2 m3

)

− (j3 + 1)A(j3)
(
j1 j2 j3 − 1
m1 m2 m3

)
,

(E.1)

where

A(j3) :=
(
j2

3 − (j2 − j1)2
)1/2(

(j1 + j2 + 1)2 − j2
3

)1/2(
j2

3 −m2
3

)1/2
,

B(j3) :=−(2j3 + 1)
(
(j2(j2 + 1)− j1(j1 + 1))m3 − j3(j3 + 1)(m1 −m2)

)
.

E.3 Lemma. Let j ∈ N0/2, let n ∈ {0, 1, . . . , 2j} and let s ∈ [j], then

(−1)j−ssn =
n∑
k=0

αn,k,j

(
j j k
−s s 0

)

for some αn,k,j ∈ R.

Proof. We have (
j j 0
−s s 0

)
= (−1)j+s 1√

2j + 1(
j j 1
−s s 0

)
= −(−1)j+s s√

j(j + 1)(2j + 1)
,

and the recursion relation (E.1) gives(
j j k + 1
−s s 0

)
= − 2(2k + 1)s

(k + 1)
√

(2j + 1)2 − (k + 1)2

(
j j k
−s s 0

)

− k

k + 1

(
(2j + 1)2 − k2

(2j + 1)2 − (k + 1)2

)1/2 (
j j k − 1
−s s 0

)
.

This shows that (−1)j+s
(
j j k
−s s 0

)
is a polynomial in s of degree k where the coef-

ficients depend on k and j.
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E.4 Lemma. For l > n ∈ N0 we have

∑
s∈[j]

sn(−1)j−s
(
j j l
−s s 0

)
= 0.

Proof. For l > 2j the Lemma is trivial, since the selection rules implies that the symbols
are zero. Let 0 ≤ l ≤ 2j. Using Lemma E.3 and the orthogonality relation (and l > n)
we obtain

∑
s∈[j]

sn(−1)j−s
(
j j l
−s s 0

)
=

n∑
k=0

αn,k,j
∑
s∈[j]

(
j j k
−s s 0

)(
j j l
−s s 0

)

=
n∑
k=0

αn,k,j
δkl

2l + 1 = 0.

E.5 Lemma. Let m ∈ [1
2 ]. Then

(
1/2 J − 1/2 J − 1
m s−m −s

)
= 2m(−1)J−s+1

(
J − 2ms

2J(2J − 1)

)1/2

, s ∈ [J − 1], J ≥ 1,

note that m ∈ [1
2 ] and s ∈ [J − 1] implies s−m ∈ [J − 1

2 ]. And
(

1/2 J − 1/2 J
m s−m −s

)
= (−1)J−s+1

(
J + 2ms

2J(2J + 1)

)1/2

, s ∈ [J ], J ≥ 1/2,

note that if m ∈ [1
2 ] and s ∈ [J ], then s−m /∈ [J − 1

2 ] implies J + 2ms = 0, so there is
no need to restrict s−m.

Proof. See Appendix D or use [[Mes61] (C.27)].



F Causal Transformations

Causal transformations have been introduced by Castrigiano [Cas84], they are more
general than causal localizations, which are the main subject of this thesis, so we give
a brief overview of the main results.
F.1 Definition. Let (U,E) be a localization on a complex separable Hilbert space H .
A bounded operator T commuting with U is called a causal transformation if there
is a compact ball K of positive radius such that for each state ψ ∈H localized within
K, i.e. E(K)ψ = ψ, there is a compact region ∆ such that the transformed state Tψ
is localized within ∆, i.e. E(∆)Tψ = Tψ.

The following Lemma shows that the ∆s can be found in a uniform manner, i.e.
they only depend on K and do not depend on the specific state.
F.2 Lemma ([Cas84] Lemma 1). Let T be a causal transformation. Then there exists
a compact ball K ′ ⊃ K concentric with K such that for all states ψ localized within K
we have that Tψ is localized within K ′. In other words: (I − E(K ′))TE(K) = 0.

Proof. (Adapted from [Cas84]). Assume the contrary. Choose f1 ∈ H such that
ψ1 :=E(K)f1 6= 0. Then E(K)ψ1 = ψ1 and since T is a causal transformation, there
exists a compact ball ∆1 of radius ≥ 1 such that E(∆1)Tψ1 = Tψ1. Then, since we
assume the claim to be false, there exists an f2 ∈H such that

E(∆1)TE(K)f2 6= TE(K)f2.

This implies that ψ2 :=E(K)f2 6= 0.
Suppose ψ1, . . . , ψn and ∆1, . . . ,∆n−1 have been chosen. Then there exists a

compact ball ∆n of radius ≥ n such that E(∆n)Tψn = Tψn. Choose fn+1 ∈ H such
that

E(∆n)TE(K)fn+1 6= TE(K)fn+1,

and put ψn+1 :=E(K)fn+1 6= 0.
Since ψn 6= 0 for all n ∈ N, we may assume that ‖ψn‖ = 1 for all n ∈ N. Also

without loss of generality assume that ‖T‖ = 1. For n ∈ N put

β1 := 1, βn+1 := ‖(I − E(∆n))Tψn+1‖ ∈ (0, 1], αn := 3−nβ−1
n

n∏
i=1

βi.

Then ψ :=∑∞
n=1 αnψn ∈ E(K)H . Since T is a causal transformation, there exists a

compact ball ∆ of positive radius such that E(∆)Tψ = Tψ. Let k ∈ N such that
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∆ ⊂ ∆k. Then

0 = ‖(I − E(∆k))Tψ‖ = ‖
∑

n≥k+1
αn(I − E(∆k))Tψn‖

≥ ‖αk+1(I − E(∆k))Tψk+1‖ − ‖
∑

n≥k+2
αn(I − E(∆k))Tψn‖

≥ αk+1βk+1 −
∑

n≥k+2
αn ≥ αk+1βk+1 −

1
2αk+1βk+1 > 0,

which is impossible. Note that αn = 3−1βn−1αn−1 for all n ≥ 2 and αj+n ≤ 3−nαj for
all j, n ∈ N. Thus for all j ≥ 2,

∞∑
n=j

αn =
∞∑
n=0

αj+n ≤ αj
∞∑
n=0

3−n = 1
2αj−1βj−1.

F.3 Lemma. Let (V, U,E) be a causal localization. Then for every t ∈ R, V (t) is a
causal transformation.

Proof. See 2.3.

F.4 Lemma (cf. [Cas84] Lemma 2). Let (U,E) be the coordinate space representation
of a finite localization and let T be a causal transformation commuting with U . Then
there exists an entire matrix-valued function F : C → L(⊕′jνjC2j+1) such that in the
helicity representation

T h[f ] = [F (| · |)f ]

and
‖F (z)‖ ≤ Ceδ|Im z| ∀ z ∈ C,

for some constant C > 0, where δ is the difference between the radii of K ′ and K (cf.
Lemma F.2). Moreover, 〈k, κ, r|F |j, ι, s〉 = 0 for r 6= s.

Proof. (Adapted from [Cas84]). Since T h commutes with Uh, we have that T h com-
mutes with L̂b, L̂b[f ] :=[e−i〈b,·〉f ] for all b ∈ R3. By Theorem G.3 there exists a mea-
surable bounded matrix-valued function M : R3 → Cm×m, m := dim⊕′jνjC2j+1 such
that T h[f ] = [Mf ]. By Lemma F.2 we can apply Theorem 10.15. Thus there exists an
entire function Φ : C3 → Cm×m such that Φ|R3 = X−1MX almost everywhere and

‖Φ(z)‖ ≤ Ceδ|Im z| ∀ z ∈ C3,

for some constant C > 0. Let D(B) :=⊕′jνjD(j)(B), then we have

Φ(p) = D(B(p))M(p)D(B(p)−1) λ-a.e.

Since T commutes with U(0, B), there exists for every B ∈ SU(2) a nullset NB ⊂ R3

such that
D(B)Φ(B−1 · p) = Φ(p)D(B) ∀p ∈ N c

B.
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By continuity this equation must hold everywhere. Then

M(p) a.e.= D(B(p)−1)Φ(p)D(B(p)) = Φ(B(p)−1p) = Φ(|p|e3).

Hence F : C → Cm×m, F (z) := Φ(ze3) satisfies the first part of the Lemma. Lemma
1.13 completes the proof.

Further analysis of these entire functions reveal the main Theorem of [Cas84]:
F.5 Theorem (Castrigiano). Let (U,E) be the coordinate representation of a localiza-
tion. A bounded operator T commuting with U is a causal transformation if and only
if there exists an entire matrix-valued function F : C → ⊕

j∈Ω
νjL(C2j+1) such that in

the helicity representation T h[g] = [F (| · |)g] for all [g] ∈ L2(R3,Cm) and

〈k, κ, r|F (ρ) |j, ι, s〉 = δrs
∑
l

(−1)j−s
√

2l + 1
(

j k l
−s s 0

)
ρl(fjkl(ρ2))κι ∀ ρ ≥ 0,

(F.1)
where fjkl are entire matrix-valued functions of one complex variable such that z 7→

fjkl(z2) are uniformly exponentially bounded and
(

j k l
−s s 0

)
is the Wigner 3j symbol.



G Auxiliary Lemmata

The purpose of this section is to provide theorems and lemmata needed in the proofs
of section 1. I assume that they are well-known, however for the most of them I could
not find any references giving proofs.
G.1 Theorem. Let T be a bounded operator on L2(Rd,Cm, λ), where λ is the Lebesgue
measure on Rd. Then E(∆)T = TE(∆) for all ∆ ∈ B(Rd), where E : B(Rd) →
L(L2(Rd,C, λ)) is the canonical projection valued measure, i.e. E(∆)[f ] = [χ∆f ], χ∆
being the characteristic function of ∆, if and only if there exists an A ∈ L∞(Rd,Cm×m, λ)
such that T [f ] = [Af ].

Proof. For the “only if” part of the Theorem consider first the case for m = 1.
LetK1, K2, . . . be a sequence of compact sets such thatKn ⊂ Kn+1 and

⋃
n∈NKn =

Rd. Let A1 : Rd → C be a representative of [TχK1 ]. If A1, . . . , An have been chosen,
let An+1 : Rd → C be a representative of [TχKn+1 ] such that

An+1(p) = An(p) ∀ p ∈ Kn,

which is possible because

χKnAn+1 = E(Kn)TχKn+1 = TE(Kn)χKn+1 = TχKn = An, λ-a.e.

Put A(p) := lim
n→∞

An(p). Since A is the pointwise limit of a sequence of measurable
functions, it is measurable. We show that A is essentially bounded, i.e. λ(Sβ) = 0 for
some β > 0, where Sβ :=

{
p ∈ Rd : |A(p)| > β

}
. Put S(n)

β :=
{
p ∈ Rd : |An(p)| > β

}
.

Then we have

β2λ(S(n)
β ) ≤

∫
|An|2χS(n)

β

dλ =
∫
|E(S(n)

β )TχKn|2 dλ = ‖Tχ
S

(n)
β
∩Kn
‖2

≤ ‖T‖2‖χ
S

(n)
β
∩Kn
‖2 ≤ ‖T‖2λ(S(n)

β ).

Hence λ(S(n)
β ) = 0 for all n ∈ N if β > ‖T‖, whence λ(Sβ) = 0 for β > ‖T‖.

Thus T ′[f ] :=[Af ] defines a linear bounded operator on L2(Rd,C, λ). It remains
to show that T = T ′. Let ∆ ∈ B(Rd) be a set of finite measure. For ε > 0 choose
n ∈ N such that λ(∆ ∩Kc

n) < ε. Put ∆n := ∆ ∩Kn, then

‖Tχ∆ − T ′χ∆‖ = ‖(T − T ′)(χ∆∩Kn + χ∆∩Kc
n
)‖

≤ ‖(T − T ′)χ∆n‖+ ‖T − T ′‖ε1/2,

and since

‖(T − T ′)χ∆n‖ = ‖Tχ∆n − Anχ∆n‖ = ‖TE(∆n)χKn − Anχ∆n‖
= ‖E(∆n)An − Anχ∆n‖ = 0,
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we have Tχ∆ = T ′χ∆. This shows that Tg = T ′g for all simple functions g, and since
these are dense in L2(Rd,C, λ), we have T = T ′.

For the case m > 1 let {b1, . . . , bm} be an orthonormal basis in Cm. For 1 ≤
i, j ≤ m define the operators Tij on L2(Rd,C, λ) by

Tij[f ] :=〈bi, T [fbj]〉.

Then [Tij, E ′(∆)] = 0 for all ∆ ∈ B(Rd), where E ′(∆)[f ] :=[χ∆f ]. By the case for
m = 1 there exist Aij ∈ L∞(Rd,C, λ) such that Tij[f ] = [Aijf ] for all [f ] ∈ L2(Rd,C, λ).
This implies T [f ] = [Af ] for all [f ] ∈ L2(Rd,Cm, λ).

The “if” part of the Theorem is trivial.

G.2 Corollary. Let T be a bounded operator on L2(Rd,Cm) and let E : B(Rd) →
L(L2(Rd,Cm, λ)) be the canonical projection-valued measure. Then E(S)T = TE(S)
for all S ∈ O, where O denotes the set of all open orthotopes in Rd, if and only if there
exists an A ∈ L∞(Rd,Cm×m, λ) such that T [f ] = [Af ].

Proof. Clearly, O ∪ {∅} is stable under finitely many intersections and we have

B(Rd) = σ(O) = δ(O),

where δ(O) is the smallest Dynkin system containing O. It remains to show that

G :=
{

∆ ∈ B(Rd) : E(∆)T = TE(∆)
}

is a Dynkin system, since then B(Rd) = δ(O) ⊂ G ⊂ B(Rd).
Obviously Rd ∈ G . If ∆ ∈ G , then

TE(∆c) = T (I − E(∆)) = (I − E(∆))T = E(∆c)T,

thus ∆c ∈ G . If ∆1,∆2, . . . is a sequence of mutually disjoint sets in G , then for
f ∈ L2(Rd,Cm, λ) we have

TE(∪n∆n)f = T
∑
n

E(∆n)f =
∑
n

TE(∆n)f =
∑
n

E(∆n)Tf = E(∪n∆n)Tf,

hence ∪n∆n ∈ G .

G.3 Lemma. For t ∈ R and k ∈ {1, 2, . . . , d} define Uk(t) ∈ L(L2(Rd,Cm, λ)) as

Uk(t)[f ] :=[eit〈ek,·〉f ].

Then a bounded operator T commutes with all Uk if and only if there exists an A ∈
L∞(Rd,Cm×m, λ) such that T [f ] = [Af ].
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Proof. The “if” part of the Theorem is trivial. The “only if” part of the Theorem:
Clearly, Uk is a continuous unitary one parameter group. The self-adjoint generator
Hk for Uk is then given by

D(Hk) =
{

[f ] ∈ L2 : [〈ek, ·〉f(·)] ∈ L2
}
, Hk[f ] :=[〈ek, ·〉f(·)].

If [f ] ∈ D(Hk) then the limit t−1(Uk(t) − I)T [f ] for t → 0 exists, since T commutes
with Uk. Hence, TD(Hk) ⊂ D(Hk) and [T,Hk][f ] = 0, whence THk ⊂ HkT . Let
Ek : B(R)→ L(L2) be the projection-valued measure defined as

Ek(M) :=E(
{

(x1, . . . , xd) ∈ Rd : xk ∈M
}

),

where E : B(Rd)→ L(L2) is the canonical projection-valued measure, i.e.

E(∆)[f ] :=[χ∆f ].

Since
∫
u dEk[f ] = [u(〈ek, ·〉)f ] for every simple function u : R→ C, we have

Hk =
∫

id dEk.

By the Spectral Theorem [[Cas11] Ch.5 (7) p. 68] we have [T,Ek] = 0. Considering
that

E((a1, b1)× . . .× (ad, bd)) =
d∏

k=1
Ek((ak, bk)),

we have [T,E(S)] = 0 for all open orthotopes S in Rd. By Corollary G.2 the proof is
complete.

G.4 Lemma. Let λ be the Lebesgue measure on Rd. For y ∈ Rd let Ly be the left
translation operator on L∞(Rd,Cm×m), i.e.

Ly[f ] :=[f(·+ y)].

Then Ly[f ] = [f ] for all y ∈ Rd, if and only if f is constant almost everywhere.

Note. Let y ∈ Rd, then Ly[f ] = [f ] means, that there exists a set Ny of measure zero
such that f(x) = f(x+ y) for all x ∈ Rd \Ny.

Proof. The “if” part of the Theorem is trivial. For the “only if” part of the Theorem
consider first the case for m = 1. The case m > 1 then follows easily, since every
component of f must be constant almost everywhere.

Let f ∈ L∞(Rd,C, λ) such that Ly[f ] = [f ] for all y ∈ Rd. Then by means of f =
u+−u−+i(v+−v−), where u±(x) = max {±Re f(x), 0} and v±(x) = max {±Im f(x), 0},
we see that Ly[u±] = [u±] and Ly[v±] = [v±], hence we may assume without loss of
generality that f is nonnegative.

Let I :=[0, 1]d. Put
c :=

∫
I
f(a) dλ(a).
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Note that
c =

∫
I
f(a+ x) dλ(a) ∀x ∈ Rd.

Let K ⊂ Rd be a compact set. Since∫
K
|f(a+ x)− f(x))| dλ(x) = 0

for every a ∈ Rd, the Fubini-Tonelli Theorem implies

0 ≤
∫
K
|c− f(x)| dλ(x) =

∫
K

∣∣∣ ∫
I
(f(a+ x)− f(x)) dλ(a)

∣∣∣ dλ(x)

≤
∫
K

∫
I
|f(a+ x)− f(x))| dλ(a) dλ(x)

=
∫
I

∫
K
|f(a+ x)− f(x))| dλ(x) dλ(a) = 0.

Hence f = c almost everywhere.

G.5 Lemma. Let λ be the Lebesgue measure on Rd and let A : Rd → Cm×m be a
measurable matrix-valued function. If A[f ] = [0] for all f ∈ C∞c (Rd,Cm) then A = 0
almost everywhere.

Proof. Fix 1 ≤ i, j ≤ m and assume that Aij = 0 not almost everywhere. Then
λ(S) > 0 where

S :=
{
x ∈ Rd : |Aij(x)| > 0

}
.

For n ∈ N put

S0 :=
{
x ∈ Rd : |Aij(x)| > 1

}
Sn :=

{
x ∈ Rd : 1

n+ 1 < |Aij(x)| ≤ 1
n

}
.

Then Si ∩ Sj = ∅ for i 6= j and S = ∪∞n=0Sn. Since 0 < λ(S) = ∑∞
n=0 λ(Sn), there

exists an n ∈ N0 such that 0 < λ(Sn). Then there exists a measurable bounded set
R ⊂ Sn such that 0 < λ(R) <∞. Let f ∈ C∞c (Rd) such that f |R ≥ 1. But then

0 = ‖Afej‖2 ≥
∫
R
|Aij|2dλ ≥ λ(R)(n+ 1)−2 > 0

is a contradiction. Hence Aij = 0 a.e., whence A = 0 a.e.

G.6 Lemma. Let T ∈ L(L2(R3,Cm)), T [f ] :=[Φf ], for some measurable and bounded
matrix-valued function Φ : R3 → Cm×m. Let U : SU(2)→ L(L2(R3,Cm)),

U(B)[f ] :=[f(B−1·)].

Then T commutes with U if and only if there exists a measurable bounded function
Φ̃ : R≥0 → Cm×m such that

Φ(p) = Φ̃(|p|) a.e.
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Proof. The “if” part of the Theorem is trivial. By considering the operators Tij on
L2(R3,C) given by

Tij[f ] :=〈bi, [Φfbj]〉 = [Φijf ],

where {b1, . . . , bm} is an orthonormal basis in Cm and Φij :=〈bi,Φbj〉, we see that it
suffices to prove the case for m = 1.

Put Φ̃ : R≥0 → C,

Φ̃(ρ) :=
∫
SU(2)

Φ(B−1 · ρe3) dµ(B),

where µ denotes the normalized left Haar measure of SU(2). Obviously Φ̃ is bounded,
and since (ρ,B) 7→ B−1 ·ρe3 is continuous, (ρ,B) 7→ Φ(B−1 ·ρe3) is B(R≥0)⊗B(SU(2))
measurable. By Fubini’s Theorem Φ̃ is measurable.

For each p ∈ R3 there exists a B′ ∈ SU(2) such that |p|e3 = B′ ·p. Then by the
invariance of the Haar measure we have

Φ̃(|p|) =
∫
SU(2)

Φ(B−1B′ · p) dµ(B) =
∫
SU(2)

Φ(B−1 · p) dµ(B) ∀p ∈ R3.

Let fR denote the characteristic function of the ball with radius R > 0 centered
at the origin. Then for every B ∈ SU(2) we find

0 ≤
∫
|Φ(B−1·)− Φ|fR dλ = 〈|Φ(B−1·)− Φ|fR, fR〉 ≤ ‖(Φ(B−1·)− Φ)fR‖‖fR‖

= ‖[U(B), T ]fR‖‖fR‖ = 0.

Hence, by Fubini-Tonelli

0 ≤
∫
|Φ̃(| · |)− Φ|fR dλ =

∫ ∣∣∣ ∫
SU(2)

(Φ(B−1·)− Φ) dµ(B)
∣∣∣fR dλ

≤
∫ ∫

SU(2)
|Φ(B−1·)− Φ|fR dµ(B) dλ

=
∫
SU(2)

∫
|Φ(B−1·)− Φ|fR dλ dµ(B) = 0.

This implies Φ̃(| · |) = Φ a.e.

G.7 Lemma. Let µ be a σ-finite measure on B(Rd). If µ is quasi-invariant under
translations, i.e. µ(N) = 0 implies µ(N + a) = 0 for every a ∈ Rd, then µ is equivalent
to the Lebesgue measure λ.

Proof. (cf. [[Wig62] Appendix III.]) Let ν be another σ-finite quasi-invariant measure
on B(Rd) and let N ∈ B(Rd) be a ν null set. Since

0 = ν(N) = ν(N − x) =
∫
χN−x(y) dν(y) ∀x ∈ Rd,
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where χA denotes the characteristic function of A, Fubini-Tonelli implies

0 =
∫ (∫

χN−x(y) dν(y)
)
dµ(x)

=
∫ ∫

χN(x+ y) dν(y) dµ(x) =
∫ ∫

χN(x+ y) dµ(x) dν(y)

=
∫ ∫

χN−y(x) dµ(x) dν(y) =
∫
µ(N − y) dν(y).

Therefore µ(N − (·)) = 0 ν-a.e. and there exists a y0 ∈ Rd such that µ(N − y0) = 0.
Hence µ(N) = µ(N − y0 + y0) = 0.

By interchanging µ and ν, the same reasoning shows that µ(N) = 0 implies
ν(N) = 0. Hence µ and ν are equivalent. Since the Lebesgue measure is σ-finite and
quasi-invariant under translations, the proof is complete.



H Nevanlinna Theory and Related Results

H.1 Lemma. We have ∫ 2π

0
ln sin(θ/2) dθ = −2π ln 2.

Proof. (cf. [[Rud70] 15.17 p. 299] where an equivalent formula is proved in a different
manner.) It is easy to see that the integral exists, for example the right hand side of
|
∫ 1
ε ln sin(θ/2) dθ| ≤ −

∫ 1
ε ln(θ/4) dθ converges for ε → 0. Let I denote the integral,

then

I = 1
2

∫ 2π

0
ln sin2(θ/2) dθ =

∫ π

0
ln sin2(θ) dθ =

∫ π

0
ln((1− cos θ)(1 + cos θ)) dθ

=
∫ π

0
ln(1− cos θ) dθ +

∫ π

0
ln(1 + cos θ) dθ = 2

∫ π

0
ln(1− cos θ) dθ

= 2
∫ π

0
ln(2 sin2 θ/2) dθ = 2π ln 2 + 4

∫ π

0
ln sin(θ/2) dθ = 2π ln 2 + 2I,

hence I = −2π ln 2.

H.2 Lemma. Let (X, d) be a metric space. If U ⊂ X is an open set containing a
compact set K, then there exists an ε > 0 such that⋃

x∈K
Bε(x) ⊂ U,

where Bε(x) := {y ∈ X : d(x, y) < ε}.

Proof. It suffices to show that there exists an ε > 0 such that Bε(x) ⊂ U for all x ∈ K.
Suppose the contrary. Then for every n ∈ N there exists an xn ∈ K such that B1/n(xn)
is not a subset of U . SinceK is compact, there exists a converging subsequence (xnk)k∈N
whose limit, denoted by x, is an element inK. Since U is open, there exists a δ > 0 such
that Bδ(x) ⊂ U . Then there exists a k ∈ N such that xnk ∈ Bδ/3(x) and 1/nk < δ/3.
But then B1/nk(xnk) ⊂ Bδ(x) ⊂ U .

H.3. A Brief Introduction to Nevanlinna Theory. In this number we collect
some well known results on meromorphic functions in order to prove Lemma H.4. The
hurried reader can skip this number, since the Lemma, although in a slightly different
form, can be found in [[Lev96] Lecture 2 (13) fol.].

Poisson Formula. Let f be analytic in a region Ω containing Br(0), then for z =
Reiφ ∈ Br(0) we have

Re f(Reiφ) = 1
2π

∫ 2π

0

r2 −R2

r2 − 2rR cos(φ− θ) +R2Re f(reiθ) dθ.
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Note that

Re
(
reiθ +Reiφ

reiθ −Reiφ

)
= Re

(
1 +R/rei(φ−θ)

1−R/rei(φ−θ)

)

= 1− (R/r)2

1− 2R/r cos(θ − φ) + (R/r)2 = r2 −R2

r2 − 2rR cos(φ− θ) +R2 .

Proof. (Adapted from [Hol73] Theorem 3.2.1, p. 42) By Lemma H.2 there exists an
r′ > r such that Br′(0) ⊂ Ω. Thus f has a power series representation

f(z) =
∞∑
n=0

(αn + iβn)zn ∀ z ∈ Br′(0),

for some αn, βn ∈ R, cf. [[Rud70] Theorem 10.16, p. 208]. For R < r and φ ∈ [0, 2π)
we have

f(Reiφ) =
∞∑
n=0

(αn + iβn)Rneinφ.

Put u(Reiφ) :=Re f(Reiφ), then

u(Reiφ) =
∞∑
n=0

(αn cos(nφ)− βn sin(nφ))Rn,

α0 = 1
2π

∫ 2π

0
u(reiθ) dθ,

and

αnr
n = 1

π

∫ 2π

0
u(reiθ) cos(nθ) dθ ∀n ∈ N,

βnr
n = − 1

π

∫ 2π

0
u(reiθ) sin(nθ) dθ ∀n ∈ N.

Thus

u(Reiφ) = 1
2π

∫ 2π

0
u(reiθ) dθ

+ 1
π

∞∑
n=1

Rn

rn

∫ 2π

0
u(reiθ) (cos(nφ) cos(nθ) + sin(nφ) sin(nθ)) dθ

= 1
π

∫ 2π

0
u(reiθ)

(
1
2 +

∞∑
n=1

cos(n(φ− θ))R
n

rn

)
dθ,

where we used the uniform convergence to interchange summation and integration.
Now let γ :=φ− θ and x :=R/r, then

1
2 +

∞∑
n=1

cos(nγ)xn = Re
(

1
2 +

∞∑
n=1

(xeiγ)n
)

= 1
2Re

(
1 + xeiγ

1− xeiγ

)
.
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The Poisson-Jensen Formula. Let f be analytic in a region Ω which contains
Br(0) and let a1, . . . , an be the zeros of f in Br(0) repeated according to multiplicity.
If |z| < r and f(z) 6= 0 then

ln |f(z)| = −
n∑
k=1

ln
∣∣∣∣∣ r2 − akz
r(z − ak)

∣∣∣∣∣+ 1
2π

∫ 2π

0
Re

(
reiθ + z

reiθ − z

)
ln |f(reiθ)| dθ.

Note that if f 6= 0 is analytic in a bounded region Ω, then f has only finitely many
zeros in Ω, otherwise the zeros of f would have a limit point z0 and by continuity
f(z0) = 0, by the Identity Theorem f = 0.

Proof. [Adapted from [Hol73] 3.4, p. 47] If f has no zeros in Br(0), then there exists an
r′ > r such that Br′(0) ⊂ Ω and f(z) 6= 0 for all z ∈ Br′(0). Then [[Con78] Corollary
IV.6.17 p. 94] implies that there exists an analytic function g : Br′(0) → C such that
f(z) = eg(z) for all z ∈ Br′(0). Thus |f(z)| = eRe g(z), hence ln |f | is the real part of a
function analytic in a region containing Br(0). The Poisson Formula implies

ln |f(z)| = 1
2π

∫ 2π

0
Re

(
reiθ + z

reiθ − z

)
ln |f(reiθ)| dθ.

Now let a1, . . . , an be the zeros of f in Br(0) repeated according to multiplicity.
Then by [[Con78] Corollary IV.3.9 p. 79] there exists an analytic function g : Br(0)→ C
such that g(z) 6= 0 for all z ∈ Br(0) and

f(z) = g(z)
n∏
k=1

(z − ak) ∀ z ∈ Br(0).

Applying the previous step to g, it remains to show that

ln |z − a| = − ln
∣∣∣∣∣ r2 − az
r(z − a)

∣∣∣∣∣+ 1
2π

∫ 2π

0
Re

(
reiθ + z

reiθ − z

)
ln |reiθ − a| dθ,

for z, a ∈ Br(0), z 6= a. It suffices to prove that

ln |r − az

r
| = 1

2π

∫ 2π

0
Re

(
reiθ + z

reiθ − z

)
ln |reiθ − a| dθ ∀ z ∈ Br(0).

To see this, consider h(z) := ln(r−az/r) which is analytic in Br(0) [Note that r−az/r ∈
Br(r) for all z ∈ Br(0)]. Since

Reh(reiφ) = ln |r − aeiθ| = ln |reiθ − a|,

the Poisson formula implies

ln |r − az

r
| = Reh(z) = 1

2π

∫ 2π

0
Re

(
reiθ + z

reiθ − z

)
Reh(reiθ) dθ

and the poof is complete.
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We now discuss the Poisson-Jensen Formula for the special case where z = 0.
Let f be an analytic function in an open set containing Br(0) such that f(z) 6= 0

for all z ∈ Br(0), then the Poisson-Jensen Formula implies

ln |f(0)| = 1
2π

∫ 2π

0
ln |f(reiθ)| dθ. (H.1)

Eq. (H.1) still holds if f has a zero of modulus r. To see this let f(z) = (z −
reiφ)g(z), then ln |f(reiθ)| = ln |g(reiθ)|+ ln r + ln |eiθ − eiφ|. Since∫ 2π

0
ln |eiθ − eiφ| dθ =

∫ 2π

0
ln |eiθ − 1| dθ = 2π ln(2) +

∫ 2π

0
ln sin(θ/2) dθ = 0,

by Lemma H.1, and since Eq. (H.1) holds for g, we have

1
2π

∫ 2π

0
ln |f(reiθ)| dθ = 1

2π

∫ 2π

0
ln |g(reiθ)| dθ + ln r = ln |g(0)|+ ln r = ln |f(0)|.

Now suppose f has a zero of modulus less than r, say at a. Following [[Con78]
XI.1.2 p. 280] we put

F (z) := f(z) r
2 − az

r(z − a) ,

then F is analytic in an open set containing Br(0) and F (z) 6= 0 for all z ∈ Br(0).
Hence Eq. (H.1) holds for F and since

|F (z)| = |f(z)|
∣∣∣∣∣ r2 − az
r(z − a)

∣∣∣∣∣ = |f(z)| for z = reiθ,

we have
1

2π

∫ 2π

0
ln |f(reiθ)| dθ = ln |F (0)| = ln

∣∣∣∣1af(0)r
∣∣∣∣ .

By means of f̃(z) := 1/f(z) we can generalize Eq. (H.1) in case of a pole. We
thus obtain:
Jensen’s Formula. Let f 6= 0 be a meromorphic function on C with zeros a1, a2, . . .
and poles b1, b2, . . . repeated according to multiplicity and arranged with non decreasing
moduli. If f(0) 6= 0, then for r > 0 we have

ln
(∣∣∣∣∣ b1 · · · bn
a1 · · · am

f(0)
∣∣∣∣∣ rm−n

)
= 1

2π

∫ 2π

0
ln |f(reiθ)| dθ, (H.2)

where a1, . . . , am are the zeros and b1, . . . , bn are the poles of f in Br(0).
We now go further, following [[Hol73] 9.1, p. 163] and consider the case where f

has a zero or a pole at the origin.
Case I. Suppose f has a zero of order k at 0. Put

g(z) :=

z−kf(z), z 6= 0
c, z = 0,

where c := 1
k!f

(k)(0) 6= 0.
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Then we may apply (H.2) to g and we obtain

ln
(∣∣∣∣∣ b1 · · · bn
a1 · · · am

∣∣∣∣∣ rm−n
)

+ ln |c| = 1
2π

∫ 2π

0
ln |f(reiθ)| dθ − k ln r.

Case II. Now suppose f has a pole of order k at 0. Put

g(z) :=

zkf(z), z 6= 0
c, z = 0,

where c := lim
z→0

zkf(z) 6= 0.

Applying (H.2) to g we find

ln
(∣∣∣∣∣ b1 · · · bn
a1 · · · am

∣∣∣∣∣ rm−n
)

+ ln |c| = 1
2π

∫ 2π

0
ln |f(reiθ)| dθ + k ln r.

Before we combine both cases we need the following

Lemma. Let f 6= 0 be a meromorphic function on C. If n(r, 0) is the number of zeros
of f in Br(0) counted according to their multiplicity, then

ln
(

rm

|a1 · · · am|

)
=
∫ r

0

n(t, 0)− n(0, 0)
t

dt,

where a1, . . . , am are the zeros of f in Br(0) \ {0}. Similarly, let n(r,∞) denote the
number of poles of f in Br(0), then

ln
(

rn

|b1 · · · bn|

)
=
∫ r

0

n(t,∞)− n(0,∞)
t

dt,

where b1, . . . , bn are the poles of f in Br(0) \ {0}.

Proof. We have

ln
(

rm

|a1 · · · am|

)
= m ln r −

m∑
j=1

ln |aj| =
m−1∑
j=1

j(ln |aj+1| − ln |aj|) +m(ln r − ln |am|)

=
m−1∑
j=1

j
∫ |aj+1|

|aj |

1
t
dt+m

∫ r

|am|

1
t
dt.

For |aj| ≤ t < |aj+1| we have j = n(t, 0)−n(0, 0), which proves the first equation. The
second equation follows similarly.

The general case. Let f 6= 0 be a meromorphic function on C. Define

N(r, f) :=
∫ r

0

n(t,∞)− n(0,∞)
t

dt+ n(0,∞) ln r.
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[Note that if n(0, 0) > 0, then n(0,∞) = 0 and vice versa.] We have

N(r, 1/f)−N(r, f) = 1
2π

∫ 2π

0
ln |f(reiθ)| dθ − ln |c|. (H.3)

The notation uses the fact that the poles of f are zeros of 1/f .
The characteristic function. Define ln+ α := max(lnα, 0) for α > 0. Then ln and
ln+ are related by

lnα = ln+ α− ln+ 1
α
, ∀α > 0.

Put
m(r, f) := 1

2π

∫ 2π

0
ln+ |f(reiθ)| dθ.

By (H.1) fol. the integral is well-defined even if f(reiθ0) = 0 for some θ0 ∈ [0, 2π]. The
characteristic function of f is defined as

T (r, f) :=m(r, f) +N(r, f).

Now Eq. (H.3) may be written as

T (r, 1/f) = T (r, f)− ln |c|. (H.4)

Lemma. Let f, g be meromorphic functions then

T (r, fg) ≤ T (r, f) + T (r, g)

see [[Lev96], Lecture 2 Problem 1].

Proof. It is easy to check that m(r, fg) ≤ m(r, f) + m(r, g). If z0 is a pole of fg,
then it must be a pole of f or g, hence nfg(t,∞) ≤ nf (t,∞) + ng(t,∞), whence
N(r, fg) ≤ N(r, f) +N(r, g).

Growth of entire functions. For an entire function f we define

M(r, f) := max
|z|=r
|f(z)| (r ≥ 0).

By the Maximum Principle M(r, f) = max|z|≤r |f(z)|, so the function r 7→ M(r, f)
increases monotonically.

We finish this number with a Theorem that relates the characteristic function to
the growth of an entire function.
Theorem. Let f 6= 0 be an entire function, then

T (r, f) ≤ ln+M(r, f) ≤ R + r

R− r
T (R, f) for 0 < r < R.

In particular (taking R = 2r) we have ln+M(r, f) ≤ 3T (2r, f).
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Proof. (Adapted from [[Hol73] Theorem 9.4.2 p. 174]) Since f has no poles we have
N(r, f) = 0, thus T (r, f) = m(r, f). The left-hand inequality is thus

1
2π

∫ 2π

0
ln+ |f(reiθ)| dθ ≤ ln+ max

|z|=r
|f(z)|,

which is clearly true.
Choose φ such that |f(reiφ)| = M(r, f) 6= 0. Then by the Poisson-Jensen Formula

for z = reiφ we have

ln |f(reiφ)| = −
n∑
k=1

ln
∣∣∣∣∣ R2 − akz
R(z − ak)

∣∣∣∣∣+ 1
2π

∫ 2π

0
Re

(
Reiθ + z

Reiθ − z

)
ln |f(Reiθ)| dθ,

where a1, . . . , an are the zeros of f in BR(0). Since |R(z − ak)| ≤ |R2 − akz| and

0 ≤ R− r
R + r

≤ Re
(
Reiθ + reiφ

Reiθ − reiφ

)
= R2 − r2

R2 − 2rR cos(φ− θ) + r2 ≤
R2 − r2

(R− r)2 = R + r

R− r
,

we have
lnM(r, f) ≤ R + r

R− r
1

2π

∫ 2π

0
ln+ |f(Reiθ)| dθ = R + r

R− r
T (R, f).

Note that R + r

R− r
T (R, f) ≥ 0, hence ln+M(r, f) ≤ R + r

R− r
T (R, f).

The following Lemma is motivated by [[Lev96] Lecture 2 (13) fol.].

H.4 Lemma. Let f, g and h be entire functions, such that f = gh 6= 0. Suppose

max(|f(z)|, |g(z)|) ≤ Ceτ |z| ∀ z ∈ C,

for some constants C, τ > 0. Then

|h(z)| ≤ C ′e12τ |z| ∀ z ∈ C,

for some constant C ′.

Proof. By assumption C > 0. Let r > 0, then we have lnM(r, h) ≤ 3T (2r, h) =
3T (2r, f/g) ≤ 3T (2r, f/C)+3T (2r, C/g) = 3T (2r, f/C)+3T (2r, g/C)−3 ln |c|, where
c := 1

k!g
(k)(0)/C if 0 is a zero of g of order k, hence

lnM(r, h) ≤ 3 ln+M(2r, f/C) + 3 ln+M(2r, g/C)− 3 ln |c| ≤ 12τr − 3 ln |c|,

whence, for all |z| = r > 0 we have

|h(z)| ≤M(r, h) ≤ |c|−3e12τ |z|.

By continuity the inequality also holds for z = 0.



I A Note on Schur’s Lemma

Schur’s Lemma is usually formulated for unitary representations of some group, here
we present a useful generalization.

Let H be a complex separable Hilbert space and let T be a nonempty subset
of L(H ) such that A ∈ T implies A∗ ∈ T . We then say that T is reducible if there
exists a nontrivial closed subspace M ⊂H such that

AM ⊂M ∀A ∈ T.

In this case we say that M is an invariant subspace. T is said to be irreducible if it
is not reducible. The set

C := {C ∈ L(H ) : [C,A] = 0 for all A ∈ T}

is called the commutant of T .
I.1 Theorem. The following statements hold.

(a) If M is an invariant closed subspace for T , then M⊥ is invariant.

(b) Let T be reducible and let M be a nontrivial invariant closed subspace. Let P ∈
L(H ) denote the orthogonal projection onto M . Then P ∈ C . In particular C
contains nontrivial operators.

(c) If S ∈ C , then S∗ ∈ C .

(d) If R, S ∈ C and α, β ∈ C, then αR + βS ∈ C .

(e) If there exists an S ∈ C which is not a multiple of I, then T is reducible.

Proof. (a) Let ψ ∈ M⊥. Then 〈φ,Aψ〉 = 〈A∗φ, ψ〉 = 0 for all A ∈ T , φ ∈ M ,
hence Aψ ∈ M⊥. (b) Let A ∈ T . Then AP = PAP and A∗P = PA∗P . Hence
AP = (PA∗P )∗ = (A∗P )∗ = PA. (c) Let A ∈ T then AS∗ = (SA∗)∗ = (A∗S)∗ = S∗A.
(d) This is obvious. (e) (Adapted from [[Fol95] 3.5]) S+S∗ or i(S−S∗) is not a multiple
of I. Since these operators are self-adjoint, (c) and (d) implies that C contains a self-
adjoint operator R which is not a multiple of I. By means of the spectral measure L
of R we then have a nontrivial projection in C . Thus there exists a nontrivial closed
invariant subspace.

Statements (b) and (e) are known as a part of Schur’s Lemma: T is irreducible
if and only if its commutant contains only scalar multiples of the identity operator.

The notion of irreducibility then naturally applies to causal localizations (V, U,E)
by considering the set

T := {V (t) : t ∈ R} ∪ {U(g) : g ∈ ISU(2)} ∪
{
E(∆) : ∆ ∈ B(R3)

}
.

Similarly the notion can be applied for relativistic localizations.
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