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Abstract 

Magnetic resonance imaging (MRI) is a versatile and powerful tool to access a wide range of 
physical and biochemical properties and obtain relevant medical conclusions. Based on proton 
imaging, the method has undergone continuous development and presently, other 
magnetically active nuclei can be used for imaging. The breakthrough for non-proton nuclear 
magnetic resonance (NMR) imaging was achieved in 2003 with the development of 
“dissolution DNP” (dynamic nuclear polarization), which allows the hyperpolarization of 13C-
carbons and other magnetically active nuclei and the subsequent transition into a dissolved 
state without losing the enhanced signal intensities. Thereafter, biologically relevant 
molecules, such as pyruvate, alanine, and acetate, could be carbon-13 labeled, hyperpolarized, 
injected, and observed in vivo in an NMR imaging system. The non-invasive acquisition 
allows the observation of the distribution and metabolic conversion of the labeled molecules 
in vivo and therefore the characterization of diverse disorders, e.g., cancerogenous tissue. The 
development of different hyperpolarizable molecules led to the development of 13C-
bicarbonate as an in vivo pH marker in 2008. Although alteration of pH come along with 
disorders like tumors, alkalosis/acidosis, and inflammations, no clinical tool has yet been 
established to detect spatially resolved pH distributions in a non-invasive manner. pH 
detection via hyperpolarized 13C-bicarbonate is highly signal-to-noise ratio (SNR) limited, 
which has thus far prevented a broader application of the technique. 
In this work, the method was investigated and systematically improved in order to enhance 
the limited in vivo signal of the hyperpolarized 13C-bicarbonate and create a robust method for 
pH imaging. The development process begins with theoretical simulations and quantifications 
of the sensitivity and proceeds to the chemically optimized conditioning of the sample and 
signal-optimized excitation pulses and acquisition techniques. This approach sufficiently 
improved the method’s robustness, so that preclinical pH imaging at a clinical 3 T scanner 
could be performed. First, spatial in vitro pH distributions were measured, and the spatial 
distributions of hyperpolarized 13C-bicarbonate in rat organs were determined. Subsequently, 
pH maps of acute metabolic alkalosis and induced sterile inflammations could be detected. 
The optimization of the method provides a robust tool for future application in clinical pH 
imaging with non-invasive magnetic resonance tomography. 
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Zusammenfassung 

Die Magnetresonanztomographie (MRT) ist ein vielseitiges und leistungsstarkes Werkzeug 
um unterschiedliche physikalische und biochemische Informationen zu gewinnen und 
medizinisch relevante Rückschlüsse daraus zu ziehen. Die grundsätzliche Methode der 
Protonenbildgebung wurde im Laufe der Jahre kontinuierlich weiter entwickelt, so dass 
heutzutage auch andere, magnetisch aktive Kerne zur Bildgebung genutzt werden können. 
Der Durchbruch der nicht Proton basierenden NMR gelang 2003 mit der Methode der sog. 
„Dissolution-DNP“ (engl.: dynamic nuclear polarization), die es ermöglicht 13C-Kohlenstoffe, 
aber auch andere magnetisch aktive Kerne, zu hyperpolarisieren und in Lösung zu bringen, 
ohne dass die verstärkten Signalintensitäten verloren gehen. Von da an konnten biologisch 
relevante Moleküle wie z.B. Pyruvat, Alanin und Acetat markiert, hyperpolarisiert, injiziert 
und im Kernspintomographen räumlich dargestellt werden. Nicht-invasive Aufnahmen der 
markierten Moleküle erlauben es Verteilung und metabolische Konversion im Organismus zu 
verfolgen und so unterschiedliche Krankheiten, z.B. Tumorgewebe zu detektieren. Die 
Entwicklung unterschiedlicher hyperpolarisierbarer Moleküle führte 2008 zur Entwicklung 
von 13C-Bicarbonat als Marker für die räumliche in vivo pH Verteilung. Obwohl verschiedene 
Krankheiten wie z.B. Tumore, Azidosen/Alkalosen und Entzündungen mit einem veränderten 
pH einhergehen, fehlen bisher in der klinischen Anwendung Werkzeuge, die den pH Wert 
nicht-invasiv und in räumlicher Verteilung darstellen können. Die Methode der pH 
Bildgebung mittels hyperpolarisiertem 13C-Bicarbonat ist stark signalimitiert, was eine breite 
Anwendung bisher verhinderte. 
In dieser Arbeit wird die Methode systematisch untersucht und verbessert um das bisher 
limitierte in vivo Signal des hyperpolarisierten 13C-Bicarbonats zu verstärken und optimal zu 
nutzen um so eine robuste pH Bildgebung zu ermöglichen. Angefangen bei theoretischen 
Simulationen und Quantifizierung der Sensitivität, über die optimierte chemische 
Aufbereitung des Stoffes, bis hin zu signaloptimierten Anregungspulsen und 
Aufnahmetechniken wurde die Methode so weit verbessert, dass eine robuste präklinische pH 
Bildgebung an einem klinischen 3 T Kernspintomographen möglich ist. Zunächst wurde in in 
vitro Experimenten die räumliche pH Verteilung charakterisiert und die Verteilungen von 
hyperpolarisiertem 13C-Bicarbonat in Organen gesunder Ratten gemessen. Anschließend 
konnten pH Verteilungen bei akuter metabolischer Alkalose und induzierte sterile 
Entzündung detektiert werden. 
Die in dieser Arbeit optimierte Methode liefert ein robustes Werkzeug für zukünftige 
Anwendungen in der klinischen pH Bildgebung, mittels nicht invasiver 
Magnetresonanztomographie. 
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1. Introduction and motivation 

The non-invasive method of nuclear magnetic resonance (NMR), either in the spectroscopic 
(MRS) but even more in the imaging domain (MRI), has evolved to be an indispensable tool 
in medical diagnostics. After the discovery of the quantum mechanical properties of nuclei in 
1922 by Stern and Gerlach [1], the first spectroscopic applications developed by Bloch and 
Purcell [2,3] in 1946 were awarded the Nobel Prize in 1952. Subsequently, the method was 
mostly implemented for structural analysis of complex molecules. In 1973, Mansfield and 
Lauterbur [4,5] spatially encoded the acquired NMR information by varying magnetic field 
gradients and their work was recognized with the 2002 Nobel Prize. Thereafter, the promising 
method of spatial signal determination of in vivo compartments generated a vast variety of 
applied NMR techniques detecting a plethora of different parameters, including T1-, T2-, T2

*- 
relaxations, blood flow, perfusion, brain activity and changes in diffusion. With the help of 
this previously inaccessible information, researchers were able to introduce new fields of 
diagnostics and improve treatment and therapy. Examples of the variety of novel medical 
imaging methods are the applications in the fields of diffusion and perfusion MRI [6,7], 
subsequently developed from this fast-acquisition real-time MRI of organs [8], and brain 
imaging applications with functional MRI (fMRI) [9,10]. The theoretical principles of NMR 
are described in chapter 2.1.1 followed by the advanced method of signal enhancement 
(chapter 2.1.2) the magnetization-preserving excitation method (chapter 2.1.3), and the 
frequency separation technique (chapter 2.1.4). 
The developments in the field of hyperpolarization allow the in vivo detection of labeled 
molecules other than protons. Dissolution dynamic nuclear polarization (DNP) allows the 
following of pathways and conversion of the molecules directly and spatially resolved in time 
ranges, which cannot be observed by other methods [11,12]. NMR signals from 13C-labeled 
molecules can be enhanced up to a factor of 104 and can be used to follow the distribution, 
metabolism, and conversion up to 120 seconds after injection. This technique constitutes the 
basis of the presented work, which uses hyperpolarized 13C-bicarbonate to spatially measure 
pH in vivo. 
pH functions as a key parameter in many important biochemical processes and its theoretical 
principles are presented in chapter 2.2.1. Electrochemical ionic gradients across cell 
membranes are established by different proton concentrations, which are used for ATP 
synthesis; this is the core of energy metabolism in any living system. Because many active 
cell-membrane transport mechanisms are dependent on the energy stored in the proton 
gradient, gradients of other ions are also dependent on proton gradients. Other fundamental 
biochemical mechanisms, like protein folding and enzymatic activities, are highly influenced 
by the proton concentration and, hence, pH. Thus, it is not surprising that alterations in pH are 
often associated with malignant changes in biological systems [13,14]. Therefore, it is 
desirable to detect pH in vivo because several disorders, like cancer, hypoxia, and 
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inflammation, show a direct influence by pH [15,16]. Since tumors benefit from the 
acidification of extracellular space in many ways, they acidify their direct extracellular 
environment due to the Warburg effect, which includes increased glycolytic activity, lactic 
acid production, and changes in perfusion [17-21]. Extracellular matrix degradation of healthy 
environmental tissue leads to available space, in which the tumor can proliferate [22,23]. 
Lower pH leads to increased angiogenesis [24,25] and tumor invasion [26] and helps the 
tumor to overcome cancer treatments, since many anti-cancer drugs are pH-sensitive [27]. To 
avoid self-damage, cancer cells have developed a higher resistance against acidic 
microenvironments [28]. 
Regarding non-invasive spectral pH determination, it is desirable to extend the method by the 
spatial dimension in order to obtain additional information. The ability to detect the pH 
distribution across a particular area of interest or determine regions of interest with respect to 
changes in pH has the potential to impact the diagnosis and therapy of tumors [29,30]. Most 
clinically established imaging modalities, e.g., fluorescence- [31], PET- [32-34], and 
magnetic resonance-based methods [35,36], endeavor to achieve spatial pH detection. 
Especially regarding MR, a variety of methods have been investigated [18]. Each method 
shows distinct advantages and limitations in signal-to-noise ratio (SNR), resolution, 
applicability, and pH-sensitivity; depending on the occurrence, in vivo distribution, and 
transport of the used tracer and nuclei, these methods are able to detect pH intracellularly, 
extracellularly, or both. 
In 19F magnetic resonance spectroscopy (MRS), the 19F resonance allows the detection of 
intra- and extracellular pH by using a fluorinated vitamin B6 derivative [37]. 31P MRS allows 
the detection of the resonance of inorganic phosphate (31Pi), which mainly reflects 
intracellular pH [38,39]. To access extracellular pH, the pH-dependent chemical shifts of 3-
aminopropylphosphate (3-APP) were measured in MCF-7 tumors in mice [40]. In 1HMRS, 
MR spectroscopic imaging (MRSI) was used for the detection of the H2 resonance of an 
imidazole compound (IEPA) leading to an extracellular pH estimation, which was 
subsequently confirmed for different cancer types in vivo [19,41,42]. In MR relaxometry, 
gadolinium-based contrast agents with a pH-dependent relaxivity were demonstrated to detect 
pH in kidneys [43,44] and rat brain glioma [45,46]. Very promising results with regard to 
high spatial resolution were achieved with chemical exchange saturation transfer (CEST) [47-
49]. Here, local magnetization is depleted through an exchange of protons with bulk water 
[50], which allowed to map pH in murine melanoma models [51]. 
It has been shown that all these methods are capable of measuring pH. However, their main 
drawbacks are that they are inherently limited to preclinical imaging. This is mainly caused 
by the use of either toxic compounds or radiation, which does not allow any upscaling to 
larger targets. Additionally, they are dependent on the capability of correct concentration 
measurements of the used tracers. 
A method introduced in 2008 by Gallagher et al. allows measuring pH in vivo using injected 
hyperpolarized bicarbonate, a non-toxic substance that naturally occurs in the body in high 
concentrations (25 mmol/L in blood), and is already applied in standard cancer treatment 
protocols [52]. The method is concentration-independent, since pH can be calculated just by 
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measuring the pH-dependent ratio of the signals of the 13C-labeled bicarbonate and the 
formed 13CO2. The pH determination is performed by using a derivation of the Henderson-
Hasselbalch equation: 

 !" = !"# + !"#!"
!"#!!
!"!

! ,! ( 1 ) 

where !"# (also known as !"#) is the negative decadic logarithm of the acidic dissociation 
constant and is assumed to be 6.17 in vivo [53,54]. Although the method has already been 
successfully applied on different targets [39,53,55], the overall number of publications using 
hyperpolarized 13C-pH mapping is small and the quality of the acquired images in sensitivity 
and spatial resolution is low compared to 13C-pyruvate, although many working groups have 
tried to establish the method for pH mapping. 
The method is inherently limited by low SNR, even more than 13C-pyruvate. The preparation 
and experimental procedures are not easily transferable from pyruvate-related work [56,57], 
owing to the impact of parameters such as pH and temperature. In the published work only 
minor attention has been thus far given to the systematic investigation of the method, 
including the preparation of the 13C-bicarbonate and its influences during a hyperpolarized-
dissolution DNP experiment with subsequent in vitro or in vivo application. The current 
absence of research on 13C-bicarbonate pH mapping also concerns optimized nuclei excitation 
and signal acquisition, which is also addressed in this work. In order to increase the 
robustness of the method, it is necessary to systematically investigate the theoretical and 
practical limitations originating from all possible sources and push these limits to the 
maximum. The entire experimental procedure, ranging from the preparation of the compound 
to the execution of the dissolution DNP experiments, exhibits a variety of signal-depleting 
pitfalls that may reduce the hyperpolarized signal and, in turn, pH-mapping quality. 
Disregarding these influences leads to an increased signal attenuation, which is especially 
prohibitive in pH-imaging experiments, where 13CO2 must be produced from 13C-bicarbonate 
and subsequently imaged. 
The scope of this work was to reevaluate bicarbonate pH mapping, starting with the 
optimization of the methodology (chapter 3) including the bicarbonate preparation (chapter 
3.1), dissolution (chapter 3.2) and custom-tailored data analysis (chapter 3.3). 
Subsequently, signal decay analysis was performed in vitro (chapter 4.1), including the study 
of different physical and chemical parameters. The development and application of novel MR 
acquisition techniques allows further signal preservation and the limits of the new acquisition 
techniques were investigated and quantified (chapter 4.2). After the method’s optimization, 
the in vivo performance of bicarbonate and pH mapping was evaluated (chapter 4.3) and 
finally, pH mapping was performed for previously undetermined diseases (chapter 4.4). 
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2. Theory 

Corresponding to the presented work, the theoretical background is divided into two major 
parts: The first part deals with physical background (chapter 2.1), the second part is focused 
on the biochemical background (chapter 2.2). 

2.1. Physics 
The physical background of this work is mainly founded on the principles of nuclear 
magnetic resonance (chapter 2.1.1). Subsequent advanced MR methods were used like 
hyperpolarization (chapter 2.1.2), spectral-spatial (SPSP) excitation (chapter 2.1.3) and 
IDEAL frequency separation (chapter 2.1.4). 

2.1.1 Nuclear magnetic resonance 
The principle of NMR is based on the splitting of the energy levels of magnetically active 
nuclides in an external magnetic field. 
Otto Stern and Walther Gerlach showed in their Nobel prize-awarded experiment in 1922 the 
influence of quantum mechanic angular momentum [1] and its intrinsic quantized properties: 
A beam, consisting of silver particles was sent through an inhomogeneous magnetic field and 
subsequently deflected onto a photographic plate. In contrast to classical deflection, where the 
atoms should be homogenously distributed, the deflection pattern showed only two discrete 
distributions, indicating a quantized influence of the magnetic field to the atoms. This 
intrinsic quantum mechanic property was termed as spin. 

 Spin 2.1.1.1
Whether a nuclide is magnetically active or not is determined by the spin quantum number S, 
which is contributed to by the protons and the neutrons of the nuclide. The overall spin of a 
nuclide is composed by all components that have the intrinsic quantum property of spin 
(which are protons and neutrons, each with spin 1/2). S is ≠ 0, when the sum of the protons 
and neutrons (S=1/2) or both (S=1) is odd.  
The nuclear spin angular momentum is defined as 

 ! = ħ!! ( 2 ) 

where the reduced Planck’s constant ħ = !
!! has been used. I is the spin operator for all spatial 

directions: ! = ! (!! , !! , !!). For a nuclear spin with quantum number I, the operator !! shows 
2I+1 eigenstates 

 !! !,! = ! ! + 1 ħ! !,! ! ( 3 ) 

 !! !,! = !ħ !,! ! ( 4 ) 

where the quantum number m can have quantized values of 
 ! = −!,−! + 1,… , ! − 1,+!! ( 5 ) 
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and I can have values of 

 ! = 0, 12 , 1,
3
2 ,… ,6! ( 6 ) 

in the case of a proton with ! = 1/2. The magnetic moment ! is directly proportional to S, 
with: 

 ! = !!! ( 7 ) 

! is the gyromagnetic ratio, a nuclide-specific constant reflecting the sensitivity of the nucleus 
to an external magnetic field. When applying an external magnetic field in the z-direction, !! 
shows whole- or half-integer multiples of Planck’s constant: 

 !! = !ħ,! ( 8 ) 

which leads to the magnetic moment in the z-direction: 
 !! = !"ħ! ( 9 ) 

 Zeeman effect 2.1.1.2
The energy of a magnetic dipole in a homogenous magnetic field !! is given by: 

 ! = −!!! = −!"ħ!!! ( 10 ) 

Assuming a ½ -spin nuclide and a !! field in the z-direction, the energy levels split into: 

 !±!! = ± 12 !ħ!!! ( 11 ) 

(see Figure 1) the magnetic moment of each nuclide precesses along the axis of the magnetic 
field with the Larmor frequency !! != 2!!!, which reflects the resonance frequency of the 
nuclide and hence the crossover frequency between the energy levels 

 ∆! = !ħ!! = ħ!!! ( 12 ) 

leading to a !!-dependent Larmor frequency: 
 !! = !"!.! ( 13 ) 

 
Figure 1: Splitting of the degenerate energy levels of a nucleus with (I=1/2) under the influence of a magnetic field B0. 

Em

B0

ΔE

m = -½

m = +½

0
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To transition between the two energy states, an external magnetic field !!  is applied 
perpendicularly to !! with a Larmor frequency !!. For a proton with spin ½ and a magnetic 
field of strength 1 T, !! = 42.6!!"#. 

 Equilibrium and magnetization 2.1.1.3
A spin ½ population N divides into a part with parallel orientation (! = 1/2), which is noted 
as !↑, and one with antiparallel orientation (! = −1/2), which is noted !↓, with respect to an 
applied external magnetic field B0. 

 
Figure 2: Quantization of the direction of the spin S of a nucleus I=1/2 in a homogenous magnetic field along the z-
axis. 

The orientation of the spins (see Figure 2) is dependent on the sign of the gyromagnetic ratio 
γ and directly proportional to the energy difference of the two Zeeman states. The ratio of the 
spin populations !↓  to !↑  is dependent on the temperature and follows the Boltzmann 
distribution: 

 
!↓
!↑
= !!∆!/!!! ! ( 14 ) 

ΔE is usually orders of magnitude smaller than the thermal energy !!! = !!!. However, 
applying a static magnetic field to a spin ensemble results in differences in the populations of 
the two energy states and hence a net magnetic moment !! in the direction of the magnetic 
field, which provides the signal that is obtained in a magnetic resonance experiment: 

 !! = ! !
!ħ!!!!(! + 1)

3!!!
! ( 15 ) 

Assuming a magnetic field in the z-direction, there is only magnetization in the z-direction, 
!!, whereas the transversal contributions in the x- and y-direction cancel out (!! = !! = 0). 

 Bloch equation 2.1.1.4
To simplify the description of this movement, Felix Bloch introduced in 1946 the equation of 
motion for macroscopic nuclear magnetization: 

z

m = +½

m = -½

Sz = +½ ħ

Sz = -½ ħ

|S|= √¾ ħ
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 !!
!" = !(!×!!"")! ( 16 ) 

This describes the change of the movement of the magnetization vector ! in time when 
!!"" = !! + !!

! + !!  is the effective applied magnetic field. In a coordinate system 

rotating with the Larmor frequency !!, the contribution !! + !!
! = 0, leading to !!"" = !!. 

Hence, !!"" is only dependent on !! as long as only !! is applied. The application of a 
magnetic field !! (e.g., a radio frequency pulse) that is perpendicular to !! and oscillates with 
!! leads to the rotation of !. The angle of rotation ! depends of the duration ∆! of the 
irradiated field:!! = !!!∆!. Therefore, different flip angles can be excited by using different 
RF irradiation times. Assuming that !! in the z-direction results in a magnetization !! , 
maximum excitation is achieved with!! = 90°; thus, when irradiating the field !! along the 
x-axis for ∆! = !"°

!!!
, the magnetization is rotated completely to −!!. The spin ensemble is 

equally distributed along the z-axis (!! = 0) and shows phase coherence along the -y-axis. 
After the irradiation of the RF pulse, the system relaxes back to its thermodynamic 
equilibrium condition (! = !! ,!!,! = 0). This relaxation component is added to the Bloch 
equation (see equation ( 16 )) to fully describe the movement of the magnetization: 

 !!!
!" = !(!×!)! −

!!
!!
! ( 17 ) 

 !!!
!" = !(!×!)! −

!!
!!
! ( 18 ) 

 !!!
!" = !(!×!)! −

!! −!!
!!

! ( 19 ) 

The added terms describe the paramagnetic spin relaxation due to the interaction with the 
environment (spin-lattice relaxation, !!) and with each other (spin-spin relaxation,!!!). Thus, 
the relaxation of the magnetization in each direction can be described as exponential decay for 
!! ,!!: 

 !! ! = !! 0 ! ! !
!! ! ( 20 ) 

 !! ! = !! 0 ! ! !
!! ! ( 21 ) 

and exponential convergence for !!: 

 !! ! = !! 0 ! ! !
!! +!!(1− ! ! !

!! )! ( 22 ) 

where !! is the initial magnetization at thermal equilibrium. Due to susceptibility effects and 
field inhomogeneities, transversal relaxation is !!∗ < !! in real experiments. 

 Magnetic resonance imaging 2.1.1.5
Paul Lauterbur and Peter Mansfield introduced the basic principles of NMR signal detection 
in multiple spatial dimensions in 1973 [4,5] and they were rewarded for this work in 2003 
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with the Nobel Prize in physiology or medicine. The spatial determination of the NMR signal 
is possible owing to the application of an additional constant magnetic field gradient 
!(!,!, !). The additional field contributions impact the resonance frequencies in a spatially 
located manner (compare equation ( 13 )): 

 !! !! = !(!! + ! ∙ !) = !!(!! + G! ∙ ! + G! ∙ ! + G! ∙ !)! ( 23 ) 

Hence, different resonance frequencies can be connected with different gradient strengths and 
can therefore be spatially localized, as the following one-dimensional example will show. 
Applying a gradient !! along !! in the z-direction: 

 ! =
0
0
!!

! ( 24 ) 

leads to an excitation of only spins at the corresponding position on the z-axis, since only 
spins of Larmor frequency: 

 !! ! = !(!! + G! ∙ !)! ( 25 ) 

are excited. Because real pulses have a certain shape with a bandwidth ∆!, a corresponding 
slice thickness can be excited with: 

 ∆! = ∆!
! ∙ !!

! ( 26 ) 

Owing to different Larmor frequencies originating from the z-gradient, excited spins can be 
located along the z-axis (see Figure 3). Any shifts or changes of the gradients lead to 
changing of the slice position and thus can be used to acquire and locate signals along the z-
axis. This provides the name of the method: slice-selection. 

 
Figure 3: Slice selection using a gradient in the z-direction and the corresponding Larmor frequencies. The resonance 
frequencies change along the gradient, which allows them to separately excite spins within a frequency band ∆! and 
corresponding spatial slice thickness ∆!. 
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To add the spatial encoding of the slice, additional gradients in the x- and y-directions must 
be applied perpendicularly to z-axis. The in-plane spin-density distribution !(!,!) can be 
decomposed into individual spatially dependent frequency components. The signal intensity 
!(!) is obtained by integrating the sum of the transverse magnetization over the entire slice: 

 ! ! = ! ! !!"#$% !".! ( 27 ) 

Introducing a reciprocal space vector ! [58], which is the conjugate variable of the real space 
vector !: 

 ! = !"#
2! ! ( 28 ) 

allows to describe the signal intensity !(!) as a Fourier transform (FT) of the spin-density 
distribution !(!): 

 ! !! , !! = ! !,! !!(!!!!!!!) !"!#! ( 29 ) 

 ! !,! = ! !! , !! !!!(!!!!!!!) !!!!!!!.! ( 30 ) 

This allows to acquire an image by measuring the MR signal’s k-space (!! , !!)  and 
subsequently applying the inverse Fourier transformation to obtain the spin-density 
distribution in real space (!,!) [59]. Normally, this is performed by using a fast Fourier 
transformation (FFT) [60]. A proper filling of the k-space map is required, which can be 
realized by using frequency and/or phase encoding steps. Here, the Larmor frequencies of the 
spins are modified by a certain frequency or phase shift that allows the separation of the 
signal-contributing spins in all spatial directions. 
Different readout trajectories can be used to fill and sample the k-space. Usually, Cartesian 
shapes are employed, but a plethora of more advanced shapes can also be used, like radial 
sampling and spirals. Those schemes exhibit a higher sampling density in the k-space center 
for time-efficient image acquisition owing to undersampling of the k-space with only a few 
encoding steps. 

2.1.2 Hyperpolarization 
According to equation ( 14 ), it is evident that spin populations are not equally distributed at 
thermal equilibrium. The excess of spins at one level is characterized by the polarization level 
!: 

 ! = !↑ − !↓
!↑ + !↓

! ( 31 ) 

which can be written for thermal equilibrium as 

 ! = !"#ℎ !ħ!!
2!!!

! ( 32 ) 

with relation to the magnetic field !! , temperature !, and Boltzmann constant !! . The 
polarization level is directly connected to the magnetic moment of an ensemble of spins. 

 ! = 1
2!"ħ!! ( 33 ) 
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where ! denotes the number of spins. The polarization level at 3!! and at room temperature 
is ! = 10!!, which means that only 1 spin out of 1 million exceeds equilibrium. This low 
polarization level directly affects the measureable magnetic moment and is, assuming a 
constant number of spins, the only parameter that can enhance the net signal. Compared to 
other spectroscopic methods (e.g., optical methods) magnetic-resonance-based acquisition 
suffers in sensitivity because of this inherent limitation of low polarization. Since polarization 
is dependent on the magnetic field !!, many efforts have been made in the past decades to 
increase the static magnetic field strength. However, the field strengths of standard clinical 
MRI scanners range from 0.5 to 3!!, whereas higher field strengths are limited to scientific 
scanners and spectroscopic systems. Thus, increasing the polarization level is the only way to 
increase the net magnetization and different techniques have been developed to increase the 
population of one spin state. Different techniques, like spin exchange optical pumping 
(SEOP) [61-69], parahydrogen-induced polarization (PHIP) [70-72], methods using high 
magnetic fields and low temperature [73,74], and dissolution DNP [11,12,75,76], can be used 
to increase the SNR. 
In this work, the method of dissolution DNP was implemented to increase the polarization 
level of the investigated nucleus. This increase is essential because we need to observe the 
magnetic signal of 13C-carbons instead of 1H. Hydrogen is highly abundant in biological 
samples and fully present in the magnetically active form. In addition, protons have the 
highest gyromagnetic ratio (42.576!"#! ), thus leading to optimal conditions to antagonize the 
low inherent sensitivity of NMR. Observing 13C-carbons is more difficult. In general, carbon 
concentrations are lower compared to protons and the magnetically active isotope 13C shows a 
much lower abundance (1.1%). In addition, the gyromagnetic ratio of carbon is only a fourth 
of that of the proton (10.705!!"#! ). This results in a massive reduction in sensitivity in an 
NMR measurement. Considering the low abundance and low !, 13C measurements only 
achieve 0.0176% of the sensitivity of a proton-NMR measurement. 
The effect of DNP allows to enhance the sensitivity of a given nucleus in NMR/MRI and was 
first predicted for metals by Albert Overhauser in 1953 [77]. Later, Carver and Slichter 
experimentally confirmed Overhauser’s assumptions [78]. For electrons in liquids, Abgragam 
and Proctor described the “solid effect” [79]. For low temperatures (<4 K), electron-spin 
polarization is more than three orders of magnitude larger (≈ 100%), than nuclear spin 
polarization (≈! 0.1%). This is caused by the larger gyromagnetic ratio of electrons 
(28024.944 !"#! ). In addition, the relaxation of electrons is orders of magnitude faster 
( !!,! ≈ 1!!" ) than nuclear relaxation; this provides the opportunity to transfer the 
polarization level of electrons to nuclei by the hyperfine interaction using microwave 
irradiation with a frequency close to that of the corresponding electron paramagnetic 
resonance (EPR). Polarization levels can be increased up to 100% for protons and 50% for 
carbons. The different microwave-based DNP processes can be divided into the Overhauser 
effect (OE), the solid effect (SE), the cross effect (CE), and thermal mixing (TM), but no 
quantitative all-embracing description of DNP has been found so far [80,81]. 
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For the hyperpolarized liquid state analysis, it is important to maintain the solid-state 
polarization of, e.g. a 13C compound when the sample unfreezes and changes phase to the 
liquid state. Jan Henrik Ardenkjaer-Larsen et al. introduced in 2003 the technique of 
dissolution DNP and opened a whole new field of research in hyperpolarized NMR. The 
technique of dissolution DNP rapidly dissolves the hyperpolarized frozen sample with a 
pressurized, superheated liquid, maintaining parts of the solid-state polarization and transfers 
it to the liquid state. Hyperpolarization decays as soon as it is converted to the liquid phase 
and part of this work concerns the preservation of the hyperpolarized signal as much as 
possible. The field of hyperpolarized 13C dissolution DNP includes a wide range of molecules 
with 13C-labeled carbons in their molecular structure, e.g., [1-13C]pyruvate, [1-13C]alanine, [1-
13C]lactate, [1,4-13C]fumarate, and [13C]bicarbonate. A vast diversity of different biochemical 
processes and biological problems can be investigated with the possibility to label and detect 
molecules of biomedical importance with NMR and MRI. Multiple disorders and their 
response to treatment and therapies like cancer, and research on different organs, such as 
heart, kidneys, and brain, can be monitored non-invasively and in real-time [39,53,55,82-
101]. 
To achieve optimum polarization of the solid-state sample, different conditions must be 
fulfilled: first, electrons and nuclei must be frozen in an amorphous glass to achieve the best 
spatial packing and reduce the space between the nuclei and the corresponding electrons. 
Better glassing properties, including a well-dissolved solid-state sample, result in better 
hyperpolarization in the solid state. Furthermore, the buildup constant of the solid state is 
affected by the quality of the formed glass. An added radical, such as OXO63 (OXO) or 
TEMPOL, provides the required amount of unpaired electrons. Recently, it has been shown 
that ionizing radiation (UV) can also create non-persistent free radicals that can be used for 
hyperpolarization [102]. Additionally, a gadolinium-based contrast agent (DOTAREM, 
ProHance) enhances the polarization level. Dissolution is usually performed with a H2O- or 
D2O-based dissolution agent (DA), like phosphate buffered saline (PBS) or 
tris(hydroxymethyl)aminomethane (Tris) buffers, to adjust biological parameters, like the pH 
and the osmolality of the liquid, for subsequent injections. Choosing the right buffer 
conditions is crucial when the investigated 13C-labeled compound is, for example, pH-
sensitive. Optimizing both solid- and liquid-state properties of the dissolution DNP is vital 
and was investigated intensively in the present work. 

2.1.3 Spectral spatial excitation theory 
The acquisition of spatially resolved information of a hyperpolarized signal can be performed 
with many different techniques. Besides the conventional chemical shift imaging (CSI) [83], 
the signal limitations of hyperpolarized experiments necessitate to employ advanced MR 
acquisition techniques that preserve the hyperpolarized signal, such as parallel imaging or 
compressed sensing [103]. Pulses simultaneously selective in space and frequency, developed 
for conventional fat-water separation MRI [104], were successfully implemented in 
hyperpolarized 13C experiments [105]. 
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The excitation of k-space can be explained with the small-tip-angle approximation of the 
Bloch equation (see chapter 2.1.1.4) for transverse magnetization: 

 !!" ! = !"!!(!) ! ! ! ! !!"∙!!"
!

! ( 34 ) 

So the magnetization excitation is a product of the initial magnetization !! and the inverse 
Fourier transform of 

 ! ! ! = !! !
!(!) ! ( 35 ) 

as the weighting function in multidimensional k-space and 

 !(!) = !(! ! − ! !(!) )
!

!
!"! ( 36 ) 

as the sampling grid in the k-space. By defining the k-space with a spatial axis ! 

 !! ! = −! !! ! !"
!

!
! ,! ( 37 ) 

and a frequency axis ! 
 !! ! = ! − !! ( 38 ) 

the k-space can be sampled by an sinusoidal oscillating gradient. R is an arbitrary constant 
that converts the units of !! to those of !!, which allows calculating the normalizing factor 
!(!)  during trajectory design. Using an oscillating gradient trajectory 

 !! ! = !!!"#!Ω! ! − ! , 0 ≤ ! ≤ !! ( 39 ) 

creates a corresponding k-space trajectory, as shown in Figure 4, with 

 !! =
!"
Ω sinΩ ! ! − ! = !"

Ω sinΩ !!!!,−! ≤ !! ≤ 0!.! ( 40 ) 

 
Figure 4: Oscillating gradient k-space trajectory (similar to [104]) extending from –T to 0 while moving through k-
space in the z-direction. 

The resulting excitation pattern excites a certain frequency at a certain spatial extension. To 
achieve optimum spectral selectivity, the envelope of the RF pulse should be approximately 
Gaussian-like (see also chapter 4.2.1.1). Both the spectral and spatial dimensions of the 
designed pulses are influenced by !! and by the strengths and slew rates of the gradients, 
respectively. By increasing the !! resonance frequency, the chemical shift differences (CSDs) 

kω
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increase, which allows better spectral separation. Additionally, the minimum slice width 
decreases, assuming that the field strength increases with a constant gradient power. 
Usually, the RF field is applied at positive and negative plateaus of the trapezoidal !! 
trajectory. This half-shifted pulse design allows fast acquisition, owing to the use of positive 
and negative plateaus for the acquisition, both at maximum gradient strength: !!!"# =
!!!"# = !!!"#. A weakness of this design is the vulnerability against phase errors of the 
gradients, which will sum up during acquisition. A more robust alternative is the so-called 
fly-back design, where the RF field is only applied on the positive gradient plateaus, followed 
by a rewinding gradient. The integral values of the positive and negative direction of the 
gradient must be equal for full k-space coverage. This can be achieved by limiting the positive 
plateaus to half of the maximum gradient strength:!!!!"# = 2!!!!"# = !!!"#. Possible phase 
errors cancel out during the rewinding gradient, increasing the design’s robustness against this 
type of errors. The imaging experiments in this work were performed mostly in a fly-back 
design with subsequent single-shot spiral readout for signal acquisition (see Figure 5). 

 
Figure 5: Typical acquisition scheme of a hyperpolarized experiment with SPSP excitation and single-shot spiral 
readout. The RF scheme shows the applied radio frequency, ideally having a Gaussian envelope shape and being 
applied on the positive plateaus of the !! gradient, designed in fly-back mode. The excitation is followed by single-
shot spiral readout, performed by interleaved !! and !! gradients. 

2.1.4 IDEAL theory 
The separation and spectral encoding of off-resonant frequencies is important for proton (fat, 
water) as well as for hyperpolarized 13C MR. Different metabolites (e.g., pyruvate, lactate, 
alanine, bicarbonate) show different resonance frequencies, which can be separated and 
quantified. One method involves the encode of information via IDEAL separation [106]. The 
technique is already widely applied in clinical proton MRI [107]. Here, echoes with a certain 
echo time ∆!" are acquired. Figure 6 depicts the phase acquisition of signals (!!,!) at !! = 0 
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and after echo time !! = ∆!. The phase contributions of two metabolites ! and ! to the signal 
change with time. 

 
Figure 6: Scheme of signal acquisitions with different metabolite contributions. At ! = ! (left figure), the signal 
contributions are defined by the same angle !! = !!. At ! = ∆!, the signal contribution from metabolite ! has 
experienced a phase shift of !. 

Here, the two metabolites ! and ! are measured at different time points and show the signals: 
 ! = !! + !!! = !! !"#!! + !"!#!! = !! !"#$!! + !"!#$!! ! ( 41 ) 

 ! = !! + !!! = !! !"#!! + !"!#!! = !! !"#$!! + !"!#$!! !.! ( 42 ) 

with respect to the real parts (!! , !!) and the imaginary parts (!"! , !!!) of A and B and the 
corresponding trigonometric functions at !! and !! = !! + ∆! . Assuming a phase shift of B 
with ∆!∆! = !, B becomes: 

 ! = !! !"#(!! + !)+ !"!#(!! + ! )!.! ( 43 ) 

Measuring at !! = 0 and using an echo with 

 ∆!" = ∆! = ! !∆! = !
2!∆! =

1
2∆!! ( 44 ) 

leads to the following signals, to which both metabolites contribute 
 !! 0 = !! + !!! + !! + !!! ! ( 45 ) 

and 
 !! ∆! = !! + !!! − !! − !!! ! ( 46 ) 

Subsequent addition and subtraction of the signals lead to: 
 !! + !! = 2!! + 2!!! ! ( 47 ) 

 !! − !! = 2!! + 2!!! !.! ( 48 ) 

As can be seen from equations ( 47 ) and ( 48 ), the signal contributions of metabolites ! and 
! are now separated and can be determined for the measurements. 
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2.2. Biochemistry 
The biochemical background section starts with a determination of the pH value, which is the 
core parameter investigated in this work (chapter 2.2.1). Extensive work has been conducted 
on concentration improvements and solubility theory will explain the background behind it 
(chapter 2.2.2). To understand the in vivo behavior of bicarbonate, the background of enzyme 
kinetics (chapter 2.2.3) and, more specifically, reactions with and without carbonic anhydrase 
(chapter 2.2.4) are described. 

2.2.1 pH value 
In 1884, the Swedish chemist and physicist Svante Arrhenius developed the theory of 
electrolytic dissociation. When dissolved, compounds reversibly dissociate in anionic and 
cationic compartments. In 1909, Søren Sørensen introduced the notation cp=10-pH+ for the 
concentration of protons in a certain solution, where p was used as a random parameter for 
defining the examined solution. Later, the term pH was used, derived from the Latin potentia 
Hydrogenii (force of hydrogen) or pondus Hydrogenii (weight of Hydrogen), and connected 
to the hydrogen activity. In 1923, Brønsted and Lowry developed independently from each 
other an acid-base theory, which was based on the concept of proton donation by acids 
(deprotonation) and proton acceptance by bases (protonation). 

 
Figure 7: Schematic view of pH values (bottom) with their corresponding proton concentrations (top) and pH values 
of different organs are depicted. 

Today, pH is defined as the negative decimal logarithm of hydrogen activity 
 !" = −!"#!"(!!)! ( 49 ) 

where !! = !!! ∙ [!!] with !! is the activity coefficient in diluted solutions and [!!] is the 
concentration of hydrogen. 
In aqueous solutions, pH equals the concentrations of oxonium ions (!!!!) generated by 
autoprotolysis: 

pH 1 2 3 4 5 6 7 8 9 10 11 12 13 14 

gall 

stomach 

blood 

bowel 

pancreas 

urine 

neutral 

0 

acidic alkaline 

H+ 

[mol/L] 
10-0 10-1 10-2 10-3 10-4 10-5 10-6 10-7 10-8 10-9 10-10 10-11 10-12 10-13 10-14 
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 !" = −!"#!" !!!!!
!
!"# .! ( 50 ) 

Conduction measurements of distilled water show a small electric current that could only 
exist if ions were produced by the water itself. !!! is amphoteric and can be both proton 
acceptor: !!! + !! → !!!!!, forming an oxonium ion, or proton donor: !!! → !!! +
!!, forming a hydroxide ion, leading to a proteolysis equilibrium of 

 !!! + !!! ⇌ !!!!! + !!!!.! ( 51 ) 

According to the law of mass action, introduced by Guldberg and Waage in 1867, this is a 
reversible reaction following 

 !" + !" ⇌ !" + !" ,! ( 52 ) 

which attains equilibrium at a certain temperature and hence the reaction quotient ! remains 
constant: 

 ! = C ! ∙ [D]!
A ! ∙ [B]!! ( 53 ) 

where a, b, c, and d are stoichiometric constants and [A], [B], [C], and [D] are molar 
equilibrium concentrations. For water, equation ( 53 ) becomes 

 ! = !!!! ∙ [!!!]
[!!!]!

! ( 54 ) 

which can be rewritten as 
 ! ∙ !!! ! = !!!! ∙ !!! !.! ( 55 ) 

Shifting the equilibrium to one side of the reaction negligibly changes the water concentration 
of 55.5 mol/L, hence the water dissociation constant is: 

 !! = !!!! ∙ !!! !,! ( 56 ) 

and with !!!! = !!! = 10!! !"#!  , !! becomes  

 !! = 10!!"!"#
!

!! .! ( 57 ) 

Regarding logarithmic notation, with the activity of water in diluted aqueous solutions equal 
to 1, equation ( 56 ) can be rewritten as 

 −!"#!"!! = −!"#!" !!!! −!"#!" !!! = !!! .! ( 58 ) 

Introducing !"# as the negative decimal logarithm of !!! , it can be solved as 
 14 = !" + !"#.! ( 59 ) 

Hence, pH is neutral (= 7) when the concentrations of !!!!and !!! are the same, and 
changes in the !!!! concentration lead to changes in pH: 

 !"
> 7! !!!! < !!!

= 7 !!!! = !!!

< 7 !!!! > !!!
!
!"#$%
!"#$%&'
!"#$#"

! ( 60 ) 

!! is dependent on temperature and pressure and the value of 14 only holds true for standard 
conditions of T=25°C and 0.1 MPa [108]. 
All above calculations can also be regarded in terms of !"# since it is directly connected 
with pH (see equation ( 59 )). With this, the proton donating or accepting ability of bases can 
be described. This is of use for calculating, for example, alkaline compounds. 
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 Acidic dissociation constant Ks 2.2.1.1
Whereas !! is a special case for water, a general acidic constant !! can be defined for every 
reaction in a protonated solvent. To define the strength of an acid or base, one can calculate 
the dissociation constant for each reaction: 

 !" + ! ⇌ !!! + !!!,! ( 61 ) 

where !" is an acid and B is the reaction partner. !!! is the protonated form of ! and !! 
the corresponding deprotonated base of!!". The stronger !! is, the more the reaction shifts to 
the right side and !" likely to donate the proton. This can also be seen by equation ( 53 ), 
where a higher equilibrium constant is connected to higher values of reaction products 
C ! ∙ [D]!. For multiple purposes, it is often useful to transform !! into: !!! = − log!!. For 

bases, the corresponding !!! = − log!! can be calculated and the constants are connected 
by: 

 !!! = !"! + !"! ! ( 62 ) 

 pH value calculations 2.2.1.2
For most pH value calculations, the chemical properties allow the application of different 
approximations for the ionic water product from models, the law of mass action, and the 
conservation of mass and charge [109,110]. Defining the properties of the investigated 
compound leads to classifying the chemical compound into one of the categories of very 
weak acids (!"#! > 9.5), weak acids (4.5 < !"# < !9.5), strong acids (1 < !"# < 4.5), and 
very strong acids (!"# < 1). However, this work mostly examines the special cases of acids 
with multiple protonating steps and of salts of weak acids/bases. 
Some compounds show the capability to dissociate more than one proton. Each proton 
dissociation step has a different dissociation constant at 25°C. The dissociation steps always 
follow a typical scheme: 

 !!!! < !!!"!! < !!!" ,! ( 63 ) 

with i steps of dissociation. For !!!!!, three dissociation steps are possible: 

 
!!!!! ⇌ !!! + !!!!!!!; !!!!! = 2.12
!!!!!! ⇌ !!! + !"!!!!!; !!!! = 7.21
!"!!!! ⇌ !!! + !!!!!!; !!!! = 12

! ( 64 ) 

The lower the !!! values are, the higher is the capability of the molecule to donate protons. 
Furthermore, carbonic acid (!!!!"!) is a special case concerning its different !"! values: 

 
!!!!"! ⇋ !"!!! + !!!; !"!! = 3.6
!!"!!! ⇋ !!!!! + !!!; !"!! = 10.33! ( 65 ) 

However, one must be careful when quoting !"!!, because carbonic acid can also dissociate 
directly: 

 !!!!"! ⇋ !!! + !!! !" .! ( 66 ) 

This is an equilibrium state for carbonic acid and dissolved carbon dioxide and the 
concentration of carbonic acid is much lower than that of carbon dioxide. Hence, the 
dissolved !!! directly influences the equilibrium of bicarbonate and carbonic acid in aqueous 
solutions, leading to an apparent dissociation constant!!!!!: 
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 !!!!"! ⇋ !"!!! + !!!; !!!! = 6.3.! ( 67 ) 

Aqueous solutions of strong salts and bases show in general neutral pH, e.g., NaCl. When 
dissociated, !!! is a stronger base than !"! and hence, the pH stays unaffected. However, 
salts of weak acids and bases can behave differently and change pH, depending on the 
strength of the cations and anions of the corresponding conjugated bases and acids, which 
define their capability to further react with !!!. 
The properties of the different groups of compounds are mostly defined by their state of 
protonation in equilibrium and the complexity of the occurring reactions. The given examples 
concerned acid calculations, but using !! instead of !! will allow the application to base 
calculations. A schematic overview of pH in biology is given in Figure 7. 

 Henderson-Hasselbalch equation 2.2.1.3
In this work pH mapping is performed by measuring the ratio of bicarbonate and CO2 signals 
and hence their ratio of concentrations as shown in equation ( 1 ). This is a derivation from 
the Henderson-Hasselbalch equation as explained in the following: 
Neglecting the proton acceptor from equation ( 61 ), the equilibrium of ionization for weak 
acids can be simplified to: 

 !" ⇌ !! + !!!,! ( 68 ) 
According to equation ( 53 ) dissociation constant !! for this ionization is: 

 !! =
!! !!
!" ! ( 69 ) 

Which can be transformed to 

 
1
!! = 1

!!
!!
!" ! ( 70 ) 

and logarithmized to 

 !" = !!! + log
!!
!" ! .! ( 71 ) 

For the case of the carbonic acid dissociation (see equations ( 66 ) and ( 67 )), equation ( 69 ) 
can be written as 

 !! =
!! !"!!!
!!!!!

= !! !"!!!
!!! !!!

! ( 72 ) 

which subsequently can be translated and simplified to equation ( 1 ). 

2.2.2 Solubility 
The solubility of bicarbonate constitutes a major bottleneck for the bicarbonate-related work. 
The usability of 13C-sodium bicarbonate was primarily tested; however, owing to the small 
counter ion, it has very limited solubility. Therefore, it is not the best solution for 
quantification and method analysis and subsequent in vivo works, where a good SNR is 
needed. The preparation work with bicarbonate mainly involves highly concentrated ionic 
solutions (!!"# !!!"# ≈ 1.2!"#! ; !!"#(!!!"#) ≈ 6!"#! ), which is why ionic influences 
cannot be neglected when describing solution theory.  
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The following calculations determine the theoretical maximum solubility ! of the bicarbonate 
ion ( !"!!! ) with different counter ions ( !"!,!"!,!"!, !!"!,!!,!"!!,!"!! ). For 
understanding the dissolving process, the dissolution of a nearly insoluble salt (!"#$%) 
consisting of an anion (!"!) and a corresponding cation (!"#!), is described [111]. 
The maximum solubility of an ionic compound is defined as the molality of the saturated 
solution in which a dynamic equilibrium exists between the compound in the undissolved and 
the dissolved state. The equilibrium of the solution is: 

 !"#$% ! ⇌ !"#! !" + !"! !" .! ( 73 ) 

In a saturated solution, the equilibrium constant ! is related with the activity constants ! for 
each ion as 

 ! = ! !"#! + !(!"!).! ( 74 ) 

Due to the very low solubility, the activities can be replaced with the molalities !(!"#): 
 ! = !(!"#!)

!⊖
!(!"!)
!⊖ ! ,! ( 75 ) 

where !⊖ = 1!"#!"  is used to give a dimensionless result. Since one anion and one cation are 

produced, during the dissolution process, it is!! !"#! = !! !"! . With the solubility ! as a 
constant value, equation ( 75 ) can be rewritten as 

 ! = !!⊖!.! ( 76 ) 

The equilibrium constant ! can be derived from: 
 !!! ln! = −∆!!⊖!,! ( 77 ) 

with relation to the free standard reaction enthalpy (a.k.a. Gibbs energy), ∆!!⊖ , the 
temperature ! = 298.5!, and the gas constant !. ∆!!⊖ can be calculated by: 

 ∆!!⊖ = ∆!!⊖(!"#!, !") + ∆!!⊖(!"!, !") − ∆!!⊖(!"#$%, !)! ( 78 ) 

where ∆!!⊖ is the energy required for the formation of the dissolved ions, and the solubility 
! can be written as: 

 ! = !!
∆!!⊖
!!! !!⊖ ! !"#!" ! .! ( 79 ) 

Calculating the maximum solubility values for bicarbonate and the corresponding counter 
ions results in: 

    
counter ion compound ∆!!⊖ s 

!"! !"#$%! 1.319 0.766 
!"!! !!!!"!! 0.179 1.036 
!! !"#$! -6.539 3.739 

Table 1: Examples of free Gibbs energy (values from [112]) and calculated maximum solubility. 

As can be seen from equation ( 79 ) the maximum solubility is directly connected to ∆!!⊖. 
Coherence between ∆!!⊖  and maximum solubility is shown in Table 1. Increasing the 
temperature also leads to an increase of the solubility. Cesium bicarbonate exhibited much 
better solubility properties owing to the bigger size of the counter ion and the lower grid 
enthalpy required to dissolve the salt in a liquid. 
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Defining the properties of proton enthalpies (∆!!⊖(!!,!"),∆!!⊖(!!,!")) = 0 for any 
temperature allows calculating the enthalpies for any cations and anions of the corresponding 
salt. The solvation of a given salt can be described by the following scheme (like [111]): 

0. General reaction 
1
2Cat! g + 12An! g → Cat! aq + An!(aq)! ( 80 ) 

1. Formation of the ion 
1
2X! g → X g ! ( 81 ) 

2. Electron attachment X g + e! g → X!(g)! ( 82 ) 

3. Hydratation X! g → X!(aq) ( 83 ) 

Hydratation can be described by the free solvation energy ∆!"#$!⊖, which equals the free 
hydration enthalpy ∆!"#!⊖ when water is used as a dissolution agent. Transferring an ion 
from vacuum to dissolution can be described by the Born equation: 

 ∆!"#$!⊖ = − !
!!!!!
8!!!!

1 − 1
!!"#

! ,! ( 84 ) 

where !!"# is the relative dielectric constant of the solution, ! is the radius, and ! is the charge 
of the ion. Looking at the ionic radii of the counter ion candidates for bicarbonate (see Table 
5) one can state that the solubility increases with increasing ionic radius as ∆!"#$!⊖ decreases 
from !"! to !"!. Expanding these ideas to ionic lattices, the Born-Landé equation allows 
calculating the lattice energies that are needed to break the lattice and separate its compounds 
in vacuum: 

 ∆!"#! = −!!!
!!!!!!!!!
4!!!!!!!!

1 − 1
! ! ,! ( 85 ) 

where ! is the Madlung constant, dependent on the geometry of the crystal, !!! and !!! the 
charges of the cation and anion, respectively,!!! is the distance of the shortest cation-anion 
pair, and !  is the Born exponent for different ion types. Lattice energies of selected 
bicarbonate compounds are listed in Table 2. 

    
Ion Hydration enthalpy of Ion !"

!"#  Bicarbonates Lattice energy !"
!"#  

!" -503 !"#$!! 818 
! -314 !"#!! 736 
!" -289 !"#$!! 714 
!" -256 !"#!!! 709 
!!! -293 !!!!"!! 741 
!"!! -1577 !"(!"!!)! 2403 

Table 2: Values of hydration enthalpy for selected ions and lattice energies for the corresponding bicarbonates. 
Values from [112]. 

Depending on the values of lattice energy and hydration enthalpy, exo- or endothermic 
reactions can be predicted. The lattice enthalpy ∆!"#! and the entropy are connected as: 

 ∆!"#! = ∆!"#! − !∆!!! ( 86 ) 

with an outer pressure ! and change of volume per mol ∆!!. The entropy an ion in a solution 
!⊖(!"#,!")  is always given relatively to the entropy of hydrogen ions in water: 
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!⊖ !!,!" = 0. Its value is defined by the order of the formed hydrate shells around the ion: 
smaller ions with a higher charge lead to a higher order of hydrate shells compared to larger 
ions with single charge. 

2.2.3 Enzyme kinetics 
The principle of hyperpolarized 13C bicarbonate pH imaging is fundamentally based on the 
fact that equilibrium between bicarbonate and CO2 is enzymatically enhanced. A catalytically 
active enzyme is called holoenzyme and consists of an inactive apoenzype and a co-factor. If 
the factor is strictly bound to the apoenzyme, it is called prosthetic group. Like substrates, 
some co-factors can be released, but they differ in the fact that they originate from vitamins 
and many enzymes can use the same co-factors. It is important that enzymes do not shift the 
thermodynamic equilibrium to one side. They can only decrease the time, which is required 
for the establishment of equilibrium.  

 
Figure 8: Schematic overview of the conversion of a substrate (S) to a product (P). The uncatalyzed reaction shows a 
higher requirement of free reaction enthalpy to form the intermediate (I): ∆!! > ∆!!. The overall reaction enthalpy 
∆!!"#$%&'( remains unaffected by the catalysis. Figure similar to that presented in [113]. 

From equation ( 77 ) it can be seen that the equilibrium of a reaction can be described by the 
free standard reaction enthalpy ∆!!⊖. In Figure 8, one can see that a certain energy enthalpy 
level of an intermediate step (I) must be reached before a reaction happens. The enthalpy 
difference between the substrate (S) and the product (P), which is called activation energy, is 
lower for a catalyzed reaction (∆!!) compared with that in an uncatalyzed one (∆!!). The 
influence of this energy lowering has direct influence on the reaction speed. Assuming a 
reaction from a substrate ! to a product ! with the intermediate state !, where the substrate 
and the intermediate state are in equilibrium: 

 !! ! ! ! !!,! ( 87 ) 

where ! is the equilibrium constant, the reaction velocity ! is directly proportional to the 
concentration of the intermediate state due to the fact that ! can only be produced by !: 
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 !!"#$%&' ∝ ! ! ( 88 ) 

Since !  is again dependent on the activation energy difference (= ∆!!,!), the overall 
reaction velocity can be described as: 

 !!"#$%&'( = !!"#$%&' ! = !"
ℎ ! !!

∆!!,!
!" ! ( 89 ) 

Reducing the activation energy directly leads to an increase in reaction speed. 

 Reactions orders 2.2.3.1
Enzyme kinetics is classified according to the participating reactants. Most !"!!"!# reactions 
are described by reactions from 0th to 2nd order. 
Reactions of 0th order are independent from the concentrations of the substrate and the 
product: 

 ! → !! ( 90 ) 

The reaction velocity ! is constant and described by !: 

 ! = !, !! ! ( 91 ) 

Reactions of the 1st order are dependent on the change of substrate concentration [!]: 
 ! → !! ( 92 ) 

 ! = ! ∙ ! , 1! ! ( 93 ) 

Reactions of the 2nd order are described by the change of the concentrations of two substrates 
(!!, !!) with the reaction scheme of equation ( 90 ): 

 ! = ! ∙ !! ∙ !! ,
1
!" ! ( 94 ) 

If one of the substrates are concentration-independent ( !!,! = !"#$%.), the reaction follows 
the 1st order description. 
Enzymatic reactions are described by the model introduced in 1913 by Michaelis and Menten, 
where an enzyme (!) and substrate (!) form an intermediate complex (!") before releasing a 
product (!): 

 ! + !
!!⟶
⟵
!!!

!"
!!⟶
⟵
!!!

! + !.! ( 95 ) 

For simplification, this reaction can be described for an early time point with a low 
concentration of the product [!], leading to: 

 !!! ∙ ! ∙ [!] ≈ 0! ( 96 ) 

With a second assumption of a steady state, postulated by Briggs and Haldane in 1923, where 
the concentration of the intermediate state [!"] stays constant for the case that the buildup 
and decay of the complex is constant, one can define the catalysis velocity of the reaction by: 

 !! = !!"#
[!]

! + !!
! ,! ( 97 ) 
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where !!"#  is the maximum catalyse velocity, calculated when all binding sites of the 
enzyme are occupied, and KM is the Michaelis constant: 

 !! = !!! + !!
!!

! .! ( 98 ) 

2.2.4 Reactions with and without carbonic anhydrases 
The transformation between !"!!! and !!! is important for pH buffering reactions but also 
for other important biochemical reactions, like the exhalation of !!!. Without the help of the 
enzymatic carbonic anhydrase system, the reaction would be too slow. The forward and 
reverse reactions of hydration of !!! are depicted in Figure 9. 

 
Figure 9: Bicarbonate reactions with corresponding reaction constants k. The reactions with constants k32 and k23 are 
catalyzed by the carbonic anhydrases (CA). 

At normal in vivo conditions (T = 37° C, physiological pH), the velocity constants of the 
reaction from !!! and carbonic acid can be calculated by the ratio of the concentrations of 
!!! and !!!!!, which is 340: 1, and the equilibrium constant !!" = 5.4 ∙ 10!. The second 
order reaction from !!! to carbonic acid has a reaction constant !!" = 0.0027 !

!!! [114]. In 

water (!!!! = 55.5!!), this corresponds to an effective reaction constant !!"!"" = 0.15 !!, 
which is quite fast. The reverse reaction shows an even faster value of !!"!"" = 50 !! . 
However, these reactions are catalyzed due to their importance in many biological and 
biochemical processes, examples include the bicarbonate pH buffering system, urea synthesis 
and synthesis of liquids (e.g. eye liquid) in the body. Furthermore, bicarbonate and !!! often 
act as co-factors for transporting processes and enzymatic activities. These reactions are 
catalyzed up to !!"# = 10! !! , which makes the carbonic anhydrases one of the fastest 
enzymes known. Similar to most enzymes, the catalytic activity of carbonic anhydrases is pH-
dependent [115]. Carbonic anhydrases show an increase of catalytic activity !!"#(!" = 6) ≤
1 ∙ 10! to !!"# !" = 8 ≥ 9 ∙ 10!. One should keep this in mind while regarding possible 
influences on signal parameters (see chapter 5.2). The ionization reactions between the 
carbonic acid and the bicarbonate (!!", !!") are known to be very fast [116] and a permanent 
equilibrium can be assumed between the two species. For the direct reaction, values [117] of 
!!" = 5.5 ∙ 10! !

!!!  and !!" = 0.043 !
!!!  have been reported. These values show that the 

dissociation of bicarbonate into water and carbon dioxide is relatively fast. In contrast, the 
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low-rate constant of the direct reaction (!!") to bicarbonate is not the main reaction pathway. 
Hence, the catalyzed reaction works via the catalyzed formation of carbonic acid. 
 
The group of carbonic anhydrases is per definition divided into five families (!,!, !, !, !), of 
which only the !-carbonic anhydrases are found in mammals. This group is again divided into 
subgroups ranging from CA-I to CA-XV [118], which differ in the occurrence (e.g., cytosol-, 
mitochondria-, and cell-membrane-associated) and catalytic activity properties (see Table 3). 
They are not only involved in pH regulation but also play a role in tumorigenic processes, cell 
adhesion, and cell proliferation [119]. 

     
Isoenzyme Appearance kcat [s-1] Km [mM] kcat/Km [M-1 s-1] 

CA I Cytosol 2.0 Ŋ 105 4.0 5.0 Ŋ 107 
CA II Cytosol 1.4 Ŋ 106 9.3 1.5 Ŋ 108 
CA III Cytosol 1.3 Ŋ 104 52.0 2.5 Ŋ 105 
CA IV GPI-anchored 1.1 Ŋ 106 21.5 5.1 Ŋ 107 
CA VA Mitochondria 2.9 Ŋ 105 10.0 2.9 Ŋ 107 
CA VB Mitochondria 9.5 Ŋ 105 9.7 9.8 Ŋ 107 
CA VI Secreted 3.4 Ŋ 105 6.9 4.9 Ŋ 107 
CA VII Cytosol 9.5 Ŋ 105 11.4 8.3 Ŋ 107 
CA IX Transmembrane 1.1 Ŋ 106 7.5 1.5 Ŋ 108 
CA XII Transmembrane 4.2 Ŋ 105 12.0 3.5 Ŋ 107 
CA XIII Cytosol 1.5 Ŋ 105 13.8 1.1 Ŋ 107 
CA XIV Transmembrane 3.1 Ŋ 105 7.9 3.9 Ŋ 107 
CA XV GPI-anchored 4.7 Ŋ 105 14.2 3.3 Ŋ 107 

Table 3: Carbonic anhydrase isoforms with their corresponding !!"# and !! values and the calculated molar rate 
constant !!"#/!!. The appearance of the isoforms is also listed. 

The catalysis of carbonic anhydrases is a four-step mechanism (see Figure 10). The main 
factor affecting catalyzation is a !"! value decrease to !!! = 7 of the !"!! bound water 
compared to bulk water, which has !!! = 15.9. This allows a release of a proton from the 
water and the subsequent reactions. Interestingly, the catalysis itself is inherently limited by 
the proton diffusion of water: water has a very high diffusion coefficient of 10!! !

!!! , which is 
reflected by !!! in Figure 10. When !!! = 7 , the equilibrium constant is given by: 
! = !!

!!!
= 10!!. Thus, !! is limited to values ≤ 10! !!. However, as mentioned above, the 

catalysis activity of carbonic anhydrases shows values of up to 10! !! = !!. This problem can 
be solved by using a buffer agent with a higher concentration than that of proton and 
hydroxide ions in water at !" = 7 with !!"# = 10!!!. The onward reaction in the buffer 
environment is then !! = !!∗ ⋅ !! , which is now limited by the buffer diffusion constant 
(!!∗ ≤ 10! !

!!! ) and the concentration of the buffer !! . This leads to a minimum buffer 
concentration: 
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 !! !"# = !!
!!∗
=

10! 1!
10! 1

!!!
= 10!!!!.! ( 99 ) 

To sum up, the catalytic activity of carbonic anhydrases is only possible for buffer solutions 
with concentrations ≥ 10!!". 

 
Figure 10: Four-step catalysis of carbonic anhydrase with a zinc ion acting as the active center of the enzyme and 
three histidin residues and a bound water molecule as the initial conditions. Step 1: The bound zinc ion decreases the 
water’s !!!, thus allowing a release of a proton. The reaction constants of the forward reaction (!!) and the 
backward reaction (!!!) are shown. Step 2: Carbon dioxide binds to the active center of the enzyme and is positioned 
so that it can react with the hydroxide ion. Step 3: The hydroxide ion attacks the carbon dioxide and forms 
bicarbonate. Step 4: The bicarbonate is released and replaced by water to achieve the initial conditions. Figure 
similar to that presented in [114]. 
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3. Methods 

For successful pH mapping, standardized methods were optimized and adjusted to achieve 
maximum SNR for subsequent application and analysis. First, the bicarbonate synthesis was 
established and optimizations of the bicarbonate sample preparation were performed (chapter 
3.1). Subsequently, modifications to the dissolution procedure (chapter 3.2) led to an overall 
optimized experimental protocol for subsequent in vitro and in vivo application. The data 
analysis procedures were custom-tailored for the desired purpose (chapter 3.3). 

3.1. Optimizing sample 

3.1.1 Na vs. Cs 
To find an optimum counter ion for the bicarbonate synthesis, different parameters must be 
taken into account, such as toxicity, solubility, availability/cost, and handling. To achieve an 
electrically neutral compound, it is necessary to neutralize the singly negatively charged 
bicarbonate (!"!!!) with an equally positively charged counter ion. Group 1 of the periodic 
system excluding hydrogen, namely, the group of Alkali metals, exhibit this property. These 
have their outermost electron in the s-orbital, which they easily donate to form singly 
positively charged cations. The group consists of lithium, sodium, potassium, rubidium, 
cesium and francium. Francium shows a fast natural radioactive decay and can therefore be 
excluded from further investigation. Other positively charged ions that could be used for the 
synthesis are nitrogen and calcium. Calcium is a special case, as its ion is doubly positively 
charged and two bicarbonates are needed to achieve electric neutrality. Another method of 
electrical neutralization could be the use of singly positively charged complex molecules. 
Owing to the higher complexity in the synthesis and the unknown stability at a certain pH and 
temperature, this approach was not further followed. 

 Solubilities and toxicities 3.1.1.1
The toxicities of the corresponding carbonates and bicarbonates are listed in the following 
table (numbers in brackets are the temperatures where dissolution takes place): 
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name formula solubility in g per 100 g H2O toxicity - LD50 

Lithium-Carb. Li2CO3 1.54 (0°C) - 0.72 (100°C) 525 mg/kg (oral - rat) 
Lithium-Bicarb. LiHCO3 5.74 (20°C) NA 
Sodium-Carb. Na2CO3 7 (0°C) - 49 (40°C) 4090 mg/kg (oral - rat) 

Sodium-Bicarb. NaHCO3 7 (0°C) - 16 (60°C) 4220 mg/kg (oral- rat) 
Potassium-Carb. K2CO3 105 (0°C) - 156 (100°C) 1870 mg/kg (oral - rat) 

Potassium-Bicarb. KHCO3 22.5 (0°C) - 65.6 (60°C) 2064 mg/kg (oral- rat) 
Rubidium-Carb. Rb2CO3 45000 (20°C) 2625 mg/kg (oral - rat) 

Rubidium-Bicarb. RbHCO3 97.6 (20°C) NA 

Cesium-Carb. Cs2CO3 260.5 (15°C) 
2170 mg/kg 

(oral - mouse) 
Cesium-Bicarb. CsHCO3 209 (15°C) NA 
Calcium-Carb. CaCO3 0.0013 (25°C) 6450 mg/kg (oral - rat) 

Calcium-Bicarb. Ca(HCO3)2 16.1 (0°C) - 18.4 (100°C) NA 
Ammonium-Carb (NH4)2CO3 55.8 (0°C) - 100 (20°C) 1975 mg/kg (rat - oral) 

Ammonium-Bicarb. NH4HCO3 11.9 (0°C) - 109 (80°C) 1237 mg/kg (oral - rat) 
Table 4: Solubility [120] and toxicity values [121] used for counter-ion estimation. 

At certain temperature and pH, the conversion of bicarbonate to carbonate and back can be 
observed, which is why both types are listed in Table 4. Additionally, no toxicity reference 
data are available for lithium-, rubidium-, cesium-, and calcium bicarbonates. The comparison 
to the toxicity of the carbonate data gives a general indication about the toxicity of the 
corresponding alkali metal in the bicarbonate form. In other words, if the alkali carbonate is 
highly toxic, it is likely that the corresponding bicarbonate will behave in a similar way and 
should therefore be excluded. 
The solubility analysis leads to the conclusion that the order of the alkali metal corresponds to 
the highest possible solubility. Only rubidium compounds do not follow this rule. This 
increased solubility can be explained by the increasing radius of the ions, which has an impact 
on the grid energy. Following the theoretical explanation (see chapter 2.2.2, equation ( 85 )), 
the grid energy is directly connected to the charge and radius of the ions. 

    
name formula 

ionic radius of 
alkali ion [pm] 

grid enthalpy [kJ/mol] 

lithium fluoride LiF 74 1030 
sodium fluoride NaF 102 910 

potassium fluoride KF 138 808 
rubidium fluoride RbF 149 774 
cesium fluoride CsF 170 744 

Table 5: Different alkali metals in fluorinated form. The grid enthalpy decreases with increasing ionic radius. Values 
from [112]. 
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name formula cations anions grid enthalpy [kJ/mol] 

sodium chloride NaCl Na+ Cl− 769 
sodium sulfide Na2S Na+ S2− 2192 

magnesium chloride MgCl2 Mg2+ Cl− 2326 
magnesium sulfide MgS Mg2+ S2− 3406 

Table 6: Examples of salts with different charges. Increasing the charge leads to an increased grid enthalpy. Values 
from [112] and [122]. 

From Table 5 and Table 6 it can be derived that the ideal candidate for a counter ion for the 
bicarbonate should have a small charge and a large ionic radius. Combining all the criteria 
with a higher emphasis on the solubility, cesium ions exhibit all the required characteristics 
and the highest solubility, owing to the single positive charge, largest ionic radius, and 
medium toxicity. In comparison with sodium as counter ion, it is twice as toxic; on the other 
hand, its 13-fold higher solubility makes it a perfect candidate for quantification analysis at a 
highly SNR-limited experimental setup. In addition, very few 13C-labeled compounds are 
commercially available, hence the synthesis is a significant criterion for choosing the cation. 
Cesium bicarbonate can be synthetized relatively easily, as shown in chapter 3.1.2. Moreover, 
other 13C bicarbonate work has already been performed [53] with this counter ion and no 
negative impact on the hyperpolarized signals were reported. However, when using cesium as 
the counter ion, one should also consider filtration or replacing the ion with a less toxic 
equivalent when moving from preclinical to clinical application (see chapter 3.2.3). 

3.1.2 13C-labeled Cs-bicarbonate synthesis 
Previous work on pH mapping was performed either with sodium [92] or cesium [53] as 
counter ions. Regarding the SNR limits of a hyperpolarized experiment, it is desirable to 
achieve maximum concentration of the 13C-labeled compound. The experimental solubility of 
Cs-bicarbonate showed 5 times higher values (6 mol/L) compared to Na-bicarbonate (1.2 
mol/L) and hence, Cs-bicarbonate was used for pulse design, quantification experiments in 
vitro, and application in vivo. In contrast to 13C-Na-bicarbonate (Sigma Aldrich, CAS: 87081-
58-1), 13C-Cs-bicarbonate is not commercially available and must be synthetized by 
neutralizing cesium hydroxide with 13C-labeled carbon dioxide [123]. Therefore, two setups 
were designed: one for the synthesis and one for the lyophilisation of 13C-labeled cesium 
bicarbonate. Lyophilisation is necessary to create samples with high bicarbonate 
concentrations. It is also advantageous for storage, since CO2 release is prevented when the 
bicarbonate is kept in crystalline form. 
1.3 g of cesium hydroxide monohydrate (Sigma Aldrich, CAS: 35103-79-8) was mixed with 
20 ml of H2O to a concentration of 0.389 mol/L. The solution was transferred to a three-
necked round-bottom flask (see in Figure 11) via valve V3. A magnetic stirrer was added and 
set to maximum rotational speed to achieve turbulent mixing conditions in the cup and a 
maximized surface for gas exchange in the liquid phase. 
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Figure 11: A) An overview of the setup used for the synthesis of 13C-labeled Cs-bicarbonate. The main components 
include a three-necked round-bottom flask [1], connected via a flexible tube to a 13C-labeled CO2 bottle [5]. On the left 
side, a high-power vacuum pump [2] is connected via a flexible tube with a nitrogen-driven cold trap [3], 
interconnected between the flask and the pump to protect the vacuum pump from moisture damage. The flask is fixed 
upon a heatable magnetic stirrer [4]. B) A close-up view of the round flask, showing the three necks [V1-V3] with the 
regulating valves [V1] and [V3] at the left and right neck, correspondingly, for the regulation of the CO2 gas and the 
vacuum. The central neck shows the connected pH meter [6]. 

The air was removed by a membrane vacuum pump. Subsequently, a CO2-gas atmosphere 
was established with 99% 13C-enriched CO2 gas (Sigma Aldrich and Eurisotope, CAS: 1111-
72-4) and the following neutralization reaction took place: 

 2!!"#$ + !!" !! → !!! !!" !! + !!!! ( 100 ) 

Under further 13CO2 administration, Cs2
13CO3 reacted with 13CO2 and H2O to produce two 

13C-cesium-bicarbonate molecules (CsH13CO3): 
 !!! !!" !! + ! !!" !! + !!! → 2!"# !!" !!! ( 101 ) 

The progress of the synthesis can be tracked by measuring the pH. The initial pH of the 
cesium hydroxide solution was alkaline, with values of ~14. With further 13CO2 gassing and 
the corresponding cesium bicarbonate synthesis, pH became more neutral. The reaction was 
finished when cesium hydroxide had been consumed and pH had a value of ~7. After the 
synthesis was completed, the solution was transferred to a 100 ml beaker and shock frozen in 
liquid nitrogen. The frozen sample was then transferred to the lyophilisation setup (Figure 
12). 

A) B)

V1
V2

V3
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Figure 12: Lyophilisation setup for bicarbonate drying. A desiccator [1] is connected with a high-power vacuum 
pump [4] via flexible pipes. Between them, a cold trap is installed [2], which freezes the lyophilized liquid. For 
multiple sample drying, a vacuum splitter (not shown) can be installed (between [1] and [2]), dividing the vacuum into 
multiple desiccators and allowing the drying of up to 3 samples simultaneously. 

The setup contained a high-performance vacuum pump (Varian Inc., California, USA), which 
was connected to a nitrogen cold trap. This was further connected to a valve-regulated 
vacuum splitter. Up to three desiccators were attached to the splitter to dry multiple samples 
simultaneously. One beaker was placed into each desiccator, which was set under vacuum of 
up to 2Ŋ10-5 bar. During lyophilisation, the H2O was removed completely from the sample, 
leaving a dry Cs-bicarbonate powder. To prevent the vacuum pump from damage, the 
nitrogen cold trap condensed the removed water and froze it before it reached the vacuum 
pump. After 48 h of drying, ~1.3 g 13C-labeled cesium bicarbonate powder was collected. For 
storage, the powder was sealed gastight and deep-frozen.  
The weight of !"#$ was 1.3!! and with !!"#$ = 149.912 !

!"#, the amount of used !"#$ 
was !!"#$ = 8.673!!!"#. Calculating the theoretical outcome for 1!!"# cesium hydroxide 
and a complete reaction leads to: 1!!"#!!"#$ → 1!!"#!!"#!!!. In other words, for every 
hydroxide molecule used, one bicarbonate molecule was gained. Hence, with !!"#!!! =
193.922 !

!"#, the theoretically achievable weight of synthetized bicarbonate for a full reaction 
is !!"#!$! = 1.682!!. The difference between theoretical and practical outcome ranges 
between 100!!" and 300!!". Partial residues of bicarbonate powder in the flask that cannot 
be collected after the drying process can mostly explain the disagreement between the 
theoretical weight and the measured weight. Additionally, the reaction might not have been be 
fully completed, which was indicated by a slightly alkaline pH of ~8 after dissolving the 
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gained bicarbonate powder in !!!. Since the bicarbonate solution had a neutral pH at the end 
of the !!! application, the pH drop could be explained by !!! release during lyophilisation 
and subsequent cesium hydroxide formation. 

3.1.3 Gd and OXO 
Samples prepared for hyperpolarizing purposes usually contain T1 relaxing agents, like the 
OXO63 radical or gadolinium compounds. These impact the relaxation rates of the electrons 
involved in the hyperpolarization process, allowing the more efficient transfer of polarization 
from the electrons to the nuclei. For solid-state hyperpolarization, it is desirable to work in a 
power-saturated regime. This can be confirmed by sweeping the power of the microwave 
source at resonance frequency for different power levels. When no changes are observable in 
the hyperpolarized signal, the power-saturated regime is achieved. By reducing the relaxation 
rates of the electrons, the electrons are able to relax back faster to their initial state, from 
which they can again transfer polarization to the nuclei. However, increased radical and 
gadolinium concentrations also increase the T1 relaxation of the corresponding nuclei after 
dissolution. This leads to a reduced T1 decay, which in the end can lead to an overall signal 
loss at the time point of measurement. Careful investigations during sample preparations are 
needed to find an optimum solution for this inherent tradeoff between efficient solid-state 
buildup and increased liquid state decay. 

 OXO radical 3.1.3.1
The OXO63 radical concentrations were optimized for hyperpolarized 13C-Cs-bicarbonate 
samples. The samples were prepared in 80%/20% glycerol/D2O. Different batches with OXO 
concentrations ranging from 14 mmol/L to 69 mmol/L were prepared and analyzed in terms 
of solid-state buildup, liquid-state decay, and the influence on polarization level and T1. 50 µl 
of the prepared samples were hyperpolarized and subsequently dissolved. Since the OXO 
radical itself has a dark green color, samples of different concentrations can be differentiated 
by visual inspection (see Figure 13). The goal of the study is to achieve maximum signal 
within the appropriate solid-state buildup time for in vivo experiments of ≤ 90!min. 

 
Figure 13: Dissolved samples of 13C-Cs-bicarbonate with different OXO concentrations. A: 14 mmol/L; B: 28 
mmol/L; C: 42 mmol/L; D: 55 mmol/L; E: 69 mmol/L.  

The solid-state signal was measured by low flip-angle excitation and free induction decay 
(FID) readout. The influence of increasing the OXO concentrations to the solid-state level 
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confirms its T1 relaxing properties (see Figure 14). For concentrations ≥ 42 mmol/L, the 
maximum polarization level was reached after 30 minutes of polarization. However, the 
maximum signal amplitude was half of that of the samples with lower radical concentrations. 
The low concentration of 14 mmol/L shows that 95% of the maximum polarization level was 
not achieved after 2 h of polarization.  

 
Figure 14: Hyperpolarized signal buildup for different OXO concentrations. Increasing the OXO concentrations 
affects the buildup time. The signal approaches a maximum in the polarization level. The maximum polarization is 
larger for lower radical concentrations. However, it takes longer time to achieve the maximum. The solid-state 
buildup for OXO concentrations of 55 mmol/L and 69 mmol/L was aborted after 90 minutes because the maximum 
level of signal increase was achieved. 

The decreased buildup time can be expressed by the buildup constants of the exponential fits 
to the corresponding OXO radical concentrations and are shown in Figure 16. The buildup 
constants approach a maximum of 550 s, which is estimated as the limit of the solid-state 
buildup. Adjusting the radical concentrations to higher values would not decrease the buildup 
time. 
The solid-state buildup signal (!!"#$%) can be calculated by the following equation: 

 !!"#$% ! = !!"# ∙ 1− !!
!

!!"#$%  ( 102 ) 

With !!"# =1 for full polarization and !!"#$%  for the corresponding solid-state buildup 
constant. The results of the simulation for different buildup constants are displayed in Figure 
15. 
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Figure 15: Simulated solid-state buildup with varying buildup constants. The horizontal axis depicts the time of 
hyperpolarization. The vertical axis shows the achieved polarization level. The dotted line depicts the 95% 
polarization level threshold, after which dissolutions were performed. For all simulated polarizations, a maximum 
polarization of 1 (≈ !""% polarization level) can be achieved. However, in real samples, these maximum achievable 
values differ. This value can be influenced by, e.g., sample volume and concentrations of OXO63 radical and Gd. 

 
Figure 16: Different buildup constants (y-axis) of the hyperpolarized solid-state signal as a function of the 
concentration of the OXO radical (x-axis). It can be seen that the buildup constants decrease with increasing OXO 
concentrations and they approach a maximum of 550 s. 

The samples were dissolved with a dissolution agent containing D2O and EDTA (0.1 g/L). 
Measurements of the liquid-state signal were performed at the 1 T Bruker Minispec 
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spectrometer. The subsequent data analysis revealed the polarization level of the 
hyperpolarized compound in the liquid state (see Figure 17). 

 
Figure 17: Polarization levels of hyperpolarized 13C -Cs-bicarbonate (y-axis) for different OXO radical concentrations 
(x-axis). Increasing the OXO-radical concentration significantly decreases the polarization level. By increasing the 
radical concentrations from 14 mmol/L to 28 mmol/L, only small changes in the polarization level can be observed, 
from 7.2% to 6.7%. Further increase to 42 mmol/L leads to a substantial drop in polarization level to 1.5% and 
further decrease with increasing concentration. 

The considerable drop in signal intensity limits T1 determination in the Minispec to 
concentrations ≤ 28!!!"#/!; the corresponding values are given in Table 7. 

      
OXO63 

[mmol/L] 
14 25 25 28 42 

Liquid state 
T1 [s] 136.5 ± 5.0 120.6 ± 2.5 118.1 ± 3.5 120.4 ± 3.5 118.5 ± 6.7 

Table 7: T1 decay of hyperpolarized 13C -Cs-bicarbonate dissolved in D2O for different OXO-radical concentrations. 
The error was calculated using 95% confidence boundaries for the mono-exponential fit. The T1 estimation with 
different OXO concentrations shows a decrease of T1 with increasing OXO concentration. The T1 estimation was 
performed disregarding larger OXO concentrations (≥ !"!!!"#/!), because the error increases significantly for 
large concentrations owing to low SNR. 

The T1 values slightly decrease for radical concentrations ≤ 28!!!"#/! . The optimal 
OXO63 radical concentration was calculated to be between 20!!!"#/! and 25!!!"#/!. 
Hyperpolarization was ≥ 95% for the high solid-state polarization signals and the overall 
polarization level was only slightly decreased. T1 remained high enough to maintain sufficient 
signal during transport from the polarizer to the MR scanner. All hyperpolarized experiments 
for in vitro or in vivo measurements were conducted in the above-mentioned range of radical 
concentrations. 
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 Gadolinium 3.1.3.2
After the optimal radical concentration was found, subsequent investigations were performed 
on different gadolinium concentrations, ranging from 0!!!"#/! to 3.5!!!"#/!. Similar to 
the OXO radical investigations, the effects of gadolinium on solid-state buildup and liquid-
state decay were determined. It is important to mention that all experiments were performed 
using gadoteric acid, where gadolinium is chelated by 1,4,7,10-tetraazacyclododecane-
1,4,7,10-tetraacetic acid (DOTA). Hence, all listed gadolinium concentrations refer to the 
concentrations of the non-toxic contrast agent (DOTAREM, ProHance). 

 
Figure 18: Hyperpolarized signal buildup for different Gd concentrations. The gadolinium concentrations vary from 
0 to 3.5 mmol/L. Increasing the Gd concentrations affects the buildup time. The signal approaches a maximum at the 
polarization level. For larger Gd concentrations, the maximum polarization is larger; however, it takes longer to 
reach the maximum. The maximum hyperpolarized signal is significantly increased (≥ factor 4) with the use of 
gadolinium. Good reproducibility of two measurements with the same Gd concentration can be observed. After ! = 90 
minutes, the buildup was stopped and subsequent dissolution was performed. 

All Gd concentration experiments were performed with double-dissolution experiments to 
confirm their reproducibility. Figure 18 shows a direct influence of Gd on both the solid-state 
buildup time and the maximum hyperpolarized signal achieved. It has a significant impact on 
the hyperpolarized signal, as it improves the maximum signal intensity by a factor of ≥4. The 
signal increases even at low Gd concentrations and the enhancement approaches a maximum 
for Gd concentrations ≥ 1.5 mmol/L. In contrast to the increased OXO radical concentration, 
Gd shows no clear trend when investigating the concentration dependency of the solid-state 
buildup constant (see Figure 19) and liquid-state polarization levels (see Figure 20). 
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Figure 19: Influence of different Gd concentrations (x-axis) on the solid-state buildup constant (y-axis). Compared to 
the sample with no Gd added, the buildup constant changes but shows no clear trend with varying Gd concentration. 
However, the reproducibility of every investigated Gd concentration can be confirmed. 

 
Figure 20: Polarization levels (y-axis) of hyperpolarized 13C -Cs-bicarbonate for different Gd concentrations (x-axis). 
Comparing the polarization level of 6.4% without Gd with the polarization levels where Gd was added, a significant 
increase can be observed (factor ≥ !). Some polarization level estimations show large errors, especially compared to 
the calculated polarization level without any Gd, which are mainly due to the thermal measurements, where a 
decrease in T1 increases the error in the polarization level estimation. No trend can be seen with increasing Gd 
concentrations. The measured polarization levels are distributed around 25% - 30% and are already achieved for the 
smallest investigated concentration (c = 0.5 mmol/L). 
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However, plotting the buildup constants versus the achieved polarization levels leads to an 
increased polarization level with increasing buildup constant (see Figure 21). 

 
Figure 21: Liquid-state polarization levels (y-axis) for different Gd concentrations, plotted against their 
corresponding buildup constants (x-axis). Neglecting the large-error measurement in brackets and the measurements 
without any Gd, an increase in polarization level with increasing buildup constant can be confirmed. 

In conclusion, a higher final polarization level can be achieved by a longer polarization time 
for the case when the maximum level is not reached. As can be seen from Figure 18, all solid-
state polarization buildups were performed until ! = 90  minutes and subsequently, 
dissolution was performed. 
As mentioned above, Gd has a direct influence on the T1 relaxation time. On the one hand, 
this allows a more efficient solid-state polarization, on the other hand, it increases the T1 
signal decay in the liquid state. This is demonstrated in Figure 22. Increasing the Gd 
concentration from 0 to 3.5 mmol/L significantly decreases T1 from 120!! - 130!! to 60!! - 
70!!, measured in D2O and 1 T. 
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Figure 22: T1 relaxation constants (y-axis) in the liquid state for different Gd concentrations (x-axis). T1 decreases 
with increasing Gd concentration, measured at 1 T in D2O. 

Adding Gd considerably increases the polarization level, even at low concentrations. From 
these results, it can be seen that solid-state polarization buildup is sufficiently fast for all 
investigated values. With regard to the T1-decreasing effect of Gd, the optimum value was 
found at the lowest investigated Gd concentration of 0.5 mmol/L. 
Hence, the final optimum composition was determined as 25 mmol/L OXO radical and 0.5 
mmol/L Gd. This ratio provides sufficiently fast solid-state buildup (≈ 90!min), high 
polarization level (~19% - 21%), and the appropriate T1 (~120!!) for signal conservation 
during transport from the polarizer to the scanner. The transport time ranges from 12!! to 
240!!, dependent on the experimental setup. 
It must be noted that this chemical formulation shows best performance for sample volumes 
up to 250 µl. As discussed in chapter 3.2.2 larger sample volumes lead to an increased 
concentration of OXO and Gd in the dissolved solution, which could lead to a significant drop 
in T1 and the polarization level, which must be considered when performing larger sample 
volume experiments. 
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3.2. Optimizing dissolution 

3.2.1 Signal loss due to buffer pH and temperature 
Optimizing the dissolution agent is the second step to optimize SNR. To increase T1, a D2O-
based dissolution agent is advantageous. For the subsequent in vivo experiments, a pH buffer 
is needed to adjust pH and osmolality to physiological levels. Because the bicarbonate itself is 
a pH buffer and the pure Cs-bicarbonate dissolution has a pH of around 8.2 to 8.4, the final 
pH needs to be adjusted with the dissolution agent buffer. The main issue of this process is 
the preservation of the bicarbonate signal. The lower the pH becomes, the more CO2 is 
produced (see Henderson-Hasselbalch equation ( 1 )), which can easily evaporate during the 
dissolution process as depicted in Figure 23. The dissolution process at the HyperSense 
polarizer was explicitly designed as a turbulent process that allows rapid dissolving. This, of 
course, leads to an increased CO2 loss. Furthermore, one must take into account that the 
dissolution liquid is heated up to 168°C. Depending on which pH buffer is used, pKa, and 
thus pH, changes with temperature. The change in the used phosphate buffer [124] is 
described as:  

 !" = !"!"#$" − 0.0028 ∙ ∆!"#$! ( 103 ) 

 
Figure 23: (A) The pH change of the phosphate buffer used as dissolution agent, which is assumed to have pH=7 at 
room temperature (solid line). Increasing the temperature during the dissolution process leads to a decrease in pH 
(dashed line). (B) The signal loss at room temperature (solid line) and at dissolution temperature (dashed line), 
assuming that all CO2 generated because of the pH decrease is removed. Signal loss increases from 13.7% at room 
temperature to 32.4% at dissolution temperature. 

where !"!"#$" = 7, as a pH-neutral buffer is assumed. The signal loss is calculated by 
expressing the Henderson-Hasselbalch equation as: 

 !"!!"## =
100

!"!!"! + 10!"!!"#
! ( 104 ) 

with 10!"!!"# = !"#!"#  being the signal of the bicarbonate, !"#!"! = 1 the signal of the 
CO2, !"#_!"## the percentage of CO2 contributing to the overall signal, and !"# = 6.2, as it 
is assumed to be in vivo [53,54]. When pH decreases, the contribution of the CO2 to the 
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overall signal increases. Hence, the possible loss due to evaporation has a higher probability. 
This loss is assumed to be a full removal of the CO2 after equilibrium is established. This 
assumption is simplified owing to the fact that the buildup at equilibrium is a permanent and 
dynamic process, dependent on the enzymatic activity of the environment. Additionally, the 
evaporation dynamics changes during the dissolution process. Nonetheless, the above 
assumptions show that there is a significant impact of the temperature on the dissolution 
agent, which was taken into account when preparing it. 

3.2.2 Polarizer modifications 
To increase the amount of dissolved bicarbonate in the polarizer, modifications of the 
dissolution process were performed. The changes affect the standard Hypersense DNP 
polarizer, located at the GE Global Research Center in Munich. A second modified polarizer 
was used, located at the Technical University of Denmark, Lyngby, Copenhagen in the 
laboratories of Prof. Jan Henrik Ardenkjær-Larsen to evaluate performance changes based on 
changed settings, which are not tunable on the standard model. 
The standard DNP Hypersense polarizer operates with a pressure-regulated heat bomb, where 
the dissolution agent is heated up to 168°C. The temperature is measured indirectly by a 
pressure sensor, which translates the pressure measured during the dissolution process into 
temperature. At the beginning of the dissolution process, the pressure sensor showed a 
pressure of 10 bar, which is equivalent to a temperature of 168°C for heated aqueous 
solutions. Since the default parameters of standard models cannot be changed without losing 
the warranty, changes of pressure and heating cannot increase the maximum volume of the 
dissolved sample, and the amount of dissolution agent in the polarizer is limited to 10 ml. 
However, lower volumes are usually used, since not all of the hyperpolarized liquid can be 
utilized in in vivo experiments. The minimum volumes used for rat experiments are: 

 !!"# = !!"# + !!"#$ + !!" + !!"##! ( 105 ) 

with injection volumes (!!"#) of 1-2 ml, depending on the rat weight (200-400 g), volume for 
the Minispec measurement (!!"#$) of 1 ml, volume for pH and later osmolality determination 
(!!") of 1 ml, and a volume that is lost during the experiments due to the dead volumes of the 
polarizer, syringes, and tubes used for injection (!!"##) of around 0.5 ml - 0.7 ml. The use of 
more dissolution agent (up to 10 ml) would be possible, but it would also prolong the 
dissolution process and increase the amount of unused hyperpolarized substance. Since these 
values vary with experimental setup and procedure, the dissolution of the bicarbonate was 
optimized for a maximum volume of dissolution agent of 5 ml. The aim of the optimization 
process is to achieve a complete dissolution with no residual bicarbonate sample remaining in 
the sample cup (see Figure 25). The dissolution process of the frozen sample is difficult 
because most of the hyperpolarized signal is lost, dissolving in the wrong way. Dissolving the 
sample just by removing the frozen, hyperpolarized sample from the polarizer and dissolve it 
manually results in a complete signal loss. This technical issue was first solved by 
Ardenkjaer-Larsen in 2003 [11]. The remaining bicarbonate in the sample cup not only 
reduces the amount of dissolved bicarbonate, but it also shows a significant impact on the 
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polarization level in the liquid state. Hence, the goal of the optimization process was to 
achieve complete dissolution of the bicarbonate sample with 5 ml of dissolution agent. 

 Evaluation at modified Hypersense DNP polarizer 3.2.2.1
As mentioned, standard Hypersense DNP polarizers pose limitations to the variation of their 
parameters. Hence, a modified version of a polarizer was used. Spectral analysis of the 
dissolved compound was performed using a 9.4 T Varian spectrometer. This setup was used 
to investigate the possibility of increasing the dissolved bicarbonate concentration and 
investigate all relevant parameters (T1, polarization level). The modified version of the 
polarizer allows increasing the temperature and pressure of the dissolution agent. The line 
widths of the 400 MHz scanner were measured with 2 Hz of the CO2 resonance peak and 6 
Hz of the bicarbonate resonance peak. The polarization level was measured with 19% and the 
T1 decay was 34 seconds at 9.4 T for a 50 µl sample dissolved with 5 ml !!! + EDTA (0.1 
g/L). Subsequently, the increase of the dissolved bicarbonate concentration was tested by 
increasing the temperature from 168°C to 200°C. By changing the parameters, the dissolved 
amount of bicarbonate could be increased to 500 µl and dissolved successfully with 5 ml of 
dissolution agent. This caused an increase of the maximum dissolved bicarbonate 
concentration to 300 mM. Despite the fact that the solid-state polarization was the same for 
small volumes (3162 arb. u. with 50 µl) and big volumes (31897 arb. u. with 500 µl), the 
liquid-state polarization level dropped from 19% to 11%. An explanation for this behavior is 
that such large amounts of bicarbonate are dissolved in a non-optimal way. Improvement of 
the dissolution process can be achieved by pre-freezing the sample to droplets before 
hyperpolarization (see Figure 25). Another observation was made for the decay of the T1 
relaxation, which decreased from 34 s to 6.8 s. Because a T1 of 6.8 s would negate the benefit 
of a higher bicarbonate concentration, further experiments were performed to investigate the 
source of the T1 drop. 
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Figure 24: Bicarbonate (BiC) concentration increase experiments investigating the T1 decay and the polarization level. 

Figure 24 depicts the experimental workflow of the T1 investigation. The larger boxes show 
key parameters for each experiment. The measured T1 is shown for each experiment, 
indicating whether T1 was measured with a hyperpolarized experiment (blue frame) or with a 
thermal measurement (green frame). All experiments were performed at a 400 MHz Varian 
spectrometer. In hyperpolarized experiments, T1 was measured with a low flip-angle 
excitation approach. The thermal T1 measurements were performed with an inversion 
recovery pulse sequence using adiabatic pulses. The pulse used was a hyperbolic secant pulse 
with a length of 400 µs. 
The first observation was the change in T1 from low concentration and high T1 (I) to high 
concentration and low T1 (II). Subsequent experiments conducted for each parameter that 
could influence T1 are displayed clockwise in Figure 24. 
(I): Starting at the top, the original recipe (20 mmol/L OXO, 0.5 mmol/L Gd) is presented, 
where 50 µl bicarbonate was dissolved in 5 ml DA (water + 0,1 g/L EDTA), showing a T1 of 
34 s. (II): Using the same bicarbonate batch, dissolving 500 µl decreases the T1 to 6.8 s. (III): 
The increase of the dissolved sample causes a higher gadolinium concentration and a higher 
OXO radical concentration. Both are substances that are essential for the polarization buildup 
process. In order to exclude Gd as the source of the T1 decrease, a 10% 13C/ 90% 12C-Cs-
bicarbonate sample was prepared at a concentration of 300 mM without Gd and was 
subsequently hyperpolarized and measured. The T1 value of 8.8 s shows that also the Gd 
could not be the main source of the strong T1 decrease. (IV): Subsequently, the dissolving 
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process was investigated as the source of T1 shortening. A sample was prepared with the same 
chemical composition as a regular dissolved one, but during the dissolution process, no high 
temperature and pressure were applied. A thermal measurement showed T1 of 10 s; therefore, 
the dissolving process could be excluded as the source of the T1 decrease. (V): To eliminate 
the used self-synthetized 13C-Cs-bicarbonate as the source of the small T1, a thermal 
measurement was performed using 13 M Cs-BiC, dissolved in D2O only, without Gd and 
OXO. The measured T1 value was 20 s. (VI): To exclude the influence of the preparation 
procedure on the chemical properties of the bicarbonate and the glycerol, during which a heat 
gun and an ultrasound bath at 60°C were used to prepare the sample, a sample with lower 
glycerol concentration was produced without any heat processing or ultrasound bath, which 
led to a T1 of 27 s. (VII): The relaxivity was also increased by the trityl radical OXO63, 
whose concentration was 0.17 mM in the 50 µl sample and 1.7 mM in the 500 µl sample. 
OXO63 should increase the relaxivity of the 13C atom by 0.01 mM-1 s-1. This should decrease 
the T1 from ~30 s to ~20 s and cannot explain the significant decrease in T1. To evaluate the 
influence of the radical in high field, thermal T1 measurements were performed at different 
OXO concentrations ranging from 0 to 2 mM. T1 dropped from 30 s to 15 s, which is still 
more than 2 times higher than the observed T1 of 6.8 s and can therefore not be the only cause 
of the T1 drop. The reproduction of consistent values for this series of measurements 
performed at high field failed and therefore, the measured T1 should be treated with caution. 
Considering that the relaxivity increases more at low field strengths, field cycling experiments 
were performed to evaluate the low-field influence of OXO to the T1. No consistent 
reproducible T1 data could be acquired and further investigations need to be performed on that 
issue. 
Finally, the reason of the unexpected large T1 decrease could not be completely determined. 
One assumption could be the interplay of the different parameters. Additionally, chemical 
shift anisotropy due to the increased viscosity of the higher concentrated sample could be an 
alternative explanation. 

 Evaluation at standard Hypersense DNP polarizer 3.2.2.2
The evaluations at the modified polarizer show that it is possible to increase the concentration 
up to 500 µl with increased pressure and temperature. However, some of the tested 
techniques, such as pre-freezing of the sample to beads (see Figure 25), can also be applied to 
the standard version of the polarizer. A larger surface and space between the beads leads to 
more efficient dissolution. 
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Figure 25: Experimental scheme of different sample volumes of bicarbonate and subsequent dissolution in 5 ml 
dissolution agent. The parameters of the dissolution are displayed by the arrows pointing to the results, which 
indicate whether the dissolution was successful or not. 

The pre-freezing bead technique was successfully tested with different volumes of 7 µl and 12 
µl per bead. Both sizes showed the same values for polarization levels after complete 
dissolution, therefore, the bigger bead volume size was used. Performance tests showed an 
increase of up to 450 µl of the bicarbonate sample dissolved at standard conditions of 10 bar 
pressure and 168°C temperature of the dissolution agent. This limitation is posed by the 
limited sample cup size. The large sample cups allow a maximum sample volume of 1 ml. 
The use of small beads increases the volume of the bicarbonate sample in the cup and the 
limit of 1 ml is reached with only 450 µl of sample. However, the polarization level showed 
again a decrease from 19% to 5-6%. Hence, an optimum solution for this tradeoff (higher 
concentration versus higher polarization level) was found by using 250 µl dissolved sample 
with 5 ml dissolution agent, which achieved a polarization level of 11% at a dissolved 
bicarbonate concentration of ~250 mmol/L. 
The standard HyperSense DNP polarizer operated at ~!3.35!! and ~!1.4!!. The microwave 
irradiation frequency varied depending on the molecule, and for 13C-bicarbonate, it was 
94.111!!"#. Achieving the correct irradiation frequency is important, since it influences the 
maximum polarization level and polarization buildup time. Usually, the power of microwave 
irradiation is selected to be in a power-saturated region and for 13C-bicarbonate, it was 
~!100!!". 

3.2.3 Filtration 
One source that has a significant impact on T1 decay is the paramagnetic influence of the 
OXO63 radical. This radical is necessary for hyperpolarization and was applied in 
concentrations of 20-25 mmol/L. To avoid its reduction effect on T1, it would be preferable to 
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remove the radical as soon as possible after dissolution. Previous attempts were made to 
remove the radical from the dissolved liquid using ascorbic acid [125]. Additionally, the 
cesium ion has an impact on the signal parameters (e.g., T1 relaxation) as well as biological 
effects [126,127]. Thus, its removal is necessary to overcome cesium influences to organ 
functionality with regard to later clinical studies. Because Cs is needed as a counter ion for 
the synthesis, which allows the preparation of a highly concentrated bicarbonate solution, it 
should be removed before the injection and exchanged with less toxic counter ions to form 
sodium bicarbonate with a low LD50 of 4220 mg/kg (oral - rat [128]).  
For this purpose, filtration experiments were performed using the modified Hypersense DNP 
polarizer with subsequent evaluation at a 9.4 T Bruker spectrometer. The hyperpolarized 
bicarbonate dissolution liquid was dissolved and cleared by anion- and cation-exchange 
columns. The polarization levels and T1 were analyzed to evaluate the impact of filtration to 
the standard procedure. 

 Cesium 3.2.3.1
The cesium concentration was detected with a tunable probe at the 133Cs resonance frequency. 
To remove the cesium, a cation-exchange column (DOWEX 50WX8, Dow Chemical 
Company, Midland, US) with a mesh size of 200-400 was used in hydrogen form. The resins 
used were based on a microporous copolymer of styrene and divinyl benzene with 8% cross 
linkage between the divinyl benzene in the copolymer. In this form, the affinity of the column 
to cations is as follows:  

!! 1.0 > !"! 1.5 > !!!! 1.95 > !! 2.5 > !"! 2.6 > !"! 2.7 . 
The numbers in brackets show the relative selectivity. Hence, in the hydrogen form, the 
affinity of the mesh is 2.7 times higher for cesium than for hydrogen. The cesium 
concentration decreased from 0.5 mmol/L to below the detection limit of the scanner and is 
therefore assumed to be successfully cleared (see Figure 26).  

 
Figure 26: Spectrum of the dissolved bicarbonate sample, acquired with a tunable probe adjusted to the 133Cesium 
resonance. Figure (A) clearly depicts the cesium resonance signal, which disappears after the successful ion exchange 
of the cesium (B). 

The polarization level (22%) and T1 (37s) were not affected negatively by the cesium-sodium 
exchange. 

A BCs
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 OXO 3.2.3.2
For OXO radical clearance, an anion-exchange column (DOWEX 1X8, Dow Chemical 
Company, Midland, US) with a mesh size of 200-400 was used. To decrease the affinity to 
the also negatively charged Cs-bicarbonate, the resin was treated overnight with 1 M !"!!"! 
to convert it to the chloride form and increase the affinity for the negatively charged OXO. 
After dissolution, the liquid was passed through the resin manually, T1 and the polarization 
level were measured, and the concentration of the bicarbonate was estimated. 
OXO itself has a dark green color and even low concentrations of the radical in a solution 
exhibit an intense green color. Hence, the color of the liquid indicates the radical 
concentrations of the corresponding solutions. After filtration with the exchange column, the 
liquid changed from green to completely colorless. Furthermore, T1 increased from 34 s to 40 
s and the polarization level was measured as 22.4%, so it can be concluded that all the 
radicals were successfully removed. Filtration shows no negative effect on the polarization 
level and T1. Despite the !"!!"! treatment, the bicarbonate concentration dropped from 15 
mmol/L to 0.06 mM after filtration; consequently, the affinity of the resin is still too high for 
the bicarbonate and the resin is therefore not applicable for OXO filtration with subsequent 
acquisition of the bicarbonate. 
For all experiments, the minimum amount of resin needed was calculated for each 
corresponding ion (!"! and !!"!!). 

 Calculating the capacity with Cs+ ions 3.2.3.3
Since every bicarbonate ion is bound to an !"! ion, the !"!  concentration equals the 
bicarbonate concentration in the prepared batch: 

!!"## !"! = !! !"! ⋅ !!"#$! = 6!!"#! ⋅ 300!!! = 1.8 ⋅ 10!!!!"# 
where !! !"!  is the cesium concentration of the prepared bicarbonate and !!"#$!  is the 
maximum volume of dissolved bicarbonate sample in the DNP Hypersense polarizer. With 
the molecular weight of the corresponding ion being (!"!) = 132.91! !

!"# , the mass of the 
ions in a dissolution can be calculated: 

!!"## !"! = !!" !"! ⋅ !!"## !"! = 239 ⋅ 10!!!!!. 
In order to include the charge of the ion to the capacity calculation, this physical property 
must be taken into account using equivalent values (!") with: 

!" !"! = !!!"## !"! ⋅ !(!"!)
!"(!"!) = 1.8 ⋅ 10!!!!"!, 

The Cs ion is singly positively charged (! !"! = 1, !" !"! = !!"## !"! ), hence the 
minimum resin volume for a complete exchange can now be calculated by 

!!"#$%(!"!) =
!"(!"!)
!!"#$%

= 1.8 ⋅ 10!!!!"
1.7! ⋅ 10!! !"!"

= 1.059!!", 

with relation to the corresponding wet capacity !!"#$% of the cation-exchange resin (DOWEX 
W50X8, 200-400 mesh, hydrogen form). 
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For OXO filtration, similar calculations can be performed using the standard concentration of 
the OXO63 radical !! !"!! = 25!!!"#! : 

!" !"!! = 0.75 ⋅ 10!!!!" 

!!"#$% !"!! = !" !"!!
!!"#$%

= 0.75 ⋅ 10!!!!"
1.2! ⋅ 10!! !"!"

= 0.625!!" 

with respect to the corresponding wet capacity !!"#$% of the anion-exchange resin (DOWEX 
1X8, 200-400 mesh, chloride form). The hyperpolarized dissolution liquid was filtered using 
a column connected to a syringe, which was utilized for collecting the sample and 
transporting it to the scanning setup, since no automated injection system was used in the 
experiments. Because of the filtering, the liquid uptake needed 1-2 s longer to complete the 
collection, so no large amounts of time were lost during filtering. 
For the case where an automated injection system is used, it is advisable to directly connect 
both types of resins successively in line in the dissolution pathway of the polarizer. The 
pressure of the helium driving gas is ~4 bar and can be used to pass the liquid through the 
columns, which will further save time. However, attention must be paid because the filtering 
columns create back-pressure to the system, whose effects must be evaluated. 
The resulting filtrations showed encouraging results concerning the exchange of the cesium 
ion. In principle, radical filtration was successful but further work needs to be performed on 
finding an optimal resin (e.g., C18) for OXO63 radical filtration. 
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3.3. Region of interest determination by SNR 
For spatial pH analysis, it is important to determine the region of interest (ROI). Many MR 
imaging techniques rely on ROI estimation, performed by anatomical images. The desired 
structure is separated either by simply drawing the ROI contour manually in the proton map 
or automatically, by using algorithms that distinguish the target regions. In this work, an SNR 
based approach was used for in vitro and in vivo acquisition. 
All 13C acquisition techniques are generally limited by SNR. Based on this, pH mapping is 
only reliable in regions where the signals of bicarbonate and CO2 have sufficient intensity. To 
estimate the SNR of a given acquisition, it is necessary to discriminate the signal from the 
noise in an image. 
The applied setup was a volume coil with a bore diameter of 8 cm. The measured objects 
were usually distributed around the center of the coil in all spatial directions. The investigated 
object was placed in the center, leading to the maximum signal from the hyperpolarized 
bicarbonate. The noise level calculation was performed by using a script that reads the first 
two lines of pixels in the 64 ∙ 64 matrix in each direction (see Figure 27). The noise estimation 
is then based on a sum of 152 pixels, which provides a sufficient number of measurement 
points for averaging. Owing to the experimental setup, no real hyperpolarized substance could 
be acquired at this location. Hence, all acquired signals were noise. 

 
Figure 27: Axial rat kidney slice of 3 mm thickness proton map (gray color scale) acquired with fast recovery fast spin 
echo (FRFSE), field of view (FOV)= 8 cm Ŋ 8 cm, 13C acquisition matrix overlaid on the proton map with a resolution 
of 64 Ŋ 64. The orange circle depicts a cross section in the z-axis through the volume coil. The pixels used for noise 
calculation are depicted in light blue and named by the origin of their appearance: north (N), east (E), south (S), west 
(W). 
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The regions are described according to their origin, as north (N), south (S), east (E), and west 
(W). The average noise in each region were calculated and led to a general noise level of the 
acquired image. 
However, blurring can occur when reconstructing using a shifted resonance frequency (see 
Figure 28). This false signal information can drift into the abovementioned regions of noise 
estimation, falsifying the noise estimation results. Thus, achieving the correct reconstruction 
frequency is important for the correct reconstruction of the hyperpolarized signal. This leads 
to a possible inherent error for the case that the excitation band of the SPSP pulse is off-
resonant. 

 
Figure 28: Gradient echo proton map of an axial liver slice from a healthy Lewis rat (gray color scale). Slice thickness 
= 10 mm, FOV=8 cm Ŋ 8 cm, flip angle (FA)=10°. 13C-bicarbonate image overlaid (jet color scale), measured directly 
after injection. Reconstruction of the hyperpolarized signal for different chemical shift frequencies (A=0 Hz, B=50 Hz, 
C=100 Hz, D=250 Hz, E=500 Hz, F=1138 Hz). The excitation at the bicarbonate resonance frequency leads to the 
correct reconstruction of the map at 0 Hz. At this time point, the largest bicarbonate signal can be seen in the vena 
cava. Departure from this optimal reconstruction frequency leads to a decrease of the SNR and blurring of the 
hyperpolarized signal. Figure F shows the case of the chemical shift at 1138 Hz and 3 T (≈35 ppm), reflecting the case 
for the bicarbonate and CO2 chemical shift. 

Blurring leads to a higher mean noise level and thus a decreased calculated SNR. To 
overcome this issue, the mean values of each cardinal direction were compared and separated 
by a threshold value, which ensured that regions with a spiked mean value, including artifact 
signals, were excluded from noise level calculation. 
The main contributor to the decreasing SNR at low flip-angle excitation is the short in vivo 
T1, which is ≈ 10 s for bicarbonate at 3 T, which limits the signal acquisition to a short time 
window (see Figure 29). Defining the SNR in the image allows separating the hyperpolarized 
signal from the noise with signal intensity thresholds. 

min

max
signal

A B C

D E F
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Figure 29: Hyperpolarized signal decay of bicarbonate from an axial rat heart slice, measured with on resonant 
excitation with the SPSP pulse at the bicarbonate resonance frequency. Image acquired directly after the end of 
injection and with repetition time (TR)=2 s. Slice thickness= 10 mm, FOV=8 cm, Resolution=64 Ŋ 64, FA=10°. Signal is 
decaying with T1=10 s in vivo, leading to a limited time window for hyperpolarized signal acquisition. 
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4. Results and discussion 

After optimizing the preparation and dissolution procedure, the bicarbonate was investigated 
spectrally and applied in vitro for signal analysis (chapter 4.1). This included error 
propagation analysis for the pH acquisition at different SNRs. Subsequently, the imaging 
modalities were SNR-optimized and analyzed in terms of pH-imaging sensitivity for different 
pH values (chapter 4.2). The optimized methods were then applied to map healthy rats for 
hyperpolarized in vivo signal performance and obtain signal maps of different organs (chapter 
4.3). Finally, pH maps were acquired of rats with metabolic alkalosis and induced sterile 
inflammation (chapter 4.4). 

4.1. pH quantification spectral in vitro: 
The spectral investigation and in vitro application of the bicarbonate for signal analysis 
allowed the evaluation of the signal performance for bicarbonate and CO2 under different pH 
conditions for different counter ions (chapter 4.1.1) and with a cancer cell spheroid solution 
(chapter 4.1.2). The errors originating from the CO2 release (chapter 4.1.3) and the different 
SNRs (chapter 4.1.4) were quantified, leading to a broad sensitivity analysis concerning the 
method’s major challenges, which had not been previously performed for bicarbonate pH 
mapping. 

4.1.1 Results on buffers with Na-bicarbonate 
To estimate the viability of pH detection with hyperpolarized bicarbonate, spectral analysis of 
hyperpolarized 13C-Na-bicarbonate was performed. The spectral results also served as a 
comparison with the subsequent used 13C-Cs-bicarbonate to reveal possible variations 
between the two substances. Na-bicarbonate showed a limited maximum concentration of 1.2 
mol/L and the quantification experiments were limited to in vitro experiments with PBS 
buffers. The spectral analysis was performed to determine the resulting behavior of the used 
chemical preparation procedure of the hyperpolarized bicarbonate, including the influence of 
the glassing and dissolution agents and the dissolution process. SNR- and time-stability- 
analysis were performed, to examine the influence of high field (3 T) at various flip angles. 
The results provided a first view on the feasibility of 13C pH measurements and revealed 
possible drawbacks. To characterize the factors influencing the pH measurement, analysis 
was performed with pure buffer solution, without the addition of carbonic anhydrases. 

 Spectral and temporal signal evaluation 4.1.1.1
The spectral analysis of the hyperpolarized spectrum revealed a clear bicarbonate and !!! 
signal with no visible side products (see Figure 30). This leads to the conclusion that during 
the preparation process, hyperpolarization, and dissolution of the bicarbonate sample, no 
unwanted side products or reactions were obtained. Only one side peak was observed, 
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showing a CSD of 1 ppm to the bicarbonate. The impurity clearly shows hyperpolarized 
behavior with the same !! as the bicarbonate. This side peak has been reported before in 
hyperpolarized bicarbonate experiments. However, after the exclusion of all reaction species 
of bicarbonate and !!!, like !!!!! and !!!!!, the impurity could not be identified, so it was 
subsequently integrated in the bicarbonate signal. The bicarbonate and !!! signals showed no 
changing CSDs for different pH. The comparison of Na-bicarbonate and Cs-bicarbonate 
revealed no differences in spectral and temporal behavior. 

 
Figure 30: Example of the temporal decay of the hyperpolarized spectrum of bicarbonate (160 ppm), !!! (125 ppm) 
and the impurity (marked with * at 159 ppm); hard pulse excitation with a 10° flip-angle excitation, TR= 1 s. The z-
axis shows longitudinal measurement acquisitions with Δt= 5 s Acquisition was performed in a D2O-based PBS buffer 
with a set pH of 6. 

The measurements of the signal intensities and of the bicarbonate and !!! resulted in typical 
decay curves for hyperpolarized substances (see Figure 30). The pH measurements were 
limited by the SNR, which was again limited by the T1 decay of each hyperpolarized 
compound. For D2O-based PBS buffers, measuring the integral of the bicarbonate and !!! 
lead to a pH-dependent ratio. The time dependency of this ratio is depicted in Figure 31. 
Signal development evaluation was performed without the addition of carbonic anhydrases to 
create a “worst-case scenario” with a maximum !!! buildup time. In vivo, !!! is generated 
nearly instantaneously [53], thus the time window can be expanded to earlier time points. 
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Figure 31: Temporal signal development of bicarbonate to !!! ratio. The horizontal axis shows the elapsed time and 
the vertical axis shows the ratio of the signal integrals of bicarbonate to !!!. The signals were acquired with hard 
pulse excitation in 1 ml D2O-based PBS buffers directly after the addition of the hyperpolarized bicarbonate. The 
buffers were set to different pH values and measured for two different excitation flip angles of 10° and 1°. The slight 
drift of the signal, observed for pH 6.2, 6.4, and 6.6 could be explained by CO2 release and subsequent pH increase 
during the experiment. Figure from [129]. 

Due to the lack of carbonic anhydrase activity, ratio equilibrium was not established 
instantaneously, but according to the chemical reaction constant. The buildup time is pH 
dependent: lower pH values and higher corresponding !!! concentrations required longer 
times for the establishment of equilibrium. In the biologically relevant pH region of 6-8, 
equilibrium is established at 40 s at the latest. According to [53] rate constant from 
bicarbonate to CO2 without enzymes is ~0.1 s-1. Assuming an accelerated rate constant under 
presence of carbonic anhydrases, e.g. CA IX with ~106 s-1, (see chapter 2.2.4) the buildup 
time for a stable equilibrium would be reduced to 40 µs and is thus not detectable with 
hyperpolarized NMR. A stable ratio is maintained until the signal decay leads to a decrease of 
the SNR. After 140 s, the noise drops below the SNR threshold, resulting in a time frame of 
100 s of stable pH measurements between the !!! buildup and the signal decay threshold. 
The results for different flip angles confirm the feasibility of the method even at very low 
excitation and high noise, which is shown by the simulations for pH 6.4 and 6.6 with 1° flip-
angle excitation. The noise level increase is mainly based on the reduced excitation but also 
on the reduced !!! levels at lower pH values. 
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 Spectral analysis 4.1.1.2
The accuracy estimation of the spectral pH measurements with hyperpolarized Na-
bicarbonate was performed with a H2O-based PBS buffer set to pH values of 6.0 to 6.4 with 
small pH steps ΔpH of 0.2 (see Figure 32). This pH resolution must be at least achieved to 
establish further pH measurements in in vivo systems. 

 
Figure 32: Spectra of bicarbonate (yellow-marked) and !!! (green-marked). A 60 µl hyperpolarized bicarbonate 
sample, dissolved in 5 ml H2O-based PBS buffer was measured in 1 ml 0.2 M Sørensen phosphate buffer. The buffers 
were set to different pH values with a common glass electrode. The spectra were acquired with a 10° hard pulse and 
subsequent FID readout 25 s after mixing, in order to measure in the time region of stable bicarbonate to !!! ratio. 
The ratio of bicarbonate to !!! is given by the orange numbers and leads to the calculation of the pH difference in 
the next buffer. 

To avoid errors from the assumed pKs value in the calculation of the absolute pH value, 
differences were calculated, which are independent from pKs. The results demonstrate that 
pH value differences can be estimated with very good accuracy in a spectral manner. The 
measured pH values were biased by errors, changing with SNR. This error calculation can be 
reviewed in chapter 4.1.4. 

4.1.2 MCF-7 cell suspension analysis 
The signal decay of hyperpolarized substances undergoes influences from multiple sources. 
The T1 relaxation is inherently influenced by the field strength and also environmental 
parameters, such as the viscosity of the sample, and the buffer concentration of the dissolution 
agent shows an impact on the hyperpolarized signal decay. It is important to determine and 
characterize these influences, e.g., for the transfer to another MRI system when higher 
gradient strengths than those achievable by a clinical scanner are needed. 
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The estimation of intra- and extracellular bicarbonate and CO2 signal contribution constitutes 
an important knowledge gap in current pH mapping 13C-bicarbonate research, where the 
measured signal is assumed to occur mainly extracellularly [53,130]. However, in in vivo 
conditions, multiple cellular bicarbonate transporters exist, allowing an exchange of intra- and 
extracellular bicarbonate (see Figure 33). 

 
Figure 33: Schematic overview of cellular bicarbonate transporters. 

A compartment determination would help to show the impact of intracellular signals to pH 
maps. Intracellular signals can be separated by their respective apparent diffusion coefficients 
(ADCs), which differ for intra- and extracellular space [131,132]. Before the technique of 
gradient-based compartmental ADC analysis can be applied to 13C-bicarbonate, it is necessary 
to ensure that the SNR and T1 are sufficient for a cell environment and different field 
strengths and that the influential parameters have been quantified. Considering the tumor 
spheroid experiments, it was necessary to demonstrate that the investigated spheroids 
survived and healthy cells remained; this was tested with lactate dehydrogenase (LDH) 
analysis. A dissolved 13C-bicarbonate sample was then added to an in vitro solution of MCF-7 
spheroid cells to investigate influences of the different environments (highly concentrated 
MCF-7 cell spheroid solution, culture medium, and pure dissolution buffer) to SNR and T1 
for field strengths of 1 T, 3 T, and 14 T. Additionally, different pH levels were tested and 
controlled by electrode pH measurements. 
All T1 measurements were performed with 10° flip-angle excitation and subsequent FID 
readout. The pH values were controlled by a common glass electrode. 
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  exp 1 exp 2 exp 3 exp 4 exp 5 exp 6 exp 7 
pH DA 7.11 7.11 7.11 7.32 6.26 5.17 5.13 
c DA 

[mmol/L] 
40 40 40 40 40 40 120 

               
 

T1 [s] 
  T1  ± err T1  ± err T1  ± err T1  ± err T1  ± err T1  ± err T1  ± err 

1 T 
 

  
 

  
 

  
 

  
 

  
 

  
 

  
BiC 

decay 
83.27 1.01 93.41 1.40 91.85 0.93 93.98 1.54 85.68 1.63 79.69 0.93 76.05 1.37 

3 T                             
BiC 

decay 
54.08 0.23 53.97 0.09 56.92 0.16 60.24 0.22 61.92 0.12 56.31 0.09 42.53 0.09 

CO2 
decay 

55.16 0.81 55.16 0.81 53.88 1.33 53.34 0.64 58.24 0.44 54.56 0.41 41.79 0.19 

CO2 
buildup 

9.39 0.76 10.46 1.07 12.31 1.83 9.88 0.63 8.65 0.92 9.29 0.76     

14 T                             
BiC 

decay 
43.16 0.63 42.01 0.65 43.65 0.63 37.25 0.21 37.62 0.22 38.15 0.28 38.01 0.58 

CO2 
decay 

41.24 5.78 57.30 6.09 57.17 7.99 40.63 4.59 49.65 3.35 52.61 4.26 25.01 2.95 

Table 8: T1 values and errors for 13C-bicarbonate and 13CO2 in culture medium (orange), cell solution (green), and 
pure dissolution (blue) for 1 T, 3 T, and 14 T. pH DA reflects the pH of the dissolution agent (buffer), c DA reflects the 
concentration of the buffer. The yellow boxes show the pH and the concentration of the phosphate buffer used to 
dissolve the hyperpolarized 13C-bicarbonate. The T1 of 13C-bicarbonate and 13CO2 decreases with increasing field 
strength. Furthermore, decreasing the pH and increasing the buffer concentration leads to a decrease in T1. All 
decays show a mono-exponential behavior, except for the 3 T CO2 signal, where the experimental setup allowed more 
rapid tracking of the CO2 buildup. Bi-exponential fitting allowed the extraction of a CO2 buildup constant, which was 
similar for all experiments performed. 

When measuring at 1 T, the T1 of 13C-bicarbonate, dissolved in D2O-based phosphate buffer 
dissolution, shows a clear dependency on pH. Decreasing the pH leads to a decrease in T1. 
Additionally, increased buffer concentrations decrease T1. At 3 T, the T1 of 13C-bicarbonate 
and 13CO2 were measured with and without added MCF-7 cell spheroids. 13CO2 showed 
similar T1 compared with 13C-bicarbonate for the measurements with added MCF-7 cell 
spheroids. The T1 of 13C-bicarbonate only increased in the culture medium; it decreased when 
cells were added to the solution. This T1 decrease is not detectable for 13CO2, where T1 does 
not change significantly following cell-spheroid addition. This behavior may be due to the 
increased viscosity from the 50 million cells. Due to the bicarbonate’s larger size, changes in 
viscosity increase its correlation time τc and chemical shift anisotropy (CSA) more than in 
CO2. Movement of the bicarbonate changes the area of the planar projection of the 
bicarbonate. These changes hold true for rotations in all three spatial dimensions. Because of 
its linear shape, CO2 has one axis of rotation, where no changes occur during the movement. 
Hence, for this degree of motion, CO2 is not affected by environmental viscosity changes and 
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T1 is therefore less susceptible to changes of environmental viscosity. At the higher field 
strength of 14 T, bicarbonate T1 is again reduced under the addition of MCF-7 cell spheroids. 
In addition to the LDH measurements, cell viability is reflected in the pH decrease of the cell 
suspension, compared to the culture medium for the 14 T scanner measurements (Table 9). A 
pH decrease of the medium is an indication of cell metabolism and cell viability. During this 
time, the highly concentrated cell solution acidifies its environment, owing to normal cell 
respiration. 

     

 
exp 4 exp 5 exp 6 exp 7 

 
electrode pH 

Pure Dissolution 8.2 7.18 6.96 6.49 
Culture Medium 8.24 7.72 7.63 7.07 
Cell Suspension 7.86 7.23 7.26 6.85 

Table 9: pH control measurements with glass electrode after MR acquisition. The pH values were measured for the 
pure dissolution experiments, the experiments with the culture medium and cell suspension. The pH of dissolution is 
influenced by the pH of the dissolution agent (PBS buffer) and the dissolved bicarbonate. The culture medium with 
and without cells is weakly buffered to a pH of 7.4 to provide best cell growing conditions. Comparing the culture 
medium pH with the pH of the cell suspension, acidification was observed 5 minutes after MR acquisition. 

The minimal pH and maximal buffer-concentration measurements (far right column, Table 8) 
show a significant drop in T1 for both the bicarbonate and CO2. 
In summary, from the physical point of view, these results show a clear influence of field 
strength on the bicarbonate T1 as well as the sample’s viscosity. From the chemical point of 
view, increasing pH and buffer capacity leads to a decreased T1. 

4.1.3 CO2 loss issue 
Long-term measurements of dissolved bicarbonate and CO2 show an inherent problem in the 
stability of the measured signal due to loss of CO2 from the solution during the measurement 
as depicted in Figure 34. Whereas the bicarbonate concentration is consistently high at 
physiological pH values, CO2 undergoes a dynamic change of concentration due to buildup 
from bicarbonate (see chapter 4.1.1) and loss of the dissolved CO2 into the gaseous phase. For 
the case of single-shot pH imaging with hyperpolarized bicarbonate in vivo, loss due to CO2 
can be neglected, as long as one does not intend to perform a longitudinal measurement. 
Because the hyperpolarized signal decays relatively fast (T1 in vivo = 10 s), the loss of CO2 
only has a minor influence on the resulting pH. However, it must be considered as a source of 
error and for the following cases: 
a) Long-term thermal measurement with multiple repetitions and measurement times. 
b) Long-term hyperpolarized measurements in buffers with long T1 (e.g., D2O with a T1 of 
120 s at 1 T). 
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Figure 34: Longitudinal measurement of the signal ratio of hyperpolarized bicarbonate to CO2. Hyperpolarized 
bicarbonate was added to 1 ml PBS (c=0.1 M) phantoms set to a pH of 6.2. The signals were acquired with hard pulse 
excitation for a flip angle of 10°. The acquisition started directly after mixing. The horizontal axis depicts the 
measurement time and the vertical axis depicts the ratio of bicarbonate to CO2. The CO2 buildup is finished after 21 s, 
since no carbonic anhydrases were added. The bicarbonate to CO2 ratio changes when CO2 starts to leave the sample 
volume, changing the ratio and subsequently measured pH.  

Standard T1 and polarization level measurements were performed using a low-field (1 T) 
Bruker Minispec mq40 NMR analyzer (Bruker Optik, Ettlingen, Germany) with a four-fold 
20° flip-angle excitation for hyperpolarized signal estimation, directly after dissolution. 
Subsequently, T1 was estimated by 20-fold 10° flip-angle excitation with a repetition time 
(TR) of 1 s and the thermal signal was measured by Carr–Purcell–Meiboom–Gill (CPMG) 
pulse trains (12 times), from which the polarization level was derived. These thermal 
measurements lasted up to 90 minutes, depending on the number of repetitions, and were 
therefore sensitive to CO2-loss errors. 
Once CO2 starts moving into the gaseous phase above the liquid, the partial pressure of the 
CO2 rises, until equilibrium is established between the dissolved CO2 and the CO2 above the 
sample surface. T1 measurements were performed using standard 10 mm NMR tubes with a 
liquid sample volume of 1 ml. Gastight sealing of the NMR tubes does not solve the problem 
of losing signal owing to CO2 release, as demonstrated by the following calculations, made 
under the assumption that equilibrium between dissolved CO2 and CO2 in the gas phase is 
established instantaneously. 
The calculation of the amount of CO2 dissolved in 1 ml dissolution (!!"!) was made as 
follows. The volume of the sample batch is !! = 100!!!, containing 80%/20% mass of 
glycerol/D2O. The molar mass of Cs-bicarbonate is !!"_!"# = 193.922!!/!"#  and the 
dissolved amount of bicarbonate: !!"# = 100!!". The volume of the dissolution agent is 
!!" = 5!!" and the volume measured in Minispec: !!" = 1!!". Using these values gives the 
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amount of bicarbonate in the MiniSpec: !!"#_!" = 77.35!!!"#. Since the CO2 is produced 
from the bicarbonate and is pH-dependent, a neutral pH of 7 is assumed, leading to a ratio 
of !!"#!"! =

!.!"
! = !".!!!!"#

!.!!!!"# , resulting in a CO2 concentration of !!"! = 9.2!!!"#/!  in the 

batch. 
Calculating the partial pressure of CO2 (!!"!), using the Henry constant of CO2 at 25 °C: 

 !! = 29.76!!"#!!!"# = !!"!
!!"!

! ( 106 ) 

 ⇒ !!"!_!"#$"% = !! ∙ !!"! = 0.274!!"#!.! ( 107 ) 

Using the partial pressure of CO2 in air: 
!!"!_!"# = 0.00039!!"# leads to a partial pressure difference 
of ∆! = !!"!_!"#$"% − !!"!_!"# = 0.27361!!"#  between the 
liquid phase and the volume above the liquid. 
For thermal polarization level measurements at 1 T the 
MiniSpec spectrometer, the used NMR tubes had the 
following parameters (see Figure 35):!! = 8.5!!!, ℎ = ℎ! +
ℎ! = 18!!" with ℎ! being the height of the dead volume and 
ℎ! the height of the sample volume. Using !!" = 1!!", the 
total volume, reclaimable in a closed NMR tube, is: 
!!"!#$ = 9.21!!"!. In equilibrium, the partial pressure of the 
gas phase and the liquid phase are equal: 

 !!"!_!"#$"% = !! ∙ !!"! =
!!"!! ∙ ! ∙ !
!!"!#$

! .! ( 108 ) 

Using !!"! =
!!!"!!!!"!
!!"#$%&

,! = 8.314! !
!"#!! ,! = 298.15!!, the amount of evaporated CO2 

becomes: 

 !!"#$ =
!!!"!

! ∙ ! ∙ !!"#$%&
!! ∙ !!"!#$ + 1

= 8.44!!!"#!.!
( 109 ) 

This results in an evaporation of 92% of the total amount of CO2, starting from !!!"!. For 
these calculations, pH is assumed to stay constant, which only holds true for well-buffered 
systems, as CO2 evaporates and is rebuilt from the bicarbonate pool. Although one can argue 
that the pool size of the bicarbonate is more than 7 times bigger compared with the CO2 pool 
size and would be able to antagonize the loss up to a certain amount, it would be preferable to 
avoid the aforementioned issue for signal conservation. The loss can either be antagonized by 
using a higher-concentration sample or by reducing the dead volume above the liquid sample 
volume. Since hyperpolarized experiments are time-sensitive, standard methods of sealing 
NMR tubes, like melting the tube, fail. Hyperpolarization studies are normally one-shot 
experiments, which need to be repeated several times to obtain sufficient statistical 
significance. This would make one-way experiments even more cost-intensive for some NMR 
tubes that cost 50€ upwards per piece. A solution for this issue was developed and is shown in 
Figure 36. The dead volume of the NMR tube is reduced by inserting a plug of an MR-

sample volume

NMR tube

hS

hD

d

Figure 35: Standard NMR tube for 
T1 measurements with diameter d, 
height of the sample volume hS, and 
height of the dead volume hD. 
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compatible material (e.g., glass) with a volume !!. Subsequently, a gastight cap seals the tube. 
The reduced dead volume !!" = !! − !! leads to a reduced loss of CO2 due to faster partial 
pressure equilibrium. Since the mounting procedure only takes seconds, it is compatible with 
hyperpolarized experiments. The plug can be later removed with the corresponding post, 
which allows cleaning and reusing the NMR tube. 

 
Figure 36: Procedure of preventing CO2 loss during hyperpolarized MR experiments and for subsequent thermal 
measurements of the pH. Vd is the dead volume and Vrd the reduced dead volume, in which CO2 can be released. 

The problem of losing CO2 at thermal phantoms also impacts pulse design, as it could make 
the preparation of thermal phantoms containing bicarbonate and CO2 problematic. Hence, 
pulse design was performed using literature values, with an assumed resonance frequency 
difference between bicarbonate and CO2 of ~35 ppm. 

4.1.4 pH error estimation 
Uncertainty analysis is an important tool to estimate the limits and opportunities of a given 
measurement technique. Here, errors from different sources are taken into account and their 
influence to the estimated value is quantified. This helps to counteract possible problems in 
measurement accuracy in advance. After a range of the appropriate measurement accuracy is 
determined, the investigated targets can be shortlisted and fitted to the measuring technique. 
Similarly to all hyperpolarized measurements, the bicarbonate pH measurements are also 
mainly limited by the SNR. To estimate the influence of the SNR on the measured pH, 
quantification was performed based on error propagation. pH can be simulated by the signal 
ratios of the bicarbonate and CO2, assuming that the integral of the two signals equals 1 (see 
Figure 37). 
pH, as described from the Henderson-Hasselbalch equation, is assumed to be affected from 
two error sources: error !!"#  of the bicarbonate signal and error !!"! of the CO2 signal. These 
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affect the calculated pH as described by the equation of error propagation for two independent 
error sources [133]: 

 !! =
!"
!"1 ∙ !!!

!
+ !"

!"2 ∙ !!!
!
! ( 110 ) 

which can be rewritten (see Appendix 6.1) as 

 !!" =
1

!"10 ∙ !"#_!"# ∙ !!"#
!
+ −1

!"10 ∙ !"#_!"2 ∙ !!"!
!
! ( 111 ) 

where sig_BiC is the bicarbonate signal and sig_CO2 is the CO2 signal. !!"#  and !!!! are the 
errors, that depend on the SNR of each peak. For CO2, a large flip-angle excitation leads to 
larger SNR, which results in a smaller uncertainty !!"!. Hence, the error is smallest for the 
largest signals, which is the case when the bicarbonate signal and the CO2 signal are the same 
(=0.5, when the integral of signal intensities is 1) and the ratio is 1. Changing the ratio to an 
increased SNR will lead to a decreased error for the one compound. On the other hand, for the 
other compound, decreasing the signal will lead to a decreased SNR and an increased error. If 
SNR is enhanced for one compound (e.g. CO2 in Figure 37, red lines) by increased flip angle 
excitation decreases error values for alkaline pH. Hence, the signal ratio can be plotted vs. 
pH, as shown in Figure 37. Using an example in-vivo dataset (as shown in Figure 38), the 
range of acceptable pH is dependent of the SNR of the signals, as depicted in Figure 37. pH 
of acceptable accuracy (pH error < 0.2) can be simulated with same excitation flip-angle 
(30°) for BiC and CO2 for pH 4.79-7.62 and can be extended with a larger excitation flip-
angle for CO2 (90°) to pH 4.79-7.92. pH value with lowest error shifts from pH=6.2 to 
pH=6.5 (see Figure 39), which reflects the change in signal intensity for CO2. At this pH, BiC 
and CO2 have again the same intensity (=0.5, when the integral of signal intensities is 1). 
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Figure 37: Error estimation of the pH value from a SPSP excited spectrum. The x-axis shows the bicarbonate to CO2 
ratio. The y-axis shows the calculated pH with an assumed pKs of 6.2. The solid black line depicts the pH, simulated 
by the ratio of the bicarbonate and CO2 signals. The blue lines show the acceptable pH range when the excitation flip-
angles of BiC and CO2 are assumed to be the same (here 30°, as typically employed for in vitro experiments). The 
region of acceptable pH is within 4.79 to 7.62 and the error propagates symmetrically for lower and higher pH. The 
region of acceptable pH estimation was set to pH ± 0.2 and is dependent on the flip angles and the assumed pKs. For 
in vivo experiments, the flip angle of CO2 was set to 90° to excite the maximum number of CO2 spins in order to 
overcome low in vivo signal intensity. This technique extends the region of acceptable pH to 7.92 (red line). The 
smallest error and best pH estimation occur at pH = pKs = 6.2 for the same excitation and pH = 6.5 for 90° CO2 
excitation. 

The increase in CO2 excitation flip angle has a higher impact at higher pH owing to the low 
CO2 intensities. There is little impact of the excitation flip angle at pH < pKs (the red and blue 
lines in Figure 37 are overlaid), as the impact of noise in the CO2 signal is small at low pH. 
This low noise is observed because the main error source is the small bicarbonate signal. The 
asymmetry would also appear mirror-inverted if the bicarbonate flip angle was larger than 
that for CO2. However, due to the high bicarbonate signal intensities in in vivo experiments, 
this asymmetry is of no further interest. 
The relevant range of pH in in vivo measurements covers 5.5-8 in biological targets; therefore, 
the error estimates show that pH can be calculated to a good approximation within the region 
of acceptable pH. Owing to its extension via flip-angle optimization, the region covers pH 
values from 4.79 to 7.92. This demonstrates the robustness of the method regarding biological 
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pH and distinguishes the method from other pH-detecting methods, such as CEST, that may 
exhibit varying sensitivity for in vivo pH ranges [51]. 

 
Figure 38: Representative spectrum of a 90° rat kidney slice of 10 mm thickness with a bicarbonate signal with a CSD 
of 1042 Hz (≈ 35 ppm), and the associated noise. The signal was acquired with a soft pulse and subsequent FID 
readout. The pulse is spectrally centered between the bicarbonate and the CO2 resonance frequency. The calculated 
pH from the bicarbonate and CO2 signal intensities is 7.34 and corresponds to blood pH. 

  
Figure 39: Simulated pH (x-axis) versus pH error (y-axis). Increasing the excitation flip-angle for CO2 leads to a 
decreasing error and a wider range of accurate pH measurement. The point of lowest error (min. err.) shifts from 
pH=pKa=6.2 to pH=6.5. 
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4.2. pH quantification in vivo (methods): 
The application of the spectral pH determination to the imaging domain requires enhanced 
acquisition techniques, like SPSP excitation for fast and signal-preserving imaging, which 
was designed (chapter 4.2.1) and characterized (chapter 4.2.2) in this work. Since residual 
excitation is a major problem for considerably differing signal intensities and for SPSP 
excitation, IDEAL separation was designed and added to the SPSP excitation protocol 
(chapter 4.2.3). Subsequently, the imaging methodology’s sensitivity and errors were 
quantified (chapter 4.2.4) to obtain a self-contained analysis of the applied imaging method. 

4.2.1 IDEAL spiral chemical-shift imaging for quantitative pH mapping 
One option for achieving a separation of different metabolites by their respective chemical 
shifts in hyperpolarized measurements is to apply IDEAL spiral chemical shift imaging (CSI), 
which was shown to reliably enable the imaging in vivo using 13C-pyruvate. To this end, a 
small flip-angle excitation is followed by single-shot spiral readout [56]. Frequency 
separation is achieved by shifting the echo time between the excitations, according to the 
principle of fat-water separation, introduced by Dixon in 1984 [106]. Flip angles are changed 
for each excitation to achieve a normalized signal intensity for each measurement, which is 
depleted during the successive excitations. The limitation of common IDEAL spiral CSI is 
using a constant excitation flip angle for all frequencies, which is unfavorable for two 
reasons. First, the bicarbonate is an injected metabolite and therefore has very high signal 
intensity due to its higher intravenous concentration compared with the low levels of CO2, 
which must be produced from the bicarbonate. Second, the CO2 signal is generally an order of 
magnitude lower at common in vivo pH levels (e.g., for a blood pH of 7.35, the ratio of the 
signal of the bicarbonate to that of CO2 is 15 to 1). Therefore, it is preferable to use small flip-
angle excitation for the bicarbonate magnetization and larger flip angles for CO2. CO2 must 
be excited with larger flip angles to overcome SNR issues. Combining SPSP excitation [57] 
with IDEAL separation [56] allows the excitation of different frequency bands separately with 
different flip angles. The SPSP pulses were centered at the resonance frequency of 
bicarbonate and CO2, consecutively. The spectral excitation of the pulses depicted a periodic 
maximum across the frequency domain (see also Figure 42, B and D). This led to the 
unwanted off-resonance excitation of the other metabolite. During the pulse design process, 
attempts were made to minimize the off-resonance excitation, but it could not be completely 
eliminated [130]. To quantify the influence of the off-resonance excitation on the resulting pH 
maps, the residual signal was separated from the on-resonant signal with IDEAL encoding 
steps and investigated in terms of quantifying the error of the pH estimation. The bicarbonate 
and CO2 resonance frequencies and the IDEAL encoding time shifts for frequency separation 
were determined. ΔTE was calculated for a CSD of 1140 Hz at 3 T for the two compounds 
with 0.3 ms for different flip angles (see 4.2.3). 
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Figure 40: IDEAL SPSP acquisition scheme. 13C-bicarbonate resonance frequency excitation (solid black) at a 20° flip 
angle with a subsequent spiral k-space acquisition (I.). 13CO2 resonance frequency excitation with interleaved echo 
time ΔTE$=$0.3$ms (dotted) for increasing flip angles and subsequent spiral k-space acquisition (II.-IV.). 

The bicarbonate was excited first with a lower flip angle (20°) to conserve magnetization and 
an image was acquired with a spiral readout trajectory. Subsequently, CO2 was excited with 
an SPSP pulse, whose excitation band was shifted to the resonance frequency of the CO2. CO2 
was excited three times to ensure frequency separation with IDEAL encoding, each time with 
a different excitation flip angle (33°, 44°, 90°) to ensure comparable signal intensity for each 
excitation. Between each excitation, images were acquired using spiral readout trajectories. 

 SPSP pulse design 4.2.1.1
All SPSP pulses were designed according to [57]. Two different pulses were prepared with a 
fly-back design for in vitro and in vivo application (see Figure 42) at 40 mT/m gradient 
strength. The boundary conditions of the bicarbonate and CO2 excitation were the CSD of the 
bicarbonate and the CO2 of 35 ppm (~1140 Hz for 3 T field strength). Furthermore, the 
acquisition scheme is following an on-resonant excitation and subsequent shift of the on-
resonant excitation band. Hence, it is necessary to develop a pulse that shows maximum 
excitation at 0 Hz frequency and minimum excitation at 35 ppm. 

 
Figure 41: Relationship between the applied B1 (top, left) and the gradient waveforms (bottom, left) and the resulting 
spectral spatial excitation simulation (right figure) for bicarbonate and CO2 excitation. τ1 denotes the duration 
between two sub-pulses. τ2 shows the net duration of the pulse (figure like [105]). 
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The expected excitation minimum can be estimated by calculating the duration of one fly-
back pulse τ1, the number of sub-lobes used, and the excitation bandwidth for a given CSD. 
Using a constant excitation bandwidth allows to calculate τ1 for a defined number of sub-
lobes. Pulse design was performed by minimizing τ2 to reduce the T2* losses of the 
hyperpolarized signal during excitation. The minimum τ1 for the on-resonance at 0 ppm and 
off-resonance at 35 ppm can be written as 

 τ1 = !!"# − 0.5
!"# ! ( 112 ) 

and is correlated with the number of excitation lobes (!!"#) used to cover the desired 
bandwidth (see Figure 41). For a single excitation, τ1!"# = 0.43!!", showing the smallest 
possible excitation during a sub-lobe to cover a CSD of 70 ppm, hence leading to a minimum 
at 35 ppm for the on-resonant excitation at 0 ppm. However, the MR system used is limited 
by its physical parameters, which are the maximum gradient strength (!!"# = 40!!"!!!!) 
and the gradient slew rate (!!"# = 150!!!!!!!!!!), prohibiting such short pulse lengths. As 
a consequence, multiple excitations of the repetitive excitation pattern must be used to cover 
the range of desired frequency. Another limitation is given by the envelope of the applied RF 
field, which should ideally be Gaussian-shaped to achieve maximum frequency selectivity. 
Here, the full width at half maximum (FWHM) is 2/!!. The minimum number of excitations 
with good spectral and spatial excitation properties was found to be !!"!!" = 3. Since the 
sampling rate of the sequencer is 4 µs, τ1!must be rounded to a multiple of this value, leading 
to τ1!"# = 2.164!!". With the minimum pulse length, the numbers of B1 excitation sub-
pulses and spectral excitation bandwidth can be adjusted for different excitation patterns, 
depending on the application of the pulses (e.g., in vitro / in vivo, see Figure 42). 
For the quantification analysis, pH phosphate buffer phantoms were used and an SPSP was 
chosen based on pulse design. For in vitro and in vivo experiments, on-resonant frequency is 
estimated by the CSD of bicarbonate and CO2 to a thermal 13C lactate reference. For in vitro 
quantification, an SNR-optimized pulse was designed with maximum excitation at the center 
frequency and lowest residual excitation (<1 %) at 35 ppm CSD, where the CO2 resonance is 
expected. A good SNR allows the performance of phantom measurements and quantification 
experiments. For in vivo application, a second pulse was designed to overcome chemical shift 
variations due to field inhomogeneities occurring during in vivo scans. 
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Figure 42: (A, top) 10 RF sub-lobes with a pulse duration of 22$ms. (A, bottom) A fly-back gradient at a maximum 
field strength of 40$mT/m leading to a spectral profile (B) suitable for in vitro measurements with an excitation band 
of 10$mm spatial and 74 Hz spectral excitation, a maximum at 0$Hz, and a minimum at 1140$Hz. (C, top) 5 RF sub-
lobes with a pulse duration of 12$ms. (C, bottom) A fly-back gradient at a maximum field strength of 40$mT/m leading 
to a spectral profile (D) suitable for in vivo measurements with an excitation band of 10$mm spatial and 148$Hz 
spectral excitation, a maximum at 0$Hz, and a minimum at 1140$Hz. 

Despite the fact that SPSP excitation can be very efficient for spectrally selective excitation, 
the residual signals originating from off-resonant frequencies (see Figure 47) from the 
broader spectral excitation of the designed in vivo pulse might become significant. The effect 
is usually negligible for small flip angles but has higher impact for larger flip angles. For 
optimal SNR during in vivo measurements, it is desirable to excite CO2 with 90° pulses, 
which reflects the worst-case residual excitation error. Furthermore, the bicarbonate 
concentration is generally higher in vivo, because at this time point after injection, the 
concentration is still accumulated in the blood vessels due to the intravenous injection, which 
increases the error for the 90° CO2 excitation even further. It is necessary to quantify the 
contribution of the residual-excitation bicarbonate to the CO2 signal and estimate the error on 
the resulting pH map. This can be achieved by combining SPSP-spiral acquisition with 
IDEAL encoding steps for the CO2 acquisition (see Figure 40), which allows separating the 
residual bicarbonate signal from the acquired CO2 signal. 
Not using the optimal parameters can easily lead to an excitation pulse of lower quality, 
resulting in excitation schemes with multiple off-resonance bands in the spectral and spatial 
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dimension (see Figure 43). This could lead to false signal excitation either in the spatial or the 
spectral domain or both. 

 
Figure 43: Pulse design for a spectral-spatial excitation and not optimized parameters for a pulse design with on-
resonant excitation and an excitation minimum at 35 ppm. (A) The applied RF pulse (top) and gradients (bottom) for 
the case of an excitation bandwidth of 37 Hz. The excitation pulse is too short to achieve sufficient frequency 
resolution, which is reflected by the side-lobes in the spectral and spatial domain (B). It is also noteworthy that the 
maximum B1 is significantly smaller compared with the optimized pulses (see Figure 42). Thus, the on-resonant 
excitation is ≈0.12 and hence lower than the optimized pulses with excitations of ≈0.8. (C) Pulses and gradients for 
too many excitation steps (n=7), leading to a non-Gaussian-shaped envelope of the applied RF pulses. The resulting 
excitation simulation is shown in (D), with two maximum excitation lobes shifted by ±50 Hz, respectively, and a local 
minimum in between. 

To evaluate the real performance of a designed SPSP pulse, thermal measurements were 
performed using a thermal phantom (NMR tube with a diameter of 10 mm and length of 15 
cm). The proton phantom contained H2O only. The 13C phantoms contained 3M 13C labeled 
lactate in H2O and 4% DOTAREM. The phantoms were sampled in 4 Hz steps with the 
pulses designed in order to evaluate the on- and off-resonance excitation bands (see Figure 
44). 
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Figure 44: Evaluation of the in vitro (74 Hz excitation bandwidth) SPSP pulse performance with !!  imaging on a 
!!! phantom (left column, subfigures A and C) and !!"  imaging on a !!" -labeled lactate phantom (right side, 
subfigures B and D). The excitations were performed with 90° each. The lower SNR of the carbon measurement can 
be explained by the lower concentration of !!"  and gyromagnetic ratio !, compared with that of !! . The top row 
shows the full spectral bandwidth and the bottom row display a zoom of the on-resonant frequency band at 0 Hz. 
Both spectra exhibit good excitation at 0 Hz and low excitation at 1140 Hz, however, the on-resonance maximum is 
slightly shifted by about 12 Hz. The analysis reveals a good spatial excitation of 10 mm for proton and carbon 
excitation and a spectral excitation of ~80 Hz. 

4.2.2 SPSP pulse performance test 
After the successful evaluation of the designed pulses, spectral and image analysis were 
performed. An acquisition scheme for evaluating spectral and spatial performance of the 
SPSP pulses is shown in Figure 45. 
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Figure 45: Acquisition scheme for SPSP performance test. The sequence starts with 10° on-resonant excitation of the 
bicarbonate (solid block), followed by FID readout (A). Subsequent 10° excitation at the bicarbonate resonance 
frequency with spiral trajectory readout (B). Shift to the CO2 resonance frequency (dotted block) with 30° excitation 
and FID readout (C), followed by 30° excitation and spiral readout (D). 

500 µl of hyperpolarized bicarbonate solution was added to pH phantoms containing 2.5 ml 
0.2 M PBS buffer, set to pH 6 and 7. The excitation flip angles were chosen as 10° for 
bicarbonate and 30° for CO2, respectively. After the first excitations for each nucleus, 
excitation spectral information was gained with FID readout. After the second excitations, 
image information was obtained with spiral readout trajectory. The results of the spatial 
analysis are shown in Figure 46. 

 
Figure 46: Image analysis of SPSP-excited spiral acquisition, measured at pH phantoms of different pH (values 
depicted in white numbers) with different flip angles (see acquisition scheme, Figure 45). The slice thickness is 10 mm. 
The top left figure depicts the signal intensity map of the bicarbonate originating from acquisition (B) in Figure 45. 
The intensity map shows a gauged shape due to air bubbles within the excited slice. The top right figure depicts the 
acquired signal intensity map of CO2 originating from acquisition (D) in Figure 45. As expected, the intensity maps 
show a larger bicarbonate signal in the pH=7 phantom and for CO2 in the more acidic phantom of pH=6. The lower 
left figure displays the calculated 13C pH map from the two images, masked by SNR-based ROI. The lower right 
figure shows the resulting pH map of the two phantoms, overlaid with a proton map. Here, the additional thermal 
lactate phantom used for the calibration of the SPSP pulses is also visible. 
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The image analysis reveals a clear pH differentiation between the two phantoms. Higher 
concentrations of bicarbonate are measured in the more alkaline phantom (pH=7) compared 
with the acidic one (pH=6), and the reverse is observed for CO2, as expected. The overlaying 
and registration of the 13C data with the previously acquired proton maps lead to a clear 
distinction between the different pH values and demonstrate good pH estimation compared to 
the electrode reference values. 

 
Figure 47: Spectral analysis of the SPSP pulse with different flip-angle excitation and subsequent FID readout. The 
left figure shows the excitation at the bicarbonate on-resonance frequency with 10° flip angle, originating from 
acquisition (A) in Figure 45. The spectrum shows large excitation at 0 Hz and almost no residual excitation at -35ppm, 
originating from CO2. The right figure depicts the excitation at the CO2 on-resonance frequency with 30° flip angle, 
originating from acquisition (C) in Figure 45. The spectrum shows large excitation at 0 Hz and noticeable residual 
excitation at 35 ppm, originating from bicarbonate. 

The FID readout after the image acquisition of the corresponding molecule allows the 
performance of spectral analysis (Figure 47), which revealed a slight offset (~ -60 Hz) from 
the on-resonance frequency. This originated from the approximate estimation of the resonance 
frequencies of bicarbonate and CO2, determined with the thermal lactate phantom (see Figure 
46, lower right figure). The bicarbonate resonance exhibited a very good SNR, even at the 
low excitation flip angle of 10°. At a CSD of -35 ppm, very low residual excitation of the CO2 
was detectable. The CO2 resonance also showed good SNR. However, the residual excitation 
of the bicarbonate was noticeable at 35 ppm CSD. The reason for this is the relatively high 
concentration of bicarbonate compared with CO2 at these pH values. Additionally, the 
excitation flip angle of 30° leads to an almost 3 times larger excitation, which also occurs in 
the off-resonant regions. To estimate the impact on the resulting pH maps, the residual 
excitation error was evaluated in chapter 4.2.4. 

4.2.3 IDEAL separation - number of signal averages determination 
For the separation of two metabolites (e.g., bicarbonate and !!!) with a chemical shift of ∆!, 
it is necessary to determine the echo time ∆!" for the IDEAL separation. We assume that the 
signals of the metabolites are !!,!! with chemical shifts ∆!! = 0 and ∆!! ≠ 0, where !! 
is excited on-resonance, while !! shows the off-resonance signal. Measured at different 
times !!, !!, !!!with a time difference ∆!", the signals become: 
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 !! = !!∆!!!!!! + !!!!!!!!! ( 113 ) 

 !! = !!∆!!!!!! + !!!!!!!!! ( 114 ) 

 !! = !!∆!!!!!! + !!!!!!!!!.! ( 115 ) 

with ∆!! = 0 and !! = 0, the first parts of the sum become 1, leading to a signal matrix: 

 ! =
1 1
1 !!!!∆!"
1 !!!!!∙∆!"

∙ !! ( 116 ) 

 ! = A ∙ !! ( 117 ) 

where ! is the intensity vector for each metabolite, which can be calculated by 
 ! = inv A ∙ !!.! ( 118 ) 

The determination of !  requires at least ! ∙ ∆!"  steps to separate the !  metabolites. 
Nevertheless, a higher number of ! ∙ ∆!" steps lead to a better determination. In this work, 
for two metabolites, three encoding time steps (which correspond to an initial measurement 
and two echoes) were used to achieve proper determination and spectral separation. 
The quality of signal separation and noise determination can be quantified by the number of 
signal averages (NSA), which is defined by [135,136]: 

 !"#! =
1

(!!!)!,!!!
! ( 119 ) 

where ! denotes the complex conjugate transpose of the chemical-shift-encoded matrix ! of 
the ! -th metabolite. To find the optimal echo time spacing ∆!"  of a given frequency 
difference ∆!! − ∆!!, a numerical analysis was performed to achieve the highest !"#, 
which is comparable to a least squares fit. The best fit is achieved when !"# equals the 
numbers of acquisitions of a set of measurements, e.g., !"# = 2 for two measurements of 
two metabolites, one on-resonance and one off-resonance. A second limitation in finding the 
optimum ∆!" is the !!∗ decay, since for ! measurements, the signal decays as 

 !! = !! ∙ !
!∆!∙ !!!!!∗ !,! ( 120 ) 

which can be minimized by choosing the shortest ∆!" of the numerical solution. !! is the 
signal at the corresponding number of acquisitions ! and !! is the signal at ! = 0. For a CSD 
of 35 ppm at 3 T, as it is for bicarbonate and !!!, ∆!" is determined as 0.3 ms (Figure 48). 
Due to the big CSD of 35 ppm (or 1140 Hz at 3 T) for bicarbonate and !!!, ∆!" is rather 
short and therefore can be assumed to have a minor influence due to T2* decay during 
acquisition. 
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Figure 48: NSA simulation for 2 echoes (top), 3 echoes (middle), and 4 echoes (bottom). The simulations were 
performed for the on-resonant excitation (∆!! = !!!") and the off-resonance signal (∆!! = !!"#!!"), which is 
similar to the CSD of bicarbonate and !!! of 35 ppm at 3 T. Increasing the number of echoes leads to a broader 
plateau of good NSA and steeper flanks, resulting in a rectangular appearance. The echo time used for IDEAL 
separation is marked with * (top) for two echoes, which shows an NSA value of 2.996. 

4.2.4 Error estimation results IDEAL-SPSP 
Efficient imaging is essential for the signal acquisition with SNR-limited methods, such as 
hyperpolarized 13C imaging. Combining SPSP excitation and spiral readout builds the base 
for fast and SNR-preserving measurement conditions. However, this method suffers from 
residual off-resonant excitation. Since the excitation from off-resonances cannot be avoided 
completely, it is necessary to quantify the inherent SNR-dependent error, and demonstrate its 
impact on hyperpolarized 13C bicarbonate pH images. IDEAL separation requires multiple 
excitations, which was not possible for CO2 in vivo, hence the quantification was performed 
in vitro using pH phantoms and IDEAL-SPSP spiral imaging acquisition. 

 Preparation of pH phantoms 4.2.4.1
The pH buffer phantoms were prepared with sodium phosphate dibasic (Sigma Aldrich) in 
D2O and adjusted to a particular pH using 1 mol/L HCl solution to a final concentration of 1 
mol/L. The pH levels were adjusted to values from 6.6 to 7.6 with a ΔpH of 0.2 using a ROSS 
glass microelectrode (Thermo Scientific) connected to a pH meter (Thermo Scientific) as 
reference. 500 µl of the hyperpolarized bicarbonate solution was mixed with 2.5 ml of the pH-
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adjusted phosphate buffer in 3 ml syringes. During the experiments, the phantoms were mixed 
directly after dissolution with the hyperpolarized liquid and subsequently placed in the 
volume coil and measured at different times after dissolution. The pH was measured using a 
glass microelectrode again after mixing. 

 IDEAL-SPSP separation 4.2.4.2
The error in the pH values depends on the residual excitation of bicarbonate and was 
investigated in vitro (see Figure 49). A non-IDEAL pH map was calculated using the first 
acquisition of the IDEAL-encoding CO2 step (see acquisition II. in Figure 40) and the 
bicarbonate measurement (see acquisition I. in Figure 40). The IDEAL-corrected pH map is 
based on the CO2 map, as corrected for the residual bicarbonate. The comparison of these 
maps shows excellent correlation between the pH electrode values and the calculated pH 
obtained from in vitro measurements. Acquisitions were performed 50 s, 60 s, 70 s, and 80 s 
after dissolution to evaluate the stability of pH measurements over time (see also Figure 50). 

 
Figure 49: pH phantoms, adjusted with a pH electrode to values ranging from 6.6 to 7.6 in steps of 0.2 (white numbers 
in the top right and bottom right picture), containing 2.5 ml of 1 mol/L of phosphate buffer with 0.5 ml 
hyperpolarized bicarbonate added. The left and middle columns show intensity maps of the bicarbonate and CO2 
after SPSP excitation and spiral acquisition. The top right pH map is calculated using intensity maps (1) and (2) 
without IDEAL correction of the residual bicarbonate signal (4) from SPSP-excited spiral acquisition at the CO2 
resonance frequency. The bottom right pH map, based on maps (1) and (3), was obtained with the IDEAL correction 
for residual bicarbonate. The signal intensity maps (left and middle column) of the bicarbonate and CO2 are 
normalized to the highest signal intensity (dark red). The pH values of the maps are scaled as shown in the color bars 
next to each panel. 
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Figure 50: pH of the 13C-bicarbonate measurement versus buffer pH, as measured by an electrode. The light-colored 
bars show the IDEAL-corrected measurements. The dark bars display non-IDEAL corrected measurements. The 
error bars reflect the standard deviation within the ROI. Since pH equilibrium requires a time of 40$s without the 
addition of carbonic anhydrases, measurements were performed after 50$s and in subsequent 10$s steps. Due to the 
highly concentrated pH buffers, the pH electrode values are biased by the ionic strength (IS) influence. The IS 
correction was performed for each pH value (black diamonds). 

Figure 50 shows that pH values were detected with good time stability over a range of 30 s. 
The heterogeneity in the regions of interest is small and time-independent. In comparison 
with the established acceptable range, pH was estimated to a good approximation with the 
electrode at low pH. All pH values measured by the electrode have an intrinsic error 
associated with ionic strength due to the high buffer concentrations of 1 mol/L. This error 
leads to a biased pH value compared with the value estimated with MRI. After correction of 
the pH electrode values for the positive ionic strength bias, the pH values measured by MR 
showed excellent correlation with the electrode values within the ROI using the IDEAL 
correction for the values measured with MR. The separation of the residual bicarbonate signal 
at the CO2 excitations via IDEAL shows that there is noticeable residual excitation for the in 
vivo enhanced pulse due to the broader excitation bandwidth. On the other hand, the pH map 
comparison shows that in the end, the residual excitation has a negligible effect on the 
mapped pH and only produces a small bias of approximately 0.1 pH units. This bias can be 
explained from the high CSD of 35 ppm between the bicarbonate and the CO2. When the 
residual bicarbonate signal is reconstructed at the frequency of CO2, the false signal blurs out. 
The effect increases with larger CSD and therefore the residual bicarbonate signal only leads 
to a slightly higher noise. The in vivo application of IDEAL separation is useful for 
overcoming a small residual excitation. However, within the scope of this work, considering 
an experimental setup implementing pH-imaging in a clinical 3 T scanner, the SNR of the 
CO2 for in vivo measurements is too small for multiple excitations. Hence, IDEAL separation 
was not applied in vivo in the following. Using, for example, higher field strengths, stronger 
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gradients for a higher resolution, and an improved coil setup (e.g., surface coils) could 
improve the SNR further and overcome the limitations for the subsequent quantification of 
the off-resonant error in in vivo conditions. 

 Ionic strength correction 4.2.4.3
Measurements with glass electrodes show inherent error sources when measuring highly 
concentrated ionic solutions. Cations can exchange protons with the glass membrane of the 
pH electrode, which results in a “false” membrane potential and produces a false pH 
estimation. Since pH is dependent on proton activity, charged ions have a non-negligible 
influence on pH measurements at higher ionic concentrations. The influence of ionic strength 
on activity calculations was implied by the Debye and Hückel in 1923. Here, the ionic 
strength ! can be calculated by [111]: 

 ! = 1
2 !!!!!

!
! ,! ( 121 ) 

with respect to the molality !!  and charge !!  for the i-th ion. The ionic strengths can 
subsequently be used to calculate the activity coefficient with: 

 log!! =
!! !!!! !

!⊖

1+ !! !
!⊖

! ,! ( 122 ) 

where the parameter !! depends on the dielectric constant of the solvent (= 0.509 for !!! at 
25°C) and !! is a dimensionless constant describing the shortest distance between ions. The 
formula can be simplified to: 

 !! = 10
!!.!"!!!! !

!! ! !,! ( 123 ) 

and the activity of any charged ion is then: 
 !! = !!!!! !.! ( 124 ) 

This approach works well for concentrations <0.1 mol/L. For higher concentrations, there are 
other approaches [137] that calculate the change of activity of the solvent and then recalculate 
it for every compound ! with chemical potential !! and amount !! (Gibbs-Duhem equation): 

 !!
!

d!! = 0!.! ( 125 ) 

Calculations of the ionic strength influence were performed for sodium phosphate buffers at 
different concentrations. The ionic strength influence was low for low concentrations and 
increases significantly for higher concentrations (see Table 10). 
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pH 10 mmol/L 100 mmol/L 1 mol/L 
6.6 0.0154 0.1840 2.3555 
6.8 0.0175 0.2090 2.5509 
7.0 0.0198 0.2332 2.6974 
7.2 0.0222 0.2527 2.8030 
7.4 0.0243 0.2682 2.8725 
7.6 0.0260 0.2791 2.9191 

Table 10: Ionic strength calculation for sodium phosphate buffers at different pH and concentrations. 

In addition to the increasing influence at increased concentrations, the ionic strength also 
increases with increasing pH of the buffer. This can be explained by the chemical properties 
of the buffer: sodium phosphate buffers are set to distinct pH values by the following 
chemical equilibrium of the monobasic and dibasic form: 

 !"!HPO! !" NaH!PO!!.! ( 126 ) 

At increased pH, higher concentrations of disodium phosphate lead to a higher influence of 
the charged ions (here, !"!)  and thus higher impact of the ionic strength to the pH 
measurements. Once the pH values measured by the reference electrode are corrected for 
ionic strength influences, the pH measurements with NMR show very good correlation (see 
Figure 50). 
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4.3. pH quantification in vivo (healthy) 
To obtain information about the in vivo behavior of the injected bicarbonate, slice-selective 
spectral perfusion tests were performed that show the signal evolution after systemic 
injections (chapter 4.3.1). These properties allowed the application of the previously 
presented imaging modalities to image bicarbonate in vivo (chapter 4.3.2) and derive T1 for 
different organs (chapter 4.3.3). 

4.3.1 Different slices – perfusion test 
It is possible to investigate different slices of different organs of a rat with one single injection 
by injecting the hyperpolarized substance via the tail vein. From the point of injection, the 
hyperpolarized liquid spreads through the whole body of the rat until it reaches the targeted 
organ. Although this distribution is fast, owing to the fast heart rate 300-400 bpm of a 
narcotized rat, the kinetics of the distribution is different for different organs. This has a 
significant impact for bicarbonate, since pH is dependent of the established ratio between 
bicarbonate and CO2 equilibrium, which is disturbed by the injection of the bicarbonate. 
Hence, the signal evolution was tested for systemic injections via the tail vein. 

 
Figure 51: Hyperpolarized bicarbonate signal evolution. Acquisition of different organ slices of a healthy Lewis rat 
with a slice thickness of 10 mm. Soft pulse sequence with FA=15° excitation and acquisition with subsequent FID 
readout with a TR=1.5 s. Peak integration was performed with the AMARES algorithm. The injection and start of 
measurement were performed 24 s after the end of dissolution (t=0 s). The end of the injection was at t=3 s (marked 
with the dotted line). T1 was estimated 6 s after bolus. The errors reflect 95% confidence bounds of the mono-
exponential fit. The liver T1 could not be fitted with mono-exponential decay. 
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As can be seen from Figure 51, the injection bolus could be tracked by the hyperpolarized 
signal. The injection volume was 2.5 ml per kg rat weight. After 3.5 s, the injection was 
finished and the decay was observed. The maximum signal intensity was located in the heart, 
which can be explained by the highest blood volume in the acquired slice. The maximum for 
the liver and kidney signal was observed at an earlier time point. This can be explained by the 
venous injection via the tail vein: the bolus moved from the tail directly to the heart and, from 
the positioning of the rat, it first passed the kidney and liver slice before arriving in the heart 
slice. The behavior of the T1 decay shows similar values, as described in chapter 4.3.3. The 
liver signal showed the fastest decay and hence no mono-exponential fit could be applied. 
This can be explained by the high ratio of intravascular signal within the slice: after the bolus 
has decayed, most of the signal has decayed. The kidneys showed the lowest maximum signal 
intensity. In contrast, it showed a slower T1 decay. Comparing the signal decays leads to the 
following order: !"#$%!"#$% > !"#$%!!"#$ > !"#$%!"#$%&. This indicates a higher ratio of the 
extravascular signal, which is more robust against bolus decay. Since pH mapping is highly 
SNR-limited, the injection volume was subsequently increased to the maximum allowed 
value of 5 ml per kg rat weight (see Figure 52). The injection time increased from 6 to 13 s. 
The maximum signal intensity was again visible in the heart, followed by the liver and 
kidneys. However, the signal intensities of liver and kidneys showed similar values. To 
investigate the signal behavior during and after injection for the different slices, the injection 
was stopped between t=5 s - 8 s and resumed afterwards. This led to a signal drop in the liver 
and heart slices, whereas the liver slice seemed again to be affected earlier than the heart slice. 
It is noticeable that the drop in signal was not visible for the kidney slice. This supports the 
previously stated assumption that the hyperpolarized bicarbonate signal from the kidney slice 
is not predominantly dependent on the signal of the main blood vessels, mainly the vena cava, 
but on the extravascular signal. T1 determination was not possible due to the higher flip-angle 
excitation and corresponding large error during the flip-angle correction for perfusion and 
diffusion effects. 
Comparing the maximum signal amplitudes of the two injections leads to an interesting 
effect: normalized to the heart signal, the maximum signal amplitudes lead to the following 
signal ratio: signal!!"#$ = 1 :!signal!"#$% = 0.54 :!signal!"#$%& = 0.35 . Doubling the 
injection volume and the injection time resulted in a changed ratio: 
signal!!"#$ = 1 :!signal!"#$% = 0.71 :!signal!"#$%& = 0.64, which indicated an almost doubled 
signal for the kidney slice. An explanation for this observation could be the previously 
mentioned impact of the bolus signal. Due to the temporary injection stop, this resulted in an 
overall decreased signal in the heart and liver slice, but not in the kidney slice. 
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Figure 52: Hyperpolarized bicarbonate signal evolution. Different organ slices of a healthy Lewis rat with a slice 
thickness of 10 mm soft pulse sequence with FA=30° excitation and acquisition with subsequent FID readout with a 
TR=1.5 s. Peak integration was performed with the AMARES algorithm. The injection and start of measurement 
were performed 18 s after the end of dissolution (t=0 s). The end of the injection was at t=13.5 s (marked with dotted 
line). The injection was stopped at t=5 s for 3 s and subsequently continued. This resulted in a drop of signal (marked 
with *) in the heart and liver slice. 

4.3.2 Maps of organs 
Since the measurement were performed with a volume coil instead of a surface coil, it was 
possible to acquire different slices of organs with a single injection of hyperpolarized 
bicarbonate. It is beneficial to compare different bicarbonate distributions in different organs 
simultaneously, since this reduces several variables of a hyperpolarized measurement 
compared with multiple experiments; examples include different bicarbonate batch properties 
and different physiological conditions (e.g., heart rate and breathing) of the rat at different 
time points. Owing to the presence of carbonic anhydrases and the corresponding immediate 
bicarbonate to CO2 equilibrium, the best time point of pH measurement can be defined as the 
point where the bicarbonate is well distributed in the tissue of interest and still exhibits 
sufficient SNR. The injections were performed through the tail vein of the rat, hence the 
distribution of bicarbonate was different for organs of different distribution within the body. 
In addition, some organs were better perfused (e.g., kidneys) than others (e.g., skeleton 
muscles). Therefore, before acquiring organ pH maps, it is necessary to perform a distribution 
analysis (see Figure 53). 
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Figure 53: 13C-bicarbonate signal after a tail-vein injection (21 s after dissolution) of approximately 1 ml 
hyperpolarized solution at different times for different cross sections. The positions of organs are marked with white 
arrows in the t = 4 s series. A 10° flip-angle excitation was used, with frequency-selective SPSP pulses applied on-
resonant at the 13C-bicarbonate resonance frequency, and subsequent spiral trajectory readout. Cross section 
thickness = 10 mm, FOV = 8 cm ∙ 8 cm. The signals from the heart and liver were normalized to the maximum peak 
intensity. The signals from the kidney and bowel were normalized to a fixed value for better visibility of the 
bicarbonate in the peripheral tissue. 

Hyperpolarized 13C-bicarbonate solution was injected via a tail vein and data acquisition 
began immediately after injection. The bicarbonate kinetics was acquired with Δt = 4 s for 
four cross sections: heart, liver, kidney, and bowel. Voxel-wise signal intensity analysis was 
performed for intravascular bicarbonate. The bicarbonate in vivo signal decay changed during 
acquisition, leading to different T1 (see Figure 57). This is an indication for different 
perfusion parameters within the organs. The heart cross section, measured directly after 
injection (t = 0 s), showed a distribution of bicarbonate only in the right ventricle, where it 
arrived after injection, as expected. It then spread to the left ventricle with increasing time. 
The kidney, and bowel sections exhibited bicarbonate concentrations predominantly in the 
vena cava. The liver sections only showed bicarbonate in the vena cava. Although the liver 
was well perfused, no bicarbonate signal was visible. Since the liver is an essential part of 
homeostasis, this might be due to bicarbonate conversion in the liver during urea production 
(see Figure 54) [138]. The kidney section showed a maximum bicarbonate concentration 
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directly after injection. This reflects the high perfusion of the kidneys. The bowel tissue was 
well perfused at t = 0 s and the signal decayed with increasing time. The decay of the 13C-
bicarbonate signal can be attributed to multiple factors: the hyperpolarized signal decays in 
vivo with a T1 of approximately 10 s. In addition, the hyperpolarized signal is consumed for 
every excitation. Meanwhile, the bicarbonate is filtered by the kidneys, converted by the liver, 
constantly converted to CO2 in the blood and tissue, and subsequently exhaled. 

 
Figure 54: Schematic view of urea cycle with bicarbonate (I.), which binds ammonia (!!!) and acts as a carbon 
source for the carbamoyl phosphate (II.). This is subsequently fed into the cycle reaction, in which urea (III.) is 
produced. 

This could make bicarbonate an interesting liver disease marker for cases where functionality 
is disturbed, e.g., at hepatocellular carcinoma or liver cirrhosis. Hence, the spatial bicarbonate 
accumulation could indicate a changed bicarbonate consumption behavior and a 
corresponding disorder. 
The distribution of the bicarbonate is dependent on the target organ, which makes it difficult 
to estimate an ideal measurement timeframe and must be investigated in each case. In general, 
bolus detection should be avoided to minimize errors that arise from the variation of perfusion 
between organs. Owing to the very low 13CO2 signal intensity, multiple excitations and the 
acquisition of 13CO2 kinetics was not feasible. Therefore, the imaging is limited to acquisition 
schemes using configurations such as a 90° flip-angle excitation for the 13CO2. To determine 
spatial pH, a high SNR for both the bicarbonate and CO2 signals is needed. Hence, it is 
crucial to determine the ideal moment of acquisition, when the hyperpolarized 13C-
bicarbonate is diffused to the targeted tissue and the signal has not decayed. This moment is 
again dependent on tissue perfusion and on where in the body the injection is performed. 

4.3.3 Determination of 13C-bicarbonate T1 in vivo 
The longitudinal signal evolution of the hyperpolarized 13C-bicarbonate was investigated with 
the intention of identifying the appropriate time to begin image acquisition. The bicarbonate 
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signal intensity of the highest intensity voxel at ! = 0!! is different for different organs (see 
Figure 55). 

 
Figure 55: Intravascular 13C-bicarbonate signal intensities for different in vivo cross sections. The vertical axis shows 
the signal intensities. The signal intensities exhibit different maximum values for each organ. 

The determination of this T1 decay was performed by using the highest intensity voxel at t = 0 
s within the acquired intensity map (see Figure 53), which was assumed to be mainly 
intravascular because of the bolus. After the bicarbonate injection via the tail vein, a rapid 
decay of the hyperpolarized signal of the bicarbonate can be observed (Figure 56). 
Accordingly, this decay may occur owing to the bolus injection, which leads to a high 
intravascular bicarbonate concentration. This initial rapid decay is dominated by the fading of 
the bolus signal and hence is perfusion-dominated. Additional contributions to the signal 
decay are due to the diffusion and transport in the peripheral tissue, kidney filtration, and CO2 
conversion and exhalation. 
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Figure 56: Intravascular 13C-bicarbonate signal intensities for different in vivo cross sections. The vertical axis shows 
the signal intensities, normalized to the highest intensity at t = 0 s. The horizontal axis shows the time after the 
injection in seconds. After 6 s, 85% of the hyperpolarized signal has decayed (dotted line), which is comparable to an 
apparent T1 of approximately 1 s. This region is dominated by bolus decay. Additional contribution to decay is owing 
to diffusion from intravascular into extravascular and intracellular regions. The remaining 15% of the signal decays 
with a T1 of 10 s, which is the region that may be used for pH detection. 

From this dataset, the bicarbonate perfusion equilibrated at around 6 s, reaching a steady state, 
after which the in vivo pH measurements should be performed. After the injection bolus has 
passed, the signal decayed with a T1 of around 10 s for all cross sections (see Figure 57). 
These values are comparable with previously published in vivo values [53]. 
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Figure 57: In vivo T1-decay of 13C-bicarbonate, measured for different organ cross sections in a healthy rat. The error was 
calculated using 95% confidence boundaries of the mono-exponential fit. 

The overall SNR outside the vena cava (!"#!") was significantly smaller compared with the 
data, which were collected from inside the vena cava (!"#!"#$): !"#!"#$ ≈ 27 ∙ !!"#!"#$. 
The signal drops below the SNR limit after 14 s. After the bolus has passed, the signal decays 
with the same T1 and could be divided into a fast, perfusion-dominated decay in the beginning 
and a non-perfusion-dominated T1 decay after 8!!. Hence, most of the bicarbonate signal 
mainly originates from the blood vessels of the investigated tissue. This needs to be taken into 
account as an error source for pH determination experiments, which require pH estimation in 
the extravascular space for disorder characterization. The selection of a voxel, which 
originates from the extravascular space, led to a decay plot, displayed in Figure 58. The 
maximum bicarbonate signal was detected with a 2 s delay, which can be explained by the 
longer perfusion time from the vena cava to the smaller vessels. 

5 10 15 20 25 300

0.05

0.1

 

 

bowel
T1 fit bowel = (11.15 ± 1.34) s
liver
T1 fit liver = (7.36 ± 0.78) s
kidney
T1 fit kidney= (10.29 ± 1.26) s
heart
T1 fit heart = (9.27 ± 1.38) s

time after injection [s]

no
rm

al
iz

ed
 s

ig
na

l a
m

pl
itu

de



4.3 Results and discussion - pH quantification in vivo (healthy) 

 88 

 
Figure 58: Voxel signal intensity analysis of a rat kidney slice of 10 mm. The figure depicts voxel intensities, 
positioned inside the vena cava (blue curve) and outside, in the peripheral tissue (red curve). The maximum signal is 
shifted by 2 s owing to perfusion of the hyperpolarized bicarbonate into smaller blood vessels. 
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4.4. pH quantification in vivo (diseases) 
Finally, the successful in vivo parameter analysis allowed the investigation of pH changes for 
different diseases in comparison with the healthy state. pH changes of tumors were shown in 
the spectral domain (chapter 4.4.1) and pH imaging for acute metabolic alkalosis (chapter 
4.4.2) and inflammation disease models (chapter 4.4.3) was performed in rats. 

4.4.1 Tumor spectral 
Cancer is one of the most investigated disorders worldwide. It has a large variety of 
phenotypes, affecting a broad range of organs. Investigations of tumors have been performed 
using different MR modalities [40,139,140]. The pH investigation of tumors is an expanding 
field of research, since pH functions as a key parameter in cancer biochemistry for 
extracellular cell matrix degradation, proliferation, angiogenesis, and treatment response 
[19,20,26,141]. Theoretical models support tumors’ extracellular acidification [142], which is 
induced by an increased glycolytic activity of the carcinogenic cells [143]. Hence, it is a 
valuable target and the very first in vivo hyperpolarized 13C bicarbonate imaging has been 
demonstrated in mouse lymphomas [53]. 
To investigate in vivo performance, spectral investigations were first performed on 
subcutaneous MATBIII tumors. 1 cm thick slices were measured to obtain hyperpolarized 
spectra from tumors and compared to spectra of healthy tissue (Figure 59). 
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Figure 59: (A) Axial view (FRFSE proton map, FOV=12 cm, slice thickness=3 mm) of the MATBIII tumor-bearing 
rat. The subcutaneous tumor is clearly visible in the right leg of the rat. (B) A coronal view (FRFSE, FOV=12 cm, 
thick=3 mm) of the same rat. The 13C slice positions are marked in blue and red. Slice 1 is positioned in a manner that 
only the tumor tissue is measured. Slice 2 is positioned through the whole rat, as a reference for the 13C signal. The 
13C slices show a slice thickness of 1 cm, so that the entire tumor can be spectrally measured. The spectral 13C 
acquisition was performed using a soft pulse excitation, centered between the bicarbonate and CO2 resonances, with a 
slice thickness of 10.1 mm and a 90° flip angle. The spectra were acquired 10 s after injection. (C) The resulting 
spectrum for the entire rat slice, leading to a pH of 7.4, which equals literature values for blood pH. The bicarbonate 
shows a broadened appearance, as discussed in chapter 3.2.2.1, which occur when bicarbonate is dissolved in higher 
concentrations (>360 mmol/L). (D) The resulting spectrum for the tumor slice, showing a more acidic pH of 6.25.  

It can clearly be seen that the subcutaneous MATBIII tumor showed acidic pH values, which 
are assumed to be extracellular. Subsequent pH imaging could not performed owing to the 
insufficient SNR of the CO2. 
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4.4.2 Acute metabolic alkalosis 
Homeostasis is crucial for any in vivo system, which is reflected in the abundance of acid-
base regulating systems in vivo [144]. The regulation of any acid-base disorder is antagonized 
by changes in kidney filtration and breathing [145]. The excretion of acids and bases is one of 
the most important regulating mechanisms and is usually performed via kidney filtration. This 
fact, as well as their good perfusion and sufficient size, makes the kidneys valuable targets for 
hyperpolarized 13C-bicarbonate pH mapping. 
The filtration of the bicarbonate in the nephron lumen is nearly 100%. However, the body 
tries to preserve as much bicarbonate as possible and therefore, an effective resorption 
mechanism is needed to restore the bicarbonate into the blood. In a healthy system, the 
resorption of bicarbonate takes place in the proximal convoluted tubule of the nephron (see 
Figure 60). 

 
Figure 60: Scheme of biological bicarbonate filtration in the kidney nephron. On the right side, an overview of the 
nephron is presented, showing the concentrations of bicarbonate in the lumen. On the left side: Scheme of 
bicarbonate resorption mechanisms in the proximal tubule, leading to an almost complete bicarbonate resorption. 
Figure from [146]. 

The driving force of bicarbonate filtration is the secretion of !! in the proximal tubule. 
Membrane-bound CA IV leads to a fast conversion of the bicarbonate to H2O and CO2, which 
diffuses into the tubule cell. Here, cytoplasmic CA II results in conversion into bicarbonate 
again, which is transported back into the blood. This transfer occurs either by three 
bicarbonates being transported together with one Na+ with a passive symport carrier NBC-1 
or via the electrically neutral !"#!!/!!!  antiporter. During alkalosis, !!  secretion is 
reduced, resulting in a higher amount of bicarbonate remaining in the lumen of the nephron. 
Another regulating mechanism is exchanging cells that are a regulatory part of the !! 
secretion into the nephron lumen. At the alkaline metabolite state, the cells can secrete 
bicarbonate back into the lumen and simultaneously actively transport protons back into the 
blood via ATPase active transporters. This leads to an acidification of the blood and an 
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alkalization of the urine, which can show increased values of pH up to 8.2. Thus, blood pH is 
regulated to normal values again. 

 
Figure 61: Healthy rat pH map (single SPSP excitation and spiral acquisition) of an axial kidney slice with a 10$mm 
slice thickness. (A) BiC signal. (B) CO2 signal. BiC occured mainly in the vena cava and the center of the kidneys. CO2 
was mainly present in the cortex of the kidneys and the bowel region. (C) The resulting pH map with an increased pH 
of 7.5-7.7 in the vena cava, which is caused by BiC administration. The bowel region showed a low pH of around 7. 
The kidneys exhibited a pH gradient from the center (pH 7.5) to the cortex (pH 7.2). The ROI was estimated using 13C 
signal intensity threshold masks for bicarbonate and CO2. The pH map was masked by intersectional regions of the 
bicarbonate and CO2 maps, both exceeding the signal thresholds. The signal intensity maps (figures A and B) of the 
bicarbonate and CO2 were normalized to the highest signal intensity (dark red). The pH map (figure C) was scaled 
according to the color bar adjacent to the figure. 

To assess the sensitivity and accuracy of SPSP spiral acquisition in vivo, healthy rats (n = 5) 
and animals with acute sterile inflammation (n = 4) were studied. Figure 61 depicts a 
representative dataset acquired in healthy Buffalo rats after an intravenous injection of 
hyperpolarized bicarbonate. Three slices were acquired (liver, kidney, and hind leg). In all 
slices, the vena cava exhibits the largest bicarbonate signal, followed by the well-perfused 
kidneys. In the kidney cortex, a high CO2 accumulation is visible (see Figure 61 A), whereas 
the bicarbonate is more apparent in the hilum region of the kidney (see Figure 61 B). This 
particular distribution can be attributed to the bicarbonate filtration through the kidneys 
leading to a pH gradient that shows a pH decrease from center to cortex. The increased blood 
pH provides evidence of acute metabolic alkalosis. This conclusion is also supported by the 
observation of a reduced breathing rate directly after bicarbonate administration, which 
recovers to normal levels within 5 minutes. Owing to the reduced breathing, less CO2 is 
exhaled and it remains in the blood. During acute metabolic alkalosis, the body tries to retain 
as much CO2 as possible to regulate back to a blood pH of around 7.4. 
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4.4.3 Inflammation 
Inflammation is the reaction of an in vivo system to harmful influences, such as biological, 
chemical, or physical damage. Acute inflammation is detectable by typical signs as swelling, 
reddening, and heating of the affected tissue. Diverse vascular changes occur during 
inflammation, induced by inflammatory mediators. One important effect is vasodilatation and, 
connected with it, hyperaemia. Certain groups of histamines, prostaglandins, and kinines 
increase the permeability of the cell membranes, leading to local blood stasis of the tissue. 
This effect allows different proteins, e.g., macrophages, to enter the inflamed region and start 
the cellular immune reaction to the threat. The inflammatory reaction results in increased 
hydrogen concentration and subsequently to a decreased pH in the inflamed region [147-150]. 
Acute sterile inflammation was induced at the right leg of the Buffalo rats with concanavalin 
A and was measured 2 h after induction, which was assumed to be the maximum achievable 
amount of inflammation, following the procedure described in [151]. After dissolution, a dose 
of 5 ml/kg of the dissolved bicarbonate solution was injected into the tail vein of Buffalo rats 
with acute sterile inflammation. The injection time was around 10 s and the average weight 
was 350 mg. Subsequent SPSP-spiral acquisition produced the bicarbonate and CO2 maps, 
from which the corresponding pH map was derived (see Figure 62). 

 
Figure 62: Inflammation induced in the right leg of a healthy rat, measured in an axial slice with 10$mm slice 
thickness and single SPSP excitation and spiral acquisition. (A) BiC signal. (B) CO2 signal. The BiC concentration was 
high in the vena cava and at the inflamed tissue. The inflammation was clearly visible in gradient echo (GRE) proton 
images and confirmed by histological analysis. The vena cava showed a normal blood pH of 7.4. A lower pH of 7.0 was 
found in the inflamed tissue. The ROI was estimated using 13C signal intensity threshold masks for bicarbonate and 
CO2. The pH map was masked by intersectional regions of the bicarbonate and CO2 maps, both exceeding the signal 
thresholds. The signal intensity maps (figures A and B) of the bicarbonate and CO2 were normalized to the highest 
signal intensity (dark red). The pH map (figure C) was scaled according to the color bar adjacent to the figure. 



4.4 Results and discussion - pH quantification in vivo (diseases) 

 94 

Rats with induced sterile inflammation showed increased bicarbonate and CO2 signals at the 
inflamed region. Decreased pH values were observed in the inflamed regions compared to the 
normal pH values in the vena cava. 
To confirm the state of inflammation, histological analysis was performed and the results of 
staining are shown in Figure 63 and Figure 64. 

 
Figure 63: Immunohistological stain of a sterile subcutaneous inflammation, induced with concanavalin A, two hours 
after induction. Necrosis is demarcated with arrows. The epidermis and dermis (D) were unchanged. The 
inflammation started in the region of the panniculus muscle (M). The maximum diameter of the inflammational 
alteration was 7.6 mm. 

The staining showed clear subcutaneous inflammations with a homogenous morphology with 
maximum diameters of 4.5 mm to 7.6 mm. The lesion spots showed central necrosis, 
predominantly in the state of lysis of collagen in the subcutaneous conjunctive tissue, which 
was confined by a predominantly mixed cell inflammation infiltration and edema. 
Inflammational alterations started in the region of the panniculus muscle and extended 
through the whole depth of the subcutaneous tissue to the subjacent muscle. 

 
Figure 64: Enlarged view of the mixed cell infiltration at the transition from the hypodermis to subcutis after the 
induction of inflammation. Conjunctive tissue (C) with demarcated cell degradation (arrows). 
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5. Conclusions 

In this work, the method of pH mapping with hyperpolarized bicarbonate was successfully 
optimized in terms of preparation and dissolution experimental parameters. The goal of this 
work was to increase the robustness of pH mapping with hyperpolarized 13C-bicarbonate for 
subsequent in vivo application in different disorders that are influenced by alterations of pH. 
In comparison with earlier bicarbonate work, which focused more on the proof of concept, a 
detailed in-depth analysis of the method was performed, including parameter evaluations and 
assessment of inherent systematic errors, which have been so far overlooked. 

5.1. Summary 
The first aim of this work was the establishment and modification of the preparation and 
experimental execution procedure for 13C-labeled bicarbonate. This included the successful 
verification of a synthesis procedure, investigations of different counter ions, and the 
influence of OXO63 radical and Gd (chapter 3.1). No systematic and detailed investigation of 
the preparation parameters has been published until now and it is missing from the current 
13C-bicarbonate research. 
Additionally, the dissolution DNP procedure was analyzed in detail and subsequently 
optimized to achieve the best SNR (chapter 3.2) in order to provide a complete setup 
investigation. The principle and influence of filtration was introduced, which is not limited to 
the work on hyperpolarized bicarbonate, since most compounds use OXO radicals and/or ions 
of increased toxicity that must be removed. This resulted in an optimization of the preparation 
and the achievement of improved SNR and T1 values for the hyperpolarized bicarbonate 
compared with those in previously published work. Most of the in vitro experiments 
performed in this work were aimed at signal preservation and SNR enhancement. Since 
cesium offers better properties for an increased concentration and polarization level, the 
optimization was performed for this counter ion. Because the characterization was performed 
with cesium, subsequent in vivo pH mapping was also performed with this ion. However, 
cesium is more toxic than sodium and, for subsequent clinical application, it would be 
preferable either to develop a method with a less toxic counter ion or establish filtration 
before injection as a standard procedure. The data analysis of SNR-dependent ROI estimation 
was successfully performed and implemented to improve the reliability of the acquired pH 
maps (chapter 3.3) compared with previously published work. The method was designed to 
obtain all required information from a single acquisition. If the boundary condition of a single 
data image used as the source of ROI is neglected, the design can be changed to obtain noise 
information by acquiring the 13C signal at later time points or after crushing gradients, after 
all the hyperpolarized signal has decayed. This would lead to an improved noise level 
evaluation, since no artifact information is included in these images. 
With the presented experimental procedure, high-SNR in vitro tests allowed to evaluate the 
bicarbonate signal and the pH-mapping performance at cell environments for multiple 



5 Conclusions 

 96 

changing parameters, e.g., varying field strengths and different pH environments. 
Furthermore, the first intensive sensitivity analysis of pH mapping was performed, which is 
essential for the evaluation of the method’s performance and the estimation of its competitive 
capability compared with other pH-mapping modalities (chapter 4.1). 
The validation of advanced pH-imaging methods, such as SPSP excitation with spiral readout, 
allows fast acquisition and signal-preserving conditions, where bicarbonate and CO2 
excitations can be adjusted separately (chapter 4.2). In contrast to other hyperpolarized work, 
where SNR-optimized imaging modalities are already used, advanced acquisition methods 
have not been established for 13C-bicarbonate pH mapping before. A major advantage of 
using different flip angle excitation for each compound is the flexibility to modify the 
acquisitions for a specific organ or disease, when different excitation flip angles are needed to 
achieve optimum SNR conditions. Moreover, IDEAL frequency separation allowed the error 
estimation of the applied methods and resulting pH maps. The evaluation led to a detailed 
examination of the new method’s performance, which was first presented in this work. In 
previously published work, imaging was performed with surface coils to ensure an increased 
SNR. In comparison, the increased SNR achieved in the present work due to the 
modifications of the experimental design allowed to use slice-selective volume coil 
acquisition and hence to investigate arbitrary volumetric slices of a rat.  
The application of these advanced methods allowed the investigation of the in vivo perfusion 
behavior of the hyperpolarized 13C-bicarbonate and organ-specific in vivo T1 analysis, which 
has not been presented before (chapter 4.3). 
Finally, significant pH changes could be demonstrated in tumors during acute metabolic 
alkalosis in the kidneys and in the case of induced sterile inflammation (chapter 4.4), which 
have not been shown before. The increased robustness of the method will provide the 
opportunity to apply pH mapping to other disorders influenced by pH changes, such as 
hypoxia and ischemia [152], for which the spatial pH evolution is unknown and might give 
significant additional information about organ condition during the progress of the disease. 

5.2. Challenges 
The method of hyperpolarized 13C-bicarbonate pH mapping involves a concentration-
independent pH marker, which is a major advantage against most of the other pH-imaging 
modalities. The concentration independence holds true for the case that sufficient bicarbonate 
and CO2 signals are acquired. However, these signals undergo influences from different 
sources, which still tend to degrade the pH information. First of all, the signal is highly 
dependent of perfusion. Sufficient perfusion is necessary to transport the hyperpolarized 
bicarbonate to the target tissue, as for all hyperpolarized-labeled substances. Owing to 
systemic injections, more bicarbonate is located in the blood vessels and a certain spatial 
resolution is required to avoid overlapping of the vessels of the peripheral tissue within the 
acquired slice thickness of interest. This “mean” pH within the slice is highly dependent on 
the influence of tissue perfusion. 
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The administration of the OXO63 radical, as well as Gd and Cs, are all limitations for the 
application of the method to clinical work. Filtration of these compounds is necessary to 
achieve clinical translation. 
One inherent problem of working with hyperpolarized substances using dissolution DNP is 
the reproducibility of the results. Since the method is based on one-shot experiments, 
comparing consecutively acquired experimental data is difficult. Multiple parameters of the 
experimental preparation and execution are error-prone and could influence the acquired data. 
The complexity of experiments increases even further when moving to in vivo experiments, as 
living systems bear a plethora of parameters that could change before, during, and after 
acquisition, which could change the final pH-mapping results. SPSP is highly sensitive to off-
resonance and needs very good shimming and center frequency adjustment. Lost signal may 
not be recovered by reconstruction. This may limit the robustness of the technique. In 
hyperpolarized research, attempts have already been made, like uniform injections via an 
automated injection system and possible multiple injections with performed by a clinical 
polarizer (GE SpinLab), to reduce the variations during experiments and increase the 
reproducibility by performing multiple measurements with a single target. 
Hyperpolarization is inherently limited to single- or few-shot acquisitions, since the signal 
decays fast (T1≈ 10 s) in vivo after injection. Hence, the method suffers a spatial resolution 
with voxel sizes of 5 ∙ 5 ∙ 10 mm, compared with other pH-imaging modalities, e.g., CEST, 
where multiple excitations allow achieving higher SNRs and resolutions that are 100 times 
smaller. These limitations can be overcome by higher gradients and a stronger hyperpolarized 
signal. This can be achieved by higher polarizations and increased T1, as demonstrated in this 
work. The above-mentioned boundaries limit the method’s applicability to fairly large targets 
with diameters of >5 mm, like larger tumors or spots of inflammation. Furthermore, the 
heterogeneity within these targets cannot be determined, leading to an averaged signal and pH 
information over the entire voxel. This is a drawback, because tumors often show a 
heterogeneous occurrence [20]. On the other hand, compared to other methods, 
hyperpolarized 13C-bicarbonate pH mapping uses a non-toxic labeled molecule and is 
applicable for clinical-field strengths and RF pulses, in contrast, e.g., to CEST. The time 
window of pH detection is inimitable, with a time frame of 0-120 s. This allows investigations 
of direct pH responses (e.g., after treatments) on a short time scale, which cannot be observed 
by any other method. 
A major challenge in bicarbonate work is the absence of intracellular information (see chapter 
4.1.2). Although the conditions of signal detection for the gradient-based diffusion of the 
bicarbonate to the intracellular space were sufficient, no intracellular signal could be 
determined. Previous published work argues that bicarbonate is mainly extracellular because 
of the short time scale in which pH is determined. However, many cellular bicarbonate-
transporting mechanisms exist (see Figure 33) that allow the bicarbonate to traverse cell 
membrane. Furthermore, CO2 is able to diffuse freely through membrane. Since carbonic 
anhydrases are also present in the intracellular space, it is likely that the conversion of CO2 to 
bicarbonate will take place there. Because bicarbonate and CO2 show different behavior of T1 
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for different environments, there should be a non-negligible impact on the bicarbonate to CO2 
signal ratio. 
As explained in chapter 2.2.4, carbonic anhydrases show different rate constants for different 
pH, which should influence the measured in vivo ratios of bicarbonate and CO2. A reduced 
buildup constant at a very acidic environment, combined with a fast acquisition after 
injection, could lead to an incompletely established bicarbonate/CO2 equilibrium and hence to 
false pH information. 

5.3. Outlook 
Although the method shows fairly good results in vivo, increasing the SNR remains one of the 
main challenges in increasing the rather rough spatial resolution. CO2 detection, which is the 
obstacle in acquiring high-quality pH maps, is dependent on a high SNR and on any signal-
preserving method, for example, improved acquisition techniques. This would also allow 
measuring the time evolution of the CO2 distribution after injection. 
An important task on the road to clinical application is the successful removal of any toxic 
compounds from the injection liquid, which can also have SNR-enhancing effects, as some 
compounds, like the OXO radical, exhibit increased T1 relaxation. 
One of the main drawbacks, compared to other pH-imaging methods, is the undetermined 
intracellular/extracellular signal contribution of bicarbonate and CO2. Bicarbonate already 
shows sufficient SNR for a diffusion-based determination. This could provide an initial 
indication of how much of the hyperpolarized signal is intracellular. However, determining 
intracellular CO2 will be rather more challenging, owing to the inherent low signal. 
Further improvements and in vivo applications will facilitate the development of new 
concepts regarding the role of pH in diverse disorders and close the knowledge gap in the 
research on non-invasive clinical pH imaging in the future. 
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6. Appendix 

6.1. pH error derivation 
Inserting the values y = pH, x1 = signal of the bicarbonate = sig_BiC, x2 = signal of CO2 = 
sig_CO2, !!!= uncertainty of the bicarbonate signal = !!"# , !!! = uncertainty of the CO2 
signal = !!"!, the equation can be written as follows: 

 !!" =
!"#

!"#$_!"# ∙ !!"#
!
+ !"#

!"#$_!"2 ∙ !!"!
!
! ( 127 ) 

where !!" is the error for pH. Using the derivation of the Henderson-Hasselbalch equation 
for pH calculations: 

 !" = !"# + !"#!"
!"#_!"#
!"#_!"2 ! ( 128 ) 

leads to: 

 
!"#

!"#$_!"# = !
!

!"#$_!"# !"# + !!"!"
!"#_!"#
!"#_!"2 ! ( 129 ) 

 
!"#

!"#$_!"2 = !
!

!"#$_!"2 !"# + !"#!"
!"#_!"#
!"#_!"2 ! ( 130 ) 

with: 

 !"#!"
!"!!"#
!"!!"!

= !"#!" sig!"# − log!" !"!!"! ! ( 131 ) 

( 129 ) and ( 130 ) become: 

 
!"#

!"#$_!"# = !
!

!"#$_!"# !!" + (!"#!" sig!"# − log!" !"!!"! ) ! ( 132 ) 

 
!"#

!"#$_!"2 = !
!

!"#$_!"2 !!" + (!"#!" sig!"# − log!" !"!!"! ) ! ( 133 ) 

with log! ! = !"!(!)
!"!(!) and !!" ln ! = !

!  ; ( 132 ) and ( 133 ) can be written as: 

 
!"#

!"#$_!"# = !
1

!"10 ∙ !"#_!"#! ( 134 ) 

 
!"#

!"#$_!"2 = !
−1

!"10 ∙ !"#_!"2! ( 135 ) 

Inserting equations ( 134 ) and ( 135 ) in equation ( 127 ) leads to the final equation ( 111 ). 
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6.2. Ethics approvals 
The animal studies were approved by the local governmental committee for animal protection 
and welfare (Tierschutzbehörde, Regierung von Oberbayern) with respect to the ethics 
approvals AZ 55.2-1-54-2531-79-08 and AZ 55.2-1-54-2532-5-09. 
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