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Abstract 

T his dissertation deals with the quantification of the thermodynamic driving force, i.e. 
the Gibbs free energy change (ΔG), of monolayer self-assembly at liquid-solid inter-
faces. The knowledge of ΔG provides important information for targeted 2D-nanostruc-
ture fabrication. Enthalpy and entropy contributions are quantified separately and com-
pared to each other. 

A direct calorimetric measurement of the overall enthalpy change of self-assembly is 
almost impossible for most systems of interest. In this dissertation, the enthalpy change 
is quantified in an indirect way. Sublimation enthalpy, dissolution enthalpy, total mon-
olayer binding enthalpy, and a dewetting enthalpy are determined independently. These 
enthalpies are combined into an adapted Born-Haber cycle to derive the overall en-
thalpy change upon self-assembly. Entropies are estimated using a theoretical model 
proposed by Whitesides et al. evaluated at the concentration threshold of self-assembly. 
For solutions with a concentration lower than this threshold, stable monolayers are no 
longer observed. At this critical condition, entropy and enthalpy contributions are equal, 
i.e. ΔH=TΔS. 

Two hydrogen bonded and one halogen bonded networks were studied as model sys-
tems. Individual enthalpy changes as well as the total enthalpy change upon self-assem-
bly were obtained by using an array of experimental techniques, computational ap-
proaches or a hybrid of both. 

Self-assembly of terephthalic acid (TPA) was studied as a model system at the nonanoic 
acid (9A)-graphite interface by employing the Born-Haber cycle. For this system, every 
experimentally obtained enthalpy difference was directly compared to the correspond-
ing theoretical enthalpy value. The latter was obtained using molecular mechanics and 
molecular dynamics simulations, resulting in a perfect agreement with the experimental 
values for each enthalpy. From the resulting Born-Haber cycle it is concluded that the 
presence of the supernatant solution lowers the total enthalpy change of self-assembly 
to only a few percent of the equivalent value in vacuum.  

Yet, the estimated entropy contribution of individual unsolvated molecules is signifi-
cantly higher than the overall enthalpy change. These results would imply that the dis-
solved molecule is thermodynamically more favorable than the self-assembled mono-
layer at the 9A-graphite interface. In order to resolve this contradiction, we propose a 
solvation model, i.e. in solution phase TPA molecules break 9A-9A dimers and recom-
bine into 9A-TPA-9A complexes. The corresponding entropy contribution is in perfect 
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agreement with the enthalpy gain derived from the Born-Haber cycle. Hence, we con-
clude that solvation of TPA solute with 9A solvent molecules is important to render 
self-assembly of TPA monolayer a thermodynamically favorable process. 

Self-assembly of 4,4’-stilbenedicarboxylic acid (SDA) was also studied at the 9A-
graphite interface to reveal the role of the enlarged aromatic backbone for the stabiliza-
tion of monolayers at the solution-graphite interface. Based on a thorough comparison 
with the case of TPA, we conclude that interaction of the extended aromatic system 
with the graphite surface significantly enhances the surface binding enthalpy, thus the 
stability of the monolayer. 

Similarly, halogen bond mediated self-assembly of hexabromotriphenylene (HBTP) 
was studied at the 7A-graphite interface using a hybrid Born-Haber cycle. The total 
binding enthalpy of a molecule in an adsorbed monolayer was obtained by density func-
tional theory (DFT) simulations with empirical dispersion correction. In comparison to 
the dicarboxylic acids, molecule-molecule interactions are significantly weaker for 
HBTP. HBTP monolayer are mainly stabilized by relatively strong molecule-surface 
interactions. 

Also for HBTP, the Born-Haber cycle was employed with the experimentally measured 
sublimation and dissolution enthalpies. Thereby, the total enthalpy change is lowered 
to ~50% of the vacuum value by the presence of the solvent. A direct comparison of 
the overall enthalpy gain directly with the estimated entropy contribution of unsolvated 
molecules shows that the solvent influence is significantly weaker for HBTP than in 
fatty acids for TPA and SDA. Further DFT simulations suggest that the HBTP-7A in-
teraction is not strong enough to break 7A dimers. This implies that HBTP in 7A does 
not have a strongly bound solvation shell. Accordingly, there is no significant favorable 
entropy contribution from the releasing solvent molecules from solvation shell upon 
self-assembly of HBTP monolayer. 

.
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Kurzfassung 

Gegenstand der Dissertation ist die Quantifizierung der thermodynamischen Antriebs-
kraft,  d.h. die Änderung der Gibbs-Energie (ΔG), bei der Selbst-Assemblierung von 
Monolagen an flüssig-fest Grenzflächen. Die Kenntnis von ΔG ist eine wichtige Infor-
mation für die gezielte Herstellung von 2D Nanostrukturen. Die Enthalpie- und Entro-
pie-Beiträge werden dabei separat quantifiziert und miteinander verglichen. 

Eine direkte kalorimetrische Messung der Gesamtänderung der Enthalpie bei der 
Selbst-assemblierung ist für viele relevante Systeme praktisch nicht möglich. In dieser 
Dissertation wird diese Enthalpieänderung indirekt quantifiziert. Sublimationsenthalpie, 
Lösungsenthalpie, die Gesamtbindungsenthalpie in Monolagen und eine Enthalpie für 
Entnetzung werden unabhängig voneinander bestimmt. Diese Enthalpien werden in ei-
nem angepassten Born-Haber-Kreisprozess kombiniert, um daraus die Gesamtände-
rung der Enthalpie bei der Selbstassemblierung abzuleiten. Entropien werden mit einem 
von Whitesides et al. vorgeschlagenen theoretischen Modell abgeschätzt, wobei dafür 
Konzentrationsschwellwerte der Selbst-Assemblierung verwendet werden. Für Lösun-
gen mit Konzentrationen unterhalb dieses Schwellwerts werden keine stabilen Mono-
lagen mehr beobachtet. Bei dieser kritischen Konzentration sind enthalpische und ent-
ropische Beiträge gleich, d.h. ΔH=TΔS. 

Als Modellsysteme wurden zwei über Wasserstoffbrückenbindungen und eine über Ha-
logen-Bindungen gebundene Netzwerke untersucht. Die einzelnen Enthalpieänderun-
gen, sowie die Gesamtänderung der Enthalpie bei der Selbstassemblierung wurden mit 
einer Reihe experimenteller Techniken, mit Simulationen oder einem Hybrid aus bei-
dem erhalten.  

Die Selbstassemblierung von Terephthalsäure (TPA) wurde als Modellsystem an der 
Nonansäure-(9A)-Graphit-Grenzfläche mittels des Born-Haber Kreisprozesses unter-
sucht. Für dieses System wurde jeder experimentell bestimmte Enthalpieunterschied 
direkt mit dem entsprechenden theoretischen Wert verglichen. Diese wurden mittels 
Molekularmechanik und Molekulardynamik Simulationen ermittelt und zeigten eine 
perfekte Übereinstimmung mit allen experimentellen Enthalpien. Aus dem Born-Ha-
ber-Kreisprozess lässt sich ableiten, dass das überstehende Lösungsmittel die Gesam-
tänderung  der Enthalpie bei der Selbstassemblierung auf nur wenige Prozent des äqui-
valenten Wertes im Vakuum reduziert.  

Jedoch ist der abgeschätzte Entropieverlusts bei der Selbstassemblierung einzelner, 
nicht solvatisierter Moleküle deutlich höher als der Enthalpiegewinn. Dieses Ergebnis 
würde implizieren, dass das gelöste Molekül thermodynamisch günstiger wäre als die 
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selbst-assemblierte Monolage an der 9A-Graphit-Grenzfläche. Zur Klärung dieses Wi-
derspruchs wird ein Solvatationsmodell vorgeschlagen, bei dem TPA-Moleküle in der 
Lösung 9A-9A Lösungsmittel Dimere aufspalten und 9A-TPA-9A-Komplexe bilden. 
Die entsprechende  Entropieänderung ist in sehr guter Übereinstimmung mit der Ent-
halpieänderung aus dem Born-Haber Kreisprozess.  Daraus lässt sich schließen, dass 
die Solvatation von gelösten TPA mit 9A Lösungsmittelmolekülen ausschlaggebend 
dafür ist, dass die Selbstassemblierung von TPA Monolagen thermodynamisch begüns-
tigt wird. 

Die Selbstassemblierung von 4,4'-Stilbendicarbonsäure (SDA) wurde ebenfalls an der 
Grenzfläche von Nonansäure (9A) und Graphit untersucht, um den Beitrag des vergrö-
ßerten aromatischen Gerüsts zur Stabilisierung von Monolagen an der flüssig-fest 
Grenzfläche zu untersuchen. Basierend auf einem gründlichen Vergleich der Enthal-
pieänderungen mit dem Fall von TPA wird gefolgert, dass die Wechselwirkung des 
vergrößerten aromatischen Systems mit der Graphit Oberfläche die Oberflächenbin-
dungsenergie und damit die Stabilität der Monolagen signifikant erhöht.   

Gleichermaßen wurde die von Halogen-Bindungen vermittelte Selbstassemblierung 
von Hexabromo-triphenylen (HBTP) an der 7A-Graphit-Grenzfläche mit einem hybrid 
Born-Haber-Kreisprozess untersucht. Die Gesamtbindungsenthalpie der Moleküle in 
einer adsorbierten Monolage wurde mittels Dichte Funktional-Theorie (DFT) mit em-
pirischer Dispersionskorrektur ermittelt. Im Vergleich zu den Dicarbonsäuren  TPA 
und SDA sind bei HBTP die Molekül-Molekül Wechselwirkungen deutlich schwächer. 
HBTP Monolagen werden hauptsächlich durch relativ starke Molekül-Oberfläche 
Wechselwirkungen stabilisiert.  

Gleichermaßen wird für HBTP der Born-Haber Kreisprozesses angewandt mit experi-
mentell bestimmten Lösungs- und Sublimationsenthalpien.  Dabei wird eine Verringe-
rung der gesamten Enthalpieänderung durch das Lösungsmittel auf etwa 50% des Wer-
tes in Vakuum festgestellt. Der direkte Vergleich der gesamten Enthalpieänderung mit 
dem Entropieverlust unsolvatisierter Moleküle zeigt, dass der Lösungsmitteleinfluss für 
HBTP in Fettsäuren deutlich geringer ist als bei SDA und TPA. Weiterreichende DFT 
Simulationen legen nahe, dass die HBTP-7A Wechselwirkungen zu schwach sind um 
7A-7A Dimere aufzubrechen.  Dies impliziert, dass HBTP in 7A keine stark gebundene 
Solvatationshülle hat. Entsprechend gibt es keinen begünstigenden signifikanten Ent-
ropiebeitrag durch die Freisetzung von Lösungsmittel Molekülen aus der Solvatations-
hülle bei der Selbstassemblierung von HBTP Monolagen.
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Introduction and motivation 

For hundreds of years, chemistry has been focused on molecular structures and proper-
ties. Interactions and reactions between molecules are the connections between micro-
scopic structure and macroscopic properties of materials. Since supramolecular chem-
istry was proposed by J. M. Lehn in the 1980s [1], chemistry study has moved to a new 
level that goes beyond the molecule [2]. Owing to the high applications potential in 
biology and catalysis, supramolecular chemistry has become one of the most important 
fields in the 21st century. It studies the structure and properties of supramolecular sys-
tems, where two or more molecules are linked by non-covalent bonds. The main objects 
of study are functional systems formed with weak intermolecular interactions, e.g. hy-
drogen bonds, halogen bonds, and van-der-Waals interactions. Using non-covalent 
bonds to build two- or three-dimensional (2D/3D) structures with long-range order is a 
new concept in engineering of functional materials [3-5]. 

In the field of nanoscience and nanotechnology, the bottom-up methods to fabricate 
nanostructures are attracting more and more attentions, since the traditional top-down 
techniques suffer from limitations in the resolution and accuracy. Among all the differ-
ent bottom-up methods, molecular self-assembly on single crystal surface plays a spe-
cial role due to both conceptual and analytical advantages. On the one hand, single 
crystal surfaces provide an interface and support for nanostructures, an important pre-
requisite for applications in sensors, catalysis, and organic electronics [6-8]. On the 
other hand, surface-supported monolayers are ideal samples for real space analytical 
techniques like the scanning probe microscopy, in particular scanning tunneling mi-
croscopy (STM) [9-12]. Hence, a fundamental understanding of mechanisms and driv-
ing forces of supramolecular self-assembly is becoming an important topic towards the 
aim of targeted and efficient nano fabrication [13-17]. 

Among all dimensionalities and environments, self-assembly at the liquid-solid inter-
face has attracted particular interest not only because of the high relevance to applica-
tions such as the lubrication, thin film based organic electronics, and biosensors, but 
also due to the facile sample preparation [18, 19]. Thermodynamic and kinetic influ-
ences of the liquid phase on self-assembly have been demonstrated experimentally [20-
22]. Compared to self-assembly in vacuum, the desorption barrier of a self-assembled 
monolayer is significantly lowered, thereby substantially enhancing the vertical mobil-
ity and the intermolecular bond reversibility of the building blocks. As a result, self-
assembly at the liquid-solid interface is highly dynamic and in many cases represents 
thermodynamically most favorable structures [11, 12, 23-25]. Accordingly, thermody-
namic models have successfully explained structure formation and phase selection. For 
self-assembly of larger molecules or stronger interacting surfaces, molecular mobility 
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is lowered by stronger surface-molecule interactions. Hence metastable phases can 
emerge because of kinetic hindering due to the surface [26]. The lowering of Gibbs free 
energy is the thermodynamic driving force of self-assembly, i.e. ΔG <0. Thermody-
namic models based on chemical potentials have successfully explained concentration 
induced phase selection of self-assembly for both homogenous [27, 28] and heteroge-
neous systems [20]. Recently, de Feyter et al. have extended this approach [29] by uti-
lizing temperature dependent STM measurement at different solute concentrations. 
Their method utilizes experimentally obtained phase transition temperature as an addi-
tional experimental parameter for the thermodynamic model. Therefore, it is possible 
to determine the binding enthalpies and entropies of both phases with respect to the 
solution phase using a series of carefully performed STM measurement. However, since 
the basic ingredient of this method is the phase transition temperature with respect to 
solute concentration, the method is only suitable for systems where polymorphic self-
assembly occurs. In addition, the method reads out coverage ratios of different phases 
in temperature dependent STM images. Moreover, it addresses the overall enthalpy of 
porous monolayers, but is not able to isolate solvent influences nor to assess individual 
enthalpy contributions. 

Alternatively, Gibbs free energy changes of monolayer self-assemblies can be esti-
mated by evaluating the enthalpy and entropy contributions separately [21, 30]. Molec-
ular mechanics (MM) and molecular dynamics (MD) are often the method of choice 
for enthalpy evaluation and have been demonstrated to be effective for many systems 
[20, 21, 28, 30-33]. Although MD and Monte Carlo (MC) simulations have been suc-
cessfully employed to understand monolayer formation and phase selection [33-37], 
none of them consider the supernatant solution phase. In addition, MM and MD simu-
lations are not appropriate when intermolecular forces are dependent on electron distri-
bution, as for instance in halogen bonds. In those cases, quantum chemical simulations, 
for instance density functional theories (DFT), are usually required [38-40]. 

From the experimental side, a direct measurement of the enthalpy change of monolayer 
self-assembly at the liquid/solid interface by traditional calorimeters can be very diffi-
cult. For most systems, the enthalpy change of self-assembly can be too low to measure. 
In principle, micro flow calorimetry (MFC) is an established technique to directly meas-
ure enthalpies upon adsorption at solution-graphite interfaces [41]. By using large sur-
face areas as available in graphitized carbon black, the adsorption enthalpy is amplified 
to a measurable range. However, some obvious disadvantages exist. First, the normali-
zation of adsorption energies requires a precise measurement of surface area. This area 
is typically obtained from gas adsorption experiments, which are not parameter free. 
Second, MFC is limited to graphite (0001) facets, where large distinct crystallographic 
surfaces is available as for graphitized carbon black. Furthermore, its accuracy de-
creases with overall enthalpy change. 

In this dissertation, different experimental techniques and computational methods are 
combined to provide a detailed quantitative view of all enthalpy contributions. Bulk 
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crystal, surface supported monolayers in vacuum, free molecules in vacuum, and mon-
olayers at solution-graphite interfaces are defined as reference states. Accordingly, an 
adapted Born-Haber cycle is introduced to derive the total enthalpy gain upon self-
assembly. Moreover, the subtle thermodynamic balance of self-assembly can be ad-
dressed, especially the solvent effect which is of particular importance. For instance, 
this effect may act as the key factor in structure selection for polymorphic systems [42-
44]. Independently performed simulations are compared to experimental results, in or-
der to achieve a thorough understanding of intermolecular interactions. Compared to 
the previously mentioned approaches, this method circumvents many difficulties, and 
at the same time, gives not only the overall enthalpy change, but also a detailed enthalpy 
picture of contributions including the solvent effect. 

Chapter 1 introduces the basic working principle of STM. The first part introduces the 
theoretical description of STM imaging, the simplest one-dimensional tunneling theory, 
Bardeen's perturbation theory, and the three-dimensional spherical tip model by Tersoff 
and Hamann. The chapter also briefly introduces more sophisticated models. The sec-
ond part focuses on the basic setup and principles of the ambient STM system used in 
this work. 

Chapter 2 introduces all experimental and computational approaches used to quantify 
the enthalpies and entropies. Experimental approaches include temperature dependent 
effusion rate measurements, temperature programmed desorption (TPD) measurements, 
and temperature dependent absorbance spectra. Computational methods include molec-
ular mechanics, molecular dynamics, and the density functional theory. The theoretical 
model used for entropy estimation is also discussed. 

Chapter 3 describes the driving forces of molecular self-assembly from a microscopic 
point of view. The first part gives a brief introduction of hydrogen bonds and the spe-
cific hydrogen bond interactions involved in this work. The second part introduces hal-
ogen bonds and illustrates the halogen-halogen interaction involved in this thesis. The 
third part introduces types of molecule-substrate interaction and the current research 
status. 

In Chapter 4, terephthalic acid (TPA) self-assembly at the nonanoic acid (9A)-graphite 
interface is studied as a model system to develop a complete thermodynamic picture of 
self-assembly.[16] Precise enthalpy values were derived using independently obtained 
experimental and theoretical Born-Haber cycles. Every individual enthalpy difference, 
as well as the total enthalpy change of self-assembly from the solution phase into an 
adsorbed monolayer was quantified independently by both experimental and theoretical 
methods. In addition, entropy contributions were compared to the derived enthalpy gain 
to achieve a complete thermodynamic view. This approach reveals that the solvation of 
TPA in 9A lowers the entropy cost and renders the monolayer self-assembly into a 
thermodynamically favored process. In addition, the reversible thermal desorption of 
TPA at the 9A-graphite interface was observed and was studied using the Born-Haber 
cycle. 
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In Chapter 5, the Born–Haber cycle is applied to the monolayer self-assembly of 4,4’-
stilbenedicarboxylic acid (SDA) at the 9A-graphite interface.[17] A direct comparison 
of TPA and SDA is used to evaluate and quantify the contribution of the extended aro-
matic backbone to the stabilization of the monolayer at the 9A–graphite interface. 

In Chapter 6, hexabromotriphenylene (HBTP) is utilized as a model system for a quan-
titative understanding of the halogen bond mediated self-assembly.[45] In this case, the 
overall enthalpy change was assessed using a hybrid Born-Haber cycle. The enthalpy 
of the solid phase was indirectly determined by experimentally obtained sublimation 
enthalpy and dissolution enthalpy. On the other hand, the binding enthalpy of the HBTP 
monolayer on graphite in vacuum was obtained by independently assessing intermolec-
ular interactions and graphite-molecule interaction. Both interactions are obtained using 
DFT simulations based on experimentally obtained lattice parameters. Comparison 
with theoretical entropy estimates suggests a negligible entropy influence of solvation 
on HBTP in 7A. From simulations of HBTP–7A binding enthalpy, a completely differ-
ent solvation model compared to dicarboxylic acids is proposed to explain the obtained 
critical concentration. 
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Chapter 1: Scanning Tunneling Microscope 

Introduction 

The scanning tunneling microscope (STM), invented in 1982 by G. Binning and H. 
Rohrer at IBM Zürich [46], is a powerful instrument for obtaining real space infor-
mation at the atomic level. It relies on the tunneling effect between a conductive sample 
and a metal tip, which leads to a tunneling current of electrons that flow between tip 
and sample. Under good experimental conditions in vacuum and with a sharp tip (ide-
ally atomic level), the resolution can reach 0.1 nm laterally and 0.01 nm vertically [47].  

Based on different instrument designs, the STM can work under various conditions, 
from ultra-high vacuum (UHV) to ambient [48, 49], from low temperatures close to 0K 
[50] to high temperatures up to a few hundred centigrade [51-53]. Although in UHV, 
the STM can work in a wider temperature range, reach higher resolution, and provide 
higher reproducibility, ambient STM is also frequently employed in surface science, 
especially at the liquid-solid interface [9, 54]. Solutions are of special interest for stud-
ying entropy effects and dynamic behaviors. In this thesis, non-conductive nonanoic 
acid and heptanoic acid were used as the solvents to work at the liquid-solid interface. 
In this chapter, a theoretical description will be given and the experimental setup will 
be discussed. 

1.1 Theoretical description 

At first, a theoretical description of quantum tunneling will be given using a simplified 
one-dimensional model with a rechtangular barrier. In the following sections, more 
elaborate theories comprising Bardeen’s perturbation theory and Tersoff-Hamman are 
introduced. A general overview of more sophisticated interpretations of STM images is 
given in the last section. 
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1.1.1 Simplified one dimensional model 

  

Figure 1.1. the schematic of a simplified quantum tunneling model between two metal 
electrodes. The work function of sample ɸsample and ɸtip is defined as the energy difference 
between vacuum level and each Fermi level. V is the applied tunneling voltage V between 
the tip and the sample. Electrons tunnel from sample to tip when a negative voltage is 
applied to the sample. Adapted from literature [55-57]. 

STM uses the quantum mechanical tunneling effect. The simplest theoretical descrip-
tion is the one dimension rectangular potential barrier [58, 59]. Electrons can penetrate 
a classically impenetrable potential barrier. When a metal tip is close enough to a con-
ducting sample (~6 Å), the electron wave functions of the tip and the sample overlap 
with each other. It is possible for electrons of both tip and sample to tunnel through the 
barrier. When a bias voltage V is applied between the tip and the sample, as shown in 
Fig. 1.1, electrons from occupied states near the Fermi level of the sample will tunnel 
through the potential barrier into the empty tip states, resulting in a net tunneling current. 

A simplest case is the stationary 1D tunneling problem, the wave function of electrons 
can be described by the Schrödinger equation: 

�−
ℏ2

2𝑚𝑚
𝜕𝜕2

∂𝑥𝑥2
+ 𝑈𝑈(𝑥𝑥)�Ψ𝑛𝑛(𝑥𝑥) = 𝐸𝐸𝑛𝑛Ψ𝑛𝑛(𝑥𝑥)                         (1.1.1) 

Here 𝑈𝑈(𝑥𝑥) is the potential, m the electron mass, ℏ the reduced Planck’s constant, 𝛹𝛹𝑛𝑛 
the wave function of nth state, and 𝐸𝐸𝑛𝑛 the corresponding energy. 

If the barrier is rechtangular, i.e. 𝑈𝑈(𝑥𝑥) = 𝑈𝑈(0) = 𝑈𝑈, for 0< 𝑥𝑥 < 𝑑𝑑. 𝑑𝑑 is the width of 
the potential barrier. 

For 𝐸𝐸𝑛𝑛 < 𝑈𝑈, i.e. when electron energy is lower than the barrier, normally taken identical 
to the vacuum work function, wave function within the potential barrier 0< 𝑥𝑥 < 𝑑𝑑 can 
be approximated as: 
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Ψ𝑛𝑛(𝑥𝑥) = Ψ𝑛𝑛(0)(𝑒𝑒−𝜅𝜅𝜅𝜅 + 𝑅𝑅𝑒𝑒𝜅𝜅𝜅𝜅)                                           (1.1.2) 

𝜅𝜅 = �2𝑚𝑚(𝑈𝑈−𝐸𝐸𝑛𝑛)
ℏ2

 is the decay constant of the wave function.  

For electrons near the Fermi level, 𝑈𝑈 − 𝐸𝐸𝐹𝐹 = 𝛷𝛷, i.e. the vacuum work function. Here it 
is assumed the work function is the same for the sample and the tip for simplicity. Ac-
cordingly, the decay constant is rewritten as 𝜅𝜅 = √2𝑚𝑚𝑚𝑚/ℏ.  

The probability P of tunneling is proportional to the square of the wave function at 
x=d, |Ψ𝑛𝑛(𝑑𝑑)|2, i.e. 

P ∝ |Ψ𝑛𝑛(0)|2𝑒𝑒−2𝜅𝜅𝜅𝜅                                                       (1.1.3) 

The exponential dependence implies that the tunneling probability is very sensitive to 
barrier width 𝑑𝑑 and the vacuum work function 𝛷𝛷.  

When a bias voltage is applied, where 𝑒𝑒𝑒𝑒 < 𝛷𝛷, electrons with their energy between 𝐸𝐸𝐹𝐹 
and 𝐸𝐸𝐹𝐹 − 𝑒𝑒𝑒𝑒 can tunnel through the potential barrier. Accordingly, tunneling current 𝐼𝐼𝑇𝑇 
is proportional to the summation over all contributing states: 

𝐼𝐼𝑇𝑇 ∝ � |Ψ𝑛𝑛(0)|2
𝐸𝐸𝐹𝐹

𝐸𝐸𝑛𝑛=𝐸𝐸𝐹𝐹−𝑒𝑒𝑒𝑒

𝑒𝑒−2𝜅𝜅𝜅𝜅                                              (1.1.4) 

If the bias voltage is small enough, i.e. 𝑒𝑒𝑒𝑒 ≪ Φ, 𝐼𝐼𝑇𝑇 can be rewritten using the local 
density of states (LDOS) at Fermi level: 

𝐼𝐼𝑇𝑇 ∝ 𝑉𝑉𝜌𝜌𝑠𝑠(0,𝐸𝐸𝐹𝐹)𝑒𝑒−2𝜅𝜅𝜅𝜅                                                   (1.1.5) 

Here 𝜌𝜌𝑠𝑠(𝑥𝑥,𝐸𝐸𝐹𝐹) ≡ 1
𝑒𝑒𝑒𝑒
∑ |Ψ𝑛𝑛(𝑥𝑥)|2𝐸𝐸𝐹𝐹
𝐸𝐸𝑛𝑛=𝐸𝐸𝐹𝐹−𝑒𝑒𝑒𝑒  is the local density of states.  

According to equation (1.1.5), 𝐼𝐼𝑇𝑇 is exponentially dependent on tip-sample distance 𝑑𝑑, 
allowing sensitive detection of the corrugation of electronic states. 

1.1.2 Time dependent perturbation theory 

The simplified one-dimensional model is able to describe tunneling in principle. How-
ever, for the three-dimensional tunneling problem in STM, a more accurate theory is 
required. Since STM has been invented, two main theories have been successfully ap-
plied to explain experimental results, i.e. the transfer Hamiltonian method based on 
time dependent perturbation theory, and the elastic scattering quantum chemistry 
method. In the transfer Hamiltonian method, tip and sample are considered to be inde-
pendent of each other, with only weak coupling interaction. The total Hamiltonian is 
considered as the sum of H0 without coupling and a coupling perturbation HT(t). In 
1961, this approach was first applied to explain a superconductor tunneling junction by 
Bardeen [60]. In STM, tip and sample can be treated as two independent systems with 
coupling treated as perturbation. The coupling via tunneling is assumed to be weak 
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enough so that the tunneling junction can be treated as a perturbation. Tip states are 
orthogonal to sample states. Electron-electron interactions are ignored, and occupation 
probabilities for electrons in the tip and in the sample are independent from each other. 
The occupation probability can be described by the Fermi-Dirac statistics. If we assume 
that the Hamiltonians of tip and sample are Hs and Ht, respectively, the total Hamilto-
nian can be written as H=Hs+Ht+Htr. Tip states and sample states are described by the 
Schrödinger equation in each subsystem. 

The tunneling probability from tip state |𝑡𝑡⟩ to sample state |𝑠𝑠⟩ state is only determined 
by the perturbation factor, given by: 

𝑅𝑅𝑡𝑡→𝑠𝑠 =
2𝜋𝜋
ℏ

|𝑀𝑀𝑡𝑡𝑡𝑡|2𝛿𝛿(𝐸𝐸𝑡𝑡 − 𝐸𝐸𝑠𝑠)                                         (1.1.6) 

𝑀𝑀𝑡𝑡𝑡𝑡 is the matrix element of the perturbation potential between states |𝑡𝑡⟩ and |𝑠𝑠⟩. It can 
be calculated by integration over a surface dividing the tip and sample: 

𝑀𝑀𝑡𝑡𝑡𝑡 =
ℏ2

2𝑚𝑚
�[Ψ𝑡𝑡∗(𝑟𝑟)∇Ψ𝑠𝑠(𝑟𝑟) −Ψ𝑡𝑡∗(𝑟𝑟)∇Ψ𝑠𝑠(𝑟𝑟)]𝑑𝑑2 𝑟𝑟                      (1.1.7) 

In 1993, C. J. Chen et al. proposed a modified Bardeen approach (MBA) to explain a 
real STM system. The net tunneling current was given by [61]: 

𝐼𝐼𝑡𝑡→𝑠𝑠 =
2𝜋𝜋𝜋𝜋
ℏ

�|𝑀𝑀𝑠𝑠𝑠𝑠|2 𝜌𝜌𝑡𝑡(𝐸𝐸 − 𝑒𝑒𝑒𝑒)𝜌𝜌𝑠𝑠(𝐸𝐸)𝑓𝑓𝑡𝑡(𝐸𝐸 − 𝑒𝑒𝑒𝑒)[1 − 𝑓𝑓𝑠𝑠(𝐸𝐸)]𝑑𝑑𝑑𝑑         (1.1.8) 

Here, the occupation probability of electrons to each state is given by a Fermi distribu-
tion function 𝑓𝑓(𝐸𝐸) = 1

𝑒𝑒
𝐸𝐸−𝐸𝐸𝐹𝐹
𝑘𝑘𝐵𝐵𝑇𝑇 +1

. 𝜌𝜌𝑡𝑡(𝐸𝐸) and 𝜌𝜌𝑠𝑠(𝐸𝐸) are the local density of states (LDOS). 

Electrons from occupied states (𝜌𝜌𝑡𝑡, ft) of the tip can tunnel into unoccupied sample 
states (𝜌𝜌𝑠𝑠, 1-fs). For a very low temperature T→0K and small bias voltage, Fermi dis-
tribution function is approximately a step function. With this assumption, the net tun-
neling current is simplified to: 

𝐼𝐼𝑇𝑇 =
2𝜋𝜋𝜋𝜋
ℏ

� 𝜌𝜌𝑡𝑡(𝐸𝐸𝐹𝐹 − 𝑒𝑒𝑒𝑒 + 𝐸𝐸)𝜌𝜌𝑠𝑠(𝐸𝐸𝐹𝐹 + 𝐸𝐸)
𝑒𝑒𝑒𝑒

0
|𝑀𝑀𝑠𝑠𝑠𝑠|2𝑑𝑑𝑑𝑑                   (1.1.9) 

If one assumes the tunneling matrix element does not change in the integration range, 
and the LDOS of the tip is constant near its Fermi level, the tunneling current is sim-
plified to be proportional to the LDOS of the sample, given by: 

𝐼𝐼𝑇𝑇 ∝ 𝑉𝑉 ∙ 𝜌𝜌𝑠𝑠(𝐸𝐸𝐹𝐹)                                                    (1.1.10) 

From equation (1.10), one can see that the spatial dependence of the tunneling current 
reveals the LDOS at the Fermi level on the sample surface. 
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1.1.3 Tersoff-Hamann approximation 

 

Figure 1.2. Tip model defined by Tersoff and Hamann. Only s-states of the tip are consid-
ered. r0 is the position of the tip centre, R the radius of the tip curvature, d the distance 
between tip and sample, adapted from literature [57, 62]. 

For simplicity, it is often assumed that the LDOS of the tip does not influence the STM 
image. After STM was invented, J. Tersoff and D. R. Hammann proposed a simplified 
tip model [62, 63], where the tip is assumed to be a local spherical potential well with 
a radius R, as depicted in Fig. 1.2. In this model, only s states of the tip are considered. 
Therefore, tunneling matrix elements are given by: 

𝑀𝑀𝑠𝑠𝑠𝑠 =
2𝜋𝜋ℏ2

𝑚𝑚𝑚𝑚
Ω𝑡𝑡𝑡𝑡𝑡𝑡
−1/2𝜅𝜅𝜅𝜅𝑒𝑒𝜅𝜅𝜅𝜅Ψ𝑡𝑡(𝑟𝑟0���⃗ )                                     (1.1.11) 

𝛺𝛺𝑡𝑡𝑡𝑡𝑡𝑡 is the volume of the spherical tip, 𝑟𝑟0���⃗  is the position of the tip center, R the radius 
of the tip curvature. Hence, when a bias voltage V is applied, the tunneling current can 
be stated as, 

𝐼𝐼𝑇𝑇 ∝ � 𝜌𝜌𝑠𝑠(𝑟𝑟0���⃗ ,𝐸𝐸)
𝐸𝐸𝐹𝐹+𝑒𝑒𝑒𝑒

𝐸𝐸𝐹𝐹
𝑑𝑑𝑑𝑑                                            (1.1.12) 

𝜌𝜌𝑠𝑠(𝑟𝑟0���⃗ ,𝐸𝐸) ≡�|Ψ𝑖𝑖(𝑟𝑟0���⃗ )|2𝛿𝛿(𝐸𝐸𝑖𝑖 − 𝐸𝐸𝐹𝐹) ∝
𝑖𝑖

𝜌𝜌𝑠𝑠(𝐸𝐸)𝑒𝑒−
2𝑑𝑑
ℏ �2𝑚𝑚[(Φ−𝐸𝐸)+𝑒𝑒𝑒𝑒]     (1.1.13) 

In the above formulas, 𝐼𝐼𝑇𝑇 is the tunneling current, 𝜌𝜌𝑠𝑠(𝑟𝑟0���⃗ ,𝐸𝐸) is the LDOS, d is the gap 
distance, and 𝛷𝛷 is the vacuum work function. If we assume 𝜌𝜌𝑠𝑠(𝑟𝑟0���⃗ ,𝐸𝐸) does not change 
near 𝐸𝐸𝐹𝐹, then 𝐼𝐼𝑇𝑇 ∝ 𝜌𝜌𝑠𝑠(𝑟𝑟0���⃗ ,𝐸𝐸𝐹𝐹), i.e. tunneling current is proportional to the LDOS at the 
Fermi level at the tip centre. 
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1.1.4 More sophisticated theories 

Early STM studies investigated the atomic structures of single crystal surfaces like 
Al(111), Pt(100), Si(111), graphite, etc.[64-66]. Subsequent studies focused on the ad-
sorption of small atoms and isolated molecules [67, 68]. For molecular adsorbates, it 
has been demonstrated that STM images reveal the electronic states of the adsorbate 
rather than the geometric structure [69-72]. A theoretical description based on the Jel-
lium model is proposed by Lang (1985) using Bardeen’s approximation to calculate the 
tunneling current between two metal electrodes with an adsorbate in between. The tun-
neling current can be enhanced or reduced by electron states of adsorbates coupling 
with states close to the Fermi level of metal electrodes [73, 74]. Similar conclusions 
can also be drawn from the Tersoff-Hamann model [62, 63]. Later on, Eigler (1991) 
gives a quantitative demonstration of STM height measurement of Xe on Ni(110) by 
comparison of experiments with calculations based on the Jellium model [75]. 

To explain more general cases like semiconductors, molecular monolayers, scanning 
tunneling spectroscopy etc., more sophisticated models of tip, including tip properties, 
were proposed. A popular model was proposed by C. J. Chen in 1991 [76, 77]. He 
extended the s-wave tip in the Tersoff-Hamann model to linear combination of com-
plete sets of eigenfunctions. Localized surface states of both the tip and the sample are 
used to calculate the tunneling current. For instance, dz2 states of W or Pt/Ir tips overlap 
with the sp3 dangling bonds of the sample surface. Therefore, much higher lateral res-
olution can be obtained than the Fermi-Level LDOS [78]. 

In 1995, Hallmark and Chian used an extended Hückel Theory to calculate Hückel or-
bitals of molecules adsorbed on substrate surfaces [70]. In their work, the relation be-
tween STM images and contour maps of LDOS was successfully revealed. Recently, 
Sautet and Joachim proposed an approach based on Electron Scattering Quantum 
Chemistry (ESQC) [79]. The tunneling effect of electrons, through an adsorbate on a 
substrate surface, is treated as a scattering process in a periodic bulk crystal with a de-
fect [80, 81]. This method uses a generalized Landau formula based on quantum chem-
istry calculations to obtain the entire Hamiltonian of the tunneling junction [79, 82]. 
Accompanied by the development of computational power, more sophisticated methods 
are used to simulate the tip, adsorbates and the substrate at different conditions, but 
these will not be discussed here [83]. 
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1.2 Experimental setup 

 

Figure 1.3. Sketch of the STM setup. Scanning is performed by a piezo tube. The substrate 
is put in a specially designed sample holder to prevent outflow of the solution. Adapted 
from literatures [55, 57]. 

A schematic setup of the STM used in this dissertation is illustrated in Fig. 1.3. It con-
sists mainly of a piezoelectric scanner, a nano-positioner, a current amplifier, the feed-
back loop, a high voltage amplifier, and the controlling units. In the scheme, the central 
part is the single tube piezoelectric scanner, which uses four segmented outer electrodes 
to control the motions of X/Y directions, and one inner electrode to control the motion 
of the Z direction. Single tube scanners are the most widely applied scanner used to 
image small areas [84]. On the one hand, it is small and hence easy to assemble. On the 
other hand, it is rigid against vibrations. 

A further important component is a modified ANPz50 linear positioner from the atto-
cube systems AG, used for the coarse approach. The operation principle is based on the 
so-called stick-slip effect. First, the axis of the positioner extends slowly by applying a 
voltage ramp to the attached piezo. Meanwhile, the clamped nano positioner is trans-
ported by static friction. Accompanied by a following fast movement of the axis in the 
opposite direction, the positioner slips over the axis for one-step, because of the great 
inertia. Repetition of the process allows a movement in one direction with precisely 
controlled steps of ~100 nm. 

The approach is accomplished by the combination of the scanning piezo and nano-po-
sitioner. A slow voltage ramp is applied to the Z electrode until the piezo is fully ex-
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tended. If no tunneling current is detected, it will be fully contracted and the nano po-
sitioner moves several steps forward. The procedure is iterated until a tunneling current 
is detected. 

When the tip reaches tunneling range, the feedback loop can be switched on again to 
extend the z-piezo. The tunneling current is amplified and transformed into a voltage 
by a sum of 109 𝑉𝑉 𝐴𝐴⁄ . Accordingly, a tunneling current in the range of pA can be de-
tected. The measured current and the set point current are used as the input of the feed-
back. Accordingly, the feedback loop extends or contracts the piezo tube in Z direction 
to eliminate the difference between the measured tunneling current and the set point 
current. This is accomplished by applying voltage to the inner segment with respect to 
the outer four segments. The piezo tube allows one to control the distance between the 
tip and the sample with an accuracy of ~pm. The extension of the piezotube is linearly 
dependent on the applied bias voltage. When applying a voltage to the outer segments, 
scanning tube is bent to perform raster scanning along the sample surface. Expansion 
and contraction of the piezo tube are recorded with respect to X/Y coordinates and ac-
cordingly a topography image is acquired. 

A very sharp tip is a critical factor for high lateral resolution. Electrochemical etched 
Tungsten tips were most favorable in UHV conditions since sharper tips and reproduc-
ible results could be obtained. However, for working in ambient conditions, mechani-
cally cut Pt/Ir tips are more favorable owing to their resistance to oxidation. Moreover, 
a well-prepared Pt/Ir tip contains asperities on the tip surface, allowing even better 
atomic resolution than Tungsten tips. However, a disadvantage that accompanies with 
asperities is their limitations when working on surfaces with higher degrees of rough-
ness [47]. 

Another key factor of getting a high quality STM image is to eliminate or isolate the 
noise from the signal, e.g. mechanical noises, electric noises, temperature fluctuations, 
and so on. In this work, mechanical noises are eliminated by spring suspension, eddy 
current damping, and an air damped table. Electrical noise is mainly eliminated by 
grounding the system in a proper way and operating inside a metal box for shielding. 
Temperature fluctuations, however, can only be diminished by lowering the tempera-
ture, which is impossible for ambient STM. For liquid-solid STM, additional problems 
are created by the concentration changes of the solution caused by spilling. In this work, 
the spilling is avoided using a rimmed sample holder with a relatively high solution 
volume (~40 µL), as depicted in Fig. 1.3. 
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Chapter 2: Thermodynamic Methods 
 

Enthalpy differences between bulk crystals, graphite supported monolayers, 
isolated molecules in vacuum, and molecules in solution were assessed by 
using established experimental techniques, computational methods, or a hy-
brid of both. In this chapter, all experimental and computational methods 
used in this thesis are discussed in detail. Experimental methods, including 
temperature-dependent effusion rate measurements, temperature pro-
grammed desorption, and temperature-dependent UV-vis absorption spec-
troscopy are introduced in the first three sections. Computational methods, 
including molecular mechanics (MM), molecular dynamics (MD), and den-
sity functional theory (DFT) using both empirical dispersion correction and 
van der Waals functionals are discussed in the following section.*  

In addition, theoretical models that were used to estimate entropies of self-
assembly are discussed in the last section. Assessment of the dewetting en-
tropy related to a self-assembled 9A solvent monolayer is based on the lit-
erature value of melting entropy, and hence will not be discussed further 
here [85]. 

 

2.1 Sublimation enthalpy 

The binding enthalpy difference between bulk crystals and isolated molecules in vac-
uum, i.e. the enthalpy of sublimation, is obtained by temperature-dependent effusion 
rate measurements. This is accomplished using a combination of Knudsen cell and 
Quartz Crystal Microbalance (QCMB) designed by Gutzler et al. [86]. This also pro-
vides an important insight for predicting the effusion rate of compounds, which is an 
extremely important parameter for organic molecular-beam epitaxy (OMBE). 

A detailed theoretical description of the QCMB and a detailed discussion of the ther-
modynamic basis of the measurement are provided in the first subsection. Later, the 
experimental setup as used in this thesis is discussed in the following subsection. 

2.1.1 Theoretical description 

QCMB is a sensitive in-situ analytical method used to monitor tiny mass changes based 
on the piezoelectric properties of quartz crystals. A typical QCMB instrument consists 

* Natalia Martsinovich (University of Sheffield, UK) is gratefully acknowledged for doing all the simu-
lations. 

13 

  

                                                 



 

 
of an electrical oscillator circuit, a frequency counter, and a piezoelectric crystal. In this 
work, an AT cut shear force quartz crystal is used as the acoustic resonator and energy 
transformer. When an electric AC field is applied between the gold electrodes coated 
on both sides of the quartz surface, the crystal will perform a shear oscillation due to 
the inverse piezoelectric effect. The frequency of the AC voltage is adjusted so that the 
circuit is operated at the eigenfrequency of the crystal. This frequency shifts when the 
mass loaded on the quartz crystal changes. Eigenfrequency shifts induced by rigid ad-
sorbates on the piezoelectric crystal can be described by the Sauerbrey equation [87], 

∆𝑚𝑚𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄 = −
𝐴𝐴𝑄𝑄𝜐𝜐𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝜌𝜌𝑄𝑄

2𝑓𝑓02
∆f                                          (2.1.1) 

∆𝑓𝑓  is the frequency shift; 𝑓𝑓0 the nominal eigenfrequency of the quartz crystal (6 
MHz); ∆𝑚𝑚𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄 the mass of the loaded adsorbates; 𝐴𝐴𝑄𝑄 the total adsorption area; 𝜌𝜌𝑄𝑄 the 
density of quartz (2.65 g∙cm-3); 𝜐𝜐𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 the propagation velocity of an elastic transversal 
wave perpendicular to the quartz crystal surface (3340 kHz mm). The Sauerbrey equa-
tion can describe the frequency shift very well when ∆𝑓𝑓 ≪ 𝑓𝑓0. In this thesis, the total 
eigenfrequency shift during the measurement is about 1 × 104Hz ≪ 6MHz = 𝑓𝑓0  for 
each compound. Accordingly the effusion rate can be approximated by equation (2.1.1), 
when the sticking coefficient is constant, i.e. the effusion rate is proportional to the 
mass of the loaded adsorbates on the QCMB ∆𝑚𝑚𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄. According to equation (2.1.1), 
∆𝑓𝑓  is negative, i.e. the eigenfrequency of the quartz crystal shifts to a lower value when 
adsorbates are loaded onto the quartz crystal.  

For a constant temperature of the crucible in a Knudsen cell and with a large enough 
mean free path, the effusion rate through the opening of the Knudsen cell is given by 
[88], 

∆𝑚𝑚𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐/∆𝑡𝑡 = −
1
4
𝑝𝑝(𝑇𝑇)
𝑅𝑅𝑅𝑅

〈𝜐𝜐〉Ao                                         (2.1.2) 

Here 𝑝𝑝 is the saturated vapor pressure of the compound in the Knudsen cell at T; 
∆𝑚𝑚𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 is the mass of molecules coming out of the crucible. Ao is the area of the 
cell opening; 〈𝜐𝜐〉 is the average gas velocity.  

〈𝜐𝜐〉  can be deduced from the Maxwell-Boltzmann distribution as �8𝑘𝑘𝐵𝐵𝑇𝑇 𝜋𝜋𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚⁄  
where mmolc is the mass of the compound and kB is the Boltzmann constant. Accordingly, 
the effusion rate is given by, 

∆𝑚𝑚𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐/∆𝑡𝑡 ∝ 𝑇𝑇−
1
2𝑝𝑝(𝑇𝑇)                                              (2.1.3) 

𝑝𝑝(𝑇𝑇) can be approximated as proportional to ∆𝑚𝑚𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐/∆𝑡𝑡 within a relatively small 
temperature range. On the one hand, 𝑝𝑝(𝑇𝑇) depends exponentially on temperature, and 

dominates the right side of equation (2.1.3). On the other hand, 𝑇𝑇−
1
2 does not vary much 

within the required temperature range. Taking the used compound TPA as an example, 
the crucible temperature ranges from 375 K to 400 K. Accordingly, the prefactor 𝑇𝑇−1/2 
causes a margin error of only ~4% in the proportionality between effusion rate and 
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vapor pressure. Consequently, for a narrow 𝑇𝑇 range, the equation (2.1.3) can be approx-
imated as,  

∆𝑚𝑚𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐/∆𝑡𝑡 ∝ 𝑝𝑝(𝑇𝑇)                                                     (2.1.4) 

For a constant sticking coefficient, the effusion rate from the crucible ∆𝑚𝑚𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐/∆𝑡𝑡 is 
proportional to the rate of mass loaded onto the QCMB, accordingly to the eigenfre-
quency decline rate ∆𝑓𝑓/∆𝑡𝑡. Hence, equation (2.1.4) is transformed into, 

∆𝑓𝑓/∆𝑡𝑡 ∝ 𝑝𝑝(𝑇𝑇)                                                     (2.1.5) 

The phase transition from the solid state to the gas phase is a kinetic process, but the 
rate is determined by the vapor pressure which can be approximated by the Clausius-
Clapeyron relation. Therefore, the change of vapor pressure differential with respect to 
temperature is described as: 

𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

=
𝐿𝐿
𝑇𝑇∆𝜐𝜐

                                                         (2.1.6) 

Here L is the specific heat of the phase transition, i.e. the enthalpy of sublimation 𝛥𝛥𝐻𝐻𝑠𝑠𝑠𝑠𝑠𝑠; 
Δυ is the volume change of the phase transition. For the sublimation process, the volume 
of the solid state can be neglected in comparison to the volume of the gas phase. Ac-
cordingly, Δυ can be approximated as the volume of gas phase V, which is approximated 
by the ideal gas equation as 𝑛𝑛𝑛𝑛𝑛𝑛/𝑝𝑝. n is the amount of the gas. Equation (2.1.6) is then 
simplified as, 

𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

=
𝑝𝑝 ∙ 𝛥𝛥𝐻𝐻𝑠𝑠𝑠𝑠𝑠𝑠
𝑛𝑛𝑛𝑛𝑇𝑇2

                                                    (2.1.7) 

The relation between p and ∆𝐻𝐻𝑠𝑠𝑠𝑠𝑠𝑠 is then obtained by the integration of equation (2.1.7): 

𝑝𝑝 ∝  𝑒𝑒
∆𝐻𝐻𝑠𝑠𝑠𝑠𝑠𝑠
𝑅𝑅𝑅𝑅                                                       (2.1.8) 

According to equation (2.1.5), the vapor pressure is approximated directly proportional 
to the eigenfrequency decline rate ∆𝑓𝑓/∆𝑡𝑡 . Equation (2.1.8) can be rewritten as, 

∆𝑓𝑓/∆𝑡𝑡 ∝ 𝑒𝑒
∆𝐻𝐻𝑠𝑠𝑠𝑠𝑠𝑠
𝑅𝑅𝑅𝑅                                                 (2.1.9) 

Hence, ∆𝐻𝐻𝑠𝑠𝑠𝑠𝑠𝑠 can be obtained by measuring ∆𝑓𝑓/∆𝑡𝑡 vs. T, and derived from a corre-
sponding Arrhenius plot of 𝑙𝑙𝑙𝑙|∆𝑓𝑓/∆𝑡𝑡|vs.1/𝑇𝑇. 

2.1.2 Experimental setup 

Knudsen cells are abundantly applied in OMBE due to their high reproducibility related 
to temperature stability. The used Knudsen effusion cell is combined with a quartz crys-
tal microbalance (QCMB, crystal diameter 1.4 cm, nominal eigenfrequency 6.0 MHz ) 
to directly monitor the effusion rate of the molecule, as depicted in Fig. 2.1 a. The 
Knudsen cell consists of a molybdenum crucible, a heating filament, and a QCMB in-
tegrated into the shutter and connected with a BNC feedthrough. The Knudsen cell is 

15 

  



 

 
operated inside a high vacuum chamber pumped with a turbo molecular pump and an 
oil rotary fore pump to keep the pressure in the range of 10-7 mbar. The crucible tem-
perature was measured with a type K thermocouple and held constant with a Eurotherm 
2416 temperature controller (Invensys Systems GmbH, Limburg an der Lahn). Before 
every measurement, the crucible is degassed to avoid contaminating of the compounds 
studied. A commercial circuitry (Q-pod, INFICON) thickness monitor was used to 
drive and readout the QCMB.  

Thereafter, ∆𝑓𝑓/∆𝑡𝑡 is recorded for a series of crucible temperatures with an increment 
5°C. The crucible temperature was varied between 100 °C and 120 °C for TPA crystal, 
between 125 °C and 165 °C for SDA crystal, and between 225 °C and 270 °C for HBTP 
crystal. Accordingly, ∆𝐻𝐻𝑠𝑠𝑠𝑠𝑠𝑠 can be derived from the corresponding Arrhenius plot. In 
Fig. 2.1 b and c, 4,4’-stilbenedicarboxylic acid (SDA) bulk material was used as an 
example to illustrate how  ∆𝐻𝐻𝑠𝑠𝑠𝑠𝑠𝑠  was derived from the  ∆𝑓𝑓/∆𝑡𝑡  data. The measured 
∆𝑓𝑓/∆𝑡𝑡  with respect to temperature is depicted in Fig. 2.1 b. By plotting 
𝑙𝑙𝑙𝑙|∆𝑓𝑓/∆𝑡𝑡| vs. 1/𝑅𝑅𝑅𝑅,  ∆𝐻𝐻𝑠𝑠𝑠𝑠𝑠𝑠 is obtained from the slope. As depicted in Fig. 2.1 c, each 
data point is obtained using the slope of each effusion rate curve. 
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Figure 2.1. (a) experimental setup of the sublimation enthalpy measurement; a crucible is 
surrounded by a heating filament; the temperature of the crucible is monitored by a type K 
thermocouple mounted at the bottom. A Eurotherm 2416 controlling unit is used to moni-
tor and control the temperature of the crucible. (b) The eigenfrequency shift (Δf) is rec-
orded as a function of time by the electronics of the QCMB for a series of crucible tem-
peratures. (c) For the corresponding van’t Hoff plot, each data point corresponds to the 
slope of an effusion rate curve in (b). (b) and (c) are the sublimation measurements for 
SDA, adapted from publication 2 (cf. section 5.4) [17]. 
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2.2 Total monolayer binding enthalpy 

In this thesis, the total binding enthalpy of molecules in a surface supported monolayer 
with respect to isolated molecules in a vacuum was obtained by temperature pro-
grammed desorption (TPD) measurements.  

TPD has been extensively used to determine the kinetic and thermodynamic parameters 
of desorption or decomposition reactions on surfaces [89-93]. In a typical TPD meas-
urement, the temperature of an adsorbate covered surface is usually controlled to in-
crease linearly with time. Owing to the thermal activation, molecules or atoms desorb 
from the surface and then are detected in the gas phase. TPD spectra are obtained by 
recording the number of atoms or molecules desorbing from the substrate vs. tempera-
ture. In principle, any parameter that is proportional to the number of the desorbed ad-
sorbates can be used to monitor the desorption rate, e.g. thermal conductivity [94], work 
function, and so on. Due to the advantages of the high sensitivity and straightforward-
ness of mass selective detection of adsorbates, partial pressure measured by mass spec-
troscopy is utilized in most TPD measurements in ultra-high vacuum (UHV) [95-97]. 
In a continuously pumped UHV system, the desorption rate of atoms or molecules from 
the surface are approximated to be proportional to the corresponding partial pressure in 
the gas phase. By recording the partial pressure of the desorbing substance from the 
substrate, a thermal desorption spectrum can be obtained with respect to time and tem-
perature. 

A theoretical description of desorption will be given in the first subsection, and an ex-
perimental setup will be described in the following subsection. In the last subsection, 
the different methods used to evaluate TPD spectra are discussed in detail. 

2.2.1 Theoretical description of desorption 

Adsorption takes place when interactions with the surface are strong enough to over-
come the related entropy loss. Based on the surface-molecule interactions, adsorption 
is categorized into physisorption and chemisorption. For inert substrates, substrate-mol-
ecule interactions are mainly long-range dispersion forces, and no chemical bonds are 
formed during adsorption. Hence, molecular orbitals and structures of the adsorbate are 
not perturbed by the substrate. This kind of adsorption is typically spontaneous and 
reversible, and is termed as physisorption. Greater details will be discussed in Chapter 
3. On the other hand, if there are chemical bonds formed between adsorbates and the 
substrate, chemisorption takes place. In this case, adsorbates usually bond with the sur-
face via covalent or ionic bonds. Chemisorption is normally irreversible. The corre-
sponding surface binding energy is typically one order of magnitude higher than in the 
case of physisorption. However, since only physisorption takes place in the systems 
studied, chemisorption will not be discussed further in this thesis [98]. 
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Desorption and adsorption processes can be considered as the reverse of each other. 
Hence, both can be described using similar thermodynamic parameters. Most of the 
methods used to derive desorption energies are based on the rate law of nth order de-
sorption [99, 100], 

𝑅𝑅𝑑𝑑𝑑𝑑𝑑𝑑 = −
𝑑𝑑Θ
𝑑𝑑𝑑𝑑

= 𝑘𝑘𝑛𝑛 ∙ Θ𝑛𝑛                                                (2.2.1) 

Where the temperature dependent rate constant 𝑘𝑘𝑛𝑛 is given by an Arrhenius equation, 

𝑘𝑘𝑛𝑛 = 𝜈𝜈𝑛𝑛 ∙ 𝑒𝑒𝑒𝑒𝑒𝑒 �−
Δ𝐸𝐸𝑑𝑑𝑑𝑑𝑑𝑑
𝑅𝑅𝑅𝑅

�                                               (2.2.2) 

Combining equations (2.2.1) and (2.2.2) yields the so-called Polanyi-Wigner equation. 
All relevant parameters can depend on coverage. Accordingly, this is stated as, 

𝑅𝑅𝑑𝑑𝑑𝑑𝑑𝑑 = −
𝑑𝑑Θ
𝑑𝑑𝑑𝑑

= 𝜈𝜈(Θ)𝑛𝑛 ∙ Θ𝑛𝑛(Θ) ∙ 𝑒𝑒𝑒𝑒𝑒𝑒 �−
Δ𝐸𝐸𝑑𝑑𝑑𝑑𝑑𝑑(Θ)

𝑅𝑅𝑅𝑅
�                  (2.2.3) 

However, the desorption energy in most cases depends on temperature. This is because 
thermal desorption is more likely a dynamic method that provides information far be-
low the equilibrium temperature. Therefore, the Polanyi-Wigner equation is only an 
approximate tool and not sufficient to analyze complex TPD spectra. Accordingly, the 
corresponding data analysis often requires the assistance of computational approaches, 
e.g. MC simulations [101]. 

2.2.2 Quadrupole mass spectrometer 

Because of the small dimensions and the light weight, quadrupole mass spectrometers 
(QMS) are suitable for applications in vacuum chambers, e.g. leak detection, partial 
pressure measurements, and determining desorption or adsorption rates in vacuum, etc. 
In this thesis, a QMA 125 from Balzers equipped with a SEM was used for detection 
of the desorbing molecules at the strongest peak in the corresponding mass spectra. The 
desorbing TPA molecules were detected at 149 amu. For SDA, the mass peak at 179 
amu was used for detection. 

A QMS consists of three parts: an ion source, a quadrupole mass analyzer, and an ion 
detector. Ions are generated by electron impact ionization. Electrons are emitted from 
an electrically heated filament, and are accelerated by a potential difference between 
the source and the impact region. Molecules entering the impact area are directly ion-
ized or dissociated into fragmented ions upon electron impact. After that, ions with 
different mass to charge ratio (m/Ze) enter the quadrupole mass analyzer.  

The filter system of a quadrupole mass analyzer consists of four parallel rods arranged 
symmetrically around the axis of the system. Opposite rods are electrically connected. 
A potential difference of 𝑈𝑈 + 𝑉𝑉 ∙ 𝑐𝑐𝑐𝑐𝑐𝑐(𝜔𝜔𝜔𝜔) is applied between the two pairs of con-
nected rods. Accordingly, the potential distribution near the axis of the system is given 
by, 
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𝛷𝛷 = [𝑈𝑈 + 𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉(𝜔𝜔𝜔𝜔)]
𝑥𝑥2 + 𝑦𝑦2

2𝑟𝑟02
                                      (2.2.4) 

Corresponding differential ion motions are given by, 

𝑑𝑑2𝑥𝑥
𝑑𝑑𝑡𝑡2

+
𝜔𝜔2

4
[𝑎𝑎 + 2𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞(𝜔𝜔𝜔𝜔)] = 0                                    (2.2.5) 

𝑑𝑑2𝑦𝑦
𝑑𝑑𝑡𝑡2

−
𝜔𝜔2

4
[𝑎𝑎 + 2𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞(𝜔𝜔𝜔𝜔)] = 0                                    (2.2.6) 

𝑑𝑑2𝑧𝑧
𝑑𝑑𝑡𝑡2

= 0                                                        (2.2.7) 

Here, 𝑎𝑎 = 8𝑒𝑒𝑒𝑒
𝑚𝑚𝑚𝑚02

 and 𝑞𝑞 = 4𝑒𝑒𝑒𝑒
𝑚𝑚𝑚𝑚02

 are the stability parameters. 

For a given set of U, V, and 𝜔𝜔 values, only ions with certain m/Ze value can travel 
through the filter with stable trajectories. However, molecules can be doubly or triply 
ionized. Accordingly, compounds with larger molecular mass than the effective mass 
range of the QMS (200 amu in this work) can also be detected at half or one third of 
the molecular mass. 

Particles passing through the mass filter are ultimately registered at the detector. De-
tection of the amount of passed ions is accomplished by measuring their charge (faraday 
cup) or counting the number of the ions (SEM). With the assistance of an electronic 
preamplifier and a SEM, an ion current of lower than 1 pA (107 ions a second) is de-
tectable. 

2.2.3 Experimental setup 

The whole experimental setup for TPD measurements is mounted in a stainless steel 
Ultra-High Vacuum (UHV) chamber, as illustrated in Fig. 2.2. The chamber is pumped 
using a turbo molecular pump with a combination of a set of mechanical pumps and an 
ion getter pump. The graphite substrate is fixed on a sample holder with the possibility 
to tilt and rotate in different directions. This sample holder allows one to prepare the 
sample and perform TPD measurements in the same UHV chamber. For sample 
cleaning, graphite is first annealed from the backside at a surface temperature of 800 K 
for ～1 hour using the electron beam heating method (Fig. 2.2). A K-type thermocouple 
is fixed on the graphite surface to monitor and control the temperature again by a Eu-
rotherm 2416 controller. After the graphite is annealed, the monolayer is prepared using 
the OMBE. Therefore, the evaporation rate can be monitored with a QCMB to get re-
producible coverage, as discussed in section 2.1. Crucible temperature is again con-
trolled by a Eurotherm 2416 controller. After the sample is prepared, it is rotated to 
point to the direction of the QMS to start the measurements. A closed-cycle helium 
cryostat with a copper rod and a copper strap conducting heat away from the sample 
holder allows a low starting temperature for TPD measurements. Linearly rising surface 
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temperature is obtained by linearly increasing the set point temperature. Desorption rate 
vs. time is recorded by the mass spectrometer. Together with the recorded surface tem-
perature vs. time, a TPD spectrum is obtained by a program written by Matthias Lischka 
using LabVIEW. 

 

Figure 2.2. Experimental setup for TPD. The sample is mounted inside a stainless steel 
UHV chamber. Electron beam heating is used. A quadrupole mass spectrometer is used to 
monitor the desorption rate. Using the recorded desorption rate and programmed heating 
curve, the TPD spectra is obtained by plotting desorption rate vs. temperature, using a 
software written by Matthias Lischka with LabVIEW. 

One of the most important prerequisites for accurate TPD measurements is to keep the 
temperature homogenous across the surface. One option is to decrease the heating rate 
such that the sample has enough time to remain in thermal equilibrium.  

Another important prerequisite for a successful TPD measurement is the ultra-high vac-
uum (UHV), ideally in the range of 10-10 mbar to reduce background noise. On the other 
hand, the pumping rate should be high enough to avoid readsorption of adsorbates. A 
slow pumping rate causes broader peaks in the TPD spectra, which makes quantitative 
analyses or even qualitative estimations impossible. When the pumping rate is high 
enough, the detected signal in the mass spectrometer is approximated to be proportional 
to the desorption rate. 
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2.2.4 Analyzing TPD spectra 

TPD spectra are mostly evaluated based on the Polanyi-Wigner equation (cf. section 
2.2). Different approaches can be used to derive the desorption energy, e.g. heating rate 
variation method, Redhead method, leading edge method, complete analysis method, 
etc.  

One of the most applied methods for analyzing TPD spectra is the heating rate variation 
method. This method is based on a series of TPD experiments conducted with different 
constant heating rates 𝛽𝛽 = 𝑑𝑑𝑑𝑑 𝑑𝑑𝑑𝑑⁄ . For all spectra, the initial coverage is kept constant. 
All thermodynamical parameters are assumed to be independent of coverage Θ. By 
plotting  𝑙𝑙𝑙𝑙(𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚2 𝛽𝛽⁄ ) vs. 1/𝑅𝑅𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 , where 𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚  is the temperature of maximum de-
sorption rate, the desorption energy Δ𝐸𝐸𝑑𝑑𝑑𝑑𝑑𝑑 can be derived for 0, 1st, and 2nd order de-
sorption. In addition to the difficulty in keeping the coverage constant for different TPD 
measurements, this method also requires the prior assumption that Δ𝐸𝐸𝑑𝑑𝑑𝑑𝑑𝑑 and 𝜈𝜈𝑛𝑛 are in-
dependent of coverage which is in most cases not applicable. Another straightforward 
analysis method was proposed by Redhead [99, 102] and allows the derivation of Δ𝐸𝐸𝑑𝑑𝑑𝑑𝑑𝑑 
by using only one TPD curve, Δ𝐸𝐸𝑑𝑑𝑑𝑑𝑑𝑑 ≈ 𝑅𝑅𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚 �ln �𝜈𝜈1𝑇𝑇𝑚𝑚𝑚𝑚𝑚𝑚

𝛽𝛽
� − 3.64�. Due to the sim-

plicity of the Redhead method, it is applied intensively on thermal desorption of gases. 
However, the Redhead method is only applicable for 1st order desorption, where inter-
molecular interactions are negligible. In addition, it assumes that 𝜈𝜈1 is known and in-
dependent of coverage, which is in most cases wrong.  

To derive Δ𝐸𝐸𝑑𝑑𝑑𝑑𝑑𝑑 without knowledge of desorption order, Habenschaden and Küppers 
proposed the so-called leading edge analysis method [103]. At the leading edge of a 
TPD spectrum, where coverage remains almost unchanged, Δ𝐸𝐸𝑑𝑑𝑑𝑑𝑑𝑑 can be derived from 
the logarithmic Polanyi-Wigner equation without knowing the desorption order. It has 
been reported by Liberman et al. that the leading edge of the desorption peak for CCl4 
desorbed from GaAs(110) is independent of coverage [104]. However, the leading 
edges of TPD spectra are often obscured by very strong background noise, which makes 
the evaluation in many cases unreliable. 

To avoid all the above difficulties, the complete analysis method is used to derive the 
desorption energy in this work. On the one hand, it does not require the knowledge of 
the desorption order which we do not have. On the other hand, the background noise at 
the leading edge is significant in our TPD spectra [105]. Therefore, the leading edge 
method is not appropriate for our data. In the following, the principle of the complete 
analysis method is derived from the Polanyi-Wigner equation. 
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Taking the logarithm of the Polanyi-Wigner equation for a constant coverage gives the 
following relation, 

ln[𝑅𝑅𝐷𝐷𝐷𝐷𝐷𝐷(Θ)] = ln[𝜈𝜈𝑛𝑛(Θ)] + 𝑛𝑛 ln[Θ] −
Δ𝐸𝐸𝑑𝑑𝑑𝑑𝑑𝑑(Θ)

𝑅𝑅𝑅𝑅
                       (2.2.8) 

For a comparably high coverage Θ → 1, 𝜈𝜈𝑛𝑛(Θ), 𝑛𝑛 and Δ𝐸𝐸𝑑𝑑𝑑𝑑𝑑𝑑(Θ) are assumed to be con-
stant and independent of temperature. Consequently, for two different temperatures 𝑇𝑇2 
and 𝑇𝑇1, the following relation can be derived: 

ln[𝑅𝑅𝑑𝑑𝑑𝑑𝑑𝑑(Θ)]𝑇𝑇2 − ln[𝑅𝑅𝑑𝑑𝑑𝑑𝑑𝑑(Θ)]𝑇𝑇1

= �ln 𝜈𝜈𝑛𝑛(Θ) + n ln[Θ] −
Δ𝐸𝐸𝑑𝑑𝑑𝑑𝑑𝑑(Θ)
𝑅𝑅𝑇𝑇2

�
𝑇𝑇2

− �ln 𝜈𝜈𝑛𝑛(Θ) + n ln[Θ] −
Δ𝐸𝐸𝑑𝑑𝑑𝑑𝑑𝑑(Θ)
𝑅𝑅𝑇𝑇1

�
𝑇𝑇1

=  
Δ𝐸𝐸𝑑𝑑𝑑𝑑𝑑𝑑(Θ)
𝑅𝑅𝑇𝑇1

−
Δ𝐸𝐸𝑑𝑑𝑑𝑑𝑑𝑑(Θ)
𝑅𝑅𝑇𝑇2

= Δ𝐸𝐸𝑑𝑑𝑑𝑑𝑑𝑑(Θ) ∙ �
1
𝑅𝑅𝑇𝑇1

−
1
𝑅𝑅𝑇𝑇2

�    (2.2.9) 

Thereby, Δ𝐸𝐸𝑑𝑑𝑑𝑑𝑑𝑑(Θ) can be derived from the slope of ln𝑅𝑅𝑑𝑑𝑑𝑑𝑑𝑑(Θ) vs. 1 𝑅𝑅𝑅𝑅⁄ . Hence, the 
desorption energy can be derived for a chosen coverage.  

For a surface supported monolayer with pronounced intermolecular interactions, the 
desorption energy per molecule is related to the two-dimensional arrangement. Even 
for cases without polymorphism, Δ𝐸𝐸𝑑𝑑𝑑𝑑𝑑𝑑(Θ) is higher for molecules within the domain 
than molecules at domain boundaries. Therefore, Δ𝐸𝐸𝑑𝑑𝑑𝑑𝑑𝑑(Θ) of lower coverage, corre-
sponding to higher temperatures, is lower compared to that of higher coverage. In ad-
dition, the background noise obscures the signal at the onset of the TPD spectra. There-
fore, we utilize the data points at temperatures prior to the maximum desorption rate, 
but not at the onset of the spectra. In this region of the spectra, both the TPD signal and 
the surface coverage are still large.  

The advantage of the complete analysis method is that it requires fewer assumptions 
and features the best accuracy among all methods. On the other hand, this method is 
quite time consuming and complicated. 

Fig. 2.3 illustrates the TPD measurements of TPA monolayer on graphite surface (cf. 
section 4.4). TPA monolayers were deposited from a Knudsen cell with a crucible tem-
perature of 110 °C for 15 minutes. These deposition parameters reproducibly yielded 
coverages just below one monolayer. For slightly longer deposition times multilayer 
peaks appeared in the desorption traces. During deposition the substrate was held at 300 
K and cooled to 250 K prior to the desorption experiment with a closed cycle helium 
cooler. In the desorption experiment, the surface temperature was linearly ramped from 
250 K up to 550 K by means of a temperature controller (Eurotherm 2416). Three sets 
of experiments were performed with three different heating rates of 0.25 K s-1, 0.42 K 
s-1 and 0.84 K s-1, corresponding TPD spectra are illustrated in Fig 2.3a. The coverage 
is obtained by integration of desorption rate over desorption time. Together with tem-
perature vs. time, a set of diagrams of Θ vs. 𝑇𝑇 can be derived from the original  𝑅𝑅𝑑𝑑𝑑𝑑𝑑𝑑(Θ) 
vs. 𝑇𝑇 obtained at different heating rates and different initial coverages, as depicted in 
Fig. 2.3 b. For a chosen coverage, the corresponding temperature can be extracted from 
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the Θ(𝑇𝑇) curves. Accordingly, the corresponding 𝑅𝑅𝑑𝑑𝑑𝑑𝑑𝑑(Θ) can be read out from the cor-
responding TPD spectra in Fig. 2.3 a. In the end, ∆𝐸𝐸𝑑𝑑𝑑𝑑𝑠𝑠(Θ) is derived from the slope of 
plotting ln𝑅𝑅𝑑𝑑𝑑𝑑𝑑𝑑(Θ) vs. 1 𝑅𝑅𝑅𝑅⁄ . The desorption energy is derived to be +140.2±9.5 kJ 
mol-1 per molecule as shown in Fig. 2.3 c. 

 

 

Figure 2.3. An example of TPD measurements: TPA from graphite in UHV: (a) desorption 
rate vs. sample temperature traces for different heating rates; (b) corresponding coverage 
vs. temperature curves integrated from TPD spectra; (c) Arrhenius plots derived for dif-
ferent coverages. The enthalpy of desorption amounts to +(140.2 ± 9.5) kJ mol-1. (a and c 
are adapted from [16] with permission from American Chemical Society) 
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2.3 Dissolution enthalpy 

The enthalpy of dissolution is derived from temperature dependent solubility measure-
ments. This is accomplished by using temperature dependent UV-vis absorbance spec-
tra. Based on the Beer-Lambert-Bouguer law, absorbance is proportional to solute con-
centration, 

𝐴𝐴 = 𝑙𝑙𝑙𝑙𝑙𝑙 �
𝐼𝐼 − 𝐼𝐼𝑑𝑑
𝐼𝐼0 − 𝐼𝐼𝑑𝑑

� = 𝑎𝑎 ∙ 𝑙𝑙 ∙ 𝑐𝑐                                        (2.3.1) 

Here 𝐴𝐴 is the absorbance, 𝐼𝐼 the intensity of light transmitted through the solution, and 
𝐼𝐼𝑑𝑑  the dark spectrum. The reference intensity 𝐼𝐼0 is assigned to the intensity of light 
transmitted through the pure solvent. 𝑎𝑎 is the absorption coefficient, 𝑙𝑙 the optical path 
length, and 𝑐𝑐 the concentration of the solute. Therefore, a UV-vis spectrometer can be 
used to quantify the concentration of saturated solutions, i.e. the solubility. A thermo-
dynamic description of solubility is given in the first subsection. Theoretical descrip-
tions of light absorption are provided in the following subsection. Experimental details 
are introduced in the last subsection. 

2.3.1 Thermodynamics of solvation 

The absorbance of saturated solutions is measured after the system has reached ther-
modynamic equilibrium. Solubility of compounds can be influenced by temperature, 
pressure, and the type of solvent. For solvation without dissociation, the relation be-
tween the Gibbs free energy change upon solvation, ∆𝐺𝐺𝑠𝑠𝑠𝑠𝑠𝑠, and the solute concentration 
of an ideal solution is given by [106], 

∆𝐺𝐺𝑠𝑠𝑠𝑠𝑠𝑠 = 𝜇𝜇𝑠𝑠𝑠𝑠𝑠𝑠 − 𝜇𝜇𝑠𝑠 = ∆𝐻𝐻𝑠𝑠𝑠𝑠𝑠𝑠 − 𝑇𝑇∆𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠 = −𝑅𝑅𝑅𝑅 ln𝑋𝑋𝑠𝑠𝑠𝑠𝑠𝑠               (2.3.2) 

Here 𝜇𝜇𝑠𝑠𝑠𝑠𝑠𝑠 is the chemical potential of the solution phase, 𝜇𝜇𝑠𝑠 the chemical potential of 
the solid phase, ∆𝐻𝐻𝑠𝑠𝑠𝑠𝑠𝑠 the enthalpy change upon solvation, ∆𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠 the entropy change of 
solvation, and 𝑋𝑋𝑠𝑠𝑠𝑠𝑠𝑠 the mole-fraction of the saturated solution. 

Assuming ∆𝐻𝐻𝑠𝑠𝑠𝑠𝑠𝑠 and ∆𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠 do not change with temperature, ∆𝐻𝐻𝑠𝑠𝑠𝑠𝑠𝑠 can be derived from 
the van’t Hoff equation. Together with equation (2.3.1), ∆𝐻𝐻𝑠𝑠𝑠𝑠𝑠𝑠 can be calculated by, 

∆𝐻𝐻𝑠𝑠𝑠𝑠𝑠𝑠 = �
𝜕𝜕(− ln𝑋𝑋𝑠𝑠𝑠𝑠𝑠𝑠)
𝜕𝜕(1/𝑅𝑅𝑅𝑅)

�
𝑝𝑝

=  �
𝜕𝜕(− ln 𝑐𝑐)
𝜕𝜕(1/𝑅𝑅𝑅𝑅)

�
𝑝𝑝

= �
𝜕𝜕(− ln𝐴𝐴)
𝜕𝜕(1/𝑅𝑅𝑅𝑅)

�
𝑝𝑝

         (2.3.3) 

Accordingly, the enthalpy of solvation can be calculated from a linear fit in plots 
of − ln𝐴𝐴 vs. 1/𝑅𝑅𝑅𝑅. For ideal solutions, this value is equal to the fusion enthalpy of 
solutes. For non-ideal solutions, dissolution is considered as a two-step process: first 
the solute solid melts; then the solute liquid and the solvent form a solution. Accord-
ingly, ∆𝐻𝐻𝑠𝑠𝑠𝑠𝑠𝑠 is considered as the sum of ∆𝐻𝐻𝑓𝑓, the fusion enthalpy of solute crystal, and  
∆𝐻𝐻𝑚𝑚, the mixing enthalpy of the solute liquid and the solvent. However, in this thesis, 
only the overall enthalpy change of solvation ∆𝐻𝐻𝑠𝑠𝑠𝑠𝑠𝑠  is relevant. By using equation 
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(2.3.3), ∆𝐻𝐻𝑠𝑠𝑠𝑠𝑠𝑠 can be directly obtained from the temperature dependence of the absorp-
tion spectra. 

2.3.2 Theoretical description of electronic transitions 

Molecular energy states are partitioned into three groups of discrete energy states, i.e. 
electronic states (1~20eV, 60nm < 𝜆𝜆 < 1250nm), vibrational states (0.05~1eV, 
1.25µm < 𝜆𝜆 < 25µm), and rotational states (< 0.05eV, 𝜆𝜆 > 25µm). The three groups 
of states are relevant to electron motions, nucleus vibrations, and molecular rotations, 
respectively. Emission and absorption of ultraviolet to visible light (UV-vis, 100-800 
nm) are typically related to electronic transitions, which have a substantially larger ex-
tinction coefficients than rotational and vibrational transitions. However, electronic 
transitions are always accompanied by rotational and vibrational transitions. Therefore, 
absorption/emission peaks in UV-vis spectra broaden into absorption/emission bands. 

Electronic transitions can occur for π, σ, and n electrons, corresponding to double or 
triple bonds, single bonds, and lone pair electrons, respectively. According to molecular 
orbital theory, every bonding orbital with a lower energy has a corresponding antibond-
ing orbital with a higher energy, i.e., every π or σ orbital has a corresponding π* or σ* 
orbital. By absorption of photons, a valence electron can be promoted from the ground 
state to an excited state. Also, n electrons can be promoted to π* and σ* orbitals, even 
though they are not bonding, i.e. do not have a corresponding antibonding orbital. Based 
on the energetic order of bonding and anti-bonding states σ, π, n , π* and σ*, four 
different kinds of transitions can take place, with different excitation energies,  

ΔEn → π*˂ ΔEπ → π* ˂ ΔEn → σ* ˂ ΔEσ → σ*                             (2.3.4) 

Most of the absorption spectra of organic compounds are dominated by π → π* and 
n → π* transitions. These transitions usually take place in unsaturated compounds, i.e. 
chromophores. The simplest chromophores contain groups with double or triple bonds, 
e.g. vinyl groups, carboxyl groups, nitroso-groups, ethynyl groups, azotoluene, etc. Al-
iphatic substituents, e.g. –CH3, -C2H5, are usually not able to absorb UV-vis light by 
themselves. However, substituents on chromophores can shift and enhance absorbance 
through the n−π conjugation effect. 

Transitions in aromatic compounds as relavant to this work are related to transitions 
between different π and π* states in aromatic rings, are associated with Benzoic and 
Ethylenic bands (B&E bands).[107] For instance, Benzene has three π→π* transitions: 
one B band and two E bands. The B band is observed around 255 nm, with the corre-
sponding extinction coefficient 215 L ∙ 𝑚𝑚𝑚𝑚𝑚𝑚−1 ∙ 𝑐𝑐𝑐𝑐−1. The E1 band is at 200 with an 
extinction coefficient of 8000 L ∙ 𝑚𝑚𝑚𝑚𝑚𝑚−1 ∙ 𝑐𝑐𝑐𝑐−1; the E2 band at 180 nm, with an extinc-
tion coefficient of 6 × 104 L ∙ 𝑚𝑚𝑚𝑚𝑚𝑚−1 ∙ 𝑐𝑐𝑐𝑐−1.[108] 
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2.3.3 Experimental setup and an example 

 

Figure 2.3. a scheme of the UV-vis absorption spectrometer; the cuvette is heated by two 
Peltier elements mounted on two sides of the cuvette at a direction perpendicular to the 
light path. Solution temperature is stabilized by a Eurotherm 2416 which controls the cur-
rent through the Peltier elements. Light is transmitted from an optical fiber and then fo-
cused by a lens into a collimated parallel beam. After transmission through the cuvette, it 
is again focused by another lens into another optical fiber. After the light signal is analyzed 
by the spectrometer, an absorbance spectrum is generated by the software. 

In this work, an USB4000 Miniature Fiber Optic Spectrometer from Ocean Optics, an 
ISS-UV/VIS light source, and a quartz glass cuvette (Hellman 100-QS) with an optical 
path length of 10 mm were used. The cuvette is mounted inside a closed opaque box to 
reduce background light from outside. The light source consists of a combined Deuter-
ium and Tungsten bulb, with light emission ranges of 200-400 nm and 360-850 nm 
respectively. The emitted light is transmitted through an optical fiber; and then is fo-
cused into a collimated beam by a lens. After transmission through the cuvette contain-
ing the solution, the light is again focused by another lens into another optical fiber and 
then conducted into the spectrometer.  

About 2 ml oversaturated solution was used for the measurement. It was prepared at 
room temperature with a large amount of bulk crystals (~0.1mg) mixed with two ml 
solvent in the cuvette. Crystals were separated from the saturated solution by putting 
the cuvette into a centrifuge at a spin speed of 100 rounds s-1 for 5 hours.  

After the sample was prepared, the cuvette was mounted in the testing system. A type 
K thermocouple immersed into the solution in the cuvette was again used to monitor 
the solution temperature. By a combination of a Eurotherm 2416 controller and two 
Peltier elements (TEC1-03504), the solution temperature was stabilized with in ± 0.2 °C. 
Peltier elements were gently pressed on the sidewalls of the cuvette using two screws. 
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Transmission spectra through pure solvent at each temperatures were used as the refer-
ence spectra. Absorbance spectra were recorded after the solution equilibration for 24 
hours after the solution temperature stablized. This waiting time is assumed to be suf-
ficient when the solubility is very low as for the systems studied in this work.  

TPA absorption spectra in nonanoic acid were acquired between 30 °C and 42 °C; SDA 
absorption spectra in nonanoic acid were acquired between 30 °C and 54 °C; HBTP 
absorption spectra in nonanoic acid were acquired between 22 °C and 54 °C. 

 

Figure 2.4. Measurement of TPA solubility in 9A as a function of temperature: (a) 
UV−Vis absorption spectra of saturated TPA in 9A solutions obtained at different temper-
atures; (b) Van’t Hoff plot of the absorbance integrated in the interval λ = 290 nm-320 nm. 
The slope yields a value for the enthalpy of dissolution of +(12.8 ± 1.3) kJ mol-1 (permis-
sion from American Chemical Society [16], cf. section 4.4). 

In Fig. 2.4, the absorbance spectra of TPA in 9A solvent at different temperatures and 
the corresponding van’t Hoff plots are illustrated (cf. section 4.4). Two absorption 
bands center at 290 and 300 nm, as shown in Fig. 2.4 (a), which relate to n−π* and π−π* 
transitions of the aromatic core respectively. To reduce the statistical error, the total 
amount of dissolved molecule is estimated by integrating of the absorbance over the 
major absorbance band λ = 290-320 nm. The corresponding van’t Hoff plot yields a 
dissolution enthalpy of +(12.8 ± 1.3) kJ mol-1. Absorbance at shorter wavelength is not 
considered because the weak signal is obscured by the background noise of the spec-
trometer.  
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2.4 Computational methods 

Predicting the macroscopic properties of materials is one of the essential goals of theo-
retical material science. To this end, computational methods are powerful and conven-
ient tools. Depending on the objectives, different computational methods need to be 
applied. First principle methods based on quantum mechanics are the best choice for 
calculations at the electron level [109-111], while molecular mechanics, molecular dy-
namics, and Monte Carlo methods are most suitable for simulations at the molecular 
level. They are computationally cheaper than quantum chemistry, especially for large 
systems [16, 17, 112, 113].  

In this section, the computational methods employed in this research are briefly intro-
duced. Molecular mechanics (MM) and molecular dynamics (MD) were utilized to 
study hydrogen bonded self-assembly. Two density functional theory based approaches 
were then used to study halogen bonded self-assembly and were then compared to each 
other. One is the GGA-PBE functional [114] with an empirical dispersion correction 
(D2) proposed by Grimme (PBE+D) [115]. The other is van der Waals density func-
tional (vdW-DF). Natalia Martsinovich (University of Sheffield, U.K.) performed all 
the simulations described in this dissertation. 

2.4.1 Molecular mechanics 

In principle, macroscopic properties can be derived from the atomic level, as described 
by quantum mechanics. However, for very large systems, quantum chemistry simula-
tions are not possible, due to the limitations of computational power. Alternatively, 
molecular mechanics (MM) based on classical mechanics were used for simulations of 
large systems. Atoms instead of electrons are treated as the smallest unit, and electron 
movements or distributions are ignored.  

MM simulations have been widely applied to study molecular interactions [116], espe-
cially interactions between molecules and surfaces [117]. The total interaction energy 
is obtained from the sum of pairwise interactions between atoms. Potential energies of 
covalent bonding and non-covalent bonding are described using different terms in force 
field functions. Bonding terms are usually used to describe covalent bonding. The cor-
responding potential energies are written as Ebonded = Ebond+Eangle+Edihedral. On the other 
hand, non-bonding terms are used to describe non-covalent bonding interactions. The 
corresponding potential energies are usually described as Enon-bonded = Eelectrostatic+ 
Evan der Waals. 

Intermolecular interactions only depend on the distances between atoms. Energy is de-
scribed as a function of atomic coordinates using classical mechanics instead of wave 
functions or electron density. Different force fields are used to simulate intermolecular 
and surface-molecule interactions. Parameters of force fields are typically obtained by 
experimental techniques or computational methods based on quantum mechanics. In 
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many cases, MM simulations are used together with molecular dynamics (MD) for 
structural optimizations [112, 113].  

In this thesis, binding enthalpies of organic bulk crystals, intermolecular interactions of 
self-assembled monolayers, and surface-molecule interactions were simulated by using 
the Tinker code [118] and the MM3 force field [119, 120]. The energy of the double 
hydrogen bonds between the carboxylic acid groups is significantly enhanced by reso-
nance effects; this is usually not covered by MM simulations. Therefore, the parameters 
of the so-called resonance assisted hydrogen bonds (RAHBs) were adjusted to repro-
duce the bond length (r = 1.75Å) and energy (7.78 kcal mol-1) in a carboxylic acid cyclic 
dimer [120]. 2D arrangements of TPA and SDA were obtained by searching for the 
energy minimum close to STM measured lattice parameters. The 3D arrangement of 
TPA was obtained by searching for the energy minimum close to the lattice parameters 
obtained by X-ray diffraction [121].  

2.4.2 Molecular dynamics 

MM simulations are effective for studying interactions in static 2D- or 3D- structures. 
However, for problems like thermodynamic equilibrium in solutions, the physical 
movements of molecules need to be considered. To this end, molecular dynamics (MD) 
is developed to describe the physical movements of molecules and atoms. In MD sim-
ulations, molecules are allowed to interact for a short period of time. The trajectories of 
these molecules are described by numerically solving Newton’s equations. Intermolec-
ular forces and potential energies are described by force fields as discussed above for 
molecular mechanics. By choosing the proper statistic ensemble and force fields for the 
system, all the physical movements of the system can be obtained from the time inte-
gration of the differential equations of motion. 

In this study, MD simulations were used to evaluate the dissolution enthalpy of TPA in 
9A solution. The canonical (NVT) ensemble was chosen for MD simulations using the 
Nose-Hoover thermostat at 298 K, with an integration time step of 1 fs. All covalent 
bonds to H atoms were constrained to their ideal bond length. The “rattle” (cf. section 
4.5) algorithm was used for integrating the differential equaitons of motion. Two dif-
ferent force fields were used in the MD calculations: the MM3 force field and the 
CHARMM27 force field [122] which is widely used for simulations of organic and 
biomolecules [123]. 

2.4.3 Density functional theory 

Methods based on classical mechanics are not appropriate for describing interactions 
related to electron distributions, like halogen bonds. More accurate simulations that 
consider the electron distributions are required for evaluating the binding geometries 
and energies. 
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As mentioned at the beginning of this section, electronic states can be obtained from 
the Schrödinger equation. However, an analytical solution of the Schrödinger equation 
is already impossible for multi-body problems, and virtually impossible for multi-mol-
ecule systems. Since the 1940s, plenty of efforts have been made to approximately solve 
the Schrödinger equation. After Born and Oppenheimer proposed the single electron 
approximation that the atom core dynamics can be neglected when compared to elec-
tron dynamics, Hartree and Fock proposed a further assumption that electrons can be 
treated as moving in an effective potential generated by the atom core and other elec-
trons. Accordingly, a system containing N electrons can be described by N single elec-
tron Schrödinger equations: 

𝐻𝐻Ψ = [𝑇𝑇 + 𝑉𝑉 + 𝑈𝑈] = ��−
ℏ2

2𝑚𝑚
∇𝑖𝑖2

𝑁𝑁

𝑖𝑖

+ �𝑉𝑉(𝑟𝑟𝑖𝑖)
𝑁𝑁

𝑖𝑖

+ �𝑈𝑈(𝑟𝑟𝑖𝑖, 𝑟𝑟𝑗𝑗)
𝑖𝑖<𝑗𝑗

�Ψ = EΨ    (2.4.1) 

Where T is the kinetic energy of electrons, U is the exchange interaction between elec-
trons. V is the effective potential of the calculated system. However, it is still difficult 
to find the analytical solution of Hartree-Fock equations. 

In the 1920s, Thomas and Fermi proposed a model that the kinetic and potential ener-
gies of the system are described using the electron density. In 1951, a function propor-
tional to ρ1/3 was proposed by Slater to describe the exchange interactions of the elec-
trons, and meanwhile the Hartree-Fock-Slater method was proposed to describe multi-
atomic systems. In 1964, Hohenberg and Kohn presented the Hohenberg-Kohn theorem 
which states that the energy of the ground state of multi-electron systems can be deter-
mined by the corresponding electron density [124]. In 1965, Kohn and Sham derived a 
group of self-consistent equations from the Hohenberg-Kohn theorem based on the Lo-
cal Density Approximation (LDA) [125], where the uniform electron gas approxima-
tion is applied to calculate the exchange energy, 

�−
1
2
∇2 + 𝑉𝑉𝑒𝑒𝑒𝑒𝑒𝑒(𝑟𝑟)�Ψ𝑖𝑖(𝑟𝑟) = 𝜀𝜀𝑖𝑖Ψ𝑖𝑖(𝑟𝑟)                                     (2.4.2) 

𝑉𝑉𝑒𝑒𝑒𝑒𝑒𝑒(𝑟𝑟) = 𝜙𝜙(𝑟𝑟) + 𝑉𝑉𝑥𝑥𝑥𝑥(𝑟𝑟)                                            (2.4.3) 

 𝜙𝜙(𝑟𝑟) = 𝜈𝜈𝑟𝑟(𝑟𝑟) + �
𝑛𝑛(𝑟𝑟)

|𝑟𝑟 − 𝑟𝑟′|
𝑑𝑑𝑟𝑟′                                     (2.4.4) 

𝑉𝑉𝑥𝑥𝑐𝑐(𝑟𝑟) =
𝛿𝛿𝐸𝐸𝑥𝑥𝑥𝑥[𝑛𝑛]
𝛿𝛿𝛿𝛿

                                                   (2.4.5) 

𝑛𝑛(𝑟𝑟) = �|Ψ𝑖𝑖(𝑟𝑟)|2                                                  (2.4.6)
𝑁𝑁

𝑖𝑖=1

 

Here 𝜀𝜀𝑖𝑖 is the Kohn-Sham eigenvalue of the orbital energy, 𝑉𝑉𝑒𝑒𝑒𝑒𝑒𝑒(𝑟𝑟) is the effective po-
tential. 𝜙𝜙(𝑟𝑟) is the Coulomb potential, 𝑉𝑉𝑥𝑥𝑥𝑥(𝑟𝑟) is the exchange potential of electrons, 
and 𝑛𝑛(𝑟𝑟) the electron density. Kohn-Sham equations can be solved based on a starting 
electron density 𝑛𝑛(𝑟𝑟), which can be obtained by the sum of the electron densities of 
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atoms |𝛹𝛹𝑖𝑖(𝑟𝑟)|2 . Effective potentials and Kohn-Sham equations can be solved self-con-
sistently. Therefore, the multi-electron problem is simplified into a single electron prob-
lem in an effective potential field.  

Although this so-called DFT-LDA has accomplished great success in terms of the prop-
erties of atoms, molecules, and solids, it was believed that quantum chemistry was un-
able to give reliable results. This was the case until the 1990s, when the approximation 
was improved using more advanced models for the exchange potential. In this research, 
the Generalized Gradient Approximation model using Perdew-Burke-Ernzerhof func-
tional (GGA-PBE functional) was used to optimize the 2D arrangement of molecules 
and calculate the monolayer binding energy of halogen bond mediated superstructures 
[126]. 

However, even with more advanced exchange potentials, it is still difficult to calculate 
the energy of weak interactions, like van der Waals interactions. Different approaches 
have been proposed to solve this problem. The most popular and successful method is 
the empirical dispersion correction proposed by Grimme [127]. In this research, the 
binding energy of a halogen bond mediated monolayer was calculated using the GGA-
PBE functional with D2 correction (PBE+D) [115, 128]. In addition, a van der Waals 
density functional (vdW-DF) was used for comparison. The accuracy of the simulations 
was tested through comparison with higher level simulations for a pyridine-bromoben-
zene dimer. Further details are described in section 6.4. 
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2.5 Evaluation of the entropy change 

From the thermodynamic point of view, a spontaneous process takes place when the 
Gibbs free energy decreases, i.e. ΔG=ΔH-TΔS<0. Therefore, ΔS becomes important at 
critical conditions like concentration thresholds and temperature thresholds because 
ΔH≈TΔS, i.e. it becomes comparable to the enthalpy. According to statistical mechanics, 
entropy is related to degrees of freedom. Hence, for molecules in the solution phase, 
the higher degree of freedom results in a higher entropy as compared to molecules in 
the monolayer. After self-assembly, the entropy of adsorbates decreases, resulting in a 
negative ΔS of the system. 

This section focuses on the evaluation of the entropy change upon self-assembly by 
using a theoretical model proposed by Whitesides et al [129]. In this model, entropies 
of molecules in solution are partitioned into translational, rotational, vibrational, and 
conformational entropy contributions. Since TPA and HBTP are conformationally rigid, 
the conformational entropies are negligible in both the solution phase and the adsorbed 
monolayer. In principle, SDA can adopt both trans and cis conformations. Since the cis 
conformation is rather high in energy, this conformational freedom is neglected in the 
entropy estimation. Hence, the total entropy of the molecules can be simplified into the 
sum of the translational, rotational, and vibrational entropy.  

The translational entropy is derived from statistical mechanics based on the single atom 
approximation. For a single atom, the other components of the total entropy are all zero. 
Accordingly, translational entropy per molecule in the solution phase is given by the 
Sackur-Tetrode equation for the gas phase, 

Strans = −R ln �
1
c
�
2πmkBTe5 3⁄

h2
�
3 2⁄

�                                  (2.5.1) 

R is the gas constant, m the molecular mass, 𝑘𝑘𝐵𝐵 Boltzmann’s constant, T temperature, 
e Euler’s number, h Plank’s constant. Since equation (2.5.1) was originally conceived 
for the gas phase, the solvent is taken into account to avoid the overestimation of the 
translational entropy. Molecules are not entirely free in the whole solution volume, but 
only in the free space between the solvent molecules. Therefore, the concentration is 
corrected by referring to the free volume instead of the total volume. In this work, the 
hard cube approximation is applied for the calculation of the free volume Vfree [129].  
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Figure 2.5. Free volume for hard cube approximation. (a) illustrates the 2D case, where 
the free area of the central hard square equals to the area defined by the dot line in the 
corner (edge length 2 × d, where d is the average free length at each dimension); (b) the 
3D model, the free space of the center of yellow hard cube equals to the volume of the 
cube in the coner with a edge length of 2 × d. 

In the hard cube approximation, solvent molecules are considered as a regular array of 
hard cubes, as depicted in Fig. 2.5 b. Vfree is defined as the space for the center of mass 
of a molecule in liquid to move freely, which is determined by the neighboring mole-
cules. In each direction, average distance d between neighboring molecules is deter-
mined by the difference of two distances. One is the average distance between the cen-
tres of adjacent cubes; the other is the edge length of each cube, which is defined by the 
molecular volume. Since a molecule can move in both directions of each dimension, 
the free distance at each dimension is obtained by doubling the obtained average dis-
tance between adjacent atoms, i.e. 2 × d, as depicted in Fig. 2.5 a. Extend the 1D case 
to 3D, the free volume per molecule is given by, 

𝑉𝑉𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 = (2 × d)3 = �2��𝑉𝑉𝑎𝑎𝑎𝑎𝑒𝑒
3 − �𝑉𝑉𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚

3 ��
3

                            (2.5.2) 

Here, 𝑉𝑉𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 is the free volume, 𝑉𝑉𝑎𝑎𝑎𝑎𝑎𝑎 the average volume occupied by one 9A dimer, 
𝑉𝑉𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 the molecular volume, i.e. the van der Waals volume. 

In this work, the average distance between certres of adjacent cubes is calculated from 
the density of the liquid phase. Taking 9A solvent as an example, the density of the 
liquid phase is 906 g L-1. Since it is well known carboxylic acid molecules exist as 
dimers in their liquid phase, one dimer is considered as one hard cube in this thesis. 
Together with its molar mass 158.2 g mol-1, the average volume per 9A dimer is calcu-
lated to be 584 Å3. Accordingly, the average distance between certres of adjacent 9A 
dimer cubes is 8.36 Å. The molecular volume is approximated as the corresponding van 
der Waals volume, which is calculated to be 346.9 Å3 per 9A dimer, corresponding to 
a cube edge of 7.03 Å. 
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Applying equation (2.5.2), the free volume per 9A dimer is calculated to be 19.25 Å3. 
Accordingly, 1 Liter of 9A solvent has a free volume of 31.3 mL. For the evaluation of 
translational entropies, all concentrations were referred to this free volume, leading to 
an apparent concentration enhancement by a factor of ~32.  

In a similar way, with a mass density of 7A solvent of 0.92 g·cm-3 and a van der Waals 
volume of 278.6 Å3 per 7A dimer, 𝑉𝑉𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 is estimated as 32.6 mL per liter 7A, leading 
to a concentration enhancement by a factor of ~31. The enhancement factors are similar 
for 7A and 9A solvent. 

Applying the obtained free volume to equation (2.5.1), a significant overestimation for 
−𝑇𝑇∆𝑆𝑆𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 of ~8 kJ mol-1 was obtained as compared to the corresponding value ob-
tained using the actual volume.  

𝑆𝑆𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 of TPA in 9A solution was evaluated using the experimentally determined criti-
cal concentration of 120 µmol L-1; 𝑆𝑆𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 of SDA in 9A solution was evaluated using 
the critical concentration of 4.1 µmol L-1; 𝑆𝑆𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 of HBTP in 7A solution evaluated 
using a critical concentration of 28.8 µmol L-1. For evaluation of 𝑆𝑆𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 of 9A-9A di-
mers a concentration of 2.86 mol L-1 was used, i.e. half of the concentration of 9A in 
9A; for 7A-7A dimers, a concentration of 3.54 mol L-1 was used. 

 

 Density 
(g/L) 

Molar 
mass 
(g/mol) 

Average 
volume  
(Å3) 

Molecular 
volume (Å3) 

Free volume 
per Liter (mL) 

9A-9A 906 316 584  346.9 31.3 

7A-7A 920 260 496 278.6 32.6 

Table 2.1. Involved parameters and the results of calculation of the free volume of the used solvent 7A 
and 7A. Since it is well known that fatty acids exist as dimers in their liquid phase, here we use 7A-7A 
and 9A-9A dimer as the smallest unit for calculation. 

The rotational entropy of molecules in the solution phase was estimated by directly 
using the rotational entropy derived for the gas phase. Based on the rigid rotator ap-
proximation, the rotational entropy was estimated within ~2% relative error [129, 130], 

Srot = −R ln �
π1 2⁄

γ
�

8π2kBTe
h2

�
3 2⁄

(I1I2I3)1 2⁄ �                       (2.5.3) 

Where 𝐼𝐼1, 𝐼𝐼2 and 𝐼𝐼3 are the principal moments of inertia. 𝛾𝛾 is determined by the sym-
metry and was assumed 2 for 9A-9A, 7A-7A, TPA, 9A-TPA-9A, SDA, and 9A-SDA-
9A, and 6 for HBTP molecule, as listed in Table 2.2. 
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 TPA 9A-9A 9A-TPA-9A SDA 9A-SDA-9A HBTP 7A-7A 

𝛾𝛾 2 2 2 2 2 6 2 

Table 2.1. 𝛾𝛾 used for the calculation of rotataional entropy of molecules, solvents and molecule-solvent 
complexes used in this work. 

The vibrational entropy can be derived from statistical mechanics [131, 132],  

Svib = −k𝐵𝐵  ��

ℎ𝑣𝑣𝑖𝑖
k𝐵𝐵𝑇𝑇

𝑒𝑒
ℎ𝑣𝑣𝑖𝑖
k𝐵𝐵𝑇𝑇 − 1

− ln�1 − 𝑒𝑒−
ℎ𝑣𝑣𝑖𝑖
k𝐵𝐵𝑇𝑇��

𝑛𝑛

𝑖𝑖=1

                       (2.5.4) 

Where 𝑣𝑣𝑖𝑖 is the characteristic frequency of the 𝑖𝑖th vibrational mode, 𝑛𝑛 is the number of 
all the vibrational modes. For almost all vibrational modes at room temperature, 
T𝑆𝑆𝑣𝑣𝑣𝑣𝑣𝑣 ≪ 2 kJ mol-1. Hence,  𝑆𝑆𝑣𝑣𝑣𝑣𝑣𝑣 is almost negligible compared to the translational and 
rotational entropy in most cases (50~60 kJ mol-1 for the studied compounds in this 
work). Moreover, most of the high-frequency modes are not affected by self-assembly. 
Hence, the change of vibrational entropy, ∆𝑆𝑆𝑣𝑣𝑣𝑣𝑣𝑣, was also neglected in this research. 

Total entropy change, ∆𝑆𝑆𝑡𝑡𝑡𝑡𝑡𝑡, is then simplified as the sum of translational and rotational 
entropy change. By assuming the entropy of the molecule in a monolayer is zero, total 
entropy change is given by, 

∆𝑆𝑆𝑡𝑡𝑡𝑡𝑡𝑡 = ∆𝑆𝑆𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 + ∆𝑆𝑆𝑟𝑟𝑟𝑟𝑟𝑟                                               (2.5.5) 
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Chapter 3: Non-covalent interactions 

Non-covalent interactions are the primary driving force of supramolecular 
self-assembly. Low binding enthalpies result in bond reversibility, i.e. the 
general requirement for low defect densities and long range ordering. The 
interfacial monolayers studied in this dissertation are stabilized by hydro-
gen bonds, halogen bonds, and dispersion forces. In this chapter, the weak 
intermolecular interactions involved in the studied systems are introduced. 
The first section focuses on hydrogen bonds and especially the two-fold 
cyclic hydrogen bonds between carboxylic acid groups. The second section 
introduces halogen bonds. The last section briefly describes the surface-
molecule interactions, including dispersion forces and aromatic interactions. 

Solutes and solvents 

 

Figure 3.1. Molecular structures of (a) Heptanoic acid (7A): Sigma-Aldrich, purity ≥ 99%; 
(b) Nonanoic acid (9A): Sigma-Aldrich, purity ≥ 99%; (c) 4, 4’-stilbenedicarboxylic acid 
(SDA): ABCR GmbH & Co. KG, purity ≥ 96%; (d) Hexabromotriphenylene (HBTP): TCI 
Europe NV, purity ≥ 96%; and (e) Terephthalic acid (TPA): Sigma-Aldrich, purity ≥ 98%. 
(grey: carbon, red: oxygen, dark red: bromine, white: hydrogen) 

In all cases, self-assembly was studied at the solution-graphite interface. Nonanoic acid 
(9A) and heptanoic acid (7A) were used as solvents. Two dicarboxylic acids, tereph-
thalic acid (TPA) and 4, 4’-stilbenedicarboxylic acid (SDA) with different aromatic 
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backbones are used as model systems to study hydrogen bond driven self-assembly. 
Molecular structures are illustrated in Fig. 3.1. Hexabromotriphenylene (HBTP) with 
an aromatic triphenylene core was used as model system to study halogen bond driven 
self-assembly.  

3.1 Hydrogen bonds 

Hydrogen bonds are of utmost importance in nature, e.g. for protein folding and molec-
ular recognition in DNA. Intermolecular hydrogen bonds can also raise the melting and 
boiling points of compounds. For instance, water would not be liquid under standard 
conditions.  

 

Figure 3.2. scheme of two-fold cyclic hydrogen bonds between carboxylic acid groups of 
(a) TPA molecules; (b) heptanoic acid molecules; (c), nonanoic acid molecules; and (d) 
SDA molecules. 

An intermolecular hydrogen bond forms when hydrogen atoms bonded with more elec-
tronegative atoms (e.g. C, N, O, and F) are attracted by an electronegative atom of an-
other molecule. It has been realized that hydrogen bonds result from a combination of 
electrostatic interactions, exchange repulsions, polarization effects, covalent bonding, 
and dispersion forces [133-135]. Typical binding energies of hydrogen bonds are in the 
range of 2~40 kJ mol-1, i.e. weaker than covalent bonds but stronger than van der Waals 
interactions. [136] For instance, the strength of a very strong 𝐹𝐹 − 𝐻𝐻 ∙∙∙ 𝐹𝐹 hydrogen bond 
amounts to 29 kJ mol-1, which is still much lower than the strength of the covalent F-H 
bond of 568 kJ mol-1.[137, 138] Similarly, typical binding energies of 𝑂𝑂 −𝐻𝐻 ∙∙∙ 𝑂𝑂 are 
in the range of 8~34 kJ mol-1 for the hydrogen bond whereas the O−H bond interaction 
is ~ 463 kJ mol-1. [139, 140] 

Due to high directionality and selectivity, hydrogen bonds are suitable interactions for 
the self-assembly of long-range ordered 2D superstructures on surfaces [3, 141]. 
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Among all different substituents or functional groups that mediate hydrogen bonds, 
carboxylic groups play a special role. On one hand, they can simultaneously act as the 
hydrogen bond donor and acceptor at the same time [11]. On the other hand, the two-
fold hydrogen bond becomes significantly enhanced because of the π-delocalization in 
the C═O segment. [142, 143] Accordingly, these hydrogen bonds are also called reso-
nance-assisted hydrogen bonds (RAHBs). Temperature dependent infrared absorption 
spectra of the monomer to dimer ratio of benzoic acid yield a binding enthalpy of 67.8 
kJ mol-1 [143], which is significantly stronger than the sum of two individual 𝑂𝑂 − 𝐻𝐻 ∙∙∙
𝑂𝑂 bonds of 2 × 18.8 kJ mol-1 = 37.6 kJ mol-1. In Fig. 3.2, hydrogen bonded dimers of 
molecules and solvents that are relevant for this study are illustrated as examples. 

3.2 Halogen bonds 

 

Figure 3.3. Arrangement of HBTP molecules in an adsorbed monolayer. Adjacent halogen 
atoms form triangular halogen bonds. Blue arrows indicate the direction of the electrical 
field. 

The halogen bond is another important attractive non-covalent interaction. Unlike hy-
drogen bonds, their rationale remained enigmatic until Brinck et al. revealed the aniso-
tropic charge distribution of a halogen substituent. [144] Later, Auffinger et al. [145] 
and Awwadi et al. [146] proposed a similar interpretation of halogen bonding using 
computed electrostatic potentials. A halogen substituent on a phenyl ring contains a 
electrophilic cap and a nucleophilic equatorial ring [147]. The region of the positive 
potential is called the σ-hole. Net attractions occur when the electrophilic cap of the 
halogen is attracted by a nucleophile, or when the nucleophilic ring is attracted by an 
electrophile. The first case is known as a halogen bond. 
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In the past few years, halogen substituents have gained much attention in self-assembly, 
due to their advantages in terms of crystal engineering and material functionality. [148, 
149] From the functional side, halogens lower the electronic band gap of organic sem-
iconductors and are resistant to ionization. This is particularly important for the stability 
of functional materials in the liquid phase. From the crystal engineering side, similar 
directionality can be achieved by choosing different halogens and a different nucleo-
phile. 

Different types of halogen bonds have been reported, e.g. between two halogen atoms, 
triangular cyclic halogen bonds [150, 151], and even fourfold halogen bonds [152]. The 
most frequently encountered case is the triangular cyclic halogen bonds. A theoretical 
description of triangular halogen-halogen-halogen bonds (cf. Fig. 3.3) between trihalo-
mesitylene molecules is given by Bosch [20]. 

In this thesis, HBTP self-assembly at the 7A-graphite interface is studied as a model 
system. The building block is illustrated in Fig. 3.3, in which the monolayer is stabilized 
by triangular cyclic halogen bonds. 

3.3 Surface-molecule interactions 

In all the studied model systems in this dissertation, adsorption on graphite is mediated 
by weak van der Waals interactions. Herein, long-range dispersion forces play the ma-
jor role for the surface-molecule interaction. The corresponding potential energy is pro-
portional to R-6 for two single atoms, where R is the distance between atoms. For ad-
sorption on surfaces, the total potential energy is obtained from the integration over all 
pairs of atoms of the adsorbate and the surface. Therefore, the attractive R-6 dependence 
is reduced to a z-3 dependence, where z is the vertical distance between the adsorbate 
and an infinite surface. This kind of interaction is comparably weak, e.g. 2-10 kJ mol-1 
for adsorption of noble gases. However, its magnitude increases with the number of 
atoms, i.e. the size of the adsorbate. For adsorption of large planar compounds, disper-
sion forces become much stronger and take the major role in the total monolayer bind-
ing energy. One example is the HBTP monolayer studied in this work, where the sur-
face-molecule interaction is obtained to be exactly the same by both DFT and MM 
simulations of ~186 kJ mol-1. 

For the adsorption of molecules that contain aromatic moieties on a graphite surface, 
the size-dependence of the surface-molecule interactions is enhanced by the so-called 
π-π stacking interaction. It has been theoretically proven that the interaction of aromatic 
dimers is stronger than for the corresponding saturated complexes [153]. A simplified 
model to describe aromatic interactions was proposed by Hunter et al in 1990 [154] 
where the aromatic ring is described as a σ-framework and two π-electron clouds. For 
a benzene molecule for instance, the π-electron clouds of the aromatic ring are nega-
tively charged and the hydrogen atoms are positively charged. Accordingly, the two 
energetically most favorable conformations of benzene dimers (parallel displaced and 
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edge-to-face) can be explained by electrostatic interactions. However, recent studies 
reveal that dispersion forces and exchange repulsions are in many cases more important 
for the total binding energy of π-π stacking interactions [155]. In the last few years, 
simulations based on van der Waals Density Functional Theory have been used to de-
scribe aromatic-graphene interactions [156]. Simulations of adsorbates with different 
sizes of aromatic systems suggest that the binding energy per carbon atom is propor-
tional to the hydrogen/carbon ratio of the adsorbates [156].  
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Chapter 4: Born-Haber cycle for monolayer 
self-assembly at the liquid-solid interface – 
assessing the enthalpic driving force 

Wentao Song, Natalia Martsinovich, Wolfgang M. Heckl, and Markus Lackinger, 
Born–Haber Cycle for Monolayer Self-Assembly at the Liquid–Solid Interface: As-
sessing the Enthalpic Driving Force. J. Am. Chem. Soc., 2013. 135(39): p. 14854-
14862, http://dx.doi.org/10.1021/ja407698t. Reproduced and adapted with permission 
from Journal of the American Chemical Society, Copyright 2013 American Chemical 
Society. 

4.1 Abstract 

The driving force for self-assembly is the associated gain in free energy with decisive 
contributions from both enthalpy and entropy differences between final and initial state. 
For monolayer self-assembly at the liquid−solid interface, solute molecules are initially 
dissolved in the liquid phase and then become incorporated into an adsorbed monolayer. 
In this work, we present an adapted Born−Haber cycle for obtaining precise enthalpy 
values for self-assembly at the liquid−solid interface, a key ingredient for a profound 
thermodynamic understanding of this process. By choosing terephthalic acid as a model 
system, it is demonstrated that all required enthalpy differences between well-defined 
reference states can be independently and consistently assessed by both experimental 
and theoretical methods, giving in the end a reliable value of the overall enthalpy gain 
for self-assembly of interfacial monolayers. A quantitative comparison of enthalpy gain 
and entropy cost reveals essential contributions from solvation and dewetting, which 
lower the entropic cost and render monolayer self-assembly a thermodynamically fa-
vored process. 

4.2 Introduction 

Supramolecular self-assembly has been extensively studied for gaining a fundamental 
understanding of its mechanisms and driving forces. [13-15, 157, 158] This knowledge 
provides the basis for the efficient and targeted bottom-up fabrication of functional 
nanostructures. Among the different environments and dimensionalities for self-assem-
bly, two-dimensional surface-supported monolayers take a special role. On the one 
hand, adsorption on solid substrates readily provides an interface and support for the 
structures, an important prerequisite for applications in sensors and catalysis. [6-8] On 
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the other hand, surface-supported monolayers are ideal model systems since their prop-
erties and become analytically accessible by established techniques, foremost Scanning 
Probe Microscopy. [9-12] Liquid environments are of particular interest because they 
enable facile preparation but also serve as suitable test grounds for biological environ-
ments. In addition, liquid environments mediate high mobility of the molecular building 
blocks and enhance bond reversibility. Consequently, many self-assembled structures 
represent the thermodynamic equilibrium. [9, 11, 12, 24, 25] This holds especially true 
for supramolecular monolayers at the liquid−solid interface, where thermodynamical 
descriptions were extremely successful for understanding structure formation and tran-
sitions, even in complex multicomponent systems. Thermodynamic models that utilize 
the concentration dependence of chemical potentials can explain the emergence of dif-
ferent phases with different surface packing densities as a function of solute concentra-
tion in homomeric systems [27], [28] and the emergence of different phases with dif-
ferent packing densities and compositions as a function of the two solute concentrations 
in bimolecular systems. [20] In an alternative approach, the free energy of monolayer 
self-assembly is estimated by separate evaluation of its contributions, i.e., the enthalpy 
gain and the entropy loss. Using this approach, it was possible to understand the driving 
force for temperature-induced reversible phase transitions [21] and the emergence of 
phases with nonideal, untypical hydrogen-bonding motifs in tricarboxylic acid mono-
layers. [21] On the other hand, Bellec et al. demonstrated that kinetic effects can also 
become important. [22] All these thermodynamic models provide rationales to under-
stand structure selection but do not facilitate more detailed insight in the subtle balance 
of the various individual enthalpy and entropy contributions. Only such an in-depth 
understanding will result in a full quantitative thermodynamical picture of self-assem-
bly, an important step toward deliberate control of nanostructure formation by self-as-
sembly. 

Monolayer self-assembly at the liquid−solid interface is driven by the free energy dif-
ference between the final state, where molecules are adsorbed and incorporated into the 
interfacial monolayer, and the initial state, where molecules are dissolved in the super-
natant solution. In comparison to self-assembly at the vacuum−solid interface, the pres-
ence of the supernatant liquid phase has profound consequences. For instance, the sub-
strate may be precovered with solvent molecules, and desorption of this wetting layer 
causes an additional enthalpy cost. 

Because of the complexity of the solid-monolayer-liquid system and the various ad-
sorption and desorption processes taking place at this interface, a precise quantification 
of the overall enthalpy difference of self-assembly can become intricate. In principle, 
microflow calorimetry (MFC) is an established technique to measure adsorption en-
thalpies from solution on graphitic supports. [41] To amplify the measured heat, MFC 
takes advantage of large surfaces, as available in graphon (graphitized carbon black). 
Despite the many advantages of MFC, such as its straightforwardness and the low in-
strumental effort, several drawbacks remain. First, it is not parameter-free, since the 
normalization of adsorption energies requires a precise measurement of the surface area, 
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as typically obtained from gas adsorption experiments, which are also not parameter 
free. MFC is inherently limited to materials with large specific areas of distinct crystal-
lographic surfaces (although this is less of a problem for graphitic materials, thanks to 
the availability of well-defined (0001) facets). Furthermore, the method is of limited 
use for processes with particularly small enthalpy differences because the accuracy de-
creases with the overall enthalpy. 

As an alternative route for obtaining the overall enthalpy difference, we present the 
implementation of a Born−Haber cycle for interfacial monolayer self-assembly. This 
approach circumvents the above-mentioned disadvantages of MFC, and in addition not 
only the overall enthalpy is obtained but individual enthalpy contributions are evaluated, 
thereby offering detailed fundamental insights into the subtle thermodynamic balance 
of monolayer self-assembly. Moreover, the influence of the solvent can be better un-
derstood. This is particularly important because the solvent can play a key role in con-
trolling the monolayer structure in the systems where polymorphism is possible.[42-44] 

Widely studied terephthalic acid (TPA, 1, 4-benzenedicarboxylic acid) has been chosen 
as a generic model system because hydrogen-bonded networks are among the most im-
portant classes of interfacial monolayers. In addition, self-assembly of TPA was already 
experimentally studied on a variety of different surfaces [32, 49, 159-162] and theoret-
ically by Monte Carlo simulations. [34, 163] Moreover, TPA is conformationally rigid, 
and its relatively small size permits more elaborate calculations as pursued here. How-
ever, until now no detailed quantitative thermodynamic understanding of TPA mono-
layer self-assembly from solution has been realized. 

In this work, we combine the results from an array of experimental techniques to pro-
vide a detailed quantitative picture of all significant enthalpy contributions. In addition, 
all enthalpy contributions were independently assessed by molecular mechanics (MM) 
and molecular dynamics (MD) simulations based on the MM3 force field. [118-120] 
TPA bulk crystals, unsolvated TPA monolayers, isolated molecules in the gas phase, 
and dissolved molecules in nonanoic acid (9A) solution serve as well-defined and easily 
accessible reference states, both for experiments and theoretical calculations. Precise 
knowledge of the decisive overall enthalpy change enables a quantitative comparison 
with the entropy cost of self-assembly as obtained from established theoretical models. 
[129] Contrasting enthalpy gain and entropy cost reveals essential contributions from 
both solvation and wetting (or dewetting) the substrate by solvent molecules, which 
crucially affect both the enthalpy and the entropy balance. 
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4.3 Methods 

4.3.1 Experimental methods 

The sublimation enthalpy was derived by measurements of the effusion rate that is pro-
portional to the saturated vapor pressure for different temperatures. To this end, an ef-
fusion cell equipped with a quartz crystal microbalance was used in high vacuum.[86] 
Constant slopes in the shift of resonant frequency (Δf) vs. time (t) traces for all temper-
atures indicate the validity of the chosen approach. 

TPA solubility, i.e., the saturation concentration, was determined by temperature-de-
pendent UV−vis absorption spectroscopy using spectra of pure 1-nonanoic acid (9A) 
solvent at the respective temperatures as reference. According to Lambert−Beer’s law, 
the concentration is directly proportional to the absorbance. UV−vis absorption spectra 
of TPA exhibit two clear absorption bands centered at 290 and 300 nm due to n-π* and 
π-π* transitions as anticipated for an aromatic compound. Since there is no interference 
with absorption of the 9A solvent in this spectral range, temperature-dependent UV−vis 
absorption spectroscopy is very well suited to quantify the enthalpy of dissolution. 

Temperature programmed desorption (TPD) experiments were conducted in ultrahigh 
vacuum. TPA monolayers were first deposited onto a graphite surface by thermal sub-
limation. Subsequently, the sample temperature was ramped up linearly in time, and the 
TPA desorption rate was simultaneously recorded by a mass spectrometer. Three sets 
of experiments were performed with three different heating rates ranging from 0.25 to 
0.84 K s-1. The complete analysis method was used to derive the desorption enthalpy 
because no a priori assumptions either on the desorption order or on the underlying 
desorption mechanism are required. [164] 

4.3.2 Computational methods 

Molecular mechanics and molecular dynamics calculations were conducted using the 
MM3 force field. [118-120] The strength of the 2-fold hydrogen bonds between car-
boxylic acid groups is considerably enhanced by resonance effects. [143, 165] So-called 
resonance-assisted hydrogen bonds (RAHB) can occur when the hydrogen bond donor 
and acceptor are connected by a short π-conjugated segment such as C═O in carboxylic 
groups. Then enhancement of the π-delocalization synergistically increases the hydro-
gen bond strength. Thus, in order to obtain accurate enthalpy values for hydrogen bonds, 
the MM3 force field was modified accordingly. [34] 

The lowest energy of TPA bulk structure was found by first optimizing the lattice pa-
rameters A, B, and γ for the 2D lattice and then using them as a starting point for opti-
mizing the lattice parameters C, α, and β. The calculated lattice parameters for the op-
timized triclinic TPA crystal were: A = 9.37Å, B = 7.70Å, C = 3.56Å, α = 83°, β = 74°, 
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γ = 131°, in good agreement with the X-ray crystal structure (form I): A = 9.54 Å, B = 
7.73 Å, C = 3.74 Å, α = 109°9’, β = 73°36’, γ = 137°46’. [121] 

A theoretical estimate for the enthalpy of dissolution was obtained from MD simula-
tions of TPA molecules surrounded by 200 solvent molecules in a periodic box. The 
annealed solvent structure was used as a starting point for building a model of TPA in 
solution and for the following MD simulations. To create a model of TPA in solution, 
either one TPA molecule was added to the system of 200 annealed 9A molecules (two 
“added TPA” structures were used) or one of the 9A molecules was removed and re-
placed with TPA (four “substituted TPA” structures were used). The MD simulations 
of the pure solvent and of TPA in solution were conducted using the MM3 force field 
and, independently, using the CHARMM force field. [122] 

4.4 Results and discussion 

4.4.1 Monolayer structure 

 

Figure 4.1. STM image of a TPA monolayer at the nonanoic acid−graphite interface. The 
lower part the graphite substrate was imaged with atomic resolution by decreasing the tun-
neling gap. With this internal calibration standard precise lattice parameters for the TPA 
monolayer of A= (9.6 ± 0.1) Å, B= (7.8 ±0.1) Å, γ=130°± 1° were deduced. The arrange-
ment of TPA molecules is indicated by the overlay, and the black lines mark the unit cell 
(image size 10.9 × 10.2 nm2, I = 100 pA, Vsample = −80.0 mV for TPA; I = 200 pA, Vsample 
= −1.53 mV for graphite). 

The TPA monolayer structure at the 9A−graphite interface was determined by in situ 
Scanning Tunneling Microscopy (STM) experiments, a high-resolution image is de-
picted in Fig. 4.1. Precise unit cell parameters were obtained by calibration with the 
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underlying graphite lattice. TPA forms well-ordered densely packed monolayers with 
lattice parameters A = (9.6 ± 0.1) Å, B = (7.8 ± 0.1) Å, γ =130° ± 1° and one molecule 
per unit cell. As indicated by the overlay, the monolayer structure consists of densely 
packed linear hydrogen bonded chains, where TPA molecules are interconnected by 2-
fold cyclic hydrogen bonds between the carboxyl groups. The STM contrast always 
exhibited a Moiré pattern indicating a weak interaction between TPA and graphite and 
incommensurability of the superstructure with the graphite lattice. 

4.4.2 Born-Haber cycle.  

 

Figure 4.2. Scheme of the proposed Born−Haber cycle. ΔHsol‑monolayer (red arrow) is not 
directly accessible, but a detour via crystal, vacuum, and unsolvated monolayer (blue ar-
rows) facilitates quantification of the overall enthalpy difference. There is a notable en-
thalpy difference for the monolayer at the vacuum−solid interface (“unsolvated mono-
layer”) as compared to the liquid−solid interface (“solvated monolayer”) due to solvent 
contributions. 

The overall enthalpy change of TPA monolayer self-assembly is evaluated by the 
adapted Born−Haber cycle depicted in Fig. 4.2. The well-defined reference states are 
TPA bulk crystal, unsolvated TPA monolayer, isolated single TPA molecules in vac-
uum, and solvated single TPA molecules in 9A solution. Since the graphite substrate 
is initially precovered by an ordered 9A solvent wetting layer (cf. section 4.5), the en-
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thalpy cost of dissolution of the 9A wetting layer and the enthalpy gain due to solva-
tion of the adsorbed TPA monolayer by the solvent are taken into account by a 
dewetting enthalpy ΔHdewet. Hence, knowledge of the sublimation enthalpy (ΔHcrys-

tal→vauum), desorption enthalpy from the unsolvated monolayer into vacuum (ΔHmono-

layer→vauum), the enthalpy of dissolution (ΔHcrystal→sol) and dewetting enthalpy ΔHdewet, 
enables one to indirectly conclude on the decisive overall enthalpy difference between 
solution and solvated monolayer(ΔHsol→monolayer): 

∆Hsol→monolayer =    ∆Hsol→crystal + ∆Hcrystal→vacuum 

+∆Hvacuum→monolayer + ∆Hdewet                                                   (4.1) 

∆Hsol→monolayer = −∆Hcrystal→sol + ∆Hcrystal→vacuum 

−∆Hmonolayer→vacuum + ∆Hdewet                                                  (4.2) 

The first three terms on the right-hand side of equation (4.1) refer to the experimentally 
measured enthalpy differences. There it was considered that permutation of initial and 
final state inverts the sign. In the following it will be demonstrated that all TPA related 
enthalpy differences can independently and consistently be assessed by both experi-
mental and theoretical approaches. 

4.4.3 Sublimation enthalpy.  

 

Figure 4.3. Measurement of the TPA effusion rate as a function of temperature: (a) reso-
nant frequency shift Δf of the quartz crystal microbalance vs. time traces for different tem-
peratures of the effusion cell; (b) corresponding Van’t Hoff plot; each data set in (a) was 
fitted with a straight line and is represented by one data point. The slope corresponds to a 
sublimation enthalpy of +(127.2 ± 3.6) kJ mol-1. 

The sublimation enthalpy is derived from temperature-dependent measurements of the 
effusion rate of TPA with a quartz crystal microbalance in the range between 100 and 
120 °C in high vacuum. The effusion rate is proportional to the saturated vapor pressure, 
thereby providing access to the related thermodynamic quantity. The corresponding 
Van’t Hoff plot in Fig. 4.3b yields a sublimation enthalpy of ΔHcrystal→vacuum = +(127.2 
± 3.6) kJ mol-1. TPA sublimation is a strongly endothermic process because bonds 
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within the crystal are broken and single molecules cannot regain this enthalpy in the 
gas phase. In these kinetic experiments, the sublimation rates of TPA monomers are 
measured, and a conceivable subsequent dimerization in the gas phase does not affect 
the experimental result. The binding energy of TPA in the crystal with respect to vac-
uum was also calculated by molecular mechanics (MM, cf. section 2.4 and section 4.5 
for details). The theoretical evaluation of the sublimation enthalpy relies on the com-
putational search for the lowest-energy of TPA bulk crystal structure by varying all 
lattice parameters and taking the experimental X-ray structure into account as an initial 
guess.[121] Thus, the aim was not to predict all possible TPA polymorphs, but to verify 
that the MM description of the TPA crystal structure is accurate and reliably reproduces 
the experimental structure. The calculated value of the crystal binding energy −129.1 
kJ mol-1 is in excellent agreement with the measured sublimation enthalpy of +127.2 kJ 
mol-1. This confirms the suitability of MM simulations and the MM3 force field (with 
appropriately modified hydrogen bond energy parameters [34]) for a reliable quantita-
tive assessment of enthalpies in resonance enhanced hydrogen bonded structures. 

4.4.4 Enthalpy of dissolution.  

 

Figure 4.4. Measurement of the TPA solubility in 9A as a function of temperature: (a) 
UV-vis absorption spectra of saturated TPA in 9A solutions obtained at different temper-
atures; (b) Van’t Hoff plot of the absorbance integrated in the interval λ=290nm-320nm. 
The slope yields a value for the enthalpy of dissolution of +(12.8±1.3) kJ mol-1. 

In a similar way, solubility measurements of TPA in 9A as a function of temperature 
yield the enthalpy of dissolution ΔHcrystal→sol. UV−vis absorption spectra of TPA in 9A 
were acquired between 30 and 42 °C and are shown in Fig. 4.4a. For the Van’t Hoff 
plot depicted in Fig. 4.4b the total amount of dissolved TPA molecules was estimated 
by integrating the absorbance vs. λ curves over the absorption band, yielding an en-
thalpy of dissolution of +(12.8 ± 1.3) kJ mol-1. The positive enthalpy of dissolution 
indicates again an endothermic process: the bulk crystal, where TPA molecules are sta-
bilized by hydrogen bonds and additional van der Waals interactions, is the energeti-
cally more favorable state. This ideal stabilization is not fully regained in solution and 
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the enthalpic disadvantage corresponds to the measured dissolution enthalpy. However, 
the dissolution enthalpy is still considerably smaller than  the binding enthalpy of a 2-
fold hydrogen bond between carboxylic acid groups −67.8 kJ mol-1 as obtained from 
infrared absorption spectra of benzoic acid monomer and dimer [143] or from the cor-
responding computed value −67.0 kJ mol-1.[34] From the fact that the endothermic en-
thalpy of dissolution is still smaller than the binding enthalpy of a hydrogen-bonded 
carboxylic acid dimer, it is concluded that in the dissolved state TPA is again stabilized 
by hydrogen bonds: for statistical reasons, the TPA molecules are most likely sur-
rounded by and bonded to 9A solvent molecules. 

Molecular dynamics simulations with the MM3 force field yield an average solvation 
energy with respect to isolated TPA in vacuum of −(115.1 ± 39.4) kJ mol-1 (cf. section 
2.2 and section 4.5). Additional MD simulations with the CHARMM27 force field [122] 
yield a value of −(118.0 ± 45.5) kJ mol-1. The error bars were determined from several 
independent MD runs and are large because of very slow convergence of energies in 
MD simulations. The excellent agreement suggests that the MD results do not depend 
on the choice of force field. We will use the MM3 value for consistency with the other 
calculations. 

Combination of the calculated energy of dissolved TPA with the calculated cohesive 
energy of the TPA crystal (−129.1 kJ mol-1, cf. section 4.4) results in a theoretical dis-
solution enthalpy of +14.0 kJ mol-1, in good agreement with the experimental value of 
+12.8 kJ mol-1. Despite the large error bars of the MD simulations, theory and experi-
ment agree that dissolution of TPA in 9A is an endothermic process with a small en-
thalpy of dissolution. 
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4.4.5 Binding enthalpy of TPA in a monolayer on graphite 
with respect to vacuum 

 

Figure 4.5. Temperature Programmed Desorption of TPA from graphite in ultra-high vac-
uum: (a) desorption rate vs. sample temperature traces for different heating rates; (b) Cor-
responding plot obtained from a complete analysis of the desorption traces. The enthalpy 
of desorption amounts to +(140.2±9.5) kJ mol-1. 

The enthalpy difference between TPA in the monolayer and in the gas phase  
ΔHmonolayer→vacuum is quantified by thermal desorption of TPA from graphite in temper-
ature-programmed desorption (TPD) experiments as illustrated in Fig. 4.5. This estab-
lished surface science method results in a desorption enthalpy with respect to vacuum 
of +(140.2 ± 9.5) kJ mol-1.  

The theoretical monolayer binding enthalpy was calculated as the sum of independently 
acquired contributions from molecule−molecule and molecule−substrate interactions. 
This partition becomes necessary due to the incommensurability of TPA monolayers 
with the graphite lattice. A further advantage of this approach is the direct comparability 
of these two contributions. The approach is based on the reasonable assumption that 
adsorption does not significantly affect the strength of intermolecular bonds. 

Theoretical molecule−molecule binding enthalpies were derived for a free-standing 
TPA monolayer, where optimized lattice parameters were found by scanning through a 
range of values of A, B, and γ. In good agreement with the experimental unit cell, only 
one energy minimum was found with A = 9.38 Å, B = 8.09 Å, γ = 131.5°. The binding 
energy of TPA in the freestanding monolayer was calculated to be −76.8 kJ mol-1. 

The potential energy for a single TPA molecule on graphite was calculated for a regular 
grid of different adsorption sites, and the corresponding adsorption energies were found 
to lie in a narrow range between −66.2 and −65.4 kJ mol-1 (with the lowest energy and 
highest energy adsorption configurations corresponding to AB and AA stacking of the 
benzene ring on the underlying graphite, respectively). The mean value −65.8 kJ mol-1 
is a good approximation for the varying adsorption sites of TPA in the incommensurate 
superstructure. The small corrugation of the potential energy surface suggests that the 
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underlying graphite does not strongly influence the registry of the TPA monolayer, as 
also experimentally corroborated by the Moiré pattern. 

Combining the adsorption energy with the monolayer binding energy, the theoretical 
value for the binding enthalpy of TPA in the monolayer on graphite with respect to 
vacuum is −142.6 kJ mol-1, again in perfect agreement with the experimental desorption 
enthalpy. 

4.4.6 Dewetting enthalpy  

The aliphatic 9A solvent molecules have a high affinity to graphite and likewise form 
stable ordered monolayers at the liquid−solid interface at room temperature as con-
firmed by STM imaging (cf. section 4.5). The fatty acid monolayer structures are com-
prised of lamellae of dimers in the all-trans conformation. [166] Initially, this 9A mon-
olayer forms rapidly, and self-assembly of TPA monolayers requires desorption of this 
solvent wetting layer. MM calculations of the 9A monolayer desorption enthalpy with 
respect to vacuum yield a value of 105.7 kJ mol-1, in perfect agreement with the exper-
imental value of 107.5 kJ mol-1 as obtained from TPD experiments.[11, 167] When the 
TPA monolayer is adsorbed at the graphite/solvent interface, the upper side of the  
monolayer is exposed to the solvent and is solvated. There is no experimental evidence 
of 9A forming an ordered overlayer on top of the TPA monolayer, therefore this 9A 
overlayer is likely to be disordered and liquid-like. It is difficult to provide precise es-
timates of the interaction energy at this disordered and dynamic interface, either exper-
imentally or computationally. As the upper estimate of the TPA/9A interaction, we can 
use the calculated energy of an ordered 9A monolayer above a TPA monolayer,  
−84.0 kJ mol-1 according to MM calculations. Combining the enthalpy cost of 
dewetting the graphite surface with the gain due to solvating the TPA monolayer yields 
a non-negligible enthalpy cost for dewetting of (at least) 21.7 kJ mol-1 per 9A molecule. 
Since the enthalpies in the Born−Haber cycle refer to TPA molecules, ΔHdewet is given 
by: 

∆Hdewet =    �∆H(9A)graphite→vacuum − ∆H(9A)TPA→vacuum� ∙
𝐴𝐴𝑇𝑇𝑇𝑇𝑇𝑇
𝐴𝐴9𝐴𝐴

          (4.2) 

The renormalization factor considers that the area A9A occupied by one 9A molecule of 
66.5 Å2 is slightly larger than the area of 56.8 Å2 occupied by one TPA molecule. Ac-
cordingly, the contribution to the total enthalpy from dewetting per TPA molecule 
amounts to ΔHdewet = +18.5 kJ mol-1. 

53 

  



 

 

4.4.7 Overall enthalpy change for self-assembly of interfacial 
TPA monolayers  

 

Figure 4.6. Results for the Born−Haber cycle: (left) experimental results; (right) theoreti-
cal results; the enthalpy of single TPA molecules in vacuum was used as reference for both 
theory and experiment. 

Eventually, from a combination of all independently assessed enthalpy differences, the 
desired value for the overall enthalpy difference ΔHsolution→monolayer for TPA monolayer 
self-assembly from solution can be evaluated according to equation 1. For the experi-
mental Born−Haber cycle we obtain −7.3 kJ mol-1 and for the theoretical cycle the cor-
responding value amounts to −9.0 kJ mol-1, in remarkable agreement with the experi-
ment. Both cycles with all contributions are summarized in Fig. 4.6. For the first time 
the substantial lowering of the monolayer desorption enthalpy by the supernatant liquid 
phase is quantified. It is noteworthy that dewetting the graphite from the initially ad-
sorbed solvent monolayer significantly reduces the enthalpy gain. 

For comparison, the enthalpy of desorption of a TPA monolayer from graphite with 
respect to vacuum is around +140 kJ mol-1, with negligible differences between exper-
iment and theory. With such high desorption barriers spontaneous desorption of TPA 
at room temperature remains impossible. Even when an extraordinarily high pre-expo-
nential factor of 1018 s−1 is assumed for thermally excited desorption, the corresponding 
desorption rate at room temperature still remains undetectably low in the order of  
10−8 s−1. Yet, the presence of the solvent significantly lowers the TPA desorption barrier: 
the value in liquid amounts to only a few percent of the vacuum value. This astonish-
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ingly drastic effect is caused by both solvation and solvent wetting. Consequently, ther-
mally stimulated desorption becomes feasible at the liquid−solid interface, whereas it 
can be fully excluded for the same combination of adsorbate and surface at the vacuum-
solid interface. Evidence for desorption even of larger compounds at room temperature 
at the liquid−solid interface is provided by numerous STM experiments, [168-170] but 
only here the corresponding enthalpy value has been derived, which for the first time 
provides a quantitative rationale for this phenomenon. 

4.4.8 Concentration threshold for monolayer self-assembly 

For spontaneous self-assembly, the enthalpy gain has to overcome the entropy cost, 
which in solution increases with decreasing solute concentration.[129] This is because 
the contribution from translational entropy increases with the logarithm of the recipro-
cal concentration, according to the Sackur−Tetrode equation. Substantial experimental 
evidence for an increasing entropy cost at lower concentrations is provided by mono-
layer self-assembly studies at the liquid−solid interface, where either polymorphs with 
low surface packing densities become favored at lower concentrations [21, 27, 54, 171] 
or stable monolayer self-assembly is not observed anymore below a certain concentra-
tion threshold. Consequently, knowledge of both the overall enthalpy change and the 
concentration threshold grants experimental access to the entropy cost. For TPA mon-
olayer self-assembly on graphite from 9A solution we find a concentration threshold of 
(120 ± 15) µmol L-1.  

At the concentration threshold the thermodynamic driving force for monolayer self-
assembly vanishes, i.e., ∆G=0, and consequently ∆H=T∆S. Since the enthalpy gain is 
now precisely known from the Born−Haber cycle, the entropy cost at the concentration 
threshold can be experimentally quantified and compared to theoretical estimates. 

In conclusion, the experimental determination of the concentration threshold for mon-
olayer self-assembly is relatively straightforward but provides important thermodynam-
ical insights. Interestingly, the experimentally determined concentration threshold ex-
ceeds the number of TPA molecules required to just cover the graphite surface by a 
factor of ∼6, further evidence for the significance of entropic effects. 

4.4.9 Entropy cost vs. enthalpy gain  

From equations (2.5.1) and (2.5.3) the values for ∆Strans and ∆Srot of TPA were calcu-
lated and are listed in Table 4.1.The –T(∆Strans+∆Srot) contribution to ∆G, associated 
with adsorption of a TPA molecule at T=298 K, amounts to +94.5 kJ mol-1. 

A further entropy contribution arises from dewetting of the graphite, i.e., replacing the 
solvent wetting layer with the TPA monolayer, because upon desorption of 9A mole-
cules regain entropy. This favorable entropic contribution is estimated from the entropy 
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of melting (∆Scrystalliquid = 69.5 Jmol-1 [172]) and using the same renormalization factor 
as in equation (4.2). This approach assumes that the 9A wetting layer on graphite sub-
strate is ordered (in agreement with 9A lamellae seen by STM), but the 9A wetting 
layer on TPA monolayer is disordered (liquid-like) and that the entropy difference be-
tween 9A in a monolayer and liquid is comparable to the difference between the 9A 
crystal and liquid. This appears justified, since the main contributions arise from trans-
lational, conformational, and rotational entropy that are all zero both in the crystal and 
in the monolayer. Accordingly, dewetting causes a favorable entropy contribution of -
T∆Sdewet=+17.7 kJ mol-1 (renormalized per 1 TPA molecule). Remarkably, the absolute 
value of this entropy contribution is only slightly smaller than the renormalized en-
thalpy cost of dewetting ∆Hdewet = +18.5 kJ mol-1. Accordingly, the enthalpy cost asso-
ciated with dewetting is almost fully compensated by the entropy gain. Hence, the in-
fluence of the solvent wetting layer on ΔG is almost negligible. 

Yet, the resulting total entropy cost of self-assembly –T(∆Strans+ ∆Srot +∆Sdewet) = +76.8 
kJ mol-1 is significantly larger than the enthalpy gain of -7.3 kJ mol-1, as derived from 
the experimental Born−Haber cycle. According to this estimate, TPA monolayer self-
assembly from 9A on graphite should not be thermodynamically favored. 

In this simple first approach, however, it was assumed that TPA is dissolved as a single 
molecule and no further solvation was considered. Yet, such a scenario appears rather 
unlikely, given that the 9A solvent molecules can likewise form hydrogen-bonded com-
plexes with TPA. It is also well known that fatty acids form hydrogen-bonded dimers 
in the liquid phase. [173, 174] Accordingly, we postulate that solvated TPA molecules 
form stable, hydrogen-bonded 9A−TPA−9A complexes with two solvent molecules. 
This assumption is in accord with the low enthalpy of dissolution, indicating that the 
hydrogen bond stabilization of the crystal is regained in solution as already discussed 
above. We also evaluated the possibility of the existence of solvated TPA dimers in 
solution, i.e., the formation of 9A−TPA−TPA−9A complexes, but find that this process 
is thermodynamically less favorable (cf. section 4.5). 

Owing to the solvation shell of TPA in 9A, upon adsorption of TPA from solution a 
9A−TPA−9A complex is dissociated and the two released 9A molecules recombine 
into a dimer according to the following scheme: 

9A-TPA-9AsolTPAads + 9A-9Asol                           (4.3) 

This solvation also profoundly affects the entropic cost ∆Stot of self-assembly. Both 
translational and rotational entropy of the 9A-TPA-9A complex are fully lost, but trans-
lational and rotational entropy of the 9A-9A dimer are regained. ∆Stot is then given by: 

∆Stot=∆Strans(9A-TPA-9A) +∆Srot(9A-TPA-9A) -∆Strans(9A-9A) -∆Srot(9A-9A) 

+ ∆Sdewet                                                      (4.4) 
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 c (µmol L-1) 
-T∆Srot (kJ 

mol-1) 
-T∆Strans (kJ 

mol-1) 
-T∆Stot (kJ 

mol-1) 

TPA 120 +36.7 +57.8 +94.5 

9A-9A 2.84×106 +43.8 +34.7 +78.5 

9A-TPA-9A 120 +47.6 +60.9 +108.5 

Table 4.1. Contributions of rotational and translational entropy to the free energy for un-
solvated TPA molecules, 9A dimers, and hydrogen bonded complexes of TPA and two 9A 
solvent molecules; A temperature of 298 K was used. 

All translational and rotational entropies in equation (4.4) were evaluated according to 
equations (2.5.1) and (2.5.2) using half of the concentration of 9A in pure 9A for the 
dimer. An all-trans conformation of the alkane chains was assumed for evaluation of 
the rotational entropy of both the 9A-9A dimer and the 9A-TPA-9A complex. Curling 
of the alkane chains equally decreases and increases moments of inertia; hence, confor-
mational isomerism has only a minor effect on rotational entropy. All entropies are 
summarized in Table 4.1. Accordingly, solvation of TPA by two 9A solvent molecules 
reduces –T∆Stot to +(108.5 – 78.5 – 17.7) kJ mol-1= +12.3 kJ mol-1. This value is in 
excellent quantitative agreement with the enthalpic gain from the Born-Haber cycle, 
and thus provides substantial evidence that both solvation and dewetting are major con-
tributions for reduction of the entropy cost of self-assembly. 

4.4.10 Temperature threshold of thermodynamical stability 

Temperature-induced phase transitions of self-assembled monolayers have been ob-
served experimentally by a temperature-controlled STM†  at the liquid solid interface 
[21, 29]. Self-assembly normally reduces the overall entropy (ΔS˂0), i.e. ΔG increases 
with temperature. Since enthalpies do not change in a narrow temperature range, stable 
monolayers are not observed at temperatures higher than a critical temperature where 
the entropy loss exceeds the enthalpy gain of self-assembly. Herein, STM measure-
ments are performed at variable temperatures for monitoring reversible thermal desorp-
tion of TPA monolayers at the liquid-solid interface. The solution was diluted to a con-
centration of ~180±40 µmol L-1. Experimentally, it is observed that TPA monolayers 

† A temperature controlled STM designed by Stephan Kloft was used for the measurement; graphite 

samples were heated from the bottom and the temperature was controlled by a Eurotherm 2416. This part 

of the work has not been published yet. 
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desorb, i.e. can no longer be imaged by the STM, once the surface temperature exceeds 
the critical temperature. When T is reduced below the temperature threshold again, TPA 
monolayers reassemble on the graphite surface. As illustrated in Fig. 4.7, the TPA mon-
olayer are still stable at a surface temperature of 44°C; when the surface temperature is 
increased by only 1°C to 45°C, the superstructure disappears, and when the substrate 
temperature is decreased by only 1°C to 44°C, the superstructure reassembles on the 
surface.  

 

Figure 4.7. STM images obtained at various temperatures. The TPA monolayer disappears 
when raising the sample temperature by 1°C to 45°C in (b) and (d), and reassembles at 
44 °C as shown in (a) and (c). (Images acquired at Vsample=-200 mV, I=50 pA) 

The experimentally determined temperature threshold of self-assembly (317 K) is used 
to evaluate the corresponding entropy contributions using equations (2.5.1) and (2.5.2); 
results are listed in Table 4.2. Also, the dewetting entropy gain at the critical tempera-
ture is recalculated as -18.8 kJ mol-1 (cf. section 4.4), and comes out slightly higher than 
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the dewetting enthalpy loss of +18.5 kJ mol-1 (cf. section 4.4). In all experiments, a 
stable 9A ordered layer was never observed at this temperature. Therefore, the 9A wet-
ting layer on graphite and the adsorption of 9A on top of the TPA monolayer are likely 
to be disordered and liquid like. Hence, we assume that the difference between 9A-
graphite interaction and 9A-TPA interaction is small compared to the overall enthalpy 
gain. Accordingly, enthalpy gain and entropy cost accompanied by the desorption of 
the TPA and the wetting of the 9A layer on graphite are not further considered. The free 
energy change arising from the dewetting of 9A can be neglected. The resulting overall 
entropy contribution of self-assembly is estimated to be +30.8 kJ mol-1, which is still in 
very good agreement with the corresponding enthalpy gain of –25.8 kJ mol-1 (without 
dewetting). The higher concentration used in these experiments results in a smaller 
translational entropy than at the concentration threshold at room temperature. However, 
the total entropy contribution –TΔS increases with temperature. When –TΔS exceeds 
the total enthalpy gain ΔH, monolayers become thermodynamically unstable and desorb 
from the surface. When the temperature decreases again to point where the entropy 
contribution –TΔS is smaller than ΔH, the superstructure reassembles on the surface (cf. 
Fig. 4.7 a & c). The process is reversible. 

 

 c (µmol L-1) 

-Tcrit∆Srot  

(kJ mol-1) 

-Tcrit∆Strans  

(kJ mol-1) 

-Tcrit∆Stot  

(kJ mol-1) 

9A-9A 2.84×106 +46.6 +36.9 +83.5 

9A-TPA-9A 180 +50.6 +63.7 +114.3 

Table 4.2. Translational and rotational entropy contribution of 9A-TPA-9A and 9A-9A at 
the temperature threshold 317K. 

For thorough comparison to the case of concentration threshold at the room temperature, 
we need to consider the dewetting of the 9A solvent. By using the melting entropy of 
the 9A crystal again, the entropic contribution is increased to –TcritΔSdewett =  
–18.8 kJ mol-1 because of the higher temperature as compared to previously used room 
temperature. The total entropy contribution including the dewetting decreases to  
–TΔStot+TΔSdewett = +30.8–18.8 kJ mol-1 = +12.0 kJ mol-1. This value is almost equal to 
the entropy contribution at the concentration threshold at room temperature,  
+12.3 kJ mol-1. The difference is negligible, especially when compared to the error bars 
of the enthalpy measurements. At the critical conditions, i.e at the concentration thresh-
old and the temperature threshold, ΔH≈TΔS. Hence, the perfect agreement of these two 
entropy contributions provides further confidence for the low temperature dependence 
of the enthalpy change. 
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In conclusion, we observed the temperature induced desorption and reassembly of mon-
olayer at the solution-solid interface for the first time. A sharp transition takes place in 
a narrow temperature range of 1°C. The results provide direct and solid evidence for 
the relatively low desorption barrier, i.e. the low enthalpy gain from the solution to the 
interfacial monolayer. For the case of desorption in UHV, the desorption rate is almost 
negligible at ~90°C, significant desorption was detected by the QMS at ~100°C. The 
quantitatively thermodynamics provides the rationale of formerly reported dynamic ex-
change phenomena [175, 176], and the temperature induced phase transition which are 
normally accompanied by a change of molecular density on the surface [21]. 

In conclusion, we demonstrated that desorption and reassembly of the self-assembled 
monolayer at the solution-solid interface can be observed experimentally. The critical 
temperatures give the access to a quantitative entropy determination. This enables a 
direct comparison with the entropy contribution estimated based on the concentration 
threshold at room temperature. The two entropy contributions are in perfect agreement, 
proving the low temperature dependence of the enthalpy gain of self-assembly. 

4.5 Supporting information 

4.5.1 Experimental Details 

Terephthalic acid (TPA, purity > 98%) and 1-nonanoic acid (9A, purity ≥ 96%) were 
acquired from Sigma-Aldrich and used without further purification. 

STM Experiments 

STM experiments were conducted with a home-built drift optimized microscope driven 
by an ACS500 controller from attocube systems AG. TPA monolayers were prepared 
by applying 4.0 µL solution onto freshly cleaved graphite and imaged directly at the 
liquid-solid interface with the STM tip immersed into solution. STM tips were prepared 
by mechanical cutting a 90/10 Pt/Ir wire (diameter 0.25 mm). Precise unit cell parame-
ters were obtained by calibration with the underlying graphite lattice as described else-
where in more detail.[11] 

The concentration threshold for TPA monolayer self-assembly was determined from 
large scale STM images (100 × 100 nm²). Four different concentrations  
215.0 μmol L-1, 161 μmol L-1, 134 μmol L-1, 108 μmol L-1 were probed. Self-assembly 
of stable TPA monolayers was still observed for 134 µmol L-1, but reliably absent for 
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108 µm L-1. Since self-assembly can become diffusion limited at lower concentrations, 
an influence of slow kinetics was excluded by prolonged waiting times.  

Effusion Rate vs. Crucible Temperature Measurements (Sublimation 

Enthalpy) 

The TPA sublimation enthalpy was derived from a temperature dependent measure-
ment of the effusion rate from a home-built Knudsen cell in a high-vacuum chamber. 
To this end, a quartz crystal microbalance (QCMB, nominal eigenfrequency 6 MHz, 
diameter 1.4 cm) is integrated into the shutter of the Knudsen-cell (cf. section 2.1). [86] 
The crucible temperature was measured with a type K thermocouple and held constant 
with a temperature controller (Eurotherm 2416). The close proximity of the quartz crys-
tal and its large size in relation to the aperture size of the Knudsen cell renders the setup 
highly sensitive. The eigenfrequency shift Δf of the QCMB as a function of time Δt was 
recorded for 5 different crucible temperatures ranging from 100 °C to 120 °C using 
commercial circuitry (Q-pod, INFICON). 

UV-vis Absorption Spectroscopy (Dissolution Enthalpy) 

Solubility measurements of TPA in 9A as a function of temperature yield the enthalpy 
of dissolution (cf. section 2.3). TPA solubility, i.e. the saturation concentration, is de-
termined by UV-vis absorption spectroscopy using spectra of pure solvent at the re-
spective temperatures as reference. TPA absorption spectra in nonanoic acid were ac-
quired between 30 °C and 42 °C. Therefore, an USB4000 Miniature Fiber Optic Spec-
trometer from Ocean Optics, an ISS-UV/VIS light source, and a quartz glass cuvette 
(Hellman 100-QS) with an optical path length of 10 mm were used. The cuvette was 
heated by two sideways mounted Peltier elements (TEC1-03504). The temperature of 
the solution was measured by a type K thermocouple that was immersed into the cuvette. 
The temperature was held constant by a temperature controller (Eurotherm 2416). For 
all temperatures, the solutions were in equilibrium with a small amount of TPA sedi-
ment at the bottom of the cuvette. Equilibration times of 24 h were applied for each 
temperature.   

Temperature Programmed Desorption (Monolayer Binding Energy) 

The desorption enthalpy of TPA monolayers with respect to vacuum was determined 
by temperature programmed desorption (TPD, cf. section 2.2). Experiments were con-
ducted in a dedicated ultra-high vacuum (UHV) system. A QMA 125 quadrupole mass 
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spectrometer from Balzers equipped with a secondary electron multiplier was used for 
detection of the desorbing TPA molecules at 149 amu, i.e. the strongest peak in the TPA 
mass spectrum. The surface temperature was measured with a type K thermocouple 
directly mounted on the graphite surface.  

The graphite substrate was prepared by heating at 800 K for 30 minutes prior to each 
experiment. TPA monolayers were deposited from a Knudsen cell with a crucible tem-
perature of 110 °C for 15 minutes. These deposition parameters reproducibly yielded 
coverages just below one monolayer. For slightly longer deposition times multilayer 
peaks appeared in the desorption traces. During deposition the substrate was held at 300 
K and cooled to 250 K prior to the desorption experiment with a closed cycle helium 
cooler. In the desorption experiment, the surface temperature was linearly ramped from 
250 K up to 550 K by means of a temperature controller (Eurotherm 2416). Three sets 
of experiments were performed with three different heating rates of 0.25 K s-1, 0.42 K 
s-1 and 0.84 K s-1. Binding energies were evaluated from the data according to the com-
plete analyze method (cf. section 2.2).[177] 

4.5.2 Additional STM Results 

This observation of an ordered monolayer of nonanoic acid at the solid-liquid interface, 
as shown in Fig. 4.8, is in agreement with similar observations of ordered monolayers 
of longer-chain alkanoic acids reported in the literature. [178-180] 
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Figure 4.8. STM topography of a self-assembled nonanoic acid monolayer at the graphite-
liquid nonanoic acid interface. In this split image the upper part shows the nonanoic acid 
monolayer, whereas in the lower part the graphite substrate was imaged with decreased 
tunneling resistance. This image was acquired after applying pure nonanoic acid to a 
freshly cleaved graphite substrate. The overlay represents a hydrogen bonded nonanoic 
acid dimer, i.e. the basic motif of this structure. 

4.5.3 Computational Details and Additional Results 

The energies of two-dimensional (2D) and three-dimensional (3D) TPA assemblies, the 
energy of TPA adsorbed on graphite, and the energies of nonanoic acid (9A) adsorbed 
on graphite and on a TPA 2D monolayer were calculated using molecular mechanics 
(MM). For calculation of the solvation energy of TPA in 9A classical molecular dy-
namics (MD) was used. The simulations were performed using the Tinker code [118] 
and the MM3 force field, [119, 120] with the hydrogen bond parameters adjusted to 
reproduce the energy and length of the double hydrogen bond in a carboxylic acid cyclic 
dimer (r = 1.75 Å, εHB = 7.78 kcal mol-1). [120] MD simulations were run in the canon-
ical (NVT) ensemble at 298 K using the Nose-Hoover thermostat, with the integration 
time step of 1 fs. The “rattle” algorithm was used to constrain all covalent bonds to H 
atoms to their ideal bond length. 
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2D Monolayer of TPA 

The lowest-energy structure of the TPA 2D monolayer was found by scanning through 
a range of realistic values of the lattice parameters A, B, and γ. First, the value of the 
lattice parameter A (the intermolecular distance along the one-dimensional (1D) chains 
of hydrogen bonded TPA molecules) was optimized; then, at the fixed optimum A value, 
the lattice parameter B (distance between two TPA molecules in neighboring chains) 
and the angle γ were varied simultaneously in a range of values similar to the experi-
mental values for the TPA bulk crystal. [121] At first (in the initial scan in the range B 
= 7.3 Å - 8.5 Å and γ = 115° - 135°), the step was 0.1 Å for varying the B parameter 
and 1° for γ, then (in the region close to the energy minimum) 0.01 Å for B and 0.5° for 
γ. Finally, we varied A in a 0.05 Å range to check that the optimum A value is the same 
in the 1D and 2D structure. 

3D Crystal Structure of TPA  

The computational search for the lowest-energy 3D TPA structure was based on the 
optimized 2D structure described above and took into account the experimental X-ray 
TPA crystal structure. [121] Thus, the aim was not to predict possible TPA polymorphs 
but to verify that the MM3 description of the TPA crystal structure is accurate and 
reliably reproduces the experimental structure. 

First, the A, B, and γ lattice parameters were fixed at their 2D values, while the param-
eters α, β, and C were varied simultaneously, first on a coarse grid (in the range of C = 
3.5 – 4.75 Å with the step of 0.25 Å and then 0.1 Å, and in the range of α = 70° – 130° 
and β = 55° – 100° with the step of 5°), then, when close to the energy minimum, on a 
fine grid (0.01 Å for C, 1° for α and β). Finally, all six lattice parameters were varied 
simultaneously within ± 0.1 Å and ± 3° from the identified optimum values (a wider 
range was needed for the B parameter because of the very flat potential energy surface 
for the intermolecular dispersion interactions) to adjust the lattice vectors of the 2D 
lattice to the 3D case. The computed lattice parameters were A = 9.37 Å, B = 7.70 Å, C 
= 3.56 Å, α = 83°, β = 74°, γ = 131°. 

A more general approach to the crystal structure search should take into account that a 
3D structure is not necessarily based on 2D layers of molecules. Indeed, the experi-
mental X-ray study found two polymorphs of TPA [121]: form I is based on 2D layers 
of molecules lying in the plane defined by A, B, and γ, while form II does not contain 
such 2D layers. The approach described above finds form I of TPA. Additionally, we 
looked for a 3D structure similar to form II. In this search, lattice parameters B, C, α, 
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β, and γ were varied simultaneously (in a 1.8 Å and 20° – 60° range around the experi-
mental values from Ref. [121]). This necessarily required lower accuracy (0.2 Å, then 
0.1 Å for B and C, 5° and then 1° for α, β and γ). In this way, a second energy minimum 
was found – a 3D structure similar to form II, with computed lattice parameters A = 
9.37 Å, B = 5.1 Å, C = 5.4 Å, α = 82°, β = 136°, γ = 106°, cf. experiment: A = 9.54 Å, 
B = 5.34 Å, C = 5.02 Å, α = 86°57’, β = 134°39’, γ = 94°98’.[121] 

Adsorption Energy of TPA on Graphite 

In order to calculate the adsorption energy of TPA on graphite, a TPA molecule was 
placed on a large (14 × 14 unit cells, 392 C atoms) hydrogen-terminated graphene sheet, 
large enough to avoid TPA interactions with sheet edges. The carbon atoms of the gra-
phene sheet and the x and y positions of the adsorbate’s carbon atoms were fixed. To 
calculate the potential energy surface for TPA adsorption on graphite, we considered a 
2D grid of TPA positions with 0.1 Å spacing, covering the entire graphite unit cell. In 
addition to varying the position, the orientation of the molecule was varied between 0° 
and 60° in steps of 5°. 

To test the accuracy of the MM3 force field for calculation of adsorption energies of 
aromatic organic molecules, we also calculated adsorption of benzene on graphite as a 
well-studied test system. The calculated adsorption energy of benzene in the lowest-
energy “stack” adsorption site was -42.4 kJ mol-1 (-0.44 eV), in good agreement with 
experimental energies -0.39 .. -0.50 eV measured by gas chromatography [181] and 
thermal desorption [182] and with the value -0.495 eV calculated using van der Waals 
density functional theory (vdW-DFT). [183] However, the corrugation of the potential 
energy surface in our MM3 calculations is very small: 0.004 eV (0.36 kJ mol-1) differ-
ence between the lowest-energy “stack” (similar to graphite AB stacking) and highest-
energy “top” (similar to graphite AA stacking) structures, cf. 0.05 eV given by density 
functional theory (DFT) within the local-density approximation (LDA); [184] we are 
not aware of calculations of different benzene adsorption sites using higher level of 
theory, such as vdW-DFT. This test shows that MM3 adsorption energies are of the 
correct order or magnitude, but the energy difference between high- and low-energy 
adsorption sites may be underestimated. 

Solvation Energy of TPA in 9A 

The enthalpy of solvation of TPA in nonanoic acid (9A) was obtained from MD simu-
lations as the energy difference between TPA surrounded by 9A solvent molecules and 
TPA in the gas phase. The solvent system contained 200 × 9A molecules in a box with 
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periodic boundary conditions. The size of the box was chosen so as to reproduce the 
literature density of 9A (0.9057 g/cm³). The initial solvent structure was obtained by 
annealing from 1000 K down to 300 K for 0.7 ns (time step 2 fs). 

Two approaches were used to create solvent-solute (9A-TPA) systems: (i) one TPA 
molecule was added to the box of 200 annealed 9A molecules, and the box size was 
adjusted to include the volume of the TPA molecule (using the experimental TPA den-
sity 1.57 g mol-1 [121]), (ii) one 9A molecule was removed and substituted with a TPA 
molecule, and the box size was adjusted according to the TPA and 9A molecular vol-
ume. One “added TPA” and two “substituted TPA” structures were constructed. The 
TPA:9A ratios of 1:200 and 1:199 correspond to solute concentrations of 28.6 .. 28.8 
mMol L-1. These are much larger than the concentrations 0.1 .. 0.2 mMol L-1 used in 
experiment, but the experimental concentrations would require ≈6×104 solvent mole-
cules (≈1.7×106 atoms) and are not accessible to calculations. The solvent-solute sys-
tems were annealed again from 600 K to 300 K in 0.2 ns. 

Then, MD simulations (NVT ensemble, 298 K) were performed on the TPA + 200 × 
9A and TPA + 199 × 9A structures, on the pure solvent (200 × 9A) systems and on an 
isolated TPA molecule in a large box. It is known that calculated molecular properties, 
such as conformations of peptides and carbohydrates, can be dependent on the force 
field used. [185, 186] To make sure that there is no systematic error in our description 
of intermolecular interactions, two different force fields were used in the MD calcula-
tions: MM3 as described above, and the CHARMM27 force field [122] widely used for 
simulations of organic and biomolecules (e.g. a recent paper on alkylcatechols at the 
9A-graphite interface [123]).  

Two separate MD simulations of the pure solvent were done using each force field. Six 
MD simulations of the solvent with solute were done using MM3 (two “added TPA” 
and four “substituted TPA” – three structures with and three without the additional an-
nealing step), and four simulations using CHARMM27 (two “added TPA” and two 
“substituted TPA”).  

To monitor the equilibration of the system, the mean values of potential energy were 
calculated every 0.5 ns. The structures were considered equilibrated if their potential 
energy changed by ≤ 4 kcal mol-1 in 0.5 ns. This required 4 ns - 6 ns long MM3 simu-
lations and 5 ns - 6.5 ns long CHARMM27 simulations. The solvent + solute structures 
with and without the additional annealing step had very similar energies already after 
0.5 ns - 3 ns of MD simulations, while the different starting geometries (substituted or 
added TPA) lead to noticeably different energies. The energy of an isolated TPA mol-
ecule was converged within the first 0.5 ns. 
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The solvation energy was calculated as Esolv = ETPA+9A – n × E9A/200 – ETPA, where 
ETPA+9A is the solvent-solute potential energy, E9A is the pure solvent potential energy 
(the mean value of two separate simulations of 200 solvent molecules), ETPA is the iso-
lated (gas-phase) solute energy, and n is the number of solvent molecules (200 or 199) 
in the solvent + solute system. The final solvation energy was the mean value of Esolv 
for the six solvent + solute systems. 

4.5.4 Energy of the 9A Wetting Layer 

The energy of the 9A wetting layer was obtained by separately calculating the binding 
energy of a free standing 2D monolayer of 9A and the adsorption energies of 9A on 
graphite and on the TPA monolayer, similar to the calculations described above for the 
TPA monolayer binding and adsorption energy. 

9A 2D Monolayer 

Two types of 2D monolayers of 9A were considered: lamella containing two hydrogen-
bonded 9A molecules in a unit cell (Fig. 4.9a) and interdigitated lamella containing four 
9A molecules (two hydrogen-bonded pairs) in a unit cell (Fig. 4.9b). The lowest-energy 
structures of these monolayers were found by scanning through a range of realistic val-
ues of the lattice parameters A, B, and γ. 

The MM calculations find that the dimer-based lamella (lattice parameters A = 27.7 Å, 
B = 5.4 Å, γ = 117°, the surface area occupied by one 9A molecule is 66.48 Å2) has the 
binding energy with respect to the gas phase of -43.3 kJ mol-1 per one 9A molecule and 
is slightly more stable than the interdigitated lamella (binding energy -42.5 kJ mol-1 per 
one 9A, lattice parameters A = 28.0 Å, B = 10.0 Å, γ = 99°). 

Note that experimental studies of long-chain fatty acids on graphite report interdigitated 
monolayer structures for 9A and similar molecules, [166],[179] although a non-inter-
digitated dimer-based lamella structure has been reported as well. [180] On the other 
hand, 3D crystals of fatty acids are composed of non-interdigitated dimers. [166] This 
difference in structure suggests that the graphite substrate subtly affects the 9A mono-
layer self-assembly – a factor not included in these calculations. For simplicity, the 
calculated structure and energy of the non-interdigitated dimer-based monolayer (Fig. 
4.9a) are used in the further analysis. 
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Figure 4.9. Structures of simulated 2D monolayers of 9A: (a) monolayer composed of 
lamellae with a pair of hydrogen-bonded 9A molecules in a unit cell; (b) monolayer com-
posed of interdigitated lamellae with four 9A molecules in a unit cell. 

Adsorption Energy of 9A on Graphite 

The adsorption energy of 9A in graphite was calculated in a similar way to the adsorp-
tion energy of TPA on graphite. A dimer of 9A (the basic repeat unit of the 9A 2D 
monolayer in Fig. 4.10) was placed on a large (24 × 24 unit cells, 1152 C atoms) hy-
drogen-terminated graphene sheet, large enough to avoid the adsorbate’s interactions 
with sheet edges. The adsorption geometry shown in Fig. 4.10 for a single 9A molecule 
with the carbon atoms’ plane parallel to the graphene plane and the alkane tail aligned 
along the 〈100〉 (zigzag) direction of graphite yields the lowest energy. 

To calculate the potential energy surface for 9A adsorption on graphite, we considered 
a 2D grid of 9A dimer positions with 0.2 Å spacing, covering the entire graphite unit 
cell. The carbon atoms of the graphene sheet and the x and y positions of the adsorbate’s 
carbon and oxygen atoms were fixed. The mean value of adsorption energy for a 9A 
dimer was found to be -124.8 ± 1.1 kJ mol-1 (equivalently, -62.4 ± 0.6 kJ mol-1 per one 
9A molecule).  
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Adding together this adsorption energy and the binding energy of the 9A obtained 
above (-43.3 kJ mol-1), the total adsorption energy of the 9A wetting layer is -105.7 kJ 
mol-1 per one 9A molecule. 

 

Figure 4.10. Lowest-energy adsorption geometry for a 9A molecule on graphite: Carbon 
atoms of graphite are in turquoise, carbon atoms of 9A in green, oxygens in red, hydrogens 
in white. 

Adsorption Energy of 9A on TPA 

A dimer of 9A was placed on a TPA layer consisting of 8 × 8 periodically repeated TPA 
molecules, which is large enough to avoid interaction with replica 9A dimers. The TPA 
layer was fixed; the x and y positions of the 9A dimer’s carbon and oxygen atoms were 
fixed. The dimer’s position with respect to underlying TPA (covering one TPA unit cell 
with 0.2 Å spacing) and the dimer’s orientation (0-180° in steps of 30°) were varied. 
The mean value of the adsorption energy is -40.7 kJ mol-1 per one 9A molecule (the 
energy varies between -42.7 and -39.9 kJ mol-1, depending on the adsorbate’s position 
and orientation). 

There is no experimental or theoretical information on the structure of the 9A solvent 
above the TPA monolayer, as far as we are aware. It is most likely that this 9A overlayer 
is disordered and liquid-like. Our MD calculations of bulk 9A on a fixed TPA layer 
show that 9A molecules tend to be parallel to the TPA layer, but no ordered arrangement 
of 9A has been obtained. It is difficult to provide a reliable estimate of the interaction 
energy at this disordered and dynamic interface, either experimentally or computation-
ally. As the upper estimate of the TPA/9A interaction, we use the energy of an ordered 
9A monolayer above a TPA monolayer, calculated as a sum of the 9A monolayer bind-
ing energy and 9A adsorption energy on TPA: -43.3 + (-40.7) = -84.0 kJ mol-1 according 
to the MM3 calculations. 
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4.5.5 TPA Dimers Formation in Solution 

Partial dissolution, i.e. the formation of solvated complexes consisting of more than one 
TPA molecule, would substantially affect the entropy balance. In order to evaluate this 
possibility we estimate the entropy gain associated with formation of solvated 9A-TPA-
TPA-9A complexes from TPA crystals according to the following scheme:  

2 TPAcrystal + 9A-9Asolution  9A-TPA-TPA-9Asolution            (4.7) 

Analogous to the consideration in section 4.4, translational and rotational entropy of 
TPA are set zero in the crystal. Hence, upon partial dissolution translational and rota-
tional entropy of the 9A-TPA-TPA-9A complex are gained, whereas translational and 
rotational entropy of the involved 9A-9A dimer are lost. The overall entropy ∆Spartial of 
this partial dissolution process is given by: 

∆Spartial = ∆Strans(9A-TPA-TPA-9A) + ∆Srot(9A-TPA-TPA-9A) - ∆Strans(9A-9A) 
 -∆Srot(9A-9A)                                                (4.8) 

Both rotational and translational entropies of the 9A-TPA-TPA-9A complex were esti-
mated by the same method as described in the manuscript using the hard cube approx-
imation for the free volume of the solvent. For the translational entropy half of the TPA 
concentration was used. All values including those of 9A-TPA-9A complex as well as 
9A-9A dimer are summarized in Table 4.3. 

Accordingly, the entropy gain for partial dissolution, i.e. the release of 9A-TPA-TPA-
9A complexes amounts to 0.5 × (-113.8 kJ mol-1 - (-82.8 kJ mol-1)) = -15.5 kJ mol-1. 
The factor 0.5 normalizes this entropy gain to the number of TPA molecules, thereby 
facilitating a direct comparability to the 9A-TPA-9A complexes. 

The corresponding entropy gain for formation of 9A-TPA-9A complexes corresponds 
to (-103.9 kJ mol-1 - (-82.8 kJ mol-1)) = -21.1 kJ mol-1. 

Since in both types of complexes all carboxylic acid groups of TPA are saturated with 
hydrogen bonds, it is a reasonable assumption that enthalpies of dissolution per TPA 
molecule are comparable in both types of complexes. Accordingly, the gain in free en-
ergy per TPA molecule for partial dissolution (formation of 9A-TPA-TPA-9A) is sig-
nificantly lower (~5 kJ mol-1) than for complete dissolution (formation of 9A-TPA-9A). 
Consequently, partial dissolution is a conceivable competing process, but is thermody-
namically less favorable. Based on a similar argumentation, partial dissolution which 
results in the formation of even larger complexes consisting of more than two TPA 
molecules becomes even less thermodynamically favorable, because the enthalpy cost 
scales linearly with the number of TPA molecules, whereas the entropy gain increases 

70 

 



 

 

sublinearly due to the logarithmic dependence of both rotational and translational en-
tropy. 

 

 
c  

(µmol L-1) 

-T∆Srot  

(kJ mol-1) 

-T∆Strans  

(kJ mol-1) 

-T∆Stot  

(kJ mol-1) 

9A-9A 2.84×106 -43.0 -35.2 -82.8 

9A-TPA-9A 120 -47.6 -60.9 -103.9 

9A-TPA-TPA-9A 60 -49.8 -64.0 -113.8 

Table 4.3. Contributions from rotational and translational entropies to the free energy eval-
uated for different complexes. Note that dissolution is considered, i.e. the entropies are 
gained upon dissolution and thus ∆S>0. A temperature of 298 K is used for the calculation.  

4.6 Conclusion and Summary 

An adapted Born-Haber cycle was employed to deduce not only the overall enthalpy 
change for self-assembly of TPA monolayers at the nonanoic acid-graphite interface, 
but also the individual enthalpy contributions of the various interactions involved in 
this process. In their initial state, TPA molecules are solvated in 9A and then become 
incorporated in the interfacial monolayer, as their final state. Since the associated over-
all enthalpy change is particularly small, and thus experimentally difficult to assess by 
calorimetric methods, a detour was taken via well-defined reference states with acces-
sible enthalpy differences. To this end, enthalpy differences between crystal and gas 
phase, crystal and solution, as well as monolayer and gas phase were both measured 
and evaluated by MM and MD simulations. For all enthalpy differences the agreement 
between experiment and theory is remarkable, thereby providing high confidence in the 
reliability and accuracy. Since the graphite substrate is initially covered by an ordered 
9A solvent monolayer, a further enthalpy contribution arises from dewetting and was 
estimated by MM simulations.  

The most surprising result is that the effective driving force – the enthalpy difference 
between a self-assembled monolayer and an initially solvent-covered substrate and dis-
solved TPA molecules – is astonishingly low, due to an efficient stabilization of TPA 
in solution and the enthalpy cost of dewetting. Consequently, the supernatant liquid 
phase considerably lowers the TPA desorption barrier to only a few percent of the cor-
responding vacuum desorption barrier. Thereby for the first time a quantitative rationale 
is provided for abundantly observed phenomena at the liquid-solid interface that are 
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associated with the vertical mobility of adsorbed molecules, i.e. the possibility of de-
sorption, even of larger compounds at room temperature. [168-170] 

The precise quantification of the enthalpic driving force also enables a quantitative 
comparison with the entropy change of self-assembly as estimated by an established 
partition scheme. This comparison reveals that solvation through formation of hydrogen 
bonded solute-solvent complexes is an important contribution to lowering the entropy 
cost. Interestingly, a further significant favorable entropic contribution arises from 
dewetting the substrate, because released 9A solvent molecules regain entropy. En-
tropic contributions are extremely important in self-assembly, and we show that the 
theoretically estimated entropy cost of self-assembly at thermodynamic equilibrium is 
in excellent agreement with the overall enthalpy gain, as estimated both by experi-
mental and theoretical methods. In summary, the liquid phase not only lowers the en-
thalpy gain of self-assembly, but by the same token also reduces the entropy cost, and 
thus renders spontaneous self-assembly thermodynamically favorable. 

In addition, we observed the reversible desorption and reassembly of monolayer at the 
solution-solid interface by temperature-dependent STM measurements. A sharp transi-
tion takes place at the temperature of 45°C, in a narrow temperature range of ±1°C. 
These results provide direct evidence of the low desorption barrier as derived from the 
Born-Haber cycle, i.e. the low enthalpy gain of self-assembly at the solution-solid in-
terface.  
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Chapter 5: Thermodynamics of  
4, 4’-stilbenedicarboxylic acid monolayer 
self-assembly at the nonanoic acid-graphite 
interface 

Wentao Song, Natalia Martsinovich, Wolfgang M. Heckl, and Markus Lackinger, Ther-
modynamics of 4, 4’-stilbenedicarboxylic acid monolayer self-assembly at the nona-
noic acid-graphite interface. Phys. Chem. Chem. Phys., 2014. 16(26): p. 13239-13247, 
http://dx.doi.org/10.1039/C4CP01147C. Reproduced and adapted by permission from 
the PCCP Owner Societies. 

5.1 Abstract 

A direct calorimetric measurement of the overall enthalpy change associated with self-
assembly of organic monolayers at the liquid–solid interface is for most systems of 
interest practically impossible. In chapter 4 we proposed an adapted Born–Haber cycle 
for an indirect assessment of the overall enthalpy change by using terephthalic acid 
monolayers at the nonanoic acid–graphite interface as a model system. To this end, the 
sublimation enthalpy, dissolution enthalpy, the monolayer binding enthalpy in vacuum, 
and a dewetting enthalpy are combined to yield the total enthalpy change. In the present 
study the Born–Haber cycle is applied to 4, 4’-stilbenedicarboxylic acid monolayers. A 
detailed comparison of these two aromatic dicarboxylic acids is used to evaluate and 
quantify the contribution of the organic backbone for stabilization of the monolayer at 
the nonanoic acid–graphite interface. 

5.2 Introduction 

Supramolecular self-assembly is a ubiquitous approach for the bottom-up fabrication 
of functional nanostructures. As a foundation for a targeted and efficient fabrication it 
is important to study and understand the mechanisms and driving forces of supramo-
lecular self-assembly. [13-16] Two-dimensional surface supported self-assembly has 
attracted special interest due to both conceptual and analytical advantages. On the one 
hand, surfaces provide an interface and support for these nanostructures, an important 
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prerequisite for applications in sensorics, catalysis, and organic electronics. [6, 7, 187] 
On the other hand, it is relatively straightforward to characterize surface-supported 
monolayers in real space by high resolution Scanning Probe Microscopy. [9-12] 

Owing to the high relevance for applications and the ease of preparation, a great part of 
self-assembly research is focused on the liquid-solid interface. [18, 19] A number of 
experiments have demonstrated major influences of the liquid phase on both the ther-
modynamics and kinetics of interfacial self-assembly. [20-22, 30] For instance, in com-
parison to the vacuum-solid interface, desorption barriers are considerably lowered, 
giving rise to vertical mobility of the building blocks. Consequently, self-assembly at 
liquid-solid interfaces is highly dynamic, and many systems represent the thermody-
namically most favourable structure corresponding to the lowest Gibbs free energy.  
[9, 11, 12, 24, 25] Accordingly, thermodynamical approaches were successfully applied 
to understand monolayer structure selection and formation processes. The driving force 
for self-assembly is a gain in free energy, i.e. ΔG = ΔH - TΔS < 0. Thus, for a funda-
mental understanding of self-assembly, a quantitative assessment of ΔG is inevitable. 
For the most part, binding enthalpy is gained by forming more and stronger bonds in 
the self-assembled structure, while entropy is reduced because the building blocks lose 
degrees of freedom. However, notable contributions to free energy can also arise from 
desolvation and dewetting processes, and are normally associated with an enthalpic cost 
and an entropic gain. 

A common approach to theoretically determine the thermodynamically most stable 
structure depending on the solute concentration is based on the equality of the chemical 
potentials in solution and within the monolayer in thermodynamical equilibrium. By 
using established concepts for the concentration dependence of the chemical potential, 
e.g. ideal or regular solutions, the free energy of competing monolayer structures can 
be evaluated and compared. This approach was successfully employed to explain the 
concentration dependent transition from a densely packed to a porous polymorph [27] 
or the emergence of different bimolecular phases. [20] Recently De Feyter et al. ex-
tended this approach by using the concentration dependence of the transition tempera-
ture of a structural phase transitions as additional experimental input for a thermody-
namical model that yields monolayer enthalpies and entropies. [29] Alternatively, the 
monolayer free energy can be assessed by a separate evaluation of ∆H and ∆S, [21] 
whereby ∆H can be obtained from simulations. Since most molecules of interest for 
monolayer self-assembly at the liquid-solid interface are relatively large, molecular me-
chanics (MM) or molecular dynamics (MD) are often the methods of choice. MM and 
MD simulations have been successfully applied to a wide range of systems. [20, 21, 28, 
31, 33, 54] These simulations, however, neglect the supernatant liquid phase and remain 
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limited to the quantification of lattice energies. Moreover, both MD and Monte Carlo 
(MC) simulations are valuable tools for understanding monolayer formation and selec-
tion processes. [33, 35-37, 188] For MC appropriate modelling of the intermolecular 
interactions is crucial, since the outcome is extremely sensitive to simulation parame-
ters. On the other hand, MD as an atomistic simulation technique, does not require 
mapping of the molecular building blocks onto a model, but sensitively depends on 
parameters of the underlying force field. A disadvantage of MD is its comparatively 
large computational cost, limiting both system size and simulation time spans. 

Apart from MD and to some degree MM simulations, most theoretical approaches rely 
on precise structural data as experimental input. [20, 21, 28] At the liquid-solid interface 
these data are typically acquired by STM, and especially monolayer structures of larger 
compounds with recognizable geometric shape can be resolved with high precision. An 
unsolved simulation challenge arises for porous monolayers due to possible coadsorp-
tion of solvent molecules within the pores. [20, 21, 29] Unfortunately, in most cases 
these solvent molecules cannot be discerned in STM images, hence no structural data 
is available for a theoretical assessment of the associated non-negligible enthalpy con-
tribution. 

Equilibrium approaches, however, are only appropriate if the experimental structure 
represents the thermodynamically most stable structure. Especially for larger molecules 
or strongly interacting surfaces, self-assembly can also become kinetically hindered, 
resulting in the emergence of metastable phases. [22] For such systems, it is advisable 
to check whether an irreversible conversion from a possible metastable to a more stable 
phase can be induced by providing additional thermal energy. [189], [190] This does 
not require exceptional instrumentation, as it can straightforwardly be done by simple 
ex-situ heating.  
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Figure 5.1. STM images of SDA monolayer at the nonanoic acid-graphite interface: (a) 
overview image 61.5×61.5 nm2, I= 60 pA, Vsample= 300 mV; (b) high resolution image 
(6.5×6.5 nm², I=80 pA, Vsample= 250 mV). The unit cell is indicated by the white lines, 
corresponding to A= (16.1± 0.1) Å, B= (7.5 ±0.1) Å, γ =52° ± 1°. SDA molecules are 
depicted to scale in the overlay. 

In the present study we utilize the Born-Haber cycle method to evaluate the thermody-
namics of 4,4'-stilbenedicarboxylic acid (SDA) monolayer self-assembly (cf. inset in 
Fig. 5.1 for structure) at the nonanoic acid – graphite interface. Similar to previously 
studied TPA (cf. chapter 4), SDA is a dicarboxylic acid, however, with an extended 
aromatic backbone, consisting of two phenyl rings interconnected by an ethenyl unit. 
In this respect it is interesting to quantify the influence of the extended aromatic system 
on the overall enthalpic stabilization. In the following, each individual enthalpy contri-
bution to the Born-Haber cycle is discussed separately and eventually combined to yield 
the overall enthalpy change. This can then be compared to the entropy cost of self-
assembly, as estimated by using a partition scheme based on established methods. To 
quantify the influence of polyaromatic systems, it is also instructive to compare the 
thermodynamics of SDA monolayer self-assembly to previously studied TPA. 
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5.3 Methods 

5.3.1 Experimental 

SDA and 1-nonanoic acid (9A) were obtained from ABCR and Sigma Aldrich and used 
without further purification. STM experiments were carried out with a home-built in-
strument driven by a commercial ASC500 controller from attocube systems AG. Ap-
proximately 40 µL of solution were applied on a freshly cleaved graphite sample. A 
rimmed sample holder was used in order to avoid concentration changes caused by 
spilling. Images were acquired directly at the liquid-solid interface with a mechanically 
cut Pt/Ir (90/10) tip immersed into the liquid. 

The sublimation enthalpy was determined by using a home-built Knudsen cell with an 
integrated Quartz Crystal Microbalance (QCMB) (1.4 cm crystal diameter and 6 MHz 
nominal eigenfrequency). [86] The shift of resonant frequency (∆f) which is propor-
tional to the effusion rate was measured vs. time for different crucible temperatures. 
For all temperatures, the slope in ∆f vs. t curves is constant, indicating the validity of 
the chosen approach. [86] 

The enthalpy of dissolution was determined from temperature dependent measurements 
of SDA solubility in 9A by means of UV-vis absorption spectroscopy (USB4000 Min-
iature Fiber Optic Spectrometer from Ocean Optics with an ISS-UV/VIS light source, 
and a Hellman 100-QS quartz glass cuvette; 10 mm optical path length). To this end, 
the cuvette was heated with two sideways mounted Peltier elements and the temperature 
was measured with a thermocouple in the cuvette and kept constant with a temperature 
controller (Eurotherm 2416). Spectra of pure 9A solvent at the respective temperatures 
were used as reference. According to Lambert-Beer’s law, the absorbance of saturated 
solutions is proportional to the solubility. UV-vis absorption spectra of SDA exhibit 
three clear absorption bands centered at 320 nm, 335 nm, and 350 nm due to n-π* and 
π-π* transitions as expected for aromatic compounds with double bonds. Since there is 
no interference with absorption of the 9A solvent in this spectral range, temperature 
dependent UV-vis absorption spectroscopy is an appropriate method to quantify the 
enthalpy of dissolution. 

TPD experiments were performed in ultra-high vacuum. Monolayers were first depos-
ited onto a graphite surface by thermal sublimation, and subsequently desorbed by lin-
early ramping the substrate temperature in time. Simultaneously, SDA desorption rates 
were recorded by a quadrupole mass-spectrometer positioned close to the graphite sur-
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face and set to a mass of 179 amu. Eight sets of experiments were performed with dif-
ferent heating rates ranging from 0.48 K s-1 to 0.84 K s-1. The complete analysis method 
was used to calculate the enthalpy of desorption, since no a priori assumptions neither 
on the desorption order nor on the underlying desorption mechanism are required.[164] 

5.3.2 Computational 

Theoretical enthalpy values were obtained by MM and MD calculations using the MM3 
force field. [118-120] For molecules like SDA, the strength of hydrogen bonds is sig-
nificantly enhanced by resonance assisted hydrogen bonding (RAHB) due to delocali-
sation of the electron density across the π-system of the C=O in carboxylic groups.[142, 
143] The MM3 force field was modified accordingly to obtain accurate enthalpy values 
for hydrogen bonds: hydrogen-bond parameters εH···O = 33.4 kJ mol-1 and RH···O = 2.05 
Å reproduce the density-functional theory (B3LYP functional, 6-31G(d) basis set, 
counterpoise-corrected) values of the hydrogen bond energy of the carboxylic acid di-
mer (-66.9 kJ mol-1 for TPA as model system) and the TPA-TPA distance in the dimer 
(9.64 Å). 

The theoretical binding enthalpy of SDA in bulk crystals was calculated in two steps. 
Firstly, STM results were used as a starting point to optimise the theoretical lattice pa-
rameters A, B, and γ for the 2D lattice. Based on these values the lattice parameters C, 
α, and β were varied until the lowest-energy 3D structure of SDA was obtained. 

Adsorption energies were calculated for an SDA molecule on a large (800 C atoms) 
hydrogen-terminated graphene sheet, for a regular grid of the molecule’s positions and 
azimuthal orientations. 

5.4 Results and discussion 

5.4.1 Monolayer structure 

At the nonanoic acid – graphite interface SDA self-assembles into long-range ordered 
monolayers with low defect density and large domain size, an overview STM image is 
depicted in Fig. 5.1(a). Owing to the high stability of the monolayer, submolecular de-
tails can routinely be resolved by STM, a representative image is shown in Fig. 5.1(b). 
The structure contains one molecule per unit cell. Precise lattice parameters of A = (16.1 
± 0.1) Å, B = (7.5 ± 0.1) Å, γ=52° ± 1° and the corresponding superstructure matrix 
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were obtained from split images (cf. section 5.5). The experimental lattice parameters 
and the orientation to the graphite substrate are perfectly reproduced by a commensu-

rate �6 1
0 3� superstructure, corresponding to A = 16.13 Å, B = 7.38 Å, γ = 52.4°. Com-

mensurability of the SDA monolayer is in accord with the absence of a Moiré pattern, 
i.e. a large scale STM contrast modulation due to inequivalent adsorption sites, as typ-
ically observed for incommensurate superstructures on graphite. [191, 192] From the 
STM contrast single SDA molecules can be unambiguously identified. As indicated by 
the overlay to Fig. 5.1(b), SDA molecules are interconnected into 1D chains by two-
fold cyclic hydrogen bonds between their carboxylic groups. The 2D monolayer struc-
ture is comprised of a densely packed arrangement of 1D hydrogen bonded chains, most 
likely stabilized by weaker interchain C-H···O hydrogen bonds. This precise assess-
ment of the monolayer structure facilitates a detailed comparison with the geometry 
optimized structure from MM calculations (vide infra). 

5.4.2 Born-Haber cycle 

To obtain a precise value of the total enthalpy change of SDA monolayer self-assembly, 
we propose an adapted Born-Haber cycle as introduced in chapter 4 using the dicarbox-
ylic acid terephthalic acid (TPA) as a model system. The basic idea is to combine sub-
limation enthalpy, dissolution enthalpy, and the binding enthalpy of SDA in the mono-
layer to derive a precise value for the enthalpy difference between molecules dissolved 
in solution and incorporated into the monolayer. Additional contributions from the sol-
vent are taken into account by a dewetting enthalpy. Enthalpy differences between crys-
tal and vacuum, monolayer and vacuum, crystal and solution are measured by the ex-
perimental techniques described in the experimental section, the results are presented 
in the following. 
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5.4.3 Binding enthalpy of monolayer on graphite with 

respect to vacuum 

 

Figure 5.2. Temperature Programmed Desorption of SDA from graphite: (a) desorption 
rate vs. surface temperature for different heating rates; (b) Corresponding plots at different 
monolayer coverages obtained from a complete analysis. The enthalpy of desorption de-
rived from linear fitting of the obtained plots amounts to +(203.8±9.1) kJ mol-1. 

The binding enthalpy of SDA in the monolayer on graphite with respect to isolated 
molecules in vacuum ΔHmonolayervacuum was determined by temperature programmed 
desorption (TPD) experiments. Samples with monolayer coverage were prepared by 
sublimation of SDA from a Knudsen cell onto graphite with a crucible temperature of 
190 °C and a deposition time of ~20 min. TPD experiments were carried out by heating 
with a linear temperature ramp, applying different heating rates. Individual desorption 
spectra are depicted in Fig. 5.2a. The experiments were evaluated with the complete 
analysis method, the corresponding results are shown in Fig. 5.2b and yield a monolayer 
binding enthalpy of -(203.8±9.1) kJ mol-1. This energy includes both SDA-SDA inter-
actions in the monolayer and SDA adsorption energy on graphite. 
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Figure 5.3. Model of the lowest energy SDA monolayer structure based on the experi-
mental commensurate superstructure. (black: carbon, red: bromine, white: hydrogen) 

The monolayer binding energy was also theoretically assessed by MM calculations with 
a modified MM3 force field as described in the computational section. These MM cal-
culations also allow for a partition of the total binding energy into molecule-molecule 
and molecule-substrate interactions, thereby providing deeper insights into the relative 
strengths and interplay of these interactions. To evaluate substrate influences on the 
monolayer structure, first a free standing SDA monolayer comprised of densely packed 
hydrogen bonded chains was optimized, resulting in a SDA binding energy of  
-82.7 kJ mol-1. The corresponding lattice parameters of A = 16.00 Å, B = 8.15 Å, γ = 
49.7° are already close to those of the experimental commensurate superstructure (16.1 
Å, 7.38 Å, 52.4°). Consequently, the lattice parameters of the free-standing SDA mon-
olayer which are controlled only by molecule-molecule interactions can be maintained 
upon adsorption on graphite with only slight adjustments. Hence, the SDA monolayer 
can easily realize the energetic advantage of a commensurate superstructure on the 
graphite surface, where each molecule can occupy its preferred adsorption site. Addi-
tional MM calculations showed that constraining the SDA lattice to the experimental 
values of the commensurate superstructure reduces the binding energy to  
-73.0 kJ mol-1, i.e. causes an energy penalty of +9.7 kJ mol-1. 

The molecule-substrate interaction was evaluated by optimizing a single SDA molecule 
on graphite. Different sites within the graphite unit cell and azimuthal orientations were 
probed on a regular grid. The geometry of SDA permits similar adsorption sites for both 
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phenyl rings on graphite, and the highest and lowest binding energy configurations cor-
respond to AB (highest binding) and AA (lowest binding) stacking with corresponding 
adsorption energy values of -116.4 kJ mol-1 and -115.2 kJ mol-1, respectively. The en-
ergy difference between the most favourable and least favourable adsorption site may 
be somewhat underestimated in these calculations: for comparison, the diffusion barrier 
for benzene on graphite calculated with MM3 is 0.004 eV, [16] while this property was 
experimentally measured to be 0.017+0.012 eV. [193] The value of the energy mini-
mum is likely to be more reliable than the energy barrier. 

However, the commensurate superstructure corresponds to a different orientation of 
SDA on graphite (Fig. 5.3), where the phenyl rings are not ideally stacked on graphite. 
In the actual orientation the adsorption energy is still large, but the range between max-
imum and minimum is smaller (only between -116.0 and -115.8 kJ mol-1). The calcu-
lated total binding energy of SDA in a monolayer on graphite is obtained as the sum of 
molecule-molecule and molecule-substrate interactions (in the adsorption configuration 
that corresponds to the experimental commensurate structure, Fig. 5.3) and amounts to 
-189.0 kJ mol-1, in quantitative agreement with the TPD experiment. 

5.4.4 Sublimation enthalpy 

The sublimation enthalpy ΔHcrystalvacuum is derived from temperature dependent meas-
urements of the effusion rate in high vacuum by means of a Quartz Crystal Microbal-
ance (QCMB).[86] The shift of resonant frequency ∆f vs. time t is depicted in Fig. 5.4a 
for nine different crucible temperatures in a range from 125 °C to 165 °C. The slope 
corresponds to the effusion rate, which is constant for a given crucible temperature. The 
effusion rate is proportional to the saturated vapour pressure of SDA at the respective 
crucible temperature, accordingly ΔHcrystalvacuum can be derived from the slope in a 
Van’t Hoff plot. As shown in Fig. 5.4b the corresponding Van’t Hoff plot is perfectly 
linear, resulting in a value of ΔHcrystalvacuum = +(169.0±2.8) kJ mol-1. 
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Figure 5.4. Measurement of the SDA effusion rate from a Knudsen-cell by a Quartz Crys-
tal Microbalance: (a) resonant frequency shift ∆f vs. time t traces for crucible temperatures 
from 125 °C up to 165 °C; (b) Corresponding Van’t Hoff plot; each dataset in (a) is repre-
sented by one data point. From the slope a sublimation enthalpy of +(169.0±2.8) kJ mol-1 
is deduced. 

For a theoretical evaluation of ΔHcrystalvacuum the crystal structure is required. An ex-
perimentally determined crystal structure is unfortunately not available for SDA. How-
ever, by analogy with crystal structures from other carboxylic acids, [194, 195] it can 
be safely assumed that both carboxylic groups of SDA take part in two-fold cyclic hy-
drogen bonds, and SDA molecules, most likely, form 2D layers. To evaluate the con-
tribution of these hydrogen bonds, MM calculations of 1D hydrogen bonded SDA 
chains were performed, resulting in a binding energy of -67.0 kJ mol-1. To obtain a 
theoretical estimate of ΔHcrystalvacuum a hypothetic SDA crystal structure was con-
structed as a stacked arrangement of 2D monolayers. MM geometry optimization re-
sults in a triclinic structure with one molecule per unit cell and lattice parameters of  
A = 16.0 Å, B = 7.9 Å, C = 4.3 Å, α = 132°, β = 73°, γ  = 131°. The full geometry 
optimization of the bulk structure has not affected the intrachain spacing of SDA within 
the hydrogen bonded chains, but resulted in a slight change of the interchain spacing as 
compared to a pure 2D structure. The binding enthalpy of SDA in this hypothetic struc-
ture of -178.0 kJ mol-1 is nevertheless in excellent agreement with the experimental 
value. Comparison of the total binding energy with that of the 1D chain, i.e. the contri-
bution from the intermolecular hydrogen bonds, reveals a contribution of  
~100 kJ mol-1 of additional intermolecular interactions, as the weak interchain hydrogen 
bonds and van der Waals interactions both within and between 2D layers of SDA. In-
terestingly, for the large SDA molecule the strength of van der Waals forces in the 3D 
structure already exceeds the strong two-fold hydrogen bonds. 

83 

  



 

 

5.4.5 Dissolution enthalpy 

 

Figure 5.5. SDA solubility measurements in 9A as a function of temperature: (a) UV-vis 
absorption spectra of saturated SDA in 9A solutions obtained at different temperatures; (b) 
Corresponding Van’t Hoff plot; the integral absorbance for each temperature was obtained 
from the spectra in (a) by integration between λ=290nm-400nm. The derived enthalpy of 
dissolution is +(24.4±1.5) kJ mol-1. 

The enthalpy of dissolution ΔHcrystalsol was derived from measurements of SDA solu-
bility in 9A as a function of temperature in the range 30 °C to 54 °C by UV-vis absorp-
tion spectroscopy. Single UV-vis absorption spectra of saturated solutions for different 
temperatures are depicted in Fig. 5.5(a). The absorbance increases with increasing tem-
perature, indicating an endothermic process. For the corresponding Van’t Hoff plot in 
Fig. 5.5(b) the spectra were integrated between λ = 290nm-400nm, and the slope cor-
responds to an endothermic dissolution enthalpy of +(24.4±1.5) kJ mol-1. For compari-
son, the binding energy of a two-fold cyclic hydrogen bonded carboxylic acid dimer is 
in the range of -67.8 kJ mol-1, as determined from IR absorption spectra of benzoic 
acid.[143] Since the experimental dissolution enthalpy is smaller than the binding en-
thalpy of two-fold carboxylic acid groups, we conclude that solvated SDA molecules 
bind to two 9A solvent molecules by two-fold hydrogen bonds. As outlined in section 
5. 2 (cf. section 4.5), the computational cost of a theoretical solvation enthalpy deter-
mination by MD is relatively high, while the error bars are quite large, we thus use the 
experimental value for the Born-Haber cycle. 
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5.4.6 Dewetting Enthalpy 

Larger fatty acids are solvents with a high affinity to graphite. Accordingly, the for-
mation of stable ordered solvent monolayers can be observed and has to be considered 
in the overall enthalpy balance. The 9A monolayer structure consists of an interdigitated 
dense packing of hydrogen bonded dimers.[166] Consequently, self-assembly of a so-
lute monolayer requires prior desorption of this stably adsorbed solvent monolayer. The 
associated enthalpy cost of dewetting is very difficult to assess: on the experimental 
side, because it cannot directly be measured; on the theoretical side because the required 
system size renders a thorough calculation computationally very challenging, and their 
results not easily tractable. Albeit it is known that 9A forms quasi-static ordered mon-
olayers on graphite,[16] additional complications arise due to the fact that the precise 
thickness of the interfacial solvent layer, i.e. contributions from second and third layers, 
and its precise structure are not known. 

Both the initial ordered 9A solvent and the subsequently self-assembled SDA solute 
monolayers are in direct contact with the supernatant liquid 9A. Stable adsorption of a 
second 9A monolayer on top of a 9A or SDA monolayer has never been observed by 
STM measurements. The particularly strong interaction between alkane tails and graph-
ite is indispensable for the stabilization of 9A monolayers. Consequently, neither the 
ordered 9A nor the SDA monolayer provides a suitable template for stable adsorption 
of a second 9A layer. In order to estimate the dewetting enthalpy, it is assumed that the 
interaction energy per unit area of the respective monolayers with liquid 9A, i.e. the 
interface tensions, are comparable within the experimental error of this approach, and 
the structures of the second, third and further solvent layers are approximately similar 
both above SDA and above 9A monolayers. Therefore, when comparing SDA and 9A 
interfacial monolayers, the energies of these near-interface layers would cancel out. 
Accordingly, for dewetting only the first 9A monolayer needs to be taken into account. 

Based on this simplifying assumption, the enthalpy contribution from desorption of the 
first 9A monolayer into the liquid is evaluated from two contributions: (i) the enthalpy 
difference between 9A on graphite and in vacuum, and (ii) the evaporation enthalpy, 
i.e. the enthalpy difference between 9A in vacuum and liquid. According to MM simu-
lations the desorption enthalpy of 9A from graphite into vacuum amounts to 
∆H(9A)graphitevacuum = +107.5 kJ mol-1, [16] in good agreement with TPD experiments. 
[86] The evaporation enthalpy amounts to ∆H(9A)liquidvacuum = +82.4 kJ mol-1. [196] 
Consequently, the enthalpy difference between adsorbed and liquid 9A corresponds to 
∆H(9A)graphiteliquid = +25.1 kJ mol-1. Yet, desorption of the first 9A monolayer is also 
associated with a favourable entropic contribution to the total free energy. A reasonable 
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estimate can be obtained from the entropy of melting, i.e. the transition from crystalline 
to liquid 9A. Since 9A molecules are fully immobilized and constrained to a specific 
orientation and conformation both in the crystal and in the monolayer, the entropies of 
9A are comparable within the accuracy of this approach. The entropy of melting corre-
sponds to +69.4 J mol-1 K-1, [85] consequently, for dewetting a 9A monolayer, the en-
tropic contribution to the free energy -T∆S at room temperature corresponds to -20.7 kJ 
mol-1. Accordingly, ∆G for formation of an ordered 9A monolayer at the liquid-graphite 
interface is only -4.4 kJ mol-1, or, in other words, the 9A monolayer is thermodynami-
cally not very stable. This provides evidence that only the first monolayer of solvent on 
graphite is stable, because the enthalpic stabilization in a second layer would be inferior 
and would not be able to compensate the entropy cost of trapping 9A into a quasi-static 
structure. 

 

Figure 5.6. Results for the Born-Haber cycle for SDA with respect to vacuum, i.e. with 
respect to free single molecule: left side represents the experimental results; right side rep-
resents the theoretical results. 

In order to use the dewetting enthalpy for the Born-Haber cycle, a renormalization to 
the number of SDA molecules becomes necessary. The renormalization factor is ob-
tained from the area per molecule ratio of SDA and 9A, respectively. The 9A monolayer 
structure on graphite is known from both X-ray and neutron diffraction, resulting in an 
area per 9A molecule of 67.9 Å². [166] Based on the commensurate superstructure, the 
area per SDA molecule amounts to 94.3 Å². Accordingly, the dewetting enthalpy 
∆Hdewet of 9A per SDA molecule corresponds to +34.9 kJ mol-1. 
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5.4.7 Total binding energy and entropy 

All individual enthalpy values are summarized in Fig. 5.6. Combination according to 
the scheme depicted in Fig. 5.1 results in a value for the total enthalpy change of -24.3 
kJ mol-1 for SDA monolayer self-assembly on graphite from 9A solution.  

To understand the thermodynamics of self-assembly it is also instructive to contrast the 
enthalpy gain with the entropy cost. The entropy of immobilizing molecules from so-
lution depends on the concentration and increases with increasing dilution. Accordingly, 
a critical concentration exists, below which monolayer self-assembly becomes thermo-
dynamically unfavorable. This critical concentration can be determined experimentally 
in a dilution series and for SDA monolayer self-assembly from 9A a value of (4.1 ± 0.3) 
µmol L-1 was found. The amount of SDA in solution at the critical concentration still 
exceeds the number of SDA molecules required for monolayer coverage by approxi-
mately a factor of 4. At the critical concentration ∆G = 0, accordingly T∆S = ∆H and a 
direct comparison between enthalpy and entropy becomes feasible.  

To evaluate the entropic cost of self-assembly, a partition scheme is used similarly to 
our previous study on TPA (cf. section 4.4). [16] First, contributions from rotational 
and translational entropy are considered and estimated by approaches from statistical 
mechanics as proposed by Whitesides and coworkers (cf. section 2.5). [129] For the 
translational entropy the Sackur-Tetrode equation is used. Since it was originally con-
ceived for the gas phase, the solvent is taken into account by referring the concentration 
to the free volume of the solvent. The results are summarized in Table 5.1, details of 
the entropy calculation are given in section 2.5. 
 

 -TΔStrans -TΔSrot -TΔStot 

SDA +67.4 +41.3 +108.7 

9A-SDA-9A +70.3 +49.4 +119.7 

9A-9A +34.7 +43.8 +78.5 

Table 5.1. Contributions of rotational and translational entropy to the free energy for unsolvated SDA 

molecules, 9A dimers, and hydrogen bonded complexes of SDA and two 9A solvent molecules at 298 

K. All in kJ mol-1 

Similar to previously studied TPA, -T∆S i.e. the entropy contribution to ∆G associated 
with adsorption of a single unsolvated SDA molecule of +108.7 kJ mol-1 notably ex-
ceeds the enthalpy gain. However, as also indicated by the relatively small dissolution 
enthalpy, SDA molecules are solvated by 9A molecules in solution. Accordingly, a 
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plausible model for SDA adsorption from 9A is the release of SDA from 9A-SDA-9A 
complex and subsequent formation of a hydrogen bonded 9A-9A dimer. This desolva-
tion has profound consequences for the entropy balance, since both translational and 
rotational entropy of the 9A-SDA-9A complex are fully lost, whereas translational and 
rotational entropy of the 9A-9A dimer are regained, resulting in a reduced entropy cost 
of +41.2 kJ mol-1 (cf. section 4.4). The total entropy contribution to free energy of +12.5 
kJ mol-1 is obtained by adding the entropy cost of SDA adsorption to the entropy gain 
of dewetting (-28.7 kJ mol-1, normalized to the number of SDA molecules), in good 
quantitative agreement with the total enthalpy gain of -24.3 kJ mol-1. 

5.5 Supporting information 

STM Split image. 

Precise lattice parameters of SDA monolayers were obtained from several so called 
split-images where within the same frame both the adsorbate structure and the graphite 
lattice were imaged, an example is depicted in Fig. 5.8. Based on the adsorbate lattice 
parameters and the orientation of the unit cell with respect to the graphite lattice, the 
closest commensurate superstructure corresponds to the following matrix (referring to 
the graphite lattice): 

�6 1
0 3� 

The match between experimental lattice parameters from STM images (A = (16.1±0.1) 
Å, B = (7.5±0.1) Å, γ = 52°±1°) and those of the postulated commensurate lattice (A = 
16.13 Å, B= 7.38 Å, γ = 52.4°) is excellent.  
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Figure 5.7. STM split-image of a SDA monolayer at the nonanoic acid-graphite interface. 
In the lower part the graphite substrate was imaged with atomic resolution by decreasing 
the tunneling gap. Calibration with this internal standard yields precise lattice parameters 
for the SDA monolayer of A = (16.1 ± 0.1) Å, B = (7.5 ±0.1) Å, γ =52° ± 1°. The overlay 
indicates the arrangement of SDA molecules and the black lines mark the unit cell. (Image 
size 16.2×15.6 nm², I = 50 pA, Vsample = -300.0 mV for SDA; I = 200 pA, Vsample= -1.53 mV 
for graphite) 

5.6 Conclusion and Summary 

A previously proposed adapted Born-Haber cycle was employed to assess the total en-
thalpy change of self-assembly of SDA monolayers on graphite from 9A solution. A 
direct comparison between experimental and theoretical values of the binding energies 
in the monolayer again demonstrated the suitability of MM calculations with suitably 
parameterised force fields for carboxylic acids on graphite. In addition, the theoretical 
and experimental sublimation enthalpies came out similar, even though the actual SDA 
crystal structure was not available. This suggests that the theoretically predicted SDA 
crystal structure closely corresponds to the real SDA crystal structure; an alternative 
explanation for this agreement in sublimation enthalpies is that the van der Waals con-
tribution is not very sensitive to the exact arrangement of SDA molecules, as long as 
the packing densities are comparable. 
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The overall enthalpy change of SDA monolayer self-assembly as deduced from the 
Born-Haber cycle of -24.3 kJ mol-1 slightly exceeds the entropic cost of +12.5 kJ mol-1 
at the critical concentration. Besides the summation of experimental errors, neglect of 
conformational entropy and inaccuracies of the rather simple free volume approxima-
tion can be possible key factors for uncertainties in the entropic contribution. On the 
other hand, inaccuracies in the enthalpy assessment, especially in the rather crude model 
of the dewetting enthalpy may also account for the overall relatively small deviation.  

Since the original motivation of this study was to reveal the influence of the extended 
aromatic system of SDA on the thermodynamical stability of the monolayer, it is in-
structive to compare the Gibbs free energy of SDA monolayer self-assembly to previ-
ously studied TPA, i.e. the influence of the extra phenyl ring on total enthalpy and en-
tropy change. The sublimation enthalpy of TPA is +127.2 kJ mol-1, i.e. about ~42 kJ 
mol-1 smaller than that of SDA. Yet, the binding energy of TPA molecules in the ad-
sorbed (unsolvated) monolayer is -140 kJ mol-1, i.e. already ~64 kJ mol-1 weaker than 
that of SDA. From this direct comparison it can be concluded that the second phenyl 
ring of SDA increases this molecule’s binding energy on graphite almost 50 % more 
than the binding energy in the crystal. In other words, the extended aromatic system of 
SDA leads to a significant increase of the adsorbed monolayer binding energy. 

The second important factor that determines the solution-monolayer equilibrium is the 
energy of the solute in solution. The dissolution enthalpy of TPA in 9A is  
+12.8 kJ mol-1, whereas that of SDA is almost twice as large. Since in both cases the 
dissolution enthalpy is positive, i.e. dissolution is endothermic, a high value for SDA 
means that this molecule in solution is less stable, and crystallization (or monolayer 
formation) of SDA from solution is more favourable than in the case of TPA. This 
additionally enhances the enthalpic stabilization of the interfacial SDA monolayer. 

For the overall entropy change differences between TPA and SDA are less pronounced: 
-T∆Stot amounts to +12.3 kJ mol-1 for TPA [16] as compared to +12.5 kJ mol-1 for SDA. 
Interestingly, the overall entropy change is almost equal to TPA. This is because the 
regain of entropy caused by 9A dewetting strongly corresponds to the molecular size. 
Therefore, the elimination to SDA entropy change is significantly higher. The summa-
tion of experimental errors, neglect of conformational entropy and inaccuracies origi-
nate in the simplification of the free volume calculations and inaccuracy of the 
dewetting enthalpy assessments are the possible reasons caused the difference between 
the total enthalpy and entropy contributions of SDA self-assembly. Both the enthalpic 
aspects – the stronger adsorption on graphite and the more endothermic dissolution of 
SDA – and the scaling behavior of the entropy cost contribute to the comparatively high 
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thermodynamic stability of SDA monolayers, as experimentally expressed in a low crit-
ical concentration required for SDA monolayer formation ((4.1 ± 0.3) µmol L-1, i.e. 
more than an order of magnitude lower than for TPA (120 ± 15) µmol L-1).  
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Chapter 6: Thermodynamics of halogen 
bonded monolayer self-assembly at the 
liquid–solid interface 

Wentao Song, Natalia Martsinovich, Wolfgang M. Heckl, and Markus Lackinger, Ther-
modynamics of halogen bonded monolayer self-assembly at the liquid-solid interface. 
Chem. Commun., 2014, http://dx.doi.org/10.1039/C4CC06251E. Reproduced and 
adapted by permission from the Royal Society of Chemistry. 

6.1 Abstract 

Monolayer self-assembly of a hexabrominated, three-fold symmetric aromatic mole-
cule is studied at the heptanoic acid–graphite interface. Thermodynamical insights are 
obtained from an adapted Born–Haber cycle that is utilized to derive the overall en-
thalpy change including solvent effects. Comparison with theoretical entropy estimates 
suggests a minor influence of solvation. 

6.2 Introduction 

Halogen bonds have gained attention in crystal engineering, supramolecular self-as-
sembly, and even computer aided drug design. [3, 197-199] Halogen bonds are viewed 
as a separate class of donor–acceptor type interactions that originate in the anisotropic 
charge distribution around halogen substituents, most importantly Br and I. The so 
called σ-hole gives rise to a positive electrophilic cap at the opposing pole of the σ-bond 
that is balanced by a nucleophilic equatorial ring of negative charge. [200-202]  A hal-
ogen bond is formed through a net attraction between the electrophilic cap of the halo-
gen with either the nucleophilic part of a different entity, as for instance the nitrogen 
electron lone pair, or the nucleophilic ring of another halogen. This characteristics re-
sults in directionality and selectivity, whereas the halogen bond strength decreases as 
the halogen electronegativity increases. Moreover, a single halogen substituent can sim-
ultaneously act as both halogen bond acceptor and donor – an important distinction 
from the in other aspects quite comparable hydrogen bonds. A triangular arrangement 
of three halogen atoms with three cyclic halogen bonds is a frequently encountered 
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motif both in bulk crystals and on surfaces,[150, 151] but alternative configurations 
were similarly reported.[38] 

Supramolecular self-assembly of halogen bonded systems on surfaces was recently 
studied by scanning tunneling microscopy (STM) both under ultra-high vacuum [39, 
150, 203] and ambient conditions. [38, 204-206] Accompanying density functional the-
ory simulations based on experimental structures provided insights into the energetics. 
[38-40] While this is an important first step, a fundamental understanding of self-as-
sembly from solution requires a full thermodynamical assessment, including the role of 
the solvent. As a model system hexabromotriphenylene (HBTP, cf. Fig. 6.1) is studied 
at the heptanoic acid (7A)–graphite interface with the aim to quantify all relevant con-
tributions to ΔG. At the liquid–solid interface, the adsorption energy becomes signifi-
cantly lowered as compared to vacuum by the supernatant liquid phase. This important 
solvent influence is quantified for the proposed model system by applying an adapted 
Born–Haber cycle derived from sublimation, dissolution, and monolayer binding en-
thalpy in vacuum.[16] 

6.3 Results and discussion 

 

Figure. 6.1. (a) High resolution STM image of a HBTP monolayer at the 7A-graphite 
interface. Vsample = -0.40 V, I = 80 pA, (b) DFT optimized geometry of a free standing 
HBTP monolayer (grey: carbon, red: bromine, white: hydrogen) 

At the 7A–graphite interface HBTP self-assembles into a densely packed structure, a 
high resolution STM image is presented in Fig. 6.1a. The lattices of HBTP and graphite 
are aligned (cf. section 6.4) and the experimental lattice parameters of A = B = (12.5±0.2) 
Å, γ = 59°±2° match well with a 5×5 graphite superstructure. Moreover, the absence of 
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a Moiré pattern in these images with pronounced submolecular contrast strongly indi-
cates commensurability. To obtain a detailed structural model, dispersion-corrected 
DFT simulations of a free-standing HBTP monolayer constrained to a hexagonal lattice 
were carried out using both empirical dispersion correction (PBE+D) and a van der 
Waals functional (vdW-DF) (cf. section 6.6 for details). The optimized structure is 
shown in Fig. 6.1b. Simulations with unconstrained length of the lattice parameter yield 
an optimized value of 12.5 Å, i.e. only 1.5 % larger than 12.3 Å of the 5×5 graphite 
superstructure. The structure belongs to planar space group p31m, and all bromines take 
part in the prototypical triangular cyclic arrangement of halogen bonds with a Br-Br 
distance of 3.70 Å, in good agreement with literature. [151] Interestingly, the symmetry 
of high resolution STM images is significantly lower than that of the DFT structure and 
does not even reflect the three-fold symmetry of HBTP. This clearly indicates an ad-
sorption site of HBTP with lower local symmetry. Nevertheless, in an overlay STM 
protrusions can be matched with bromine positions (cf. Fig. 6.1a). The vdW-DF derived 
monolayer binding energy per molecule with respect to vacuum of -48.3 kJ mol-1 is 
rather small. Compressing the structure to the experimental 5×5 graphite superstructure 
reduces the binding energy to -43.5 kJ mol-1. A very similar binding energy was ob-
tained using PBE+D: -45.5 kJ mol-1 for the unconstrained free-standing structure and  
-42.7 kJ mol-1 for the constrained 5×5 superstructure; VdW-DF was also employed to 
calculate the total binding energy comprised of molecule-molecule and molecule-sur-
face interaction of HBTP in the adsorbed monolayer on graphite and results in  
∆Hmono=-229.6 kJ mol-1 (cf. section 6.4). Similarly, these calculations yield an adsorp-
tion energy of HBTP on graphite of -186.1 kJ mol-1 per molecule, i.e. the molecule-
surface interactions are approximately a factor of 4 larger than the intermolecular inter-
actions. 

In the actual experimental situation at the liquid-solid interface HBTP adsorbs from 
solution, whereby the effective enthalpy difference ∆Hsolmono is significantly lowered 
due to solvent interactions. Since a direct measurement is intricate, ∆Hsolmono is indi-
rectly evaluated by combining ∆Hmono with experimentally determined sublimation 
(∆Hcrystvac) and dissolution enthalpy (∆Hcrystsol) as illustrated in Fig. 6.2.[16, 17, 86] 
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Figure. 6.2. Enthalpy diagram of the HBTP–7A–graphite system. Black and blue depicted 
values and arrows correspond to computational and experimental results, respectively. 
Vertical arrows denote the respective enthalpies.  

∆Hcrystvac was determined from the temperature dependence of the effusion rate from 
a Knudsen cell as measured with a Quartz Crystal Microbalance (cf. section 6.6 for 
details). [86] The eigenfrequency decline ∆f vs. time t traces are shown in Fig. 6.3a for 
crucible temperatures between 225 °C and 270 °C. The rate ∆f/∆t is proportional to the 
vapour pressure at the respective temperature. The data yield a perfectly linear Van’t 
Hoff plot with a slope corresponding to ∆Hcrystvac = +137.9±1.6 kJ mol-1. 

∆Hcrystsol was determined from the temperature dependence of the solubility as meas-
ured by UV-vis absorption spectroscopy of saturated solutions (cf. section 6.6 for de-
tails). Individual absorption spectra are shown in Fig. 6.3b for temperatures between 
22 °C and 54 °C. The absorbance, hence the solubility, increases with temperature in-
dicating endothermic dissolution. The total amount of dissolved HBTP molecules was 
estimated by integrating over the absorption band from λ = (270...340) nm. The data 
yield a perfectly linear Van’t Hoff plot with a slope corresponding to ∆Hcrystsol = 
+17.5±0.6 kJ mol-1.  

The theoretical (∆Hmono) and both experimental (∆Hcrystvac and ∆Hcrystsol) enthalpies 
are compiled in Fig. 6.2 with isolated molecules in vacuum as a common reference state. 
From this ∆Hsolmono of -109.2 kJ mol-1 can be inferred. In principle, this enthalpy dif-
ference between solution and monolayer may be overestimated due to a possible con-
tribution from dewetting. [16, 17] Self-assembly of a solute monolayer can require de-
sorption of an initially assembled solvent monolayer, resulting in an enthalpy cost and 
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an entropy gain for dewetting. However, an ordered quasi-static monolayer of 7A has 
never been observed at room temperature, suggesting that it is thermodynamically un-
stable (∆G>0). Based on the assumption that the differences in interfacial tension be-
tween 7A–graphite and 7A–HBTP monolayer are small in comparison to ∆Hsolmono 

contributions of solvent dewetting are not further considered, as they do not signifi-
cantly affect ∆G. 

 

Figure. 6.3. Experimental determination of ΔHcrystvac and ΔHcrystsol.(a) Δf vs. t traces for 
different crucible temperatures; (b) UV/Vis absorption spectra of saturated solutions for 
different solution temperatures; the lower panels depict the corresponding Van’t Hoff plots; 
the slopes yield ΔHcrystvac = (+137.9±1.6) kJ mol-1 and ΔHcrystsol = (+17.5±0.6) kJ mol-1.  

For a complete thermodynamical understanding consideration of entropy contributions 
is inevitable. Since a direct measurement of ∆S is not possible, we propose an indirect 
evaluation via the critical concentration ccrit, i.e. the lowest solute concentration where 
self-assembled monolayers are still thermodynamically stable. Since ∆G becomes zero 
at ccrit, the overall entropy change can be determined from: ∆S=∆H/T. For HBTP mon-
olayers at the 7A–graphite interface dilution experiments result in ccrit= 28.8±3.7 μmol 
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L-1 (cf. section 6.6). Generally, ∆S has several contributions, yet for a rigid molecule 
such as HBTP translational (Strans) and rotational (Srot) entropy dominate. For molecules 
within the monolayer Srot and Strans are negligible as compared to the dissolved state, 
accordingly ∆S can be estimated as the total loss of Srot and Strans. Whitesides et al. 
propose to estimate Srot with the rigid rotator model, and Strans with the Sackur-Tetrode 
equation. [129] Since the latter was originally derived for gases, the solvent influence 
has to be implicitly taken into account, e.g. by free volume corrections. Table 6.1 sum-
marizes Srot and Strans contributions evaluated according to this approach (cf. section 6.6 
for details). Interestingly, the entropic contribution -T∆S = +111.2 kJ mol-1 is almost 
similar to the absolute value of |∆Hsolmono| = 109.2 kJ mol-1. This perfect match implies 
that for HBTP self-assembly no further relevant thermodynamic contributions arise 
from desolvation. These results stand in vast contrast to interfacial monolayer self-as-
sembly of 1, 4-benzenedicarboxylic acid and stilbene dicarboxylic acid likewise from 
fatty acid solution (cf. chapter 4 and chapter 5). [16, 17] In both cases |∆Hsolmono| was 
significantly smaller than -T∆S for the adsorption of unsolvated solute molecules. 
Therefore, it was only possible to explain spontaneous self-assembly by including a 
favourable entropy contribution from desolvation upon solute adsorption, whereby the 
released solvent molecules regain Strans and Srot. Dicarboxylic acid solute molecules 
strongly interact with fatty acid solvent molecules through two-fold hydrogen bonds. 
Accordingly, solute-solvent and solvent-solvent interactions are of comparable strength 
in these systems. Owing to the high strengths of carboxylic acid hydrogen bonds, for-
mation of a quasi-static solvation shell can be anticipated for dicarboxylic acids dis-
solved in fatty acids.  

 

-TΔStrans(kJ mol-1) -TΔSrot(kJ mol-1) -TΔStot(kJ mol-1) 

+66.3 +44.9 +111.2 

Table 6.1. Estimation of entropy contributions of HBTP in 7A to ∆G. The entropies 
are evaluated for ccrit at T = 298 K (cf. section 4.3.6 for details). 

Yet, an entirely different type of solvation can be expected for HBTP in 7A. DFT sim-
ulations of HBTP + 7A aggregates provide semi-quantitative values of the solvent-so-
lute interaction strength (cf. Section 6.6). Two different configurations were compared: 
a structure where simultaneously the 7A hydroxyl forms a hydrogen bond with bromine 
and the carbonyl oxygen a weak hydrogen bond with a phenyl-hydrogen has a bond 
strength of -34.1 kJ mol-1 (cf. Fig. 6.6b); an alternative structure with 7A on top of 
HBTP bound only by dispersion forces has a higher bond strength of -49.8 kJ mol-1 (cf. 
Fig. 6.6a); The bond strength for both configurations is significantly lower than -67.8 
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kJ mol-1 for the hydrogen bonds between carboxylic acids. [143] Consequently, for 
HBTP in 7A, solvent-solvent interactions are significantly stronger than solute-solvent 
interactions, rendering formation of a strongly bound solvation shell unfavorable. These 
calculations suggest that the predominant interaction for solvation is van der Waals ra-
ther than hydrogen bonding. Also, adsorbed HBTP does not need to lose its “on-top” 
bound 7A molecules and therefore it can partly retain its solvation shell.  

6.4 Supporting information 

2,3,6,7,10,11-Hexabromotriphenylene (HBTP) was purchased from TCI Europe N.V. 
with a purity of >98%. 1-Heptanoic acid (7A) was purchased from Sigma-Aldrich with 
a purity of ≥99%. Both compounds were used as received without further purification. 

6.4.1 STM experiments 

Scanning Tunneling Microscopy (STM) experiments were conducted with a 
home-built low-drift instrument operated with a commercial ASC500 control 
electronics (attocube Systems AG, Munich). Highly Oriented Pyrolytic Graphite 
(ZYB grade, Optigraph GmbH, Berlin) was used and freshly cleaved prior to 
each experiment. Images were acquired directly at the liquid-solid interface with 
mechanically cut Pt/Ir tips. To avoid inaccuracies in the concentration dependent 
experiments due to spilling of solution or solvent evaporation, a rimmed sample 
holder was used with a relatively high solution volume (~40 µL). 

The critical concentration ccrit was determined by probing solutions with different 
concentrations in STM experiments. The samples were obtained by diluting a 
stock solution prepared from 3.41 mg ± 0.10 mg HBTP and 10.0 mL heptanoic 
acid, corresponding to a concentration of 486 µmol L-1. The relative volume error 
for the dilution is estimated as 4 %. Accordingly, the total concentration error 
related to solution preparation amounts to ~ 7 %. 

In the STM experiments full monolayer coverage was still observed for a con-
centration of 30.4 µmol L-1, whereas no adsorbed structures could be discerned 
anymore for a concentration of 27.0 µmol L-1. Using a concentration of 30.4 
µmol L-1 the self-assembled monolayer could be imaged in less than one minute. 
Consequently, slow kinetics is ruled out as a possible reason for the absence of 
self-assembled structures at the slightly lower concentration of 27.0 µmol L-1. 
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Taking the above discussed concentration uncertainty of ~7 % into account re-
sults in an upper and lower boundary for ccrit of 32.5 µmol L-1 and  
25.1 µmol L-1, respectively. For evaluation of translational entropy the average 
value of 28.8 µmol was used, and section 6.3 an error margin of  
± 3.7 µmol L-1 was stated. 

6.4.2 Additional STM data  

Split image 

 

Figure. 6.4. High-resolution STM image of a HBTP monolayer acquired at the 7A-graph-
ite interface. In the lower part, the HBTP superstructure was imaged with typical tunneling 
parameters of Vsample = -300 mV, I = 60 pA. In the upper part, the tunneling resistance was 
reduced by two orders of magnitude through switching the tunneling voltage to -3.0 mV. 
Consequently, the underlying graphite substrate could be imaged with atomic resolution. 
This so called “split-image” reveals an alignment of the graphite with the HBTP lattice 
vectors. The black rhombus indicates the HBTP unit cell. The white dashed rhombus also 
indicates the HBTP unit cell, but has been laterally shifted to illustrate the alignment be-
tween HBTB and graphite lattice vectors. 
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Overview image 

 

Figure. 6.5. Overview STM image of a HBTP monolayer acquired at the 7A–graphite 
interface (Vsample = -200 mV, I = 60 pA). The monolayer appears with uniform STM con-
trast. The absence of a periodic contrast modulation, i.e. a Moiré pattern, indicates similar 
adsorption sites of all HBTB molecules in a commensurate superstructure.  
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6.4.3 Density Functional Theory 

Calculational Details 

Initially, a free standing HBTP monolayer was simulated and optimized with the Quan-
tum ESPRESSO program [207], using two density functional theory (DFT) based ap-
proaches: (I) a GGA-PBE functional [114] with an empirical dispersion correction (D2) 
proposed by Grimme (PBE+D), [115] and (II) a van der Waals density functional 
(vdW-DF).8 All DFT calculations were conducted with periodic boundary conditions. 
The accuracy of DFT derived energies for halogen bonds was first tested against higher 
level calculations: the PBE+D binding energy of a Br···N halogen bond in a pyridine-
bromobenzene dimer (-11.4 kJ mol-1) was very similar to the value obtained using MP2 
(-8.9 kJ mol-1) and to a published CCSD(T) value (-9.1 kJ mol-1). [208] The energetic 
minimum for a free standing HBTP monolayer was found for a lattice parameter of a = 
b = (12.48±0.01) Å, γ =120° (PBE+D calculations) and a = b = (12.50±0.05) Å, γ =120° 
(vdW-DF calculations). The binding energy per molecule with respect to vacuum cor-
responds to -45.5 kJ mol-1 (PBE+D) or -48.3 kJ mol-1 (vdW-DF). The structure was 
constrained to a hexagonal lattice, but no further symmetry constraints were applied. 

The underlying graphite was included in further calculations to estimate the total bind-
ing energy of HBTP in the adsorbed monolayer. In the first step a free standing HBTP 
monolayer was optimized with its lattice parameters constrained to the commensurate 
superstructure, i.e. A = B = 5 × agraphite = 12.32 Å and γ = 120°. This optimized HBTP 
structure was then adsorbed on a two layer graphite slab such that the positions of the 
HBTP triphenylene cores mimic the AB-stacking of graphite. For the final optimization 
of the combined system only the atomic coordinates of the lower graphite layer were 
fixed, while all atoms of the HBTP monolayer were free to relax laterally and vertically. 
However, there was no substantial lateral relaxation, indicating either a relatively flat 
potential energy hypersurface or that this configuration already corresponds to an en-
ergy minimum. 

The total binding energy of HBTP in the adsorbed monolayer on graphite including 
molecule-molecule and molecule-surface interactions was calculated as:  

∆Hmono = Egraphite+monolayer - Egraphite - Emolecule = -229.6 kJ mol-1     (6.3) 

The adsorption energy of HBTP on graphite, i.e. the contribution of molecule-surface 
interactions, was calculated as:  

Eads = Egraphite+monolayer - Egraphite - Emonolayer = -186.1 kJ mol-1       (6.4) 
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Emolecule corresponds to the energy of a single isolated HBTP molecule in the gas phase 
with similar structure as in the adsorbed monolayer; Egraphite+monolayer / Emonolayer and 
Egraphite are referred to one HBTP unit cell and 5×5 graphite unit cells, respectively. 

Additional results 

However, the conformation of the 7A solvation shell around HBTP is expected to be 
entirely different from the 9A solvation shell around TPA and SDA. Further DFT sim-
ulations of the 7A-HBTP interactions were also conducted to compare the bond strength 
with binding energy of 7A-7A dimers. The energetic optimum of 7A-HBTP interaction 
is obtained with a binding energy of -49.8 kJ mol-1 for a 7A molecule adsorbed on top 
of a HBTP molecule. An energy of a hydrogen-bond conformation amounts to -34.1 kJ 
mol-1. The bond strength is much lower than the highest binding energy of the two-fold 
hydrogen bonds -67.0 kJ mol-1. Accordingly, predominant type of solvation is likely to 
be mediated by dispersion forces between 7A and the triphenylene core. However, a 
rigid adsorption of 7A is entropically less favorable. A rigid adsorbed 7A on HBTP 
results in an entropy loss of the system. As shown in Table 6.2, total entropy loss upon 
the formation of a rigid adsorbed HBTP-7A complex results in an unfavorable contri-
bution to ΔG, i.e., -TΔStot = -TΔStot(HBTP-7A) + TΔStot(7A) + TΔStot(HBTP) = +60.6 kJ 
mol-1.  

  -TΔStrans(kJ mol-1) -TΔSrot(kJ mol-1) -TΔStot (kJ mol-1) 

HBTP +66.3 +44.9 +111.2 

HBTP-7A +66.9 +45.7 +113.0 

HBTP-7A dimer +67.4 +47.2 +114.6 

7A +29.1 +33.3 +62.4 

7A-7A +33.4 +42.3 +75.9 

Table 6.2. Estimation of entropy contributions of HBTP, HBTP-7A, HBTP-7A-7A 
complexes, isolated 7A molecules, and 7A dimers. The entropies are evaluated for 
ccrit at T = 298 K. 

On the other hand, the enthalpy gain upon formation of HBTP-7A complexes with re-
spect to the solution phase is smaller than the binding enthalpy of an adsorbed HBTP-
7A complex with respect to vacuum -49.8 kJ mol-1. The energy of 7A in liquid state 
can be evaluated by the evaporation enthalpy of 7A liquid. However, since the dimer is 
not broken upon formation of HBTP-7A, the interaction related to the 2-fold hydrogen 
bonds is excluded. The evaporation enthalpy of 7A amounts to 72.9 kJ mol-1 [196], and 
the strength of hydrogen bonding interaction per 7A molecule can be considered as half 
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the strength of 2-fold hydrogen bonds, i.e. 33.9 kJ mol-1 [143]. The difference of these 
two values yields a binding enthalpy of 7A liquid excluding hydrogen bonds amounts 
to 39.0 kJ mol-1 per 7A molecule. Accordingly, the total enthalpy gain upon formation 
of HBTP-7A complex amounts to -49.8+39.0 = -10.8 kJ mol-1, which is much smaller 
than the unfavorable entropy contribution +60.6 kJ mol-1. In other words, the formation 
of rigid HBTP-7A complex results in an increase of Gibbs free energy of ~50 kJ mol-1. 
Hence, a rigid conformation of HBTP-7A is thermodynamically unfavorable. The 7A 
solvent shell around HBTP is more likely to be liquid like.  

 

 

Figure. 6.6. Optimized structures of 7A + HBTP aggregates simulated with periodic 
boundary conditions using a 22 × 22 × 22 Å³ large super-cell. These simulations were 
carried out to estimate the strength of solute-solvent interactions for a semi-quantitative 
comparison to solvent-solvent interactions. (a) Different views of a configuration with 7A 
on top of HBTP; binding energy: -49.8 kJ mol-1. (b) Configuration with 7A attached side-
wise to HBTP through the combination of hydrogen bonds: 7A-carbonyl ··· HBTP-hydro-
gen and 7A-hydroxyl ··· HBTP-bromine; binding energy: -34.1 kJ mol-1. 

Since 7A molecules exist as dimers in the liquid phase, further entropy estimation is 
performed for a rigidly adsorbed 7A dimer on top of a HBTP molecule. The unfavorable 
entropy contribution related to a rigid adsorption of a 7A dimer on top of a HBTP is 
estimated as -TΔStot = -TΔStot(HBTP-7A-7A) + TΔStot(7A-7A) + TΔStot(HBTP) = +72.5 
kJ mol-1. Although the interaction between 7A dimer and HBTP molecule was not sim-
ulated, the upper bound was estimated as twice the HBTP-7A interaction, since the 
second 7A molecule of the 7A dimer is not likely at the position of the energy minimum. 
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Accordingly, ΔH˂2×10.8 kJ mol-1=21.6 kJ mol-1, which is much smaller than the esti-
mated entropy loss of 72.5 kJ mol-1. Hence, the adsorption of a dimer is still thermody-
namically unfavorable. 

In conclusion, none of the possible rigid conformations are thermodynamically favora-
ble, since the enthalpy gain of forming rigid complexs can not compensate the unfavor-
able entropy loss. Hence, we assume that the solvation of HBTP in 7A is dynamic and 
liquid-like. It only influences the binding enthalpy but has negligible influence on en-
tropy. 

6.5 Conclusion and summary 

In conclusion, HBTP self-assembles into densely packed monolayers at the 7A-graphite 
interface, where each bromine forms intermolecular halogen bonds in a prototypical 
triangular cyclic arrangement. Simulations clearly indicate that by far the largest con-
tribution to the stabilization of the monolayer arises from molecule-surface interactions 
through π-π bonds between graphite and the aromatic triphenylene core. The overall 
enthalpy difference for monolayer self-assembly from the supernatant liquid phase was 
deduced from a Born-Haber cycle. Accordingly, the solvent reduces the binding en-
thalpy gain to about 50% of the vacuum value, whereas for dicarboxylic acids a signif-
icantly more drastic effect was found in chapter 4 and 5. [16, 17] Based on a quantitative 
comparison of the overall enthalpy and entropy changes, we propose that the contribu-
tions from dewetting the substrate and stripping the weakly bound solvation shell cancel 
each other such that there are no significant net contributions to ∆G. This hypothesis is 
supported by energetic arguments: 7A-7A solvent-solvent hydrogen bond interactions 
are markedly stronger than the dispersive 7A-HBTP solvent-solute interactions. The 
predominant type of solvation is likely to be mediated by the solvent’s interaction with 
the π-system of HBTP which is not fully lost after adsorption. This profoundly affects 
∆G: there is no favourable entropy contribution due to desolvation; since the intermo-
lecular halogen bonds are comparatively weak, strong molecule-surface interactions are 
required to render self-assembly of halogen bonded monolayers thermodynamically fa-
vourable.  
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Chapter 7: Conclusions and outlook 

The quantitative understanding of the thermodynamic driving force of monolayer self-
assembly provides important information for the targeted bottom-up fabrication of 
functional nanostructures. In the initial state, molecules are dissolved and solvated in 
the solvent. In the final state, molecules are desolvated and incorporated into an ad-
sorbed monolayer on the surface. Since the overall enthalpy change of this monolayer 
self-assembly at the liquid-solid interface is difficult to measure directly using conven-
tional calorimetry, a detour was taken via well-defined reference states with accessible 
enthalpy differences. To this end, enthalpy differences between the crystal and gas 
phase, crystal and solution, as well as the monolayer and gas phase were assessed by 
experimental methods, theoretical methods, or a hybrid of both. The respective enthalpy 
differences are then combined into an adapted Born-Haber cycle to deduce the overall 
enthalpy change. The quantification of the enthalpic driving force also enables a quan-
titative comparison with the theoretically estimated of the entropy contribution of self-
assembly. Entropies are estimated using a theoretical model proposed by Whitesides et 
al. evaluated at the concentration threshold of self-assembly. For solutions with a lower 
concentration than the threshold, stable monolayers are not observed anymore. 

In this work, two hydrogen bonded networks and one halogen bonded network were 
studied as model systems using the proposed method. Self-assembly of terephthalic 
acid (TPA) is studied at the 9A-graphite interface; self-assembly of 4, 4’-stilbenedicar-
boxylic acid (SDA) at the 9A-graphite interface; and hexabromotriphenylene (HBTP) 
self-assembly at the 7A-graphite interface. Based on thorough comparisons between 
the different systems, influences on self-assembly related to the solvation of monolayer, 
the solvation of solutes in solution, the temperature, the aromatic backbone as well as 
the type of intermolecular interactions were quantitatively evaluated: 

1. Based on the Born-Haber cycle, overall enthalpy gains upon self-assembly of hy-
drogen bonded networks at the interfaces of fatty acids and graphite are found to be 
astonishingly small. The overall enthalpy change is lowered by the supernatant so-
lution to only a few percent of the respective vacuum value for both TPA and SDA. 
This originates from the solvation of the monolayer and the enthalpy cost for de-
sorption of the pre-adsorbed solvent layer. Since the desorption rate depends expo-
nentially on the desorption energy, molecules in the interfacial monolayer are highly 
dynamic and exhibit a high vertical mobility. These results provide a quantitative 
rationale for abundantly observed dynamic exchange [175, 176] and concentration-
induced phase transitions at the liquid-solid interface [168-170]. 
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The overall enthalpy gain of HBTP self-assembly was deduced from a hybrid Born–
Haber cycle. The solution reduces the total enthalpy gain to -109.2 kJ mol-1, i.e. 
about 50% of the vacuum value of -229.6 kJ mol-1. Based on a direct comparison, 
the enthalpy lowering related to the supernatant solution is remarkably weaker as 
compared to the cases of TPA and SDA self-assembly at the interface of 9A and 
graphite (95% for TPA and 90% for SDA). DFT results in an intermolecular inter-
action enthalpy of -43.5 kJ mol-1 per HBTP molecule, i.e. significantly weaker as 
compared to the cases of TPA and SDA (-76.8 kJ mol-1 and -73.0 kJ mol-1, respec-
tively). Hence, stronger surface-molecule interactions are required for the stabiliza-
tion of the HBTP networks. Indeed, DFT simulations indicated that the largest con-
tribution to the stabilization of the monolayer arises from molecule–surface inter-
actions through π–π bonds between the graphite and the aromatic triphenylene core 
(-189 kJ mol-1 per HBTP molecule). 

2. For both TPA and SDA, the estimated entropy of an unsolvated isolated molecule 
in solution is found to be significantly higher than the derived enthalpy gain upon 
monolayer self-assembly. This obvious contradiction to the experimental observa-
tion of stable monolayers indicates a significant solvation effect of molecules in 
solution. Hence, we propose a solvation model, where TPA and SDA solutes break 
fatty acid dimers and bond with solvent monomers via two 2-fold cyclic hydrogen 
bonds. Further entropy estimates based on the formation of hydrogen bonded so-
lute-solvent complexes reveals that the entropy loss is reduced owing to the for-
mation of the solvation shell in solution. Therefore, release of the solvation shell 
actually renders self-assembly a thermodynamically favorable process. On the other 
hand, the 2-fold cyclic hydrogen bonds that have to be broken by the dissolution 
from bulk crystals are regained upon solvation by the formation of solute-solvent 
complexes in solution. This also explains the relatively low dissolution enthalpies 
of dicarboxylic acids in fatty acid solvents. 

However, for the case of HBTP networks, a quantitative comparison of the overall 
enthalpy and entropy changes suggests that solvation makes no significant net con-
tributions to ΔS. This hypothesis is supported by further DFT derived binding ener-
gies: 7A–7A solvent–solvent hydrogen bond interactions are markedly stronger 
than dispersive 7A–HBTP solvent-solute interactions. Further entropy estimations 
suggest that static adsorption of 7A molecules on HBTP in solution is thermody-
namically unfavorable. This leads to the conclusion that the HBTP solvation shell 
is not stably bound, and hence does not give rise to a significant entropy contribu-
tion by desolvation. 
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3. The influence of an extended aromatic system on the thermodynamic stability of 
monolayers is quantified by a thorough comparison of SDA with TPA. All individ-
ual enthalpy contributions and the entropies were compared independently. The 
Born-Haber cycle yields a total enthalpy change of SDA self-assembly of  
-24.3 kJ mol-1 more than 3 times as large as that the -7.3 kJ mol-1 of TPA The meas-
ured sublimation enthalpy of TPA is ~42 kJ mol-1 lower than that of SDA. Yet, the 
binding energy of TPA molecules in the adsorbed (unsolvated) monolayer is  
~64 kJ mol-1 weaker than that of SDA. This means the second phenyl ring of SDA 
increases the binding energy in the monolayer on graphite by almost 50 % more 
than the binding energy in the crystal. Hence, the extended aromatic system of SDA 
leads to a significant increase of the adsorbed monolayer binding energy. For the 
case of HBTP, this enhancement is even more significant. The sublimation enthalpy 
+137.9 kJ mol-1 is somewhat weaker than that of SDA +169.0 kJ mol-1, due to the 
weaker intermolecular interaction of HBTP in the bulk crystal. However, the mon-
olayer binding enthalpy per HBTP molecule of -229.6 kJ mol-1 is significantly larger 
than the value of SDA -189.0 kJ mol-1 (MM simulations) owing to the even larger 
aromatic system of HBTP. 

On the other hand, the dissolution enthalpy of SDA in 9A is almost twice as large 
as for TPA. Since in both cases, the dissolution is endothermic, a high value for 
SDA means that molecules in solution phase are less stable, and crystallization (or 
monolayer formation) of SDA from solution  results in a higher energy gain than in 
the case of TPA. This additionally enhances the stability of interfacial SDA mono-
layers. 

4. Temperature dependent STM measurements show the reversible desorption and 
reformation of TPA monolayers around a sharply defined transition temperature of 
44°C±1°C. These results provide direct and solid evidence of a low desorption bar-
rier, i.e. the low enthalpy gain of self-assembly at the solution-solid interface. With-
out considering the entropy gain of desorbing the pre-adsorbed 9A layer, the en-
tropy contribution upon is evaluated using the critical temperature (44°C) as  
+30.8 kJ mol-1. Yet, considering the dewetting entropy gain of desorbing the pre-
adsorbed 9A layer, the entropy cost was obtained to be +12.0 kJ mol-1, in perfect 
agreement with the entropy loss at room temperature of +12.3 kJ mol-1using the 
concentration threshold of self-assembly. Since ΔH≈TΔS at these critical conditions, 
this agreement also proves the low temperature dependence of the total enthalpy 
gain upon self-assembly. 

In conclusion, the proposed Born-Haber cycle is applicable to different systems of in-
terest and provides quantitative thermodynamic insights into monolayer self-assembly 
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with a clear account of individual enthalpy contributions. The direct comparison be-
tween experimental and theoretical results provides important benchmarking for simu-
lations. The energetic accuracy obtained with parameterized force fields gives confi-
dence for broader studies of hydrogen bonded systems. By evaluating and comparing 
the free energy gain of various polymorphs in different solvents, the Born-Haber cycle 
method has the potential to also explain solvent-induced polymorphism quantitatively. 
Meanwhile, hybrid Born-Haber cycles constructed from a combination of experiments 
and simulations are proven to be an efficient method and have the potential to evaluate 
the thermodynamics of more complex systems. However, further improvements in the 
proposed approach are required for an assessment of the dewetting enthalpy. Also, for 
self-assembly with phase coexistence, the implementation of a Born−Haber cycle might 
become intricate. 
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Figure 7.1. TOC graphic of Chapter 4. A scheme of the Born-Haber cycle for TPA self-
assembly at the 9A-graphite interface. By directly assessing the enthalpy changes indicated 
by the blue arrows, the total enthalpy change upon self-assembly (red arrow) is obtained 
indirectly. [16] 

 

Figure 7.2. TOC graphic  of Chapter 5. STM images and the Born-Haber cycle of SDA 
self-assembly at the 9A-graphite interface. An overview STM image and a high resolution 
STM image is given in (a) and (b). A scheme of the Born-Haber cycle is illustrated in (c). 
In this work the influence of the extended aromatic system of SDA on self-assembly is 
quantified. [17] 
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Figure 7.3. TOC graphic of Chapter 6. Thermodynamic driving force of halogen bonded 
networks at the 7A-graphite interface is determined using a hybrid Born-Haber cycle. (a) 
high resolution STM image of HBTP monolayer at 7A-graphite interface; (b) hybrid Born-
Haber cycle of HBTP self-assembly at the 7A-graphite interface. [45] 
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