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Abstract

This work aims to solve the sensorless control problems of PMSM with multiple saliencies
e.g., concentrated winding PMSM (cwSPMSM). The main contributions are as follows. The
multiple-saliency model of the cwSPMSM is built based on experimental results. The phys-
ical reason for causing the secondary saliency signal is explained as well. Three saliency
tracking based sensorless control methods i.e., Multi-Signal Injection method, Secondary
Saliency Tracking method and Repetitive Control method are proposed for sensorless control
of cwSPMSM in the low speed range and at standstill. As a necessary supplement to the
saliency tracking based sensorless method, three fundamental model based sensorless control
methods, Model Reference Adaptive System, Sliding Mode Observer and Extended Kalman
Filter, are comparatively studied for higher speed operation. Any one of them can be combined
with one of the saliency tracking based methods to formulate a hybrid scheme. The multi-
parameter identification is discussed to demonstrate how to improve the system robustness.
Three improvements for the existing test bench, SVPWM design, Resolver demodulation de-
sign and C/VHDL code generation, are developed to further enhance the performance of the
controller.
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CHAPTER 1

Introduction

Nowadays, electrical machines that transfer energy bidirectionally between electrical power
domain and mechanical power domain are playing an important role in our daily life. They exist
everywhere around us e.g., in air-condition, computer, automotive, locomotive etc.. Moreover,
they are especially important in industry and power generation.

In terms of the operation mechanism, electrical machines can be classified into two cate-
gories: Direct Current (DC) machines and Alternating Current (AC) machines, which includes
Induction Machines (IM) and Synchronous Machines (SM). To be more specific, SM, which
has more promising application prospect compared to IM from the power density and effi-
ciency point of view, can be further divided into several subcategories: Permanent Magnet
Synchronous Machines (PMSM), Synchronous Reluctance Machines (SynRM), Switched Re-
luctance Machines (SRM), and Brushless DC Machines (BLDCM). Among these SMs, PMSM
has been widely applied in electrical drive systems because of its high performance, which
can be explained in three aspects. Firstly, permanent magnet material can establish a high
density and stable permanent flux, which is the unique intermediary of energy transmission be-
tween the stator and rotor of a PMSM. The PMSM, therefore, has a smaller size but a higher
power-to-volume(weight)-ratio compared to its counterpart, the AM. Secondly, different rotor
design techniques result in Surface-mounted-type (SPMSM) and Interior-type (IPMSM), which
are fit for low-power higher-precision servo applications and wider constant-power-region/
weakening-flux-capability drive applications, respectively. The flexibility of its structure makes
the PMSM able to fulfill requirements of different application areas. Thirdly, thanks to ad-
vanced control schemes like Field Oriented Control (FOC), Direct Torque Control (DTC), and
Predictive Torque Control (PTC), they allow PMSMs to have more smooth torque performance
in both dynamic and steady state than other SMs.

Among SPMSMs, the concentrated windings PMSMs (cwSPMSM) are gaining more and
more attention owing to their lower production cost, higher feasibility and more compact de-
signs when compared to machines with distributed windings. For example, in electric and
hybrid vehicles, concentrated windings are adopted to realize shorter motor length and higher
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efficiency. It is therefore foreseen that this machine type will find more and more applications
in the future. The cwSPMSM is the research object of this dissertation.

A high performance control method like FOC can not only improve the adaptation of PMSMs
for various applications but also increase the system efficiency by adopting additional control
constrains (e.g., Maximum Torque Per Ampere (MTPA)). In an FOC system, the rotor position
needs to be measured by an encoder or a resolver mounted with the rotor shaft, because it is re-
quired by the Park Transformation that is the kernel of FOC. The encoder or resolver, therefore,
is important for the system and its stability and fault-tolerance should be taken into considera-
tion by the designer. It is obvious that there are three weaknesses for the encoder/resolver-based
control system:

1) The encoder/resolver and its accessories (cables and decoder circuit) cost extra money.

2) Additional space is needed for the encoder installation. Sometimes, the concern for space
and weight is of higher priority in such applications like aerospace and aviation.

3) The reliability problem of the encoder/resolver stimulates a chain reaction and deterio-
rates the performance of the whole control system.

Fortunately, a drive system without an encoder/resolver has been extensively investigated for
almost 25 years. This concept has different expressions in literature such as encoderless, sen-
sorless, or self-sensing. In this work, sensorless is adopted as the terminology for a drive system
without the position/speed sensor despite of its ambiguous definition.

Obviously, sensorless control can make the PMSM drive system more competitive. So far,
we can find two categories for implementing sensorless control of PMSM in literature: the
fundamental model based method and the saliency tracking based method (In most cases, High
Frequency (HF) signal injection is required). In general, both methods are equally applicable to
other AC machines as well. At low speed ranges (below 0.05p.u.) and standstill, the estimations
of position and speed of any PMSM can only be done by saliency tracking based methods, while
all model based sensorless methods are invalid due to the disappearance back-Electromotive
Force (EMF) signal or poor Signal-to-Noise-Ratio (SNR). The reason is that the saliency is
the asymmetrical distribution of rotor flux, which is the physical characteristic of a machine
itself and insensitive to the machine model. When a PMSM runs at medium or rated speed,
the saliency tracking based method, however, results in an inaccurate estimation, because the
back-EMF is no longer negligible in this case. On the contrary, the higher the speed goes, the
better the fundamental model based method works, because this method is exactly back EMF
dependent. The combination of these two methods or so-called hybrid sensorless control is
necessary for the whole speed range operation of the PMSM.

Although comprehensive research topics involved in sensorless controlled PMSM drives have
been studied so far, the extensive applications of sensorless controlled cwSPMSM drives in in-
dustry have not come true. This is because the cwSPMSM has two significant characteristics
that bring great challenges to the researchers of sensorless control. Firstly, because of the homo-
geneous distribution of its rotor permanent magnet flux, the machine has very weak inductive
saliency, on which most sensorless control technologies are based, especially for low and zero
speed operation. Secondly, evoked by their special winding structures, the machine shows
strong multiple saliencies, which causes strong torque ripples if traditional sensorless control
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technologies are still used. Due to these problems, especially the latter one, sensorless control
has not been successfully realized yet in practical applications for commercial cwSPMSM. To
be more specific, the difficulties impeding the application of sensorless control for such machine
types are summarized as below

1) The saliency has different harmonics that arise from the machine design principle or
change of operation points. These harmonics are usually decoupled or removed from
estimation loop, which is effective when their magnitudes are weak. The stronger the
harmonic magnitudes are, the more difficult it is to decouple them.

2) Initial position information is required for starting a PMSM at standstill but its estimation
still faces challenges due to the multiple saliencies.

3) In higher speed range applications, the fundamental model based method is preferred. It
has several types and their evaluation and in-depth comparison need to be addressed.

4) Most fundamental model based methods are machine parameters-dependent. Thus, on-
line or off-line parameter identification become necessary.

1.1 Contributions
This dissertation deals with the analysis and development of sensorless control methods for
PMSM with strong multiple saliencies (cwSPMSM). In order to simplify the explanation of
different saliencies in advance, they are classified into two types in terms of their physical
origin periods: primary saliency and secondary saliency. To be more specific, the asymmetrical
rotor permanent magnet flux distribution (saliency between rotor d and q axis), whose period is
half of an electrical period, is called the primary saliency. The higher order harmonics of rotor
flux distribution are all called secondary saliencies.

In this work, firstly, the multiple-saliency model of cwSPMSM is built based on existing
research conclusions from literature as well as massive experiments in the lab. The saliency
model is the foundation of a saliency tacking based sensorless control method and its accuracy
affects overall performance of the whole system. Then, the physical origin of cwSPMSM’s
secondary saliency and its relation to frequency of injected voltage signals are theoretically
and experimentally analyzed, which gives deep insight into sensorless-capability and machine
design principle.

Secondly, three saliency tracking based sensorless methods are proposed from different per-
spectives to solve the low speed and standstill sensorless control problems of cwSPMSM. A
multi-signal injection method, which is developed on the basis of a combination of different
saliencies, is proposed. In this method, two separate HF signals with different magnitudes and
frequencies are injected into the cwSPMSM at the same time. Their HF current responses,
which contain the same rotor position information but different content of saliencies, are de-
modulated and then combined together to get a clear primary saliency signal. This synthesized
signal is then utilized to identify the rotor position afterward. On the contrary to the multi-signal
injection method, a secondary saliency tracking method based on primary saliency signal de-
coupling is proposed as well. Instead of processing the primary saliency signal in most cases,
secondary saliency signal that has a better signal to noise ratio and more precise resolution is



4 CHAPTER 1. INTRODUCTION

processed by a specially designed band pass filter and an adaptive notch filter for speed and
rotor position estimation. As a supplementary to the decoupling method, a repetitive control
method in an angle domain is adopted. This repetitive control originating from traditional in-
ternal mode theory can periodically update its memory and effectively decouple the unwanted
saliency signal.

Thirdly, to implement sensorless control of the cwSPMSM at medium and high speeds, three
revised fundamental model based methods, Model Reference Adaptive System, Sliding Mode
Observer and Extended Kalman Filter, are comparatively investigated and applied. Their ad-
vantages as well as disadvantages are summarized. These fundamental model based methods,
however, are machine parameters-dependent (e.g., permanent magnet flux, stator resistance and
inductance). Hence, the parameter identification is expected to further improve the system ro-
bustness. Among the selected sensorless model based methods, Model Reference Adaptive
System and Extended Kalman Filter are capable of not only the rotor position and speed es-
timation but also the on-line machine parameter estimation by means of different selections
of state-space variables. The corresponding problems regarding parameter estimation such as
parameter identifiability and inverter non-linearity are studied as well.

The experiments of all sensorless methods are performed on a self-made testbench, which
consists of a CPU (Core 2 Duo) and an FPGA (Cyclone 3). Although the main hardware of the
system and basic software for machine control have already been developed by other colleagues,
three aspects have been further improved for the existing system. A resolver demodulation
circuit and its control software in the FPGA based on VHDL are developed to decode the
position and speed signal measured by a resolver. Then, a space vector Pulse-Width-Modulator
(PWM) technique is implemented inside the FPGA, which releases the calculation burden of the
CPU and shows the advantage of the FPGA’s parallel operation. At last, a C code and a VHDL
code generation on the basis of Matlabr/Simulinkr are investigated to achieve a seamless and
reliable transition between the simulation model and the execution code. The simulation-model
based design will become more popular in a complex algorithm development in the future and
there are some other similar types like Matlab-FPGA, Matlab-DSP. They can tremendously
accelerate the development progress and shorten the research period.

1.2 Related work

Sensorless control of AC machine with multiple saliencies has been studied in publications
since 1998. They focused on sensorless controlled IM and PMSM with decoupling of saturation
induced or cross-saturation induced secondary saliencies. To be more specific, the saturation-
induced secondary saliency results from the fundamental excitation or permanent magnet flux
harmonics, while the cross-saturation induced secondary saliency arises from a load-dependent
rotor flux displacement.

In 1998, the characteristics of multiple saliencies in AMs have been reported in [1]. In this
study, the sensorless control was realized for an IM using the decoupling method, where higher
orders of the saliency were decoupled from the primary saliency. In a later publication [2], the
saturation induced as well as cross-saturation induced saliencies of an IM and their effects on
HF signal injection based sensorless IM drives were discussed. These studies showed that the
rotor flux information of an IM exists also in the magnetizing flux- and stator leakage flux-
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induced secondary saliencies except in the primary saliency. Nevertheless, the rotor position
of AMs which has a slip difference from the rotor flux position can be estimated only if there
exists a manually created rotor-structure saliency. As a consequence, the estimations of these
two positions need to be clarified clearly for an AM. On the contrary, the rotor position and
permanent magnet flux position of a PMSM are exactly the same. Thus, the rotor position
information exists in the multiple saliencies but it has little relation to the stator leakage.

Another attempt using the decoupling method was researched in 2008 with an IPMSM [3],
where the higher order saliencies were only present in loaded condition which is not true for
cwSPMSM. A neural network based decoupling method was developed in this paper but it was
of complex structure and needed a longer time training process. In 2010, a comprehensive
comparison of two general used sensorless methods, the rotating HF signal injection and the
pulsating HF signal injection method, were published in [4] taking also the characteristic of
multiple saliencies into consideration. From the mathematical expression point of view, both
saturation induced or cross-saturation induced secondary saliencies have the same form. The
respective errors introduced by these two kinds of secondary saliencies were analyzed in this
paper as well. But, no concrete solution was presented and it was only valid for an IPMSM with
distributed windings, which is different from a cwSPMSM.

A very interesting work was published in 2011 to study the principle of multiple saliencies
phenomena in a PMSM [5]. This work proved that the higher order saliencies were evoked
by the zigzag leakage of the rotor flux in the stator teeth. And this effect is more significant
in machines with concentrated windings than with distributed windings. The author designed
a cwSPMSM with a reversed saliency, Ld > Lq. The design can not only mitigate the load-
dependent cross-saturation but also make the saliency ratio ∆L/ΣL independent of load condi-
tion. As a matter of fact, it is impractical to design such a special machine for general purposes
and a common sensorless control method is expected. Other similar works are also seen in deal-
ing with multiple saliencies for sensorless control, not only for SMs [6], but also for AMs [7–9].

In 2013, an arbitrary injection method was applied to the cwSPMSM in [10] and the au-
thor claimed that two original decoupling methods failed when the magnitude of the secondary
saliency signal is higher than that of the primary saliency signal. The essence of this method was
to build a multiple-saliency model, which demanded mass commissioning testes. However, no
full-load test and standstill test were presented. In fact, it is still a challenge for position estima-
tion at standstill with existence of strong secondary saliencies. The full-load test can reflect the
rejection ability of the sensorless method to cross-saturation-induced rotor flux displacement
and is therefore mandatory for evaluating a sensorless controlled PMSM drive system.

Summarizing the available literature, it can be seen that most of these studies were focused
on the decoupling idea, where the higher order saliencies were compensated or removed from
the control loop. This concept is effective if the higher order saliencies are weak compared
to the primary saliency. Unfortunately, only few publications cope with sensorless control of
cwSPMSM that shows strong multiple saliencies, which means the magnitude of secondary
saliency signal is greater than half of primary saliency magnitude regardless of load condition
and fundamental excitation. In this case, eliminating these secondary saliency signals means
loss of information. In addition, the cwSPMSM under test also shows significantly different
properties as the machines reported in the literature, which will be described in the Chap-
ter (Ch.) 5. Therefore, the objective of this work is to investigate the detailed properties of
cwSPMSM and to realize a feasible saliency tracking based sensorless control at standstill and
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low speed range and eventually a full-speed range hybrid sensorless control system combining
both saliency tracking based and fundamental model based method.

1.3 Outline
Following this introduction, Ch. 2 gives an overview of the state of the art of sensorless control.
The two sensorless control categories are systematically introduced and analyzed. Meanwhile,
the advantages and disadvantages of both types are summarized. In order to clearly explain the
proposed methods, Ch. 3 introduces mathematical models of both PMSM and multiple salien-
cies. The symbols and notations for describing the system are defined as well in this chapter
and utilized uniformly in the dissertation. The first 3 chapters provide required basic knowl-
edge and lead to the solution of the multiple-saliency problem. Some hardware and software
implementations are described in Ch. 4

In Ch. 5, three saliency tracking based sensorless control methods are proposed for the low
speed range and standstill operation. Firstly, a Multi-Signal Injection (MSI) method is pro-
posed in the manner of combining all saliency signals together with injections of two HF sig-
nals into the cwSPMSM. Secondly, a Secondary Saliency Tracking (SST) is designed based
on the primary saliency decoupling. It utilizes the rotation difference of the primary and sec-
ondary saliency signal. Thirdly, a Repetitive Control (RC) method that decouples the secondary
saliency signal is developed as a second decoupling attempt. Ch. 6 shifts the attention from
saliency tracking based methods to fundamental model based methods for higher speed oper-
ation. There are also three types, Model Reference Adaptive System (MRAS), Sliding Mode
Observer (SMO) and Extended Kalman Filter (EKF). Their operation mechanism and stability
analysis are presented. Comparisons in terms of parameter-sensitivity and dynamic perfor-
mance are carried out as well. In order to improve the system-robustness and self-adaptation,
a multi-parameter identification of PMSM is studied in Ch. 7 on the basis of MRAS and EKF.
Moreover, parameter identification related issues like identifiability and consideration of in-
verter non-linearity are investigated. Finally, this work is concluded in Ch. 8.
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CHAPTER 2

State of the art

2.1 Introduction

Sensorless control of AC machine has been studied for a long time and there is a lot of literature
dealing with different methods for different machines. This work focuses only on the sensorless
control of PMSM drive system especially PMSMs with strong multiple saliencies.

As introduced in Ch. 1, there are two categories for the sensorless control of PMSM, the
saliency tracking based method and fundamental model based method. The former one derives
from the machine’s saliency, which is actually a phenomenon of asymmetrical distribution of
machine rotor flux due to the physical structure or saturation. Therefore, the differences between
all saliency tracking based methods are the excitation signal, which excites or exaggerates the
existing saliency in a PMSM, and the corresponding demodulation method. The latter one is
built based on the mathematical model of a PMSM. However, the PMSM model has different
expressions such as transfer function, state-space equations and simultaneous equations accord-
ing to different requirements. Each of them has its own advantages as well as disadvantages.
But, they have one thing in common: the parameters of the PMSM in the model change with
the operation point and they should be on-line or off-line adaptively estimated. In this chapter,
these sensorless method related issues and the state of the art will be addressed.

2.2 Saliency tracking based sensorless method

The saliency of a PMSM is the characteristic of a machine itself and has a close relation to the
saturation property of permanent magnet material and especially machine design technique e.g.,
stator winding distribution, slotting and installation of permanent magnet [11–13]. For instance,
the IPMSM has normally a higher saliency ratio than the SPMSM due to its asymmetrical
installation of rotor magnets [14]. Obviously, the sensorless control of SPMSM is more difficult
because of its weak geometrical saliency. Normally, the saturation-induced saliency of SPMSM
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is utilized to estimate the rotor position. With the help of a Finite Element Analysis (FEA) tool
provided by simulation software, the exact inductive or resistive saliency can be calculated and
the simulation results are in high accordance with experiment measurements [15]. Thus, the
sensorless-capability of a PMSM can be evaluated in case of knowing the exact machine design
parameters. In reality, however, it is always impossible to get the detailed data of a commercial
PMSM.

Saliency tacking (geometrical or saturation-induced saliency) based methods are usually
adopted to estimate the rotor position at standstill and in low speed range. In these methods,
additional HF signals are required to inject into the PMSM and excite or exaggerate the saliency
signal. In terms of the injection signal pattern, saliency tracking based methods can be classi-
fied into two main groups: carrier-signal based and Pulse Width Modulation (PWM) switching
pattern based. The carrier-signal based method means that the HF signals are superimposed on
the fundamental signals and then the combined signals are fed as references to a PWM modu-
lator. As a consequence, the carrier-signal based method is of simple structure and do not need
to modify the existing hardware. But, the resolution of the PWM frequency has a significant
impact on restoring the HF signal. Moreover, The inverter’s non-linearity deteriorates further
the problem. On the contrary to the carrier-signal based method, the PWM switching pattern
based method focuses on either using the existing fundamental PWM excitation or modify-
ing the switch-on and off times without introducing interference with the fundamental signals.
In other words, this method pays attention to the modulator but not the reference. However,
in most cases, the PWM switching pattern based method requires either oversampling of phase
currents or additional hardware, e.g., current derivative sensors, midpoint wire of star-connected
machine and inverter DC link voltage.

2.2.1 Carrier-signal based saliency tracking method

2.2.1.1 Rotating HF signal injection method

The rotating HF signal injection method was first proposed by Prof. Lorenz in [16] for an IM
and later in [4] for a PMSM. The method treats the machine itself as a resolver and the same
excitation and demodulation techniques employed by a resolver-to-digital converter are applied
to estimate the position and speed of the machine.

The principle of the rotating HF signal injection method is depicted in Fig. 2.1. The outer
blue line and inner red dotted-line represent the trajectory of the injected HF voltage signal
uc and its induced HF current signal ic, respectively. The excitation voltage signal rotates at a
speed of ωωωc periodically in the Stationary Reference Frame (SRF) i.e., α−β frame which is the
origin of its name “rotating". At the presence of a single saliency, the trajectory of ic becomes
an ellipse whose major axis is always aligned with the d axis. It is obvious that the rotor position
information is hidden in the ellipse and a special demodulation technique is required to decode
the rotor position e.g., Phase Locked Loop (PLL), phasor transformation and observer. More
details can be found in Ch. 3.

2.2.1.2 Zero-sequence voltage or current based method

For the rotating HF signal injection method, the HF Negative-Sequence Current (NSC) contains
the rotor position information. If the neutral point of a star-connected IM or PMSM is available,
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Figure 2.1: Rotating HF signal injection method in α− β frame.

the Zero-Sequence Voltage (ZSV), which can be measured by three phase-to-neutral point volt-
ages or other auxiliary hardware connections [17], contains also the rotor position information
like the NSC. Similar demodulation techniques and estimation methods from the NSC based
method can be applied to the ZSV based method.

The corresponding Zero-Sequence Current (ZSC) based sensorless method was proposed in
[18] for a delta-connected machine. This method requires access to the machine phase windings
and an additional current sensor. Another ZSC based sensorless method can be found in [19].
It adopted test voltage injection and a current derivative sensor was required, which increases
the cost of the whole system. A comparison between NSC, ZSV and PWM-induced ZSV were
performed in [20] and their performance was similar because all of them share the same physical
principle.

There are two obvious drawbacks for ZSV based sensorless methods compared to the NSC
based method. Firstly, rare commercial PMSMs provide neutral-point access and thus a modi-
fication of machine winding is needed in advance. Secondly, the additional voltage or current
sensors and their accessories result in additional cost.

2.2.1.3 Pulsating HF signal injection method

The Pulsating (or alternating) HF signal injection method was first seen in [21] for a PMSM.
The method injected a sinusoidal HF voltage signal into the q̂ axis and a corresponding de-
modulation technique utilizing icd was presented as well. The name “pulsating" means a HF
pulsating signal is injected in the estimated d̂ − q̂ frame. Nonetheless, the q̂ axis injection
scheme introduces noises and torque ripples to the system even if the estimated position con-
verged to the real one. Thus, the estimated d axis HF signal injection method was proposed later
in [22–26]. By contrast, it can avoid the disadvantages of its counterpart but maintain the same
advantages. Therefore, the latter one was adopted widely in industry applications [27] and its
detailed principle is explained in Fig. 2.2.

The outer blue solid-line represents the amplitude profile of the injected HF voltage signal
uc which pulsates along the estimated d axis and rotates together with the rotor at the same
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time. The red double-arrow-line denotes the induced HF current signal ic, which is decomposed
further by icd and icq in d̂ − q̂ frame, respectively. If the d̂ axis coincides with the d axis, the
estimated position θ̂ and speed ω̂ converge to real values and icd = ic icq = 0 in the ideal
case. Hence, the value of icq can indirectly reflect the misalignment of the d − q frame and the
d̂ − q̂ frame and is proportional to the estimated position error θ̃ = θ̂ − θ. All pulsating HF
signal injection methods rely on the estimation error either icd or icq in accordance with q̂ or
d̂ injection. The demodulation of estimation error, however, has different forms such as [22–
24, 28] in accordance with different purposes. In addition, in terms of the shape of injected HF
voltage, there are two popular types: sinusoidal form and square-wave form [25,29]. The latter
one shows better dynamic performance than the former one but it requires special demodulation
technique.

Figure 2.2: Pulsating HF signal injection method in d̂− q̂ frame.

A particular pulsating HF signal injection method performed in the α−β frame was proposed
recently, including both the sinusoidal-wave type [26] and the square-wave type [30]. The visual
description of this method can be found in Fig. 2.3, where the definitions of symbols are the
same with Fig. 2.2. The difference is that the icα and icβ in α − β frame instead of icd or icq are
amplitude-modulated by the rotor position and need to be demodulated.

2.2.2 PWM switching pattern based method

2.2.2.1 INFORM and its related method

The name INFORM stands for “Indirect Flux detection by On-line Reactance Measurement".
It was proposed by Prof. Schroedl in 1988 and applied to different types of AC machines e.g,
AM, PMSM, RM in [31]. The INFORM method was further improved in [32] so as to minimize
the induced noise and losses by test voltages. Interruption of the fundamental PWM pattern
for a specific period of time is required by the INFORM method to inject a manually designed
sequence of test voltages, which are the basic six active vectors i.e.,v1−v6 and two zero vectors
i.e.,v0,v7 as shown in Fig. 2.4. As a result, the INFORM method is fundamental PWM pattern
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Figure 2.3: Pulsating HF signal injection method in α− β frame.

independent and the duration time and magnitude of the test voltages can be flexibly chosen by
the designer according to different operation points or different machine types.

PMSM

s1 s2 s3

s4 s5 s6

(a) Three-phase two-level inverter (b) Definition of voltage vectors

Figure 2.4: Inverter and voltage vectors.

The INFORM reactance xINFORM and stator voltage model of a PMSM are presented in (2.1)
and (2.2) respectively.

xINFORM =
us

dis/dτ
, (2.1)

us = Rsis +
dψs
dτ

:= Ls
dis
dτ

+ es
︸ ︷︷ ︸

ψs=Ls(θe)is+ψPM

, (2.2)

ψPM = ψPMe
jθe (2.3)

es =
dψPMe

jθe

dτ
= jωeψPM, (2.4)
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where us, is and es are the stator voltage vector, stator current vector and back EMF, respec-
tively. Rs is the stator resistance, Ls is the stator inductance matrix. ψs is the stator flux vector,
ψPM and ψPM are vector representation and scalar magnitude of the permanent magnet flux of
the PMSM, respectively.

Almost all saliency tracking based methods including INFORM treat the machine as a pure
inductance load while the voltage drop Rsis and back EMF es are neglected when the machine
runs at low speed range. xINFORM, therefore, is actually the inductance matrix Ls in the stator
voltage model. The saliency orientation position can be observed by the variation of xINFORM,
which is the basic idea of the INFORM method. A space phasor ∆is combining the changes of
the three phase currents during the duration interval of the test voltage is derived as in (2.5) to
demodulate the rotor position that is included in the space angle of the phasor (2.6)

f(∆is) = ∆ia + ∆ibe
4π
3 + ∆ice

2π
3 , (2.5)

argf(∆is) = 2θe + π, (2.6)

where ∆ia, ∆ia, ∆ia are the changes of three phase currents during the duration time interval
∆t of active voltage vector v1, v3, v5, respectively.

As introduced before, the fundamental PWM pattern is not consecutive during test voltage
injection and the duration time selection of these active test vectors should be a tradeoff between
the interference with fundamental PWM and the SNR of the current derivative signals.

Another similar attempt, where a slight modification of the inherent fundamental PWM pat-
tern was necessary, can be found in [33]. Within this method, the transient ZSV of the stator
winding was measured through three phase currents in response to specific modified PWM
transients. In terms of implementation, this method is similar to the INFORM method but the
modification of the PWM pattern and its related rotor position demodulation are different.

2.2.2.2 Fundamental PWM-integrated method

On the contrary to the INFORM method, the Fundamental PWM-Integrated (FPWMI) method
[7, 10, 34–36] relies only on the inherent fundamental PWM-induced effects. As a result, the
interruption of the PWM and HF signal injection are not necessary. Most of these FPWMI meth-
ods utilize a SVPWM technique in which the switch sequences are symmetrical and flexible to
adapt changes of duration time without introducing interference to the fundamental compo-
nents.

In [34], a classical FPWMI method was introduced and it showed higher dynamic response
than the INFORM method. The basic principle is that the phase inductance is rotor position
modulated. Hence, the derivative of phase current during the excitation of active vectors reflects
the variation of inductance, and indirectly implies the rotor position information. As mentioned
in [34], a space phasor whose angle is the rotor position was skillfully formulated based on three
phase current derivatives. Obviously, the measurement accuracy of current derivative affects the
overall estimation performance. In addition, the required current derivative sensor itself dose
not exist in a normal industrial control platform and thus the implementation of this method still
faces several obstacles in practice.

During recent years, an arbitrary injection scheme based sensorless control has been proposed
in [10, 35, 36] for the whole speed range operation of a PMSM. Its essence is to build an ideal
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isotropic model of a PMSM which has actually an anisotropic characteristic i.e., saliency. Thus,
the rotor position information of a PMSM exists in the difference between the isotropic model
and the anisotropic model (real machine model). At lower speed range without load, the inher-
ent SVPWM modulator is dominated by zero space vector i.e.,v0 and v7. The duration time of
the six active vectors, in this case, is not long enough to excite observable current ripples, on
which the arbitrary injection method highly relies. A slight modification of the PWM pattern,
therefore, is required to extend the duration time of active vectors, whereas the modification is
unnecessary in the high speed range or at loaded-condition due to enough excited current rip-
ples. The arbitrary injection method depends also highly on the accuracy of measurements of
the current derivative. Moreover, the precise sampling of current signal during specific switch-
ing instance is still a challenge for an off-the-shelf industrial control platform. It needs to be
further improved to adapt to practical applications where the sampling frequency and precision
of the current sensors are limited.

2.3 Fundamental model based sensorless method

In the previous section, the first category of sensorless control methods has been comprehen-
sively introduced. It can be seen that most of the saliency based methods except FPWMI neglect
the back EMF term in the machine model (2.2) in order to simplify the machine model as a pure
inductive load, which is a reasonable approximation in the lower speed range. But, the assump-
tion does not hold true when the speed goes higher especially near its rated speed and the back
EMF term dominates es in the right hand side of (2.2). As a result, saliency based sensorless
method, in this case, would have a higher estimation error of position and should be replaced
by a fundamental model based method. The hybrid sensorless control becomes more popular
and is regarded as a complete solution for the whole speed range sensorless control [27,37]. es
can be further expressed in α− β frame as follow

es = −ωrψPMsinθe + jωrψPMcosθe = eα + eβ. (2.7)

It is obvious that the rotor position can be calculated as

θe = arctan
−eα
eβ

. (2.8)

This is the theory basis of several fundamental model based methods and it is straightforward
to realize. However, other fundamental model based methods utilize the adaptive estimation
mechanism [38] based on the observer design theory. In the following subsections, some im-
portant branches of the fundamental model based method are introduced briefly.

2.3.1 Active flux observer

The Active Flux Observer (AFO) originates form the machine voltage model and was summa-
rized in [39] as a general sensorless method for almost all AC machines. The concept of AFO
refers to the torque-producing flux in the electromagnetic torque formulas of AC machines. In
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this work, only PMSM is considered and thus its equation derivation is performed as an ex-
ample. However, the AFO can be applicable to other types of AC machines as well [39]. The
active flux is ψPM in a PMSM and it can be calculated as

ψPM =

∫
(us −Rsis + ucomp)dτ −Lsis. (2.9)

where ucomp is a compensation component and it accounts for the inverter non-linearity and
other effects e.g., dead time, integration dc-offset and stator resistance variation. The ucomp is
considered in (2.9) for practical issues in order to solve the drift problem resulting from a pure
integrator.

The block diagram of AFO is shown in Fig. 2.5 where the rotor position is estimated through
a PLL 2©. The PLL can be replaced by an arctan calculation 1© as well. The structure of the
AFO is simple and straightforward. As a consequence, it has been adopted by [8,38,40,41] with
different compensation calculation. However, machine parameters e.g., Ls, Rs and ψPM affect
the overall performance of the AFO and need to be adaptively estimated by other observers. The
combination of AFO with parameter observer has been implemented and detailed procedures
and results can be found in Ch. 7.

arctan

1

2

Figure 2.5: Active flux observer with PLL.

2.3.2 Model reference adaptive system
The basic structure of a Model Reference Adaptive System (MRAS) is shown in Fig. 2.6 where
a reference model and an adjustable model are adopted. All parameters in the reference model
are assumed to be known in advance from either the nameplate or measurements. Whereas,
an unknown parameter or parameter vector ŷ exists in the adjustable model depending on the
machine model. In this work, ŷ is θ̂e or ω̂e. They can be estimated through an adaptive controller
that is designed based on Popov’s stability theory. The outputs of these two models are x
and x̂ that represent the same physical quantity. The output can be any specific signal e.g.,
current [42, 43], stator or rotor flux ψs ψr [44] and reactive power [45] for PMSM. An error
signal ε is produced by comparing y and ŷ and then fed to the adaptive controller.

Normally, a Proportional-Integral (PI) controller is adopted as the adaptive controller, which
simplifies the implementation of MRAS in a digital signal processor. The feasibility of choosing
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Reference Model

Adjustable Model
Adaptive
Controller

Figure 2.6: Model reference adaptive system.

the adjustable model makes it more competitive than other fundamental model based methods.
However, MRAS has the same drawback as AFO. It is machine parameters-dependent i.e.,Rs,
Ls, ψPM. As a result, the on-line parameters identification is also necessary for obtaining a
high-dynamic and operation-point independent control performance.

2.3.3 State-space based observer
The state-space equation describes the PMSM model in matrix form which enables a concise
and effective analysis of system performance e.g., stability, observability, dynamic improvement
through pole placements. In general, an arbitrary system can be written as

ẋ = Ax+Bu

y = Cx
(2.10)

whereA,B andC are matrices with different dimensions in accordance with the system order,
x and y are referred to as state variables and outputs, u is the system input. The basic principle
of a state observer is to construct an estimated model having a similar structure as (2.10). It can
be described as

˙̂x = Âx̂+ B̂u+Kf(ŷ − y)

ŷ = Ĉx̂
(2.11)

where ˆ represents the estimated quantity of a parameter in accordance with (2.10). The only
difference between (2.10) and (2.11) is the additional adjustable itemKf(ŷ − y). K is a gain
matrix and it forces the estimated parameters in Â, B̂ and Ĉ to converge to their real values.
And then, the stability of the whole observer can be guaranteed. The selection criteria of K
relies on stability theories of different observers, and thus, is a symbol to differentiate the type
of observer as well. Meanwhile, the f(.) indicates a linear e.g., f(z) = z or nonlinear e.g.,
f(z) = sign(z) function, which is another symbol for distinguishing different observers. The
possible combination of K and f(.) are summarized as follows. Note that, the state variable
vector x in each observer is changeable and not always the same. They can be performed even
in different frames.



16 CHAPTER 2. STATE OF THE ART

2.3.3.1 Luenberger observer

• K = Constant or Speed-dependent, f(z) = z

PMSMPMSM

Adaptive
Controller

Figure 2.7: Luenberger observer.

The Luenberger Observer (LO) as shown in Fig. 2.7 is deterministic and applicable to a
linear and nonlinear system (Extended Luenberger Observer (ELO) is required). The stability
of the error dynamics of the LO and also other observers mentioned in the next subsections
can be guaranteed by Popov’s hyper-stability theorem or Lyapunov’s stability theorem. The
corresponding procedures of stability proof can be found in [38].

The feedback gain matrixK has constant or speed-dependent values, depending on the eigen-
values chosen for A−KC in a way that the system is stable and the transient of the designed
observer is faster than the PMSM model. The feedback error ŷ − y is the difference between
the measured and estimated state variables or outputs of interest. In order to apply the LO or
ELO for sensorless control of PMSM, the speed or position of the PMSM that exist only in
the system matrix Â should be estimated. The adaptation mechanism of estimating speed or
position is deduced from stability analysis, which follows the similar way as MRAS. The con-
vergence rate of LO is K times faster than that of MRAS. However, K can not be chosen too
high because the environment and measurement noise are magnified as well. A compromise for
choosing K should be made such as making it speed-dependent. The drawback of LO or ELO
is the low robustness to parameters variation and noise interference.

2.3.3.2 Extended Kalman filter

• K = Time-Variable, f(z) = z

The Kalman Filter (KF) shown in Fig. 2.8 belongs to the class of stochastic observers and
it takes the system noise and measurement noise, which are normally neglected by other ob-
servers, into consideration. The gain matrix K of the KF is updated adaptively at each cal-
culation step with the goal of minimizing the state or output errors ŷ − y, and therefore, it is
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PMSMPMSM

Figure 2.8: Extended Kalman filter.

time-variant. The traditional KF can be extended to a nonlinear system as well and it is called
the Extended KF (EKF), which is popular in high-performance servo systems because of its
accurate estimation in a wide speed range and even in noisy environment.

The EKF is proposed based on the minimization theory of the mean square error. Each
calculation step, it can predict the most probable states i.e., the optimum outputs in the next
step, which are utilized together with the noise matrix for updating the gain matrixK. Detailed
information of implementing an EKF in sensorless control of PMSM can be found in Ch. 6.
Owing to the complex calculation involved in EKF, the execution of EKF in a digital controller
occupies more resources than other observers.

PMSMPMSM

Adaptive
Controller

Figure 2.9: Sliding mode observer.
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2.3.3.3 Sliding mode observer

• K = Constant or Speed-dependent, f(z) = sign(z)

The Sliding Mode Observer (SMO) as shown in Fig. 2.9 is described and analyzed on a super-
plane of system states, where a sliding motion is guaranteed by Lyapunov’s stability theorem.
The value of the gain matrix K is constant or speed-dependent and should be high enough to
ensure the convergence of the SMO. In comparison with the previously introduced EKF and
LO, the remarkable difference of the SMO is its feedback error expression f(z) = sign(z),
which always leads to a high feedback gain even if the error is small. High feedback gain
enhances system robustness to parameter variation. The chattering problem resulting from the
sig function is the main obstacle that impedes the wide application of SMO.

2.4 Parameter identification of PMSM

In the observers mentioned in the previous section, Â, B̂ and Ĉ contain not only speed ωe or po-
sition θe but also other machine electrical parameters e.g., ψr, ψPM,Rs and Ls, which are treated
normally as constant values for every operation point. In reality, however, they change with the
load, temperature and saturation. As a result, the on-line or off-line parameter identification be-
comes necessary so as to make the system itself adaptive to parameter variation, or detect faults
to avoid further damage of the control system. For example, in certain high-performance con-
trollers or control strategies e.g., Dead-Beat (DB) control, MTPA control and copper/iron loss
minimization control, the electrical parameters are required inside the controller for achieving
different purposes adaptively. Moreover, fault prediction/detection or system health monitor-
ing become more and more important in the application of PMSMs like aerospace or remote
control. The machine parameters behave actually as monitors that give feedback to the system
controller for justifying if there is a fault. As a consequence, the parameter identification is
important for strengthening the system robustness. In this section, three categories of parameter
identification method will be introduced.

2.4.1 HF signal injection based off-line parameter identification
In general, saliency tracking based sensorless methods are independent of machine parameters.
In several cases, however, the inductance e.g., Ld, Lq, Ldq-incremental inductance (ld, lq, ldq-
apparent inductance) or flux linkage e.g., ψd, ψq, ψdq are required by saliency based algorithms
[26,46,47]. Fortunately, the HF signal injection method and its related demodulation technique
can be applied also to identify machine parameters in the entire id− iq plane. The identification
is usually performed with the help of an encoder or resolver integrated with the PMSM. The
results, in most cases, are calculated off-line and then stored as a Look-Up Table (LUT) in
memory. In practice, other parts of the controller that need these measured parameters pick up
data from the LUTs in accordance with the operation point.

For example, the HF pulsating signal and rotating signal injection methods were adopted
in [26, 47, 48], respectively. In [26] and [48], the HF signal uc = Vccos(ωct) was injected into
the d− axis to obtain the relevant dq− axis HF currents i.e. idc1 and iqc1, and then applied to
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q− axis to get idc2 and iqc2. These voltages and currents are applied to the HF machine model
which is assumed as a pure inductance load, as shown in the following equation

[
uc 0

0 uc

]
=

[
Ld Ldq

Lqd Lq

]
d

dt

[
idc1 idc2

iqc1 iqc2

]
. (2.12)

Both sides of (2.12) are multiplied by a 2cos(ωct) and then applied to a Low Pass Filter (LPF)
to give [

Vc 0

0 Vc

]
= ωc

[
Ld Ldq

Lqd Lq

][
Idc1 Idc2

Iqc1 Iqc2

]
(2.13)

where Idc1, Idc2, Iqc1, Iqc2 are amplitudes of the corresponding HF currents. Then the inductance
matrix is obtained by solving (2.13) as

[
Ld Ldq

Lqd Lq

]
=

1

ωc

[
uc 0

0 uc

][
Idc1 Idc2

Iqc1 Iqc2

]−1

. (2.14)

In [47], the Ld, Lq and Ldq were measured through the HFI method and an off-line curve fit-
ting. The data was finally stored in a LUT. Then, a Recursive Least Square (RLS) was applied to
further estimate theRs and ψPM based on the existing LUT. Detailed procedures are described as
follows. A pulsating HF voltage signal uc = Vcsin(ωct) is injected into the stationary reference
frame and its excited HF current vector is expressed as

isdqc = Icpe
j(ωct−π/2) + Icne

j(−ωct+2θe+ϕ−π/2) (2.15)

Ld =
Vc(Icp − Icn

√
1

tan(2θerr)2+1
)

ωc(I2
cp − I2

cn)

Lq =
Vc(Icp + Icn

√
1

tan(2θerr)2+1
)

ωc(I2
cp − I2

cn)

Ldq =
VcIcntan(2θerr)

√
1

tan(2θerr)2+1

ωc(I2
cp − I2

cn)
(2.16)

The HFI based parameter measurement is insensitive to operation point and accurate in prac-
tice. Moreover, there is no divergence problem in comparison with observer based parameter
identification method. However, the noise and loss resulting form the injected HF signal and
the phase shift introduced by filters in the demodulation part should be considered.

2.4.2 Fundamental model based parameter identification
As explained already, the fundamental model of a PMSM contains machine parameters. As a
consequence, if some of the parameters are measured during experiments, the other unknown
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parameters can be calculated. The method follows the linear algebra theory. For example, the
voltage equations in the synchronous d− q coordinate frame are

vd = idRs +
dψd
dt
− ωeψq = idRs + Ld

did
dt

+ Ldq
diq
dt
− ωeψq

vq = iqRs +
dψq
dt

+ ωeψd = iqRs + Lq
diq
dt

+ Ldq
did
dt

+ ωeψd (2.17)

where ωe is the sychronous speed, Rs is the phase resistance, and ψd and ψq are the d− and q−
axes flux linkages. At steady state operation i.e.,constant speed with constant load, considering
only fundamental components in (2.17), the derivation of (2.17) can be substituted by

vd = idRs − ωeψq
vq = iqRs + ωeψd. (2.18)

From (2.18) and using the measured values of the vd, vq and id, iq, the ψd and ψq can be
calculated [49]. Assuming the ψPM is constant and the cross-coupling inductance Ldq = Lqd =
0, the apparent ld and lq can be obtained by

ld(id, iq) =
ψd − ψPM

id

lq(id, iq) =
ψq
iq
. (2.19)

And the transient inductance can be acquired from the slope of the flux linkage curves and
shown as

Ld(id, iq) =
∂ψd
∂id

Ldq(id, iq) =
∂ψd
∂iq

Lq(id, iq) =
∂ψq
∂id

Lqq(id, iq) =
∂ψq
∂iq

. (2.20)

Another fundamental model based parameter identification method can be found in [50, 51].
In [50], a position offset-based method was proposed to measure the ψPM and Rs. The con-
ventional quantum genetic algorithm was adopted in the method. In [51], two Recursive Least
Square (RLS) algorithms were utilized to estimate Ld, Lq, Rs and θe on-line.

These methods listed in this subsection are straightforward and simple to realize in practice.
Nevertheless, several issues e.g., magnet heating, core loss need to be taken into account for
getting more accurate results.

2.4.3 Observer based on-line parameter identification
In addition to the two previously mentioned categories, there are other observer based parameter
estimation methods e.g., EKF and MRAS, which can be applied to estimate machine electrical
parameters as well. Moreover, the stability analysis of observers for machine electrical parame-
ter is the same as the previously introduced sensorless observers. However, not all the electrical
parameters can be estimated simultaneously [52]. In addition, several requirements should be
satisfied in advance to guarantee the identifiability of the PMSM electrical parameters.

On the contrary to the HF injection based parameter identification, the observer based param-
eter identification is performed on-line and the results can be adopted by any other parts of the
controller immediately without any delay.
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2.4.3.1 EKF based parameter identification

The structure of the EKF observer has been demonstrated in Fig. 2.8 where it is used to estimate
ωe and θe. The same principle of EKF observer design can be extended to estimate other ma-
chine electrical parameters [42,52–54]. Especially in [54], two kinds of EKF i.e., current based
or stator flux based were analyzed and summarized in a table, which gave a comprehensive
introduction about the application of EKF in parameter identification of PMSMs.

The virtues of EKF based parameter identification is that the estimation performance is robust
to noisy environments since the system noise and measurement noise are considered in the
derivation of the optimum gain matrix. Moreover, the gain matrix K is updated each step
according to the minimization of the state’s mean square error. As a result, it is an adaptive
observer that is robust to operation points in comparison with other observers with fixed gain
matrixK e.g., LO, MRAS.

2.4.3.2 MRAS based parameter identification

As introduced in Fig. 2.6, the MRAS observer can be extended to estimate other machine elec-
trical parameters as well. The examples can be found in [52, 55, 56], where different adaptive
controllers were adopted taking advantage of the flexibility of the MRAS design principle.

Particularly in [55], a hybrid sensorless method combining MRAS and alternating HFI
method was proposed for PMSM. MRAS was adopted to estimate ωe and θe based on the d−
axis current error i.e. ĩd = id − îd. The estimation error signal ε generated by the alternat-
ing HFI method was brought into the adaptive controller of MRAS as an auxiliary correction
factor when the speed of PMSM was low. Meanwhile, the Rs was estimated based on ε as
well through a second order tracking observer (cascade PI and an Integral). On the contrary,
when the speed was higher, ε was removed from the MRAS loop. Instead of estimating Rs,
the ψPM was estimated on the basis of q− axis current error ĩq. The method introduced in [55]
was proven by stability analysis and then validated by simulation and experimental results. It
showed the flexibility of MRAS that can be easily combined with any other schemes. In [56], a
similar parameter estimation scheme for a PMSM was proposed.

The MRAS based parameter identification has merits of precise estimation and low computation-
burden for a digital controller. The flexibility of combining it with other schemes is a superiority
as well. It, however, has lower robustness to environment noise i.e., it is sensitive to the accuracy
of the measured current and voltage signals.

2.5 Summary

This chapter gives a comprehensive literature review of sensorless control methods for PMSM
drives. The saliency tracking based method, fundamental model based method and parameter
identification are introduced.

In general, the saliency tracking based sensorless method is machine parameter-independent,
because the saliency that results from asymmetrical geometry or saturation is an intrinsic char-
acteristic of the machine itself. As a consequence, this method is normally adopted for the
low speed range and even at standstill. On the contrary, the fundamental model based method
works better in the middle and high speed range because of the high back EMF and high SNR.
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It results in a more accurate estimation of the position compared to the saliency tracking based
method, where the back EMF is neglected and noise and losses are produced. However, the
drawback of the fundamental model based method is machine electrical parameter-dependent.
Therefore, parameter identification is necessary to enhance the robustness of the control system.

It can be concluded from this chapter that a hybrid sensorless control system, which adopts
the saliency tracking based method in the low speed range and at standstill and the fundamental
model based method together with parameter identification in the higher speed range, provides
a complete solution.
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CHAPTER 3

Machine model and saliency model

The control theory and the parameter estimation theory rely highly on the accurate model of
the machine, which is normally represented by a set of mathematical equations or matrices. In
order to clearly demonstrate the relation between different models, the symbol definition and
nomenclature inside these equations or matrices are introduced firstly in this chapter. Then,
the machine models of the PMSM in different reference frames are derived. They are the
foundation knowledge of various observers mentioned in the Ch. 2. Finally, the saliency and
multiple-saliency model of the PMSM are presented so as to ease the understanding of HFI
based sensorless methods. Meanwhile, the multiple-saliency model is utilized by different de-
modulation techniques to estimate the rotor position and speed.

3.1 Symbol definition and nomenclature

The analysis of machine model and control theory is performed by mathematical equations in
which various symbols are utilized to distinguish different physical or visual quantities. Without
a uniform definition, the understanding of any theory becomes impossible. Therefore, the sym-
bol definition and nomenclature are introduced before the introduction of the machine model
and saliency model which contain more sophisticated expressions.

3.1.1 Symbol explanation

The symbol which represents both a variable or constant adopted in this work is demonstrated
as

ẋji , (3.1)

where x, j and i represent the variable name, reference frame and types of quantity, respectively.
In addition, the top-script ˙ represents a math operation or the origin of the variable e.g.,
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estimated or measured quantity. In the following tables, each part of the general symbol is
introduced in detail and they are represented in the standard international unit.

Symbol Description
u,ψ voltage and flux linkage
i,e current and back EMF
j imaginary axis or imaginary part of a complex quantity
f fundamental electrical frequency
p pole pairs of PMSM

R, L, l resistance, incremental inductance and apparent inductance
T , ω, θ torque,speed and angle
J , F inertia and friction coefficient
x, X arbitrary quantity for general introduction

Table 3.1: List of symbol representations

The symbol refers to a scalar time-variant quantity (lower-case) or a scalar constant (upper-
case). In order to simplify the expression with a set of individual equations, a matrix expression,
in which vectors and matrices are adopted, is used in some cases. As a result, in addition to
the scalar symbol, the default n × 1-dimension column vector and n × m-dimension matrix
are represented by a bold lower-case symbol e.g., irr and a bold upper-case symbol e.g., Lss,
respectively.

Subscript Description
s stator quantity
r rotor quantity
e fundamental or electrical component
m mechanical component
c HF component

ref reference instruction quantity
err error signal

cp, cn HF positive and negative component
a, b, c stator phase winding
α, β stator fixed Cartesian axes
d, q real rotor fixed Cartesian axes or any rotation Cartesian axes

e.g., icndqc means the HF current vector in negative sequence current frame
d̂, q̂ estimated rotor fixed Cartesian axes
x, y arbitrary Cartesian axes

Σ,∆ average and difference
PM abbreviation of permanent magnet

Table 3.2: List of subscripts

The subscript and superscript identify the reference frame and the type of each quantity,
respectively, e.g., ird means the d− axis current in the rotor fixed frame. For simplicity, because
both superscript and subscript can refer to different frames, if one of them exists already, the
other one can be omitted e.g, ird = id and irdq = ir = idq.
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Superscript Description
s stator fixed frame
r rotor fixed frame
r̂ estimated rotor fixed frame
cn HF negative sequence fixed frame
T transposition matrix
−1 inverse matrix or reciprocal of a quantity

Table 3.3: List of superscripts

Top-script Description
ẋ differential operation
x̂ estimated quantities

x̃ = x− x̂ error between measured and estimated quantity

Table 3.4: List of top-scripts

The different types of top-scripts can be combined e.g., ˙̃ir = i̇r− ˙̂
ir which means the transient

dynamic difference of the current and is useful for concise stability analysis of an observer.

3.1.2 Reference frame

The most used AC machine is constructed with three phase symmetrical windings located 120◦

electrical away from each other. The analysis on the basis of three phase winding equations
is theoretically feasible but mathematically complex. As a consequence, the transformation of
the machine parameters from the three phase frame to the two phase frame (e.g., stator fixed
or rotor fixed frame) is necessary. The conversion principle is that the magnetomotive force
stays the same in all frames. The relation between the four commonly used frames is shown in
Fig. 3.1. The four frames comprise the following: stator three phase winding axis fixed frame
a− b− c, stator two phase equivalent winding fixed frame α − β, rotor flux fixed frame d− q
and estimated rotor flux fixed frame d̂ − q̂. The one-pole pair structure of a permanent magnet
rotor is illustrated in Fig. 3.1 so that the North (N) and South (S) poles and their relation with
the d− q frame is clearly demonstrated. From Fig. 3.1, it is also clear that the α axis is aligned
with a axis. In addition, the rotor position θe is defined as the position difference between d
axis and a axis. The anticlockwise is the increase direction of position quantity. These artificial
definitions can simplify greatly the transformation matrix, and therefore, are adopted in most
control theory of AC machine.

3.1.3 Space vector representation

In order to further simplify the analysis of any symmetrical three phase machine and perform
transformation between different frames, a general space vector is defined as

x =
2

3
(xa + xba+ xca

2), (3.2)
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Figure 3.1: Orientation of reference frames.

where x is a defined space vector in a− b− c frame and xa, xb and xc are transient three phase
components in a, b and c axis, respectively. The rotation factors are a = ej2π/3,a2 = ej4π/3 and
they are actually the spatial locations of the b and c axis. Assuming three phase symmetrical
quantities exist in the windings, they can be represented by

xa = Xacos(ωt),
xb = Xbcos(ωt− 2π/3),

xc = Xccos(ωt− 4π/3),

0 = xa + xb + xc, (3.3)

where Xa, Xb and Xc are the magnitudes of each component and they are equal, ω is the
angular velocity of each axis component in rad/s and ωt = θ is the space angle of the defined
space vector. The scale sum of the symmetrical three components is 0, which means they have
only two degrees of freedom. Then, x = 2/3(xa+xba+xca

2) = (2/3)(3/2)Xae
jωt = Xae

jθ =
Xejθ. Thus, the magnitude of x , X , is equal to the magnitude of each axis component such
that the scale factor 2

3
is adopted. For example, when an arbitrary space angle θ is considered,

the resultant vector of the defined space vector is shown in Fig. 3.2 where the red, green, purple
and blue line represent the xa, xb, xc and x, respectively.

As described in the previous subsection, the space vector resulting from components in a −
b− c frame can be expressed in α− β frame as well. Its Cartesian form (α− β frame) is

x =
2

3
(xa + xba+ xca

2) = Xejθ = xα + jxβ = xαβ, (3.4)

where xα and xβ are respective components in the α− axis and β− axis, which can be observed
in Fig. 3.2. If a = ej2π/3 = cos(2π/3) + sin(2π/3)j = −1/2 +

√
3/2j and a2 = ej4π/3 =

cos(4π/3)+ sin(4π/3)j = −1/2−
√

3/2j are substituted into (3.4), the general transformation
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Figure 3.2: Space vector definition.

from a− b− c frame to α− β frame can be derived as

xα =
2

3
(xa −

1

2
xb −

1

2
xc),

xβ =
2

3
(0xa +

√
3

2
xb −

√
3

2
xc). (3.5)

Its matrix form is [
xα

xβ

]

︸ ︷︷ ︸
xαβ

=
2

3

[
1 −1

2
−1

2

0
√

3
2
−
√

3
2

]

︸ ︷︷ ︸
C



xa

xb

xc




︸ ︷︷ ︸
xabc

. (3.6)

And, the inverse transformation is


xa

xb

xc


 =




1 0

−1
2

√
3

2

−1
2
−
√

3
2




︸ ︷︷ ︸
C−1

[
xα

xβ

]
. (3.7)

The aforementioned coordinate transformation theory is called the Clark/inverse Clark trans-
formation. Based on the matrix representation, Clark and inverse Clark transformations can be
represented in matrix form by

xαβ = Cxabc, (3.8)

xabc = C−1xαβ. (3.9)

The analyzed transformation is applicable to voltage, current or flux linkage (x can be sub-
stituted by u, i and ψ). Note that, the matrix C−1 is only a symbol and it does not represent
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Figure 3.3: Vector transformation from α− β to d− q frame.

the inverse matrix of C due to the fact that they are not square matrices. Next, the space vec-
tor will be further transformed to d− q frame as indicated in Fig. 3.3 where the space vector is
x = Xej(θe+φ). Its projections on the α−β frame and d−q frame are xαβ and xdq, respectively.
According to the trigonometric function theory, they are

xα = Xcos(θe + φ) = Xcos(φ)cos(θe)−Xsin(φ)sin(θe) = xdcos(θe)− xqsin(θe),

xβ = Xsin(θe + φ) = Xsin(φ)cos(θe) +Xcos(φ)sin(θe) = xqcos(θe) + xdsin(θe). (3.10)

and in matrix form [
xα

xβ

]
=

[
cos(θe) -sin(θe)

sin(θe) cos(θe)

]

︸ ︷︷ ︸
P⇒ejθe

[
xd

xq

]
. (3.11)

The inverse transformation is
[
xd

xq

]
=

[
cos(θe) sin(θe)

-sin(θe) cos(θe)

]

︸ ︷︷ ︸
P−1=PT⇒e−jθe

[
xα

xβ

]
. (3.12)

The transformation from the α − β frame to the rotor fixed d − q frame is called Park trans-
formation and is applicable to voltage, current or flux linkage as well. It is clear from (3.11)
and (3.12) that the transformation matrix P is an orthogonal matrix, which guarantees a con-
stant power conversion between the two frames. The default angle adopted in P is the rotor
electrical angle θe, i.e. P = P (θe) without specific definition. Note that, the matrix P behaves
equivalently as a rotation factor ejθe in α − β Cartesian frame where xαβ can be expressed as
xα + jxβ as well, and therefore, Park and inverse Park transformations can be represented in
matrix form by

xαβ = Pxdq ⇒ xα + jxβ = xdqe
jθe = ejθexdq, (3.13)

xdq = P−1xαβ ⇒ xα + jxβ = xαβe
−jθe = e−jθexαβ, (3.14)
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as well. The multiplication sequence of P /P−1 and xdq/xαβ is fixed due to the matrix calcula-
tion theory. But in vector form considering e−jθ, the sequence does not matter.

Actually, the Park transformation is applicable to transform an arbitrary quantity from an
α − β frame to an arbitrary two-axis x − y frame, whose x− axis (like d− axis) has an angle
difference equal to θ with the α− axis. As a consequence, the general Park transformation can
be realized by

xαβ = P (θ)xxy ⇒ xα + jxβ = xxye
jθ = ejθxxy, (3.15)

xxy = P−1(θ)xαβ ⇒ xα + jxβ = xαβe
−jθ = e−jθxαβ. (3.16)

For instance, if θ = θ̂e, the transformation from the α − β frame to the estimated d̂ − q̂ frame
is realized. In the following section, a negative sequence frame, in which θ = θ̂c, will be intro-
duced. The transformation theory and implementation method are the same as these defined in
this subsection.

3.2 Machine fundamental model

3.2.1 Assistant matrix introduction
In order to concisely describe the electrical machine model, vector/matrix equation are adopted
in this section. Several assistant matrices are defined in advance to ease the derivation and make
the expression uniform.

I =

[
1 0

0 1

]
(3.17)

J = P (θe =
π

2
)

[
0 −1

1 0

]
(3.18)

Q =

[
1 0

0 −1

]
. (3.19)

I is a identity matrix and does not influence a vector. J is referred to as an orthogonal rotation
operator which helps to simplify the derivative of P

dP

dt
=
∂P

∂θ

dθ

dt
= JωP = ωPJ ,

dP−1

dt
=
∂P−1

∂θ

dθ

dt
= −JωP−1 = −ωP−1J ,

(3.20)

where P /P−1 and J can switch their positions. Q performs a complex conjugation operation
and it flips the second component of a vector.

3.2.2 Machine fundamental model in α− β frame
According to Kirchhoff’s Voltage Law and Faraday’s Law of Induction, the stator voltage equa-
tion in the α − β frame consists of two parts: a resistive voltage drop and a derivative of the



30 CHAPTER 3. MACHINE MODEL AND SALIENCY MODEL

stator flux linkage. It is

uss = Rsi
s
s +

dψs
s

dt
, (3.21)

where uss = [uα uβ]T , iss = [iα iβ]T and ψs
s = [ψα ψβ]T are the stator voltage, current and

flux in α− β frame, respectively. Rs is the stator phase resistance.
The stator flux linkage can be further represented by

ψs
s = Lssi

s
s +ψs

PM, (3.22)

where

Lss =

[
Lα Lαβ

Lαβ Lβ

]
, (3.23)

ψs
PM = Pψr

PM =

[
cos(θe) -sin(θe)

sin(θe) cos(θe)

][
ψPM

0

]
. (3.24)

To get the inductance relation between Lrs, which is defined in (3.25), and Lss, (3.22) can be
rewritten as (3.26). Both sides of (3.26) are multiplied by P−1 to get (3.27)-(3.28).

Lrs =

[
Ld 0

0 Lq

]
, (3.25)

Pψr
r︸︷︷︸

ψss

= Lss Pi
r
r︸︷︷︸

iss

+Pψr
PM︸ ︷︷ ︸

ψsPM

, (3.26)

ψr
r = P−1LssPi

r
r +ψr

PM = Lrsi
r
r +ψr

PM, (3.27)

Lrs = P−1LssP or Lss = PLrsP
−1. (3.28)

Based on (3.28) and (3.23), the relation between Lrs and Lss can be further demonstrated in

Lα = Ldcos2(θe) + Lqsin2(θe),

Lαβ = (Ld − Lq)sin(θe)cos(θe) = Lβα,

Lβ = Ldsin2(θe) + Lqcos2(θe). (3.29)

If the trigonometric simplification and LΣ = (Ld + Lq)/2, L∆ = (Ld − Lq)/2 are applied to
(3.29), it becomes

Lα = LΣ + L∆cos(2θe),
Lαβ = L∆sin(2θe) = Lβα,

Lβ = LΣ − L∆cos(2θe). (3.30)

So far, the basic quantities in the α − β frame and the inductance relation Lss and Lrs of the
machine model have been explained. If Lrs and ψPM are assumed to be constants, a linear model
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is obtained. Then, the stator voltage equation (3.21) can be further demonstrated as

uss = Rsi
s
s +

dψs
s

dt

= Rsi
s
s +

dLssi
s
s

dt
+
dψs

PM

dt

= Rsi
s
s +Lss

diss
dt

+
dPψr

PM

dt

= Rsi
s
s +Lss

diss
dt

+ ωJψs
PM.

(3.31)

The electromotive torque produced by the PMSM is the result of the vector product of the
stator current iss and the stator flux linkage ψs

s in α− β frame, and written as

Te =
3

2
piss

TJψs
s =

3

2
p(ψαiβ − ψβiα), (3.32)

where p is the machine pole pairs as defined in Table. 3.1. Note that, the scalar 3/2 in (3.32)
results from the definition of space vector in (3.2) that adopts the 2/3 as a factor. It must be
taken into consideration if energy, power or torque need to be calculated.

The system dynamic behavior including mechanical conditions is described as

Jm
dωm
dt

= Te − Tm − Fmωm, (3.33)

dθm
dt

= ωm, (3.34)

where Jm, Tm, Fm, ωm and θm represent the rotor inertia, mechanical load, load torque, me-
chanical friction coefficient, mechanical rotor speed in rad/s and mechanical rotor position in
rad, respectively. The relation between ωm/θm and ωe/θe is ωe = pωm or θe = pθm.

3.2.3 Machine fundamental model in d− q frame

In analogy to the derivation of the machine model in α − β frame, the machine model in the
d− q frame can be obtained from (3.21) and shown as in (3.35)

Purs = RsPi
r
s +

dPψr
s

dt
. (3.35)

urs = Rsi
r
s + ωJψr

s +
dψr

s

dt
, (3.36)

urs = Rsi
r
s + ωJψr

s +Lrs
dirs
dt
. (3.37)

With further derivation, (3.36) and (3.37) can be acquired.
The electromotive torque equation in the d − q frame is derived from (3.32) as well. It can
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be rewritten as

Te =
3

2
p(Pirs)

TJPψr
s

=
3

2
pirs

TJψr
s

=
3

2
p(ψdiq − ψqid)

=
3

2
p((Ld − Lq)idiq + ψPMiq),

(3.38)

where ψd = Ldid + ψPM and ψq = Lqiq.

3.3 Multiple-saliency model

In 3.2, the machine fundamental models in both α − β frame and d − q frame are introduced.
In this section, the HF machine model considering the injection of a rotating HF signal into
a PMSM is firstly introduced. And then, the single saliency and multiple- saliency models
are derived based on the spacial inductance harmonics. Finally, the demodulation of the rotor
position and speed together with the multiple saliencies decoupling method is presented.

3.3.1 Primary saliency model
The notable difference between the fundamental model and the HF model of the PMSM is
the dominant component in the machine impedance, which is denoted as Z = R + j2πfcL.
It is obvious that, when the frequency fc of the HF signal is higher, j2πfcL, the inductive
component of the machine impedance, becomes dominant and the input voltage applies mainly
to the inductance.

As a result, the HF model of the PMSM can be described as a pure inductive load in equations
(3.39-3.40), which is performed in the α− β frame, [4] under the following assumptions:

1) The frequency of the HF signal is much higher than the frequency of the fundamental
signal, fc >> fe;

2) The back electromotive force (EMF) and the resistive voltage drop can be neglected com-
pared to the inductance-induced voltage drop in low speed ranges.

usc = Vce
jωct = Lss

disc
dt
, (3.39)

Lss =

[
LΣ + L∆cos(2θe)− Ldqsin(2θe) L∆sin(2θe) + Ldqcos(2θe)
L∆sin(2θe) + Ldqcos(2θe) LΣ − L∆cos(2θe) + Ldqsin(2θe)

]
, (3.40)

= LΣ

[
1 0

0 1

]
+ L∆

[
cos (2θe) sin (2θe)

sin (2θe) − cos (2θe)

]

︸ ︷︷ ︸
Primary saliency

+Ldq

[
−sin(2θe) cos(2θe)
cos(2θe) sin(2θe)

]

︸ ︷︷ ︸
Cross-saturation

(3.41)



3.3. MULTIPLE-SALIENCY MODEL 33

where usc is the HF rotating voltage vector, Vc is the magnitude and ωc is the rotating speed in
rad/s.

Solving equations (3.39-3.40) and considering that there is no cross-saturation (Ldq = 0), the
HF current vector in the stationary reference frame is [4]

isc = Icpe
j(ωct−π/2) + Icne

j(−ωct+2θe−π/2) (3.42)

where

Icp = Vc/ωc(LΣ/(L
2
Σ − L2

∆)), is the magnitude of the Positive-Sequence Current (PSC) de-
pending on the mean transient inductance;

Icn = Vc/ωc(L∆/(L
2
Σ − L2

∆)), is the magnitude of the Negative-Sequence Current (NSC)
depending on the differential transient inductance. The term containing 2θe is the primary
saliency in the NSC;

ωc = 2πfc = (dθc/dt) carrier-signal frequency.

From (3.42), it is seen that the rotor flux angle θe is only contained in the NSC component of
the excited HF current signal. One successful method to estimate the flux angle from the NSC
is to use a demodulator and a PLL estimator [57] as shown in Fig. 3.4.IEEE TRANSACTIONS ON INDUSTRIAL ELECTRONICS

ise isc
ejωct

icndqc icndqcn × ω̂e θ̂e

BPF LPF PI I

︸ ︷︷ ︸
Demodulator

︸ ︷︷ ︸
PLL

ej(2θ̂e+ϕ−π/2)

Fig. 2. Demodulator and Phase-locked loop principle.

1) The frequency of the HF signal is much higher than the frequency of the fundamental signal;
2) The back electromotive force (EMF) and resistive voltagedrop can be neglected compared to the

inductance-induced voltage drop in low speed ranges.

vsdqc = Vce
jωct = Ls

dq

disdqc
dt

(1)

Ls
dq =

[
ΣL+∆L cos 2θe ∆L sin 2θe

∆L sin 2θe ΣL−∆L cos 2θe

]
(2)

Lr
dq =

[
Ld 0

0 Lq

]
(3)

where∆L = Ld−Lq

2
, andΣL = Lq+Ld

2
.

In these equations and also for the later texts, the superscripts ofXs, Xr andXcn denote the stationary,
the rotor, and the negative-sequence current (NSC) reference frames, respectively.

The subscripts ofXe, Xc, Xcn andXcp denote the fundamental, the carrier, the carrier HF negative
and positive components, respectively.

vsdqc is the HF rotating voltage vector,Vc is the magnitude andωc is the rotating speed in rad/s.Ls
dq

andLr
dq represent the inductance matrix in different reference frames.ΣL and∆L are the average and

differential inductance.θe is the fundamental electrical position of rotor.
Solving the equations (1)-(3) and considering only one of the main flux saturation induced saliency

i.e., 2θe, the current response of the HF carrier signals can be expressed in

isdqc = Icpe
j(ωct−π/2) + Icne

j(−ωct+2θe+ϕ−π/2) (4)

whereIcp is the magnitude of the positive sequence current andIcn is the magnitude of NSC.ϕ is the
phase shift, which denotes the saliency position and a phaselag introduced by filter or digital processor.

From (4), it is seen that the flux angleθe is only contained in the negative sequence components of
the responded current signal. One successful method to estimate the flux angle from this current is to use
the demodulator and the PLL estimator [23], [24] as shown in Fig. 2. Firstly, the HF signal is extracted
from the measured motor current using a band pass filter (BPF).Then, the NSC is obtained with a LPF
after coordinate transformation. After the demodulator, it is

icndqcn = Icne
j(2θe+ϕ−π/2) (5)

Finally, the pure NSC (normally for2θe) is used to estimate the rotor flux position and the velocity
with the PLL.

C. Multiple Saliencies Model

Many machines show significant multiple saliencies. In thiscase, the2θe saliency as depicted in (4) is
known as primary saliency, while all other saliencies are secondary saliencies. In the presence of multiple
saliencies, the NSC response is a sum of all saliencies responses, as expressed in (6) [17]

isdqc = Icpe
j(ωct−π/2) +

∑

i

Icnie
j(−ωct+hiθe+ϕi−π/2) (6)

wherei = 1, 2, . . ..

3

Figure 3.4: Demodulation and PLL.

Firstly, the HF signal is extracted from the measured motor current using a Band Pass Filter
(BPF). Then, the NSC is obtained through a LPF after a coordinate transformation. After the
demodulator, it is

icndqcn = Icne
j(2θe−π/2) (3.43)

Finally, the pure NSC (normally for 2θe) is used to estimate the rotor flux position and the
velocity with the PLL.

3.3.2 Multiple-saliency model
As a matter of fact, the inductance matrix (3.40) contains only the main flux saturation induced
primary saliency L∆. If machine structure-induced or cross-coupling-induced secondary salien-
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cies are considered as well, the inductance matrix (3.40) becomes more complicated (See (13)
in [4]) and the resultant HF current can be expressed as

isc = Icpe
j(ωct−π/2) +

∑

h

Icnhe
j(−ωct+h(θe+ϕh)−π/2) (3.44)

Icnh is the magnitude of h-th component of the NSC;

h is the harmonic number of the saliency causing the h-th component. It is not consecutive
and more information can be found in [58] and in the following part;

ϕh is the phase shift of the h-th component relative to the hθe reference frame.

The general inductance model and the HF response current for the rotating HF voltage injec-
tion are derived and classified as below for different values of h. For simplicity, θeh = θe + ϕh
is considered.

1) for h = 1, 4, 7, ...

Lss = LΣ

[
1 0

0 1

]
+ L∆h

[
cos (hθeh) − sin (hθeh)

− sin (hθeh) − cos (hθeh)

]

︸ ︷︷ ︸
Secondary saliency

(3.45)

isc = Icpe
j(ωct−π/2) + Icne

j(−ωct−hθeh−π/2) (3.46)

2) for h = 2, 5, 8, ...

Lss = LΣ

[
1 0

0 1

]
+ L∆h

[
cos (hθeh) sin (hθeh)

sin (hθeh) − cos (hθeh)

]

︸ ︷︷ ︸
Secondary saliency

(3.47)

isc = Icpe
j(ωct−π/2) + Icne

j(−ωct+hθeh−π/2) (3.48)

3) for h = 3, 6, 9, ...

Lss = LΣ

[
1 0

0 1

]
+ L∆h cos (hθeh)

[
1 0

0 1

]
(3.49)

isc =
Vc

ωc (LΣ + L∆h cos (hθeh))
ej(ωct−π/2) (3.50)
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where

LΣ =

∑
h(Ldh + Lqh)

2h
,

L∆h =
Ldh − Ldh

2
,

Icp =
VcLΣ

ωc (L2
Σ − L2

∆h)
,

Icn =
VcL∆h

ωc (L2
Σ − L2

∆h)
.

Ldh, Lqh are the hth spatial inductance harmonics. It is clear that the harmonic order h = 1, 4, 7, ...
and h = 2, 5, 8, ... result in NSC signals rotating in the negative direction and positive direc-
tion, respectively. In addition, they all contain rotor position information and thus can be
utilized to track the rotor position. On the contrary to these two categories, the harmonic orders
h = 3, 6, 9, ... do not contribute to any NSC components. Therefore, they can not be relied on
to estimate the rotor position.

In the presence of the multiple saliencies, for example, considering two harmonics h = 2 and
h = 4, the HF current is expressed by using (3.46) and (3.48) in

isc = Icpe
j(ωct−π/2) + iscn, (3.51)

where
iscn = Icn2e

j(−ωct+2θe2−π/2) + Icn4e
j(−ωct−4θe4−π/2)

Icp =
VcLΣ

ωc (L2
Σ − L2

∆2 − L2
∆4 − 2L∆2L∆4 cos(6θe + ∆ϕ))

Icn2 =
VcLs2/2

ωc (L2
Σ − L2

∆2 − L2
∆4 − 2L∆2L∆4 cos(6θe + ∆ϕ))

Icn4 =
VcLs4/2

ωc (L2
Σ − L2

∆2 − L2
∆4 − 2L∆2L∆4 cos(6θe + ∆ϕ))

∆ϕ = 4ϕ4 + 2ϕ2

From (3.51), the NSC is composed of a primary saliency signal,Icn2, and a secondary saliency
signal, Icn4. Both of them contain rotor position information, which can be decoded by using
a PLL or an observer based on either the primary saliency or the secondary saliency. However,
the other saliency signal that is not used for estimation will cause estimation error. Thus, prob-
lems of how to choose the saliency signal for rotor position estimation and how to decouple or
compensate the other saliency signals arise.

3.3.3 Other considerations
The aforementioned derivation of the saliency model neglects the impacts of stator resistance
and cross-saturation. In this subsection, their impacts on the position estimation error of the
rotating HFI method are analyzed and the relative compensation methods are introduced [4].
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3.3.3.1 Resistance impact

If the stator resistance is incorporated in (3.39), it becomes

usc = Vce
jωct = Rsi

s
c +Lss

disc
dt
. (3.52)

Thus, the resulting HF current, considering no cross-saturation, becomes

isc = Icpe
j(ωct+ϕRp) + Icne

j(−ωct+2θe+ϕRn) (3.53)

where

ϕRp = atan((−ωcLd + Lq)/Rs)− atan(ωcLd/Rs)− atan(ωcLq/Rs),

ϕRn = π/2− atan(ωcLd/Rs)− atan(ωcLq/Rs).

If the PLL is adopted to extract the rotor position, the estimation error is

ε = icncn ⊗ ej(2θ̂e−π/2)

≈ Icn(2(θe − θ̂e) + ϕRn − π/2) ≈ 0, (3.54)

and the resistance-induced estimation error is

θe − θ̂e = −1/2(ϕRn − π/2) = 1/2(atan(ωcLd/Rs) + atan(ωcLq/Rs)). (3.55)

It is clear from (3.55) that neglecting the stator resistance brings an additional constant esti-
mation error to the PLL based tracking scheme. The error can be compensated for by adding a
constant value to the estimated position with the assumption that the parameters Ld, Lq and Rs

remain constants. In order to further compensate the error adaptively, a Look-up Table (LUT)
should be built to include the variation of parameters with the operation point.

3.3.3.2 Cross-saturation and secondary saliency impact

The cross-saturation results from a load-dependent rotor flux displacement and can be expressed
as Ldq in (3.41). Comparing the cross-saturation term in (3.41) with the secondary saliency
term in (3.45), it can be deduced that the cross-saturation actually behaves as a special case
of a secondary saliency. For instance, if Ldq and 2θe in cross-saturation are replaced by L∆h

and hθeh(ϕh = −π/2), respectively, the cross-saturation term in (3.41) becomes the secondary
saliency term in (3.45).

As a consequence, the impact of the secondary saliency on the estimation error is similar to
that of the cross-saturation. Assuming the PLL is adopted to extract the rotor position as well,
the estimation error is

ε = icncn ⊗ ej(2θ̂e−π/2)

= (Icn2e
j(2θe−π/2) + Icnhe

j(hθe−π/2+∆ϕ))⊗ ej(2θ̂e − π/2)

= Icnsin(2(θe − θ̂e)) + Icnhsin(hθe − 2θ̂e + ∆ϕ)) ≈ 0, (3.56)
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and then, the cross-saturation and secondary saliency-induced estimation error is

θe − θ̂e = −1

2
arcsin(

Icnh
Icn2

sin(hθe − 2θ̂e + ∆ϕ)). (3.57)

Similar to the compensation of the resistance-induced rotor position estimation error, the
cross-saturation and secondary saliency-induced rotor position estimation errors can be com-
pensated by deriving the model of the secondary saliency, which can be obtained through com-
missioning tests. In another way, the cross-saturation and secondary saliency can be decoupled
before they are fed to the PLL, which will be discussed in detail in Ch. 5.

3.4 Summary
In this chapter, the basic symbol definition, machine fundamental model and saliency model are
introduced in detail, which is the mathematical basis of the whole work. Moreover, the impacts
of resistance and cross-saturation on position estimation error are considered as well to give a
comprehensive overview of the saliency based rotating HF signal injection method.
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CHAPTER 4

Testbench and implementation

In this chapter, the used testbench, on which all the experiments are performed, and its related
software and hardware design are introduced.

In general, there are two popular controllers in motion control systems: Field Programmable
Gate Array (FPGA) and Digital Signal Processor (DSP). The FPGA-based controller has the
advantages of parallel calculation and fast sampling ability. However, it utilizes the fixed-
point data and Very High Speed Integrated Circuit Hardware Description Language (VHDL)
for programming, which are more difficult to manually realize in practice compared with the
DSP-based controller using floating point C language. The DSP-based controller has the limit
of sampling frequency, and thus, it can not be applied to such application where fast switching
frequency (e.g.,>100kHz) is required.

In the used testbench, both FPGA and Central Processing Unit (CPU), which is the core
processor of a normal computer and behaves like a DSP, are adopted as controllers. They
cooperate with each other to implement complex algorithms. This framework maintains the
advantages of both controllers while avoiding their disadvantages at the same time. Several key
modules inside the FPGA and software implementations for both controllers are presented in
this chapter.

4.1 Testbench introduction

The real time system consists of a CPU (Core 2 Duo), an FPGA (Cyclone 3) and a Complex
Programmable Logic Device (CPLD), which is shown in Fig. 4.1.

The CPU is in charge of the configuration of the FPGA and the implementation of key al-
gorithms on account of its fast execution of floating-point data operations. In comparison with
the core-processor CPU, the FPGA is the coprocessor and responsible for the sampling and
preprocessing of input signals and the shaping and verifying of output signals. For example,
the configuration and control of the peripheral devices (e.g., A/D, D/A, Resolver etc.) are han-
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Figure 4.1: Hardware setup.

dled by the FPGA. The FPGA has not only the advantage of parallel calculation but also the
flexibility of executing modules with different excitation clocks. A 16kHz interrupt signal (irq)
is generated by the FPGA and fed to the CPU. The CPLD is a medium device between the
CPU and the FPGA. It decodes the control signals sent by the CPU and makes an interface for
the path of the PWM signals. These are the default configurations for the real time system but
they can be flexibly changed according to different application requirements. For instance, the
FPGA alone can replace the CPU and work as the core-processor as well. Whether the FPGA
or CPU is used as the core-processor to execute complex calculation depends highly on the
application.

It can be seen from Fig. 4.1 that there are 7 modules inside the FPGA but they run with
4 different clocks (default clock is 20MHz), which is helpful for the compatibility of devices
requiring different excitations. The 4 clocks are generated by the Phase-Locked-loop module
of FPGA itself and connected to individual module in the main function. The communication
module runs at 20MHz and it can synchronize all modules to guarantee the effective data ex-
change between the CPU and the FPGA. The other modules and their functions are listed in
Table. 4.1 where the abbreviations of SVPWM, SPWM, DSC and LVDS denote Space Vector
PWM, Sinusoidal PWM, Direct Switch Control (for DTC and PTC method) and Low Voltage
Differential Signaling, respectively.
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Module Clock Input Output Remark
PWM module 60MHz Reference u∗a,b,c PWMa,b,c SVPWM,SPWM,DSC
ADC module 20MHz LVDS ia,b,c Digital ia,b,c 12Bits,unsigned
Encoder/Resolver 20MHz Pulse/Analog signals Digital θe, ωe 12Bits,unsigned
DAC module 200MHz Digital X Analog X Range:+-10V
LCD module 100kHz Digital Info. LCD Info. System condition display
Protection 20MHz Digital ia,b,c Enable/Disable PWM Over-current protection
Communication. 20MHz From CPU or FPGA To FPGA or CPU Data exchange

Table 4.1: Functions of the modules inside the FPGA.

In spite the fact that most of the hardware and software has already been developed by other
colleagues, improvements in two aspects are still expected. Firstly, a resolver demodulation
and an SVPWM sub-module are developed to further enhance the system flexibility. The ne-
cessity and internal structure are presented in the following sections. Secondly, although the
implementation of the algorithm is done in the CPU as a default setting, it is also flexible to
move the core-algorithm calculation into the FPGA. Consequently, the Matlab/Simulink based
C code and VHDL code generation will be introduced to relieve the programming effort in both
situations.

4.2 Space vector PWM implementation
PWM technology is widely adopted in machine control systems based on Voltage Source In-
verters (VSI). Among these PWM technologies, there are two popular types: Sinusoidal PWM
and Space Vector PWM.

SPWM is a popular technology, which utilizes the comparison of a sinusoidal modulation
signal and a triangle carrier signal to generate the PWM signals. Its algorithm is simple and
thus easy to realize. Nevertheless, it only uses 78.55% capacity of the DC link voltage and
needs some compensation methods to improve this ratio. Compared to SPWM, SVPWM is
a promising alternative. It can reach 90.7% efficiency of the DC link voltage and meanwhile
reduce voltage and current harmonics obviously by using a symmetrical waveform of the PWM.
However, the implementation of SVPWM is complex in comparison with SPWM.

The existing PWM top-module in the FPGA contains an SPWM generator and a DSC gener-
ator which is invented exclusively for the DTC or PTC methods. Certainly, the implementation
of SVPWM in the CPU is possible and the merit is the super capability of the CPU in han-
dling complex algorithm calculations. But, the sampling frequency of the CPU is limited and
it processes data sequentially, which leads to a slower cycling period of the PWM signal. On
the contrary, the FPGA that deals with parallel data calculation can adopt a much more higher
sampling frequency than the CPU. As a result, the development of an SVPWM generator based
on an FPGA is necessary to further improve the performance and flexibility of the used real
time system. On the one hand, if the CPU is the core processor, the design relieves the calcu-
lation burden for the CPU. On the other hand, the design makes the FPGA totally independent
from the CPU and the FPGA can work as the core processor. In this case, all control algorithms
including input and output signals are handled by the single FPGA.

However, compared to SPWM that needs only a simple comparison calculation to generate
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Figure 4.2: SVPWM implementation.
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Figure 4.3: PWM module and SVPWM sub-module in FPGA.

PWM signals, the SVPWM generator requires more computation effort, for instance, the dura-
tion time for applied adjacent vectors to synthesize the reference vector (T1v1 + T2v2 = vsTs)
as shown in Fig. 4.2. In addition, the judgment of the sector location of the reference vector is
needed. Hence, the obvious difficulties of SVPWM implementation in the FPGA are the data
processing including math calculation and logic execution.

The overview of the PWM top-module and its SVPWM sub-module are described in Fig. 4.3.
Among the input signals, the vα vβ are the references generated by the CPU or other modules
of the FPGA. The “PWM_Mode” is an option switch for choosing SPWM, SVPWM or DSC .
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The “Frequency” is an option to set the PWM frequency. The rest signals of the inputs are other
configurations for synchronization the PWM module with other parallel modules. The output
signals of the PWM module are three PWM signals and an interrupt ‘irq’ for the CPU, which is
fed back to the CPU as a sampling clock and guarantees the synchronization between the CPU
and the FPGA at the same time.

4.3 Resolver demodulation

In most electrical drive systems, the rotor position/speed is measured by an encoder or a re-
solver. The encoder is a simple coding device and it outputs pulse signals according to the rotor
position/speed without any excitation signals except a single power supply. It is cheaper and
has lower accuracy in comparison with a resolver. The resolver, however, needs sine/cosine
excitation signals (specific voltage and frequency range) and it outputs sine/cosine signals as
well which require a special device or program to decode. After decoding, the digital rotor
position/speed signal can be obtained and used by a digital controller.

In our existing real time system, only an encoder demodulation module is developed inside
the FPGA. It is not enough to decode position/speed signals from a resolver which is usually
a default device equipped together with a high-performance servo-motor. As a consequence,
the corresponding resolver demodulation module in the FPGA and its related decode circuit
are developed considering the system compatibility, which is necessary to enhance the system
flexibility. A decode device AD2S1210 is chosen because of its flexibility of output format,
configuration range and interface standard. It has also the ability of fault diagnosis and selection
of precision level of decoded position and speed signals. In addition, it can emulate the encoder
signals for the adaptation of different controller interfaces.

The resolver decode schematic diagram and PCB are demonstrated in Fig. 4.4 and Fig. 4.5,
respectively. The overview of the main function of AD2S1210 and its implementation are illus-
trated in these figures. The decode circuit is located between the resolver module of the FPGA
and the position sensor integrated with the tested machine, which is not shown in Fig. 4.1. The
configuration and control of the AD2S1210 are done by the resolver module inside the FPGA,
and meanwhile, the serial digital signals of speed/position and the corresponding diagnosis sig-
nals are fed back to the resolver module of the FPGA for formatting and ratio adaptation. After
processing, the converted 12 bit parallel unsigned speed/position signals are transferred from
the FPGA to the CPU for the implementation of control algorithms, which is the default way
for data communication.

Obviously, the converted speed/position signals can be handled by the FPGA itself as well
when it is chosen as the core-processor. In this case, the CPU runs as a coprocessor and only
monitors the system conditions and gives reference instructions. Naturally, the data transfer
of speed/position as well as three phase sampled currents from the FPGA to the CPU become
unnecessary. This kind of development of control systems will be discussed later.

The AD2S1210 has different operation modes and interface options for both inputs and out-
puts so as to adapt different speed/position resolvers (excitation frequency range from 2kHz to
20kHz) and different data formats (parallel or serial, 10-16bit). The settings of these modes and
interfaces are set through register configurations of the AD2S1210, which can be conveniently
done by the FPGA at the initialization procedure.
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4.4 C code generation through Matlab/Simulink

The executable code in the CPU or other types of DSP is a standard C code. Normally, it is
required to program the C code manually, which is a time-consuming work and the debug-
ging work may last even longer than the programming work. In recent years, the software
Matlabr/Simulinkr was promoting a model based C code generation tool. It is powerful and
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becoming more and more popular in the development of complex algorithms for industrial
applications. dSPACEr product is a successful example based on Matlabr/Simulinkr. It pro-
vides a seamless connection between the Matlab/Simulink model and executable codes both
for the DSP and the FPGA. It is convenient to design and test any control algorithm based
on Hardware-In the Loop (HIL) of dSPACEr. Nevertheless, the cost of a dSPACEr product
is much higher than the used real time system. The concept of C code generation through
Matlabr/Simulinkr, fortunately, is still applicable to our real time system. The corresponding
toolbox in Matlabr/Simulinkr is called Matlab Coder, which is utilized in this section.

Matlab /Simulink
-m File
-Simulink Model
-S function

Configuration
-Interface
-Target file
-Report

Generated C code
-Traceability
-Verification
-Application

Figure 4.6: C code generation procedures.

Figure 4.7: Generation report.

The development procedures for C code generation are illustrated in Fig. 4.6. There are 3
steps: modeling, configuration and generation of C code. Firstly, the Matlab model containing
the m file, s-function or Simulink model should be completed and simulated off-line successfully.
The model is the objective that we want to translate to C code. Secondly, corresponding general
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Figure 4.8: Generated file list.

and specific settings should be made through the configuration window of the Matlab Coder.
For example, the objective language, C or C++, the symbol definition rules, input and output
signal settings are configured in this procedure. Note that, the report option should be chosen
so as to have the bi-directional traceability (between the model and the C code). In addition,
the comment option is recommended on account of that it can ease the understanding of the
generated C code. Finally, the anticipated C code of the appointed model is generated in a
specific path (Model_Name_ert_rtw) after clicking the generation button.

When the C code generation procedure has finished, a window called “Code Generation
Report” pops up as expected, which is demonstrated in Fig. 4.7. It gives an overview of the
generated code including a subsystem report, code interface report, traceability report etc.. It
is convenient to find all useful information here and helps to understand the structure of the
generated files.

The generated C code files are shown in Fig. 4.8, in which there are 9 header files (.h) and 5
source files (.c). The most important files are explained below.

The source file Model_Name.c is the main file and it refers to the objective model in
Matlabr/Simulinkr. Inside the Model_Name.c, there are two main functions: Model_Name_step
and Model_Name_initialize. If it is needed, other functions like trigonometric functions would
be included in Model_Name.c as well and they can be called by the Model_Name_step. The
Model_Name_step function is called once each sampling period by the controller and all al-
gorithms are executed in it. More detailed information of its implementation can be acquired
through the traceability function. Model_Name_initialize contains the definitions of variables
and default action when there is an error.

The source file Model_Name_data.c includes all adjustable parameters used in Model_Name_step
e.g., PI parameters, delay time constant, saturation value, initial value of some matrix and etc..
Other .c files and corresponding .h files are generated by system default and they handle the
errors.
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The header file Model_Name_private.h includes the definitions of input and output signals.
They need to be modified according to the existing C project, in which you want to merge the
generated C code. Another header file Model_Name_types.h gives definitions of all variable
types. The rest two .h files rtwtypes.h and rtmodel.h are system files and can be ignored.

The functions of several important generated files are explained. Next, it is convenient to
merge the generated files into any existing C project. In practice, several fundamental model
based sensorless observers for PMSM have been developed successfully by using the C code
generation.

4.5 VHDL code generation through Matlab/Simulink
As introduced before, there are two kinds of controllers which are popular in drive control
system: DSP based and FPGA based. The former one adopts C or C++ as a programming
language. In the case of the FPGA based controller, programming in VHDL or Verilog is
necessary. Fortunately, the VHDL or Verilog code generation toolbox and its related verification
toolbox were already released by Matlabr/Simulinkr as well (HDL coder and HDL verifier).
Consequently, the programming burden of VHDL or Verilog can be lightened greatly. In this
section, several key points for HDL coder and HDL verifier are introduced and explained.

PracticeC1:
AlgorithmCandCSystemCDesign

withCFixedPointCQuantizationCAnalysis

PracticeC2:
AutomaticCHDLCCodeCGeneration

PracticeC3:
HDLCCosimulation

ImplementCOptimization
Pipelining,CStreaming,CSharing...C

PracticeC4:
FPGACHardware-in-the-loop

Figure 4.9: VHDL code generation procedures.

The development procedures of VHDL code generation are illustrated in Fig. 4.9. The first
step is modeling and simulation according to the requirements of any controller based on float-
ing point data. And then, a toolbox named Fixed Point Tool shown in Fig. 4.10 is utilized to
convert the floating point model to an optimized fixed point model. The second step is gen-
erating a readable, traceable VHDL or Verilog code for the FPGA. The generation report is
shown in Fig. 4.11 that is similar with the one for C code generation. It is helpful for users to
understand the generated VHDL code by means of the function of bi-directional traceability.
Note that, there is a High-Level Resource Report in the pop-window and it gives the resource
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utilization including multipliers, adders, registers and multiplexers. According to the utiliza-
tion and the FPGA capacity, the optimization should be performed (e.g., pipe-lining, streaming,
sharing etc.). After the appropriate optimization, a Matlab-Modelsimr/Questar/Cadencer co-
simulation can be generated in the third step. A general overview of this function can be found
in Fig. 4.12. The co-simulation is an effective verification tool to validate if the function of
generated VHDL code is exactly the same as the original Matlab model. Finally, the FPGA
hardware-in-the-loop simulation shown in Fig. 4.13 can further verify the effectivenss of the
generated VHDL code. If the VHDL code passes these tests, it is ready for use.

Figure 4.10: Optimization through Fixed Point Tool.

Figure 4.11: VHDL generation report.
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Figure 4.12: Matlab-ModelSim co-simulation.

Figure 4.13: FPGA in the loop co-simulation.

In this section, VHDL generation is introduced briefly, which is helpful for designing any
new algorithms based on an FPGA. In practice, the basic FOC controller for PMSM has been
developed successfully by using the VHDL code generation. However, the performance is not
so good as the CPU based controller due to the difficulty of debugging work. As a result, in all
the experiments in following chapters, the CPU is still the core-processor.

4.6 Summary

In this chapter, the testbench used for verifying all proposed algorithms is introduced briefly.
Two improvements inside the FPGA, SVPWM sub-module and resolver demodulation, are de-
veloped, which makes the testbench more flexible to adapt for more application areas. More-
over, two popular code generation methods based on Matlabr/Simulinkr are introduced and
applied to the existing controller for both CPU and FPGA. These tools can accelerate the de-
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velopment of any complex algorithm, whether with a CPU or an FPGA, and save time for code
debugging.
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CHAPTER 5

Saliency tracking based sensorless method

This chapter deals with the sensorless control based on the saliency tracking method, which is
good at the low speed and standstill sensorless control. However, the most difficult problem
of sensorless control for cwSPMSM is its strong multiple saliencies. Thus, three individual
methods from different perspectives are proposed in this chapter to solve the problem.

Firstly, a Multi-Signal Injection (MSI) method is proposed to combine two sets of saliency
signals and synthesize a virtual saliency signal, based on which the sensorless control is per-
formed. Secondly, on the contrary to utilizing both saliency signals, a Secondary Saliency
Tracking (SST) method is proposed where only the secondary saliency signal is extracted tak-
ing advantage of the rotation difference between saliency signals of different orders, and of an
Adaptive Notch Filter (ANF). Moreover, the corresponding initial position estimation is imple-
mented. Finally, a Repetitive Control (RC) method is brought into the PLL loop for decoupling
of the secondary saliency and the traditional primary saliency tracking is realized again. All
these three sensorless methods are verified by experimental tests and show satisfactory perfor-
mance.

5.1 Background

5.1.1 Sensorless control based on the HF signal injection
Fig. 5.1 gives the structure of a sensorless FOC system for a PMSM using the rotating HF signal
injection method [37]. The input is the speed command ωref . The HF voltage usc is superim-
posed on the fundamental component use in the stationary reference frame. There are two control
loops: a fundamental current control loop and a speed control loop. The fundamental current
ise is obtained through a LPF, because the measured phase current is includes both fundamental
and HF carrier components. The rotor position and speed, which are normally measured by
an encoder, are calculated by a demodulator and a PLL estimator using the measured motor
currents is. The estimated rotor position θ̂e and speed ω̂e are fed back to the regulator.
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Figure 5.1: Sensorless control system using the HF signal injection method.

The demodulation and PLL parts have been introduced in Fig. 3.4. In the following methods,
they all adopt FOC control and the PLL technique to estimate the rotor position and speed.

5.1.2 Saliency behavior of the tested cwSPMSM
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(a) Waveform of NSC with normal BPF.
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(b) Waveform of NSC with proposed BPF.
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(c) FFT analysis of NSC with normal BPF.
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(d) FFT analysis of NSC with proposed BPF.

Figure 5.2: Waveforms of NSC and their FFT Analysis (1kHz 35V), left: (normal BPF), right:
(proposed BPF).
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As an example to demonstrate the phenomenon of multiple saliencies, a cwSPMSM is taken
into consideration. The results of using the rotating HF signal (1kHz 35V) injection method are
shown in Fig. 5.2. Fig. 5.2(a) gives the waveform of the NSC icndqcn extracted through a normal
BPF in the demodulator, which has a bandwidth of [0.9kHz 1.1kHz] with 1kHz in the middle.
The design can extract all effective saliency signals from the measured current signal regardless
of their rotation directions. Fig. 5.2(c) is the Fast Fourier Transformation (FFT) analysis result
of Fig. 5.2(a). Fig. 5.2(b) and Fig. 5.2(d) are corresponding results obtained through a specially
designed BPF, which will be explained in 5.3.

It can be observed from Fig. 5.2(c) that the machine reveals different orders of saliency
h = 2, 4, 8, among which the magnitude Icn8 of h8 = 8 has a poor SNR and can be neglected.
So based on the multiple saliencies model (3.44), the NSC response for cwSPMSM can be
expressed as (5.1) according to its FFT analysis

isc =Icp(ωc)e
j(ωct−π/2) + Icn2(ωc)e

j(−ωct+2θe+ϕ2−π/2)+

Icn4(ωc)e
j(−ωct−4θe+ϕ4−π/2).

(5.1)

Note that, since the 4-th order frequency component rotates in the opposite direction as the
second order component, it is marked with a minus symbol [59].

5.1.3 Challenges of strong multiple saliencies
As described in (3.42) and (3.44): 2θe and hθe(h 6= 2) are general primary and secondary
saliencies, respectively. And the saliency ratio D is defined in (5.2), which is an important
parameter for describing multiple saliencies

D =
Icnh
Icn2

. (5.2)

The existing decoupling methods using modeling [2] or look-up table [60] and other similar
attempts (e.g, [3], [7], [61]) are presented for decoupling the secondary saliency signals. They
work well when the magnitude of the secondary saliency signal is weak D < 0.5. However, as
reported in [10] and [62], these decoupling methods fail if D > 0.5. From Fig. 5.2, it can be
seen that the saliency ratio D = Icn4

Icn2
of the tested cwSPMSM is near 1.7 (D−1 > 0.5), which is

beyond the working range of existing decoupling methods (i.e., traditional decoupling method
for either primary saliency signal or secondary saliency signal dose not work any more). In
order to solve this problem, three attempts are carried out.

Firstly, in addition to the high saliency ratio property of the machine, the dependency of the
saliency signal on the injection frequency (∆Li = f(ωc)) is another property that did not get the
proper attention and is the foundation of the MSI method and will be explained in the following
part of the MSI method. The first method can be seen as a combination method, while the other
two are decoupling methods.

Secondly, on the contrary to the traditional primary saliency tracking method, the secondary
saliency tracking method is proposed. This method utilizes a special designed BPF, which is
designed based on the rotation difference between the primary and secondary saliency. An
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adaptive notch filter acts as a supplementary to decouple the remaining primary saliency signal
around zero speed.

Thirdly, another primary saliency tracking method is considered again. The repetitive control
concept is brought into the PLL part so as to decouple the secondary saliency signal. It is not
restricted by the saliency ratio and shows satisfactory performance.

5.1.4 The analysis of multiple saliencies
The former analysis has shown clearly the problem of multiple saliencies for the cwSPMSM.
In this section, the physical mechanism of the strong secondary saliency is experimentally and
theoretically verified and explained through two aspects: stator background and zigzag leakage
flux. The stator background, taken literally, covers information of the stator. The zigzag leakage
flux was already studied in [5,63], which helps to explain the interaction between the stator and
the surface-mounted PMSMs in this work. Finally, it can be concluded that the secondary
saliency is a result of the combination of these two aspects.

5.1.4.1 Stator background

The main differences between the cwSPMSM and a normal distributed winding SPMSM
(dwSPMSM) are the stator winding distribution, physical geometry and slotting (in summary,
the stator background). Saliency tracking based sensorless methods substantially rely on the
stator background and rotor permanent magnet position. In order to realize the impact of the
stator background on the cwSPMSM, the alternating HF signal injection method is applied in
this subsection.

The cwSPMSM was driven at constant speed of 50 rpm and a 1kHz 20V alternating signal
was injected along the real d axis whose information was provided by an encoder. Because
this injected HF signal was always along the d axis, its HF current response contained only the
information of the stator background. The same tests have been done for a normal dwSPMSM
as well. The parameters of both machines are listed in Table. C.3and C.4. It can be assumed in
advance that, the trajectory of the HF current response should be a circle if the stator background
is symmetrical within one electrical period.

The experimental results are given in Fig. 5.3. The outer dashed blue line represents the
trajectory of the injected HF voltage signal in an electrical period, while the inner dashed red
line represents the trajectory of its induced HF current response. Because the d/q axis HF
currents obtained from the experimental data formulates a filled shape, only the profile that is
of most importance is provided to show clearly the difference. From Fig. 5.3, it can be observed
that the current response trajectory of the tested cwSPMSM shows a hexagon form in Fig. 5.3(b)
compared to the circular trajectory of the normal dwSPMSM in Fig. 5.3(a).

The circular trajectory of the tested dwSPMSM shows, as expected, that the dwSPMSM’s
stator background is symmetrical. On the contrary, the hexagon form for the tested cwSPMSM
results from the asymmetrical characteristic of its stator background. A reason is that each stator
winding of the cwSPMSM locates around one tooth (tooth winding) [5] whose width is wider
than that of the normal dwSPMSM. The self inductance of the cwSPMSM is more significant
than the mutual inductance. As a consequence, the current flow inside the stator winding is
more sensitive to the change of rotor flux distribution in comparison with dwSPMSM whose



5.1. BACKGROUND 55

(a) Stator background of a normal dwSPMSM (b) Stator background of the tested cwSPMSM

Figure 5.3: Stator background comparison.

mutual inductance distribution is significant in the total phase inductance. Moreover, the shape
of the hexagon can serve as a hint to infer the stator structure of the tested cwSPMSM.

The cross section of the tested cwSPMSM is speculated and a structure is demonstrated in
Fig. 5.4 in accordance with the hexagon form. There are six teeth within one electrical period.
Only two windings of phase A are shown and other phases’ (B and C) windings are omitted for
simplicity. However, the stator winding distribution mentioned in Fig. 5.4 is only one possibility
and does not reflect the real machine structure. The main target of Fig. 5.4 is to explain the
relation between the zigzag leakage flux and the main flux in the next subsection.

When the HF voltage signals are injected into the special stator windings of the cwSPMSM,
its HF current response can reflect the interaction between the stator winding distribution and
the rotor flux distribution. The interaction information recorded in the HF current response is,
in fact, the saliency signal.

5.1.4.2 Zigzag leakage flux

In addition to the special stator background of the cwSPMSM, there is another phenomenon
called the “zigzag leakage flux" which is the physical mechanism of the secondary saliency as
well.

Both, the main flux (two big ellipses, single line) and the zigzag leakage flux (two small
circulars around the stator winding, double line), are shown in Fig. 5.4 for a one-pole-pair
PMSM model, which is a sketch map to show the special phenomenon of the “zigzag leakage
flux". The zigzag leakage flux can be more significantly observed by the cwSPMSM compared
with the dwSPMSM [5]. Moreover, the superimposed rotating HF flux is a leakage flux around
the stator winding [64] and its HF current response reflects the flux distribution near the stator.
As a result, when the rotating HF signal scans one electrical period (one circumference in
Fig. 5.4), it can detect that the main flux distribution changes twice, which is the physical origin
of the primary 2nd saliency signal (Lq < Ld for HF components [64]).

On the one hand, the zigzag leakage flux locates in the q axis (actual d axis winding) and
it decreases Ld and makes the difference between Ld and Lq smaller. On the other hand, the
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Figure 5.4: Flux distribution.

zigzag leakage flux and its equivalent part of the main flux near the tooth winding can be treated
as a periodical saliency. Its period is half of a pole pitch and it results in the secondary −4th
saliency [58].

In general, different from the primary saliency signal (saturation induced saliency signal,
highly depending on operating points of the motor), the secondary saliency signal is mainly
induced by the mechanical configuration (e.g.,slots/poles combination, winding distribution,
magnet installation etc). In this work, for the tested cwSPMSM, the reason is the zigzag leakage
flux combined with the tooth winding structure, which means it is less sensitive to operating
points and is therefore more reliable [65]. The insensitivity of the secondary saliency signal
will be shown later in the experimental section.

Note that, in practice, the frequency of the excitation HF signal should be much higher than
the frequency of the fundamental signal in order to make sure the easy separation between
fundamental signals and HF signals. Therefore, in this work, a 1kHz signal is chosen for both
alternating (only used in previous subsection to detect the stator background) and rotating (for
the rest sections) HF signal injection methods.

5.1.4.3 Impact of slot/pole combination

There are already some papers [5, 65] dealing with the effect of slot/pole combination on the
performance of the PMSM. It is demonstrated that the combination indeed has an impact on
saliency creation including the zig-zag flux-based saliency.

In [5], the authors have listed a table containing several possible slot/pole combinations for
the cwSPMSM. The influence of the slot/pole combination on sensorless capability was also
shown. A selection rule for choosing the combination was recommended and validated through
a Finite Element Analysis (FEA) tool in the paper. Moreover, there is another paper [65], which
gave a deep insight into the relation between the d−q inductance and the slot/pole combination.
The theoretical analysis was performed based on detailed machine parameters. As a result, the
effect of the slot/pole combination on saliency signals should be taken into consideration by
machine designers to design a high sensorless-capable machine.
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5.2 Multi-signal injection method

In order to further investigate the saliency behavior of a cwSPMSM, a series of experimental
tests have been developed. It has been found that the behavior of the multiple saliencies of the
cwSPMSM is principally frequency dependent. Based on the characteristics of such machines,
the Multi-Signal Injection method for realizing sensorless control is proposed. This method in-
jects multiple HF signals with different frequencies and magnitudes into the machine. Different
frequency components in the response current signals are demodulated and then combined to-
gether to get the clear primary saliency signal, which is used to identify the rotor position. This
new method was validated using a cwSPMSM at low speed. The experimental results proved
the effectiveness and accuracy of the new method.

5.2.1 Derivation of the proposed MSI method

5.2.1.1 Precise multiple saliencies model

Further investigation of the machine saliencies reveals that the saliency behavior often changes
depending on the frequency of the injected carrier signals. The changing rates of the magnitudes
Icnh, for different saliencies, are also dependent on frequencies. The saliency behavior has a
relationship to the voltage magnitude of the injected signals as well but it plays a less important
role in this variation [64]. In this section, we focus on the relationship to the frequency. Thus,
the multiple saliencies model should be more precisely represented as in

isc =Icp(ωc)e
j(ωct−π/2) +

∑

h

Icnh(ωc)e
j(−ωct+hθe+ϕi−π/2) (5.3)

The magnitudes of the positive and negative carrier currents of the h-th order saliency become
carrier frequency dependent (nonlinear relationship), and are redefined in

Icp(ωc) =
Vc
ωc

[
ΣL(ωc)

ΣL2(ωc)−
∑

k ∆L2
k(ωc)

]
(5.4)

Icnh(ωc) =
Vc
ωc

[
∆Li(ωc)

ΣL2(ωc)−
∑

k ∆L2
k(ωc)

]
(5.5)

where ∆Li represents the inductance difference of the related hth-order saliency. k is the
saliency order.

If a single carrier signal with a constant frequency is used, the saliency behavior does not
show any difference compared with the model of (3.44). However, this frequency dependent
property can be used to observe the rotor position by simultaneously injecting multiple carrier
signals with different frequencies.
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5.2.1.2 Principle of MSI method

If multiple carrier signals with different frequencies are applied on the machine, the multiple
saliencies model is described as

isdqc =
∑

m

[
Icp(ωcm)ej(ωcmt−π/2)+

∑

h

Icnh(ωcm)ej(−ωcmt+hθe+ϕmh−π/2)
] (5.6)

where m = 1, 2, . . .M and h = 1, 2, . . . N .
If M signals with different frequencies are injected into the machine, the response current

will contain M frequency components. Suitable BPFs can be used to separate them. The result
is

isdqcm =Icpme
j(ωcmt−π/2)+

∑

h

Icnmhe
j(−ωcmt+hθe+ϕmh−π/2) (5.7)

where Icpm = Icp(ωcm), Icnmh = Icnh(ωcm).
By multiplying ej(ωcmt) on both sides of each equation in (5.7), the new term of the positive

sequence current has twice the frequency of the former one, which can be removed using a LPF.
Thus, the pure rotor position information (5.8) can be extracted from the response signals (5.7).

icndqcnm =
N∑

h=1

Icnmhe
j(hθe+ϕh+δm−π/2) (5.8)

The signal processing will usually introduce different phase shifts to the current signals. Most
of them are phase lag effects resulting from different filters and they are represented with δm in
(5.8). They can be calculated from filter design parameters or experiment analysis. Whereas,
ϕh has the same value for different injected signals. The term eδm can be moved to the left side
by multiplying a e−δm on both sides of (5.8). The result is shown in

icndqcnme
−δm =

N∑

h=1

Icnmhe
j(hθe+ϕh−π/2) (5.9)

If M = N , by combining all responses of N different signals, we can obtain the following
expression (detailed process is explained in the Appendix)

icom =
M∑

m=1

αmi
cn
dqcnme

−δm = βej(hθe+ϕh−π/2) (5.10)

where αm and β are combination parameters of Icnmh. The combined signal icom is a combi-
nation of all measured currents.

As a result, (5.10) only contains the information of the h-th order saliency, and all other
saliencies are eliminated. Therefore, the multiple-saliency model is transformed to a single
saliency model, and the rotor position can be easily estimated with the PLL, as in Fig. 3.4. To



5.2. MULTI-SIGNAL INJECTION METHOD 59

get the best accuracy, usually the equation representing the most significant saliency is used for
rotor position estimation. Here, this concept will be further explained with a model, which has
only two saliencies, as an example for better understanding. In this case, two voltage signals
with different frequencies are injected into the machine. Therefore, (5.9) becomes{

icndqcn1e
−δ1 = Icn11e

j(h1θe+ϕ1−π/2) + Icn12e
j(h2θe+ϕ2−π/2)

icndqcn2e
−δ2 = Icn21e

j(h1θe+ϕ1−π/2) + Icn22e
j(h2θe+ϕ2−π/2)

(5.11)

Supposing the first saliency h1θe is to be used for rotor position estimation, it can be defined
icom = Icn22i

cn
dqcn1e

−δ1 − Icn12i
cn
dqcn2e

−δ2 (5.12)

Substituting (5.11) into (5.12), it is (5.13)
icom = (Icn11Icn22 − Icn21Icn12)ej(h1θe+ϕ1−π/2) (5.13)

(5.13) proves that the combined current signal icom only contains the information of the first
saliency. And the original double-saliency model is now converted to a single-saliency model.
However, in practice, (5.12) is used to calculate the combined current signal icom. A more
practical variation of (5.12) is (5.14)

icomf =
eδ1

Icn22

icom = icndqcn1 −
Icn12

Icn22

eδ1−δ2icndqcn2 (5.14)

icomf is the final signal that is to be input into the PLL for flux angle estimation. Using this
equation, only the relative ratio Icn12

Icn22
of the same saliency magnitudes under different injection

conditions and the phase difference eδ1−δ2 are necessary. Exact values are not required. This can
make the application much easier. The complete flux estimation procedure can be illustrated
with Fig. 5.5.

In Fig. 5.5, two HF signals with different frequencies are injected. “1" represents the first
signal with lower frequency, “2" represents the second signal with higher frequency. The criteria
to choose these two signals is that they can result in significant different saliency ratios (e.g.,
D1 = 0.56, D2 = 2.25 in the experiment Fig. 5.6 of this work). These two NSCs are obtained
through a respective demodulator. This combination procedure is expressed in (5.14), in which
eδ1−δ2 can be acquired by comparing with a reference signal of multiple saliencies generated by
an encoder. Afterward, they are combined to get only h1θe saliency, which will drive the PLL
in the next step.

5.2.1.3 Remarks of MSI method

For the machines which show strong multiple saliencies, the ratioD is remarkable, which inval-
idates the existing decoupling methods [10]. On the contrary, the multi-signal injection method
utilizes another characteristic, ∆Lk = f(ωc) to implement sensorless control. This method has
the following advantages:

• Complicated modeling and training process based on mass commissioning are not re-
quired.

• The NSC responses reflect intrinsically the same multiple saliencies information, which
guarantees the precise combination.

• If the primary saliency (2θe) is chosen as the final combined saliency, the existing polarity
identification methods can be applied for the initial position estimation.
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Substituting (14) into (15), it is (16)

icom = (Icn11Icn22 − Icn21Icn12)e
j(h1θe+ϕ1−π/2) (16)

(12) proves that the combined current signalicom only contains the information of the first saliency.
And the original double-saliency model is now converted to asingle-saliency model. However, in practice,
(15) is used to calculate the combined current signalicom. A more practical variation of (15) is (17)

icomf =
eδ1

Icn22
icom = icndqcn1 −

Icn12
Icn22

eδ1−δ2icndqcn2 (17)

icomf is the final signal that is to be input into the PLL for flux angleestimation. Using this equation,
only the relative ratioIcn12

Icn22
of the same saliency magnitudes under different injection conditions and the

phase differenceeδ1−δ2 are necessary. Exact values are not required. This can make the application much
easier. The complete flux estimation procedure can be illustrated with Fig. 3.

In Fig. 3, two HF signals with different frequencies are injected. “1” represents the first signal with
lower frequency, “2” represents the second signal with higher frequency. The criteria to choose these
two signals is that they can result in significant different saliency ratios e.g.,D1 = 0.56, D2 = 2.25
in the experiment of this work. These two NSCs are obtained through their demodulators, respectively.
This combination procedure is expressed in (17), in whicheδ1−δ2 can be acquired by comparing with
a reference signal of multiple saliencies generated by an encoder. Afterward, they are combined to get
only h1θe saliency, which will drive the PLL in the next step.

C. Remarks of Multi-Signal Injection Method

For the machines which show strong multiple saliencies, theratio D is remarkable, which invalidates
the existing decoupling methods [11]. On the contrary, the multi-signal injection method utilizes another
characteristic i.e.,∆Lk = f(ωc) to implement sensorless control. This method has advantages as follows:
• Complicated modeling and training process based on mass commissioning are not required.
• The NSC responses reflect intrinsically the same multiple saliencies information, which guarantees

the precise combination.
• If primary saliency (2θe) is chosen as the final combined saliency, the existing polarity identification

methods can be applied for the initial position estimation.

D. Other Related Issues of HF Based Methods

All HF based sensorless methods have the disadvantage of increasing the losses, both in the rotor and
in the stator. These issues are really big research topics and need to be studied individually. Fortunately,
some related HF loss analysis such as eddy current loss [27],hysteresis loss [28], temperature issues
[29] for HF injection based methods have already been studied during recent years. Especially according
to the conclusions of [30], cwSPMSM is better suited for HF injection based sensorless methods and
it has minor impact on the HF losses. Furthermore, for higherspeeds, the switchover to a model-based
sensorless method is mandatory. Then, the loss issues resulted from HF injection are no longer present.
On the other hand, it is a time-consuming work to give the precise loss analysis based on Finite-Element-
Analysis (FEA) due to the lack of knowledge about the detailed stator, rotor, and material information of
the test cwSPMSM, which is a commercial product from SEW company. As a result, we did not include
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Figure 5.5: Multi-signal injection method.

5.2.1.4 Other related issues

All HF based sensorless methods have the disadvantage of increasing the losses, both in the rotor
and in the stator. These issues are really great research topics and need to be studied individually.
Fortunately, some related HF loss analysis such as eddy current loss [66], hysteresis loss [67],
temperature issues [68] for HF injection based methods have already been studied during the
recent years. Especially according to the conclusions of [69], the cwSPMSM is better suited for
HF injection based sensorless methods and it has minor impact on the HF losses. Furthermore,
for higher speeds, the switchover to a model-based sensorless method is mandatory since then,
the loss issues resulting from the HF injection are no longer present. On the other hand, it
is a time-consuming work to give the precise loss analysis based on FEA due to the lack of
knowledge about the detailed stator, rotor, and material information of the tested cwSPMSM,
which is a commercial product from the company SEW. As a result, we did not include loss
analysis due to the above reasons and the limited scope of this work. But it will be the topic of
ongoing research.

Another issue of the HF based sensorless methods is the so called HF-induced resistance
effect or eddy-current-reflected asymmetric resistance presented in [6, 66, 70]. Most of all,
in [6], the authors gave a comparison between inductance-based and resistance-based sensorless
control for the cwSPMSM. The conclusion of this work shows that the inductance-based method
is more suitable than the resistance-based method for the cwSPMSM, which has a lower SNR.

The inverter non-linearity effects of the HF injection method are also important and have been
studied in [4, 71, 72]. In the experiments of this work, the dead time of the inverter is set to 0.8
µs which is shorter than [71, 72] and comparable with [4]. According to the conclusion of [4],
for such dead-time the non linearity effects are small for both rotating and pulsating carriers.
Furthermore, the magnitude and phase become sensitive to the loading of the inverter, but this
effect is also not very significant either. We have tested the saliency ratio of this cwSPMSM
based on other test benches with different controllers and similar dead time inverters. They all
demonstrate that these non linearity effects are not so significant.
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Figure 5.6: NSC trajectory and FFT Analysis, left: (455Hz 15V), right: (1kHz 20V).

5.2.2 Behavior of the frequency-dependent saliencies
In this part, all the expressions and experimental results are carried out using the traditional
rotating HF injection method.

For a normal SPMSM with distributed windings, the trajectory of the NSC, depending on the
flux angle, is a circle due to the presence of only one primary saliency 2θe as depicted in (3.43).
However, the relatively lower stator slot numbers, combined with the concentrated winding
structure in cwSPMSMs, bring extra saliencies into the machine. Experimental results of the
NSC trajectory for a cwSPMSM are given in Fig. 5.6.

From Fig. 5.6(a) and 5.6(b), it is seen that the NSC trajectory is eccentric and shows a form
with lobes [58], [73]. With the spectral FFT analysis given in Fig. 5.6(c) and Fig. 5.6(d), this
NSC contains two major frequency components, 2θe and −4θe.

According to the multiple saliencies model (5.3), the NSC response for the cwSPMSM can
be expressed as

isc =Icp(ωc)e
j(ωct−π/2) + Icn2(ωc)e

j(−ωct+2θe+ϕ2−π/2)+

Icn4(ωc)e
j(−ωct−4θe+ϕ4−π/2)

(5.15)

It contains the primary saliency 2θe and the secondary saliency −4θe.
Furthermore, from Fig. 5.6 we can also find that this trajectory changes with the frequency

variation of the injected signals. Fig. 5.6(c) gives the result of the injected signal with 455Hz
15V and the magnitude of the 2θe saliency is nearly 1.5 times the magnitude of the −4θe
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saliency. Whereas in Fig. 5.6(d), when the injected signal is 1kHz 20V, the magnitude of the
−4θe saliency is twice the magnitude of the 2θe saliency. Note that, saliency magnitudes under
1kHz 20V are relatively lower compared to the result of the 455Hz 15V condition due to the
inverse relationship between the saliency magnitude and the frequency of the injected signal
Icnh ∝ Vc

ωc
.

To investigate more about this special characteristic of the cwSPMSM, many experiments
were done and the conclusion is summarized in (5.16) (saliency ratio D = Icn4

Icn2
)

D ⇒





0.6 < D ≤ 1 if fc < 500Hz,

Resonance if 500Hz < fc < 600Hz,

D > 1.5 if fc > 600Hz

(5.16)

where fc is the frequency of the injected signal and ωc = 2πfc.
The results of injection conditions between 500Hz and 600Hz have not been performed due

to the mechanical resonance problem. Even without these results, the provided measurements
based on many tests can reveal the variation tendency of this saliency ratio according to the
frequency of the injected signal.

From this conclusion (5.16), it is obvious that the magnitude of the secondary saliency of the
cwSPMSM is comparable or even larger than the primary saliency. This conclusion confirms
the former relationship ∆Li = f(ωc).

5.2.3 Application of MSI Method
The multi-signal injection method is suitable for the sensorless control of cwSPMSM which has
strong multiple saliencies. As described above, the primary saliency h2 = 2 and the secondary
saliency h4 = −4 can be found in its NSC responses. The example of the double-saliency
model in (5.11)-(5.14) can be used. Then, only the primary saliency is left after this combina-
tion. Based on the saliency signal obtained with the multi-signal injection method, traditional
sensorless methods can be applied.

5.2.4 Implementation and experiment results

5.2.4.1 Combination parameters

There are two parameters during the combination procedure. The ratio, Icn12
Icn22

, which is measured
by an FFT analysis, and the angle difference, δ1 − δ2, which is obtained by comparing with a
reference signal of multiple saliencies generated by an encoder. It has close relation to the
parameters of designed filters and the sampling frequency of the controller

• Utilizing BPFs and LPFs, we can get the separate saliency responses as shown in (5.8)
for different HF conditions ( (5.17) is for 1kHz and (5.18) is for 455Hz). Then an FFT
tool is adopted to obtain their individual magnitudes including Icn11, Icn12, Icn21 and Icn22

as they are shown in Fig. 5.6.

• In order to acquire the angle difference δ1 − δ2, the position θe measured by an encoder
will be used as a parameter to produce a reference signal of multiple saliencies as shown
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in (5.19) and (5.20), in which the parameters λ1−4 are adjustable. λ1 and λ3 represent the
phase lags and λ2 and λ4 denote the phase shifts between these two saliency signals.

• Using real time D/A channels of our control system, we can output (5.17) and (5.19) or
(5.18) and (5.20) signals to an oscilloscope at the same time. Then, adjusting parameters
λ1−4 can make the outline of (5.19) coincide with (5.17) and the outline of (5.20) coincide
with (5.18). Comparing the equations (5.17)-(5.20), we get (5.21)-(5.22). Then it is easy
to get the angle difference δ1−δ2 in (5.23). (Normally, ϕ1 is treated as 0 for simplification
without introducing any difference)

icndqcn1 = Icn11e
j(2θe+δ1+ϕ1−π/2) + Icn12e

j(−4θe+δ1+ϕ2−π/2) (5.17)

icndqcn2 = Icn21e
j(2θe+δ2+ϕ1−π/2) + Icn22e

j(−4θe+δ2+ϕ2−π/2) (5.18)

iref1 = Icn11e
j(2(θe+λ1)−π/2) + Icn12e

j(−4(θe+λ1)+λ2−π/2) (5.19)

iref2 = Icn21e
j(2(θe+λ3)−π/2) + Icn22e

j(−4(θe+λ3)+λ4−π/2) (5.20)

2λ1 = δ1 (5.21)
2λ3 = δ2 (5.22)

δ1 − δ2 = 2λ1 − 2λ3 (5.23)

5.2.4.2 Flux angle estimation

In practice, the experimental data should replace the corresponding ones in Fig. 5.5: “1" repre-
sents 455Hz 15V signal, “2" represents 1kHz 20V signal. The saliencies information in Fig. 5.6
is depicted in

Icnh ⇒
{
Icn2 = 67mA, Icn4 = 38mA fc = 455Hz15V

Icn2 = 4mA, Icn4 = 9mA fc = 1kHz20V
(5.24)

The combination parameters are Icn12
Icn22

= 4.22, δ1 − δ2 = π.
After the signal combination, we kept the 2θe saliency instead of the−4θe one. The following

two reasons support this selection.

• The primary saliency of signal “1" has a higher SNR. This is an advantage to get a more
precise position and speed estimation.

• The secondary saliencies (always high order e.g., −4θe, 8θe) are considered as interfer-
ences for initial polarity identification, which is essential to start a PMSM, and thus should
be eliminated

Based on the experimental results, the NSCs were extracted and the d axis components are
demonstrated in Fig. 5.7. The first two curves show the d-axis components of the NSCs re-
sponses of signal “1" and signal “2", respectively. The third curve shows the d axis component
of the synthesized signal using the multi-signal injection method. The last curve shows the
estimated rotor position, which is precise enough to implement closed-loop control.

Observing Fig. 5.7, it is obvious that the synthesized signal, idcomf , shows a regular sinu-
soidal form. This indicates that the signal precisely expresses the rotor position information.
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Fig. 6. Flux angle estimation results of the multi-signal injection method.
Figure 5.7: Flux angle estimation results of the multi-signal injection method.

5.2.4.3 Sensorless experimental results

Figure 5.8: Block diagram of the decoupling method.

For comparison, the decoupling method mentioned in [1], whose structure is depicted in
Fig. 5.8, was tested for sensorless control of the cwSPMSM. The HF condition is 455Hz 15V.
It failed, however, because the estimated rotor position was not accurate enough for the closed-
loop control. Therefore, only the open-loop estimation performance at 100 rpm (0.03 rated
speed) is shown in Fig. 5.9. The blue line represents the reference rotor position θe measured by
the encoder, which was fedback for the speed control loop. The red line denotes θ̂e. Obviously,
this decoupling method fails to estimate the rotor position in the presence of strong multiple
saliencies. The θ̂e and θe have almost 180 electrical degree difference, which is because the NS
poles identification function is not added to this traditional method and they have 50% chance to
converge to S pole (180 degree) or to N pole (0 degree). We took the result that the tracking has
180 degree error in order to clearly show the difference between the reference and the estimated
values.

The proposed multi-signal injection method for closed-loop estimation was firstly tested at
100 rpm speed without load. The measured speed ωe and position θe, the estimated speed
ω̂e and position θ̂e, and the position error θ̃ are presented in Fig. 5.10. The speed error (not
shown) ω̃ is limited within ±10 rpm and the peak value of the position error of θ̃ is less than
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0.2 rad. The error mainly arises from the speed filter parameter- and speed loop PI parameter-
tuning. However, the average value is almost zero. This test verifies that the multi-signal
injection method has a better estimation performance than the traditional decoupling method
for machines which show strong multiple saliencies.
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As described before, HF based sensorless methods have the the disadvantage of increasing
the losses. With higher speed, the switchover to a model based sensorless method is mandatory.
Therefore, it was verified on the test bench that the model based method such as the MRAS can
work well at the speed reference higher than 200 rpm with or without load. Thus, sensorless
control of cwSPMSM will be implemented by using model based methods in the middle and
high speed ranges to eliminate the noise and losses induced by the HF injection based methods.
Therefore, only different loads at 100 rpm have been investigated based on the multi-signal in-
jection method. The results showed that the system was stable at different loads. For a load less
than 30% of the rated load, the position error θ̃ was similar to that in Fig. 5.10. However, for a
load greater than 40% of the rated load, the position error θ̃ increased. A full load test at 100 rpm
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Fig. 12. Sensorless performance at 100 rpm speed with a rated load torque using the multi-signal injection method with a compensation.Figure 5.13: Sensorless performance at 100 rpm speed with a rated load torque using the multi-
signal injection method with a compensation.

rotating speed is presented in this work. Experimental results are given in Fig. 5.11. Compared
to the no-load test, the peak of the position error became larger and reached 0.3 rad, which
resulted from the load dependent variation of the flux displacement [74]. This error can be
compensated by either a LUT or a polynomial function. To compensate this error, the LUT was
built as shown in Fig. 5.12. The picture introduces a curve regarding the relationship between
the compensated angle and the rate of the load. The data was collected on the test bench. The
same test with a rated load at 100 rpm was investigated by considering the compensation with
this LUT method and experimental results are depicted in Fig. 5.13. The parameter definitions
are the same with Fig. 5.10 and the q-axis current iq is presented as well. From Fig. 5.13, the
position error θ̃ has obviously decreased compared to the previous one without compensation
and the average error of the position is almost zero.

The system dynamic performance was observed by implementing a low speed reverse test.
The speed reference varied from 100 rpm to -100 rpm and vice versa. The results are given in
Fig. 5.14, which shows the same parameters as in Fig. 5.13. From Fig. 5.14, the highest θ̃ is
about 0.17 rad, while the mean error of θ̃ at steady state is less than 0.07 rad. Because the speed
command trajectory is manually planed in this case, the dynamic response does not reach its
fastest limit.
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5.2.5 Conclusion

A novel multi-signal injection method for solving a specific problem in sensorless control of
cwSPMSMs is proposed in this section. For such machines, traditional sensorless control meth-
ods, based on a single HF signal injection, fail. Furthermore, if the high order saliencies are
stronger than half of the primary saliency, even the decoupling methods, which are specifically
designed for sensorless control of machines with multiple saliencies, fail too. In this situation,
the multi-signal injection method proposed in this section provides a successful solution. This
method utilizes another property of machines with multiple saliencies (i.e., the dependency of
different orders of the saliencies on frequency).

This method was tested in an experimental system with a cwSPMSM. Although the machine
showed very strong high order saliencies, especially with the fourth order saliency being even
higher than the primary one above a certain frequency level, the multi-signal injection method
still eliminated the influence of the fourth order saliency successfully and provided clear in-
formation about the rotor position, also in load condition. With the same method, the initial
position of the rotor can be also estimated accurately within ± 3 electrical degrees.

Theoretical analysis reveals that the proposed multi-signal injection method is not limited to
machines with only two saliencies. It is a general method and can be used for any machine with
any order of saliencies. It has been proved that this method can remove any number of multiple
saliencies and only leaves one saliency for the identification of the rotor flux position.

This multi-signal injection method has no restriction on the frequencies of the injected sig-
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nals. This freedom makes it possible for engineers to select the optimal frequencies based on
specific problems, such as to achieve the best SNR or to avoid mechanical resonances.

5.3 Secondary saliency tracking method

In this section, in addition to the Multi-signal injection method, a novel Secondary Saliency
Tracking (SST) algorithm is proposed to implement the sensorless control exclusively for such
machines in the low speed range. Instead of processing the primary saliency signal, the sec-
ondary saliency signal, which has a better signal to noise ratio and more precise resolution, is
processed by a specially designed band pass filter and an adaptive notch filter for speed and
rotor position estimation. The effectiveness and accuracy of the newly proposed SST method
are verified by experimental results.

5.3.1 Secondary saliency tracking method

In this section, the selection principle of the most appropriate saliency signal to drive the PLL is
firstly derived, which is a general rule for all saliency based sensorless methods. Then, the SST
method together with a special BPF design are introduced in detail. At the end of this section,
initial position identification based on the SST method is proposed accordingly.

5.3.1.1 Selection principle of saliency signals

For saliency based sensorless control methods, several selection principles of saliency signals
for the position estimation are described as follows:

• The saliency signal should be a rotor position-dependent signal, which demonstrates ex-
actly the physical characteristic of the rotor.

• The SNR of the saliency signal should be high enough to guarantee the accuracy of posi-
tion estimation.

• The saliency signal should be less sensitive to operation points.

According to these three principles, comparisons between primary and secondary saliency sig-
nals are performed.

Firstly, it can be found in (5.1) that both primary and secondary saliency signals contain
the rotor position information. There is no difference for both saliency signals. However,
the secondary saliency signal has higher order and thus is of more precise resolution than the
primary saliency signal.

Secondly, the saliency ratio of a cwSPMSM is D = 1.7. The secondary saliency signal has
an obvious higher SNR than that of the primary saliency signal.

Finally, the primary saliency signal can be influenced by the cross-saturation and especially
by secondary saliency signals. On the contrary, the secondary saliency signal is a structure-
induced effect and it is less sensitive to operation points.
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Figure 5.15: General decoupling of one saliency signal within PLL.
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5.3.1.2 Secondary saliency tracking

Based on the previous analysis, the advantages of utilizing the secondary saliency signal for po-
sition estimation is clear. The SST method can operate also with the PLL as shown in Fig. 5.15.
The comparatively weak primary saliency signal can be eliminated by two individually designed
filters: a BPF and an adaptive notch filter.

Firstly, note that, a benefiting characteristic of the secondary saliency signal can be utilized:
it rotates in a different direction compared with the primary saliency signal [58]. This makes it
easier to extract only the secondary saliency signal through a specially designed BPF which lo-
cates in the upstream of the PLL as shown in Fig. 5.15. Its design procedures will be introduced
in the following subsection. After the attenuation of the primary saliency signal by this BPF, the
saliency ratio D becomes greater than 2 (D−1 < 0.5) and then the stability of the decoupling
method is valid again, which means the primary saliency signal can be decoupled effectively.

Secondly, in order to further eliminate the effect of the residual primary saliency signal at
very low speeds, an ANF mentioned in [75] is adopted between the demodulator and the PLL
as a supplement. The structure of the ANF is illustrated in Fig. 5.16. It is of simple algorithm
and only one parameter ρ is needed. ρ is set with 0.005 (it behaves like the PI parameter and has
no unit) in practice. The ANF can adaptively change its output in accordance with operation
points so that the primary saliency can be effectively decoupled.
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5.3.1.3 Band pass filter design

Because the different rotations of the primary and secondary saliency signal result in different
NSC signals, when the frequency of fundamental current is fe = 10Hz, θe = 2π(10Hz)t,
ωc = 2π(1kHz), these two saliency signals are

Icn2e
j(−ωct+2θe+ϕ2−π/2) = Icn2e

j(2π(−980Hz)t+ϕ2−π/2) (5.25)

Icn4e
j(−ωct−4θe+ϕ4−π/2) = Icn4e

j(2π(−1040Hz)t+ϕ4−π/2) (5.26)

From (5.25) and (5.26), it can be seen that with an increase of the fundamental frequency,
the frequency difference between the primary and secondary saliency signals also increases.
Moreover, they locate in different sides of the injected frequency, which can be utilized to
separate one from another by a specially designed BPF. With the help of filter design functions
in Matlab and a cascaded Second Order Sections (SOS) filter as shown in (5.27), it is convenient
to implement a digital filter with any-order and any-expected performance. The final SOS filter
needs only an L(rows)-by-6(column) matrix containing the coefficients of each second-order
section in its rows (5.28).

H(z) = g
L∏

k=1

Hk(z) = g
L∏

k=1

b0k + b1kz
−1 + b2kz

−2

1 + a1kz−1 + a2kz−2
(5.27)

SOS =




b01 b11 b21 1 a11 a21

b02 b12 b22 1 a12 a22

...
...

...
...

...
...

b0L b1L b2L 1 a1L a2L




(5.28)

According to the previous analysis, an elliptic bandpass filter that has a steeper cut-off char-
acteristic than the others is designed and the bode diagram of this example is shown in Fig. 5.17.
The pass-band frequency is [fc fc+4fe] and fc locates in the left edge. This BPF can extract only
the secondary saliency signal at a positive speed. In Fig. 5.15, it is isdqc = Z−1{H(z)}isdq where
Z−1 represents the inverse Z transformation. When the speed goes to negative, the rotations of
both saliency signals change their signs, that means the NSC is isdqc = isdq −Z−1{H(z)}isdq.

The designed BPF guarantees that the secondary saliency signal can be fully extracted out
from current signals and meanwhile the magnitude of the primary saliency signal is attenuated
greatly. The results of the NSC using the newly designed BPF are shown in Fig. 5.2(b) and
5.2(d). It is clearly seen that the secondary saliency signal dominates all saliency signals, which
ensures a better SNR of the secondary saliency signal and a successful rotor position estimation
based on the SST method. With the aid of the ANF demonstrated in Fig. 5.16, the primary
saliency signal can be even suppressed so that the SST method works better.

5.3.1.4 Initial position estimation

Initial position is important for starting a PMSM. For the tested cwSPMSM, the secondary
saliency signal rotates four times as the rotor flux completes one revolution. Therefore, similar
to the fact that the primary saliency (2nd) signal solely cannot identify the N and S magnetic
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Figure 5.17: Specially designed BPF (Sampling frequency is 16kHz).

poles of the rotor, the secondary saliency signal solely cannot distinguish any two angles with
a π/2 difference (or nπ/2, where n = 0,±1, 2 total 4 points). In this work, an initial position
estimation based on the −4th saliency signal is proposed and the 4 convergence points are
clearly distinguished as illustrated in Fig. 5.18.

During the initial position identification procedure, the±d̂ axis pulse excitation method men-
tioned in [28] is extended for distinguishing another 2 points i.e., π/2 and −π/2 away from the
N pole. σ is a threshold of the +d and −d axis current difference. If θ̂0 converges to the N or
S pole, σ should be large enough. On the contrary, if θ̂0 converges to π/2 and −π/2, σ should
be small since the flux path is vertical to the main flux. In this case, a θ̂0 − π/2 correction of
the park transformation is adopted to make the estimated position return to the N or S pole and
then the same procedure will be done again. Once the initial position is corrected, it is ready to
start the machine with a sensorless closed-loop control. In practice, σ = 0.21A is set through
trial and error tests.

5.3.2 Experimental results

The open loop estimation result (encoder measured position and speed are fedback to the FOC
controller) of the primary saliency tracking method for the cwSPMSM was shown in Fig. 5.19,
in which θ̂e and θe were included. Because the SNR of the secondary saliency signal is much
higher than that of the primary saliency, the frequency of θ̂e is twice the frequency of θe. More-
over, they have opposite directions which results from the rotation difference of these saliency
signals. The result illustrated that the primary saliency tracking method fails for a cwSPMSM
because of its lower SNR and it is in accordance with the previous analysis.

To verify the sensitivity of the SST method to machine operation points, the load-dependent
position estimation error of the SST method was compared with that of the MSI method. The
experimental results of the comparison were shown in Fig. 5.20, where the red line is for the
SST method and the blue line is for the MSI method. It can be observed from this figure that the
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load-dependent error of the SST method is only half of that of the MSI method, which validated
the insensitivity of the proposed SST method. In practice, the error was compensated by the
LUT that was built according to the data in Fig. 5.20.

As analyzed before, the estimated θ̂e of the SST method at standstill may converge to 3
wrong points: ±π/2 and π away from the correct position (N pole). Therefore, in order to
verify the proposed initial position estimation method, experimental results of corrections at
−π/2 and π were shown in Fig. 5.21(a) and 5.21(b), respectively. A flag is defined in the first
sub-figure to illustrate the different stages in Fig. 5.18. Its values 0, 1, 4 and 3 represent the
acquisition of θ̂e, π and 0, ±π/2 and the final correction stage, respectively (2 is reserved for
another purpose). From Fig. 5.21, the difference of σ for these four convergence points is clear.
The proposed initial position estimation method works well without load. Nevertheless, the
frequencies of both saliency signals are zero at standstill and thus the designed BPF does not
work. With the increase of load, the initial position estimation method becomes more sensitive
to load and unstable. As a result, only a slight load (below 10% rated load) can be applied to
the cwSPMSM at standstill right now. Further research will focus on the improvement of the
zero-speed performance.

To verify the decoupling effectiveness of the ANF, a sensorless closed-loop test at 20 rpm
(0.0067p.u.) with 50% rated load was done and the results were delivered in Fig. 5.22. From
0 second to 3.5 second, the ANF was disabled and the θ̃e was great and reached near 0.2 rad.
From 3.5 seconds on, the ANF was enabled. The θ̃e became smaller than 0.1 rad. The test
demonstrated that the ANF works well and is especially important for very low speed range
sensorless control.

The speed tracking performance of the SST method was shown in Fig. 5.23. The speed
command varied from 0 to 200 rpm and then back to 0. During the acceleration and deceleration
transients, the ω̃e is below 10 rpm and the θ̃e is below 0.2 rad. At the steady state of 200 rpm,
both ω̃e and θ̃e are around 0. When the speed goes higher than 200 rpm, a model based method
can substitute the proposed SST method. The hybrid whole speed range sensorless control will
be the topic of further work.

The proposed SST method for a sensorless closed-loop estimation was tested at 100 rpm
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(0.03pu) speed with a rated-load. The measured speed ωe and position θe, the estimated speed
ω̂e and position θ̂e, the position error θ̃ and q axis current iq were presented in Fig. 5.24. The
peak value of the position error of θ̃ was less than 0.1 rad and the average value was almost
zero. The test proved that the SST method has a comparable estimation performance with other
traditional sensorless methods.
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Figure 5.24: Sensorless closed-loop performance at 100 rpm speed with a rated load using the
SST method.

Another system dynamic performance of the SST method was observed by implementing
a low speed reverse test with a rated load. The speed reference varied from -100 rpm to 100
rpm. The rated load, produced by the load induction machine, kept the same direction for both
speeds. The results were given in Fig. 5.25, which includes the same parameters as in Fig. 5.24.
The highest θ̃ is about 0.17 rad, while the mean error of θ̃ at steady state is less than 0.07 rad.

5.3.3 Conclusion
This section proposed a secondary saliency tracking method for machines with strong multiple
saliencies. The experimental investigation of the saliency behavior of the cwSPMSM has il-
lustrated the possibility of utilizing a secondary saliency signal instead of the primary saliency
signal for extracting rotor position information.

A specially designed BPF enhanced the estimation performance of the proposed SST method.
It is convenient to be implemented in most existing digital controllers. Meanwhile, the initial
position estimation is done by extending the ± d axis pulse excitation method to differentiate
4 convergence points. The proposed SST method shows accurate estimation results and is
less sensitive to operation points.Theoretical analysis reveals that the proposed method is not
restricted only for the cwSPMSM but can be applied to other AC machines.
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5.4 Repetitive control method

In this section, a novel Repetitive Control (RC) based sensorless control method, which is
straightforward and machine parameters-independent, is proposed. The traditional RC method
aims to solve the periodic control problem in a time domain but it can be extended to an angle
domain. The concept of angle domain RC is applied to compensate the additional secondary
saliency signal of a cwSPMSM which is a periodic function of the rotor angle [76]. The pro-
posed RC is easy to implement and requires less computational effort compared with other
methods based on the time domain. The proposed decoupling method is then applied to the
cwSPMSM. The contributions of this method are addressed as follows:

• a novel RC method based on angle domain RC is proposed, and it is effective regardless
of the saliency ratio;

• a nonlinear gain learning method is adopted to avoid the interference from strong noisy
environments.

5.4.1 Repetitive control in time domain

The principle of RC originates from the internal model theory. That is, the controlled output
can track a set of reference inputs without steady-state errors only if the model that generates
these references is incorporated in the stable closed-loop system. For example, when the system
is required to have a zero steady-state error to a step input, the model of the step function (1/s)
should be also included in the loop gain. Similarly, if a periodic disturbance is injected into the
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system, the controller itself also needs to generate the same periodic signal to compensate for
it [77].

r



Lse


Repetitive Control

Plant


r

 CG s

 RCG s d



Figure 5.26: The structure of a Plug-in repetitive control.

The RC is usually implemented as a plug-in module to the primitive controller [78], shown
in Fig. 5.26. In the presence of high periodic disturbance, the steady-state error can not be
eliminated due to the limitation of the bandwidth of the regulator and the lack of a disturbance
model in the closed-loop system. Therefore, the RC is inserted into the original control loop as
a supplement to compensate the external periodic disturbance [77].

5.4.2 The design of RC in angle domain
For the cwSPMSM under test, although it is a surface-mounted permanent magnet type, it
shows a remarkable saliency ratio by using the rotating HF signal injection method at standstill
and low speed owning to its special stator windings, which has been demonstrated already in
previous sections. In this section, the same demodulation as explained in Fig. 3.4 is adopted
and its output NSC is

icndqc =Icn2e
j(2θe+ϕ2−π/2) + Icn4e

j(−4θe+ϕ4−π/2) (5.29)
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Figure 5.27: The proposed Plug-in repetitive control in an angle domain.

The error signal ierr is obtained by taking the cross-product between the measured current
icndqc and the estimated current îcndqc = ej(2θ̂e+ϕ2−π/2), expressed as
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ierr = Kcnî
cn
dqc × icndqc = Icn2 sin(2(θe − θ̂e)) + Icn4 sin(−4θe − 2θ̂e −∆ϕ)︸ ︷︷ ︸

dn6

(5.30)

where Kcn is a proportion parameter and can be taken into account in the magnitudes of Icn2

and Icn4. When θ̂e tracks θe, the estimated position contains a 6th-order harmonic disturbance
dn6 in (5.30) relative to the rotor electrical angle. Its period in angle domain is obtained as
below

θT =
2π

6
=
π

3
(5.31)

where θT is a periodic constant in angle domain. Every time ierr is sampled together with
θ̂e. When θ̂e approaches θe, RC generates an output iRC to approximate dn6, which is then
subtracted from the input of the PLL. Gradually, the 6th-order harmonic disturbance can be
totally compensated by RC if the term ierr reaches zero.

The z-transfer function of RC, shown in Fig. 5.27, is given by

RC(z) = KRC
ZθT

ZθT − F1

(5.32)

where the F1 is a LPF which increases the stability of RC. To avoid the influence of the strong
noise at steady states, an adaptive nonlinear gain f(e) expressed in (5.33) is adopted inside the
KRC . When the error ierr is large, the gain is also large to accelerate the convergence and vice
versa [79]. When the error is under the uncontrolled error limit, the gain becomes zero and
learning process stops.

fe ⇒





1 |icnerr| > δ2,

1
δ2−δ (|e| − δ) δ < |icnerr| < δ2,

0 |icnerr| < δ.

(5.33)

The gain KRC is expressed as
KRC = A× f(e) (5.34)

where A is the amplitude that regulates the speed of convergence.
In order to implement the proposed RC in a digital controller, a discrete RC should be de-

signed. The angle period π/3 is divided into N components equally, shown in Fig. 5.28, and
each component has a length of ∆φ = π/(3N).
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Figure 5.29: Flow chart of calculation of the proposed RC.

To describe the proposed RC more clearly, Fig. 5.29 shows detailed processes at kTs. At
every sampling instance, the calculations of the proposed RC consist of a one-order LPF, a
modulo operator to determine the location of θ̂e, a multiplication and an addition to update the
storage array icom. A limitation will restrict the output of RC.
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Figure 5.30: Comparison of PLL without and with RC at 40 rpm.
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Figure 5.31: Comparison of PLL without and with proposed RC at 100 rpm.
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Figure 5.32: Comparison of dynamic performance under step half rated torque at 100 rpm.

5.4.3 Implementation and experimental results

5.4.3.1 Application of the proposed RC

There are three steps to train RC. Firstly, the cwSPMSM runs with an encoder closed-loop
control in order to reach a steady state. Secondly, the RC begins to learn based on its estimated
position rather than the encoder provided position. After several periods of learning, the RC
can generate an exact disturbance signal to compensate the existing one. Finally, the data of the
generated disturbance signal is stored by the software. After the leaning process, the system
can switch to the sensorless closed-loop control with an RC compensation.

The frequency and magnitude of the rotating HF voltage are 455 Hz and 10 V respectively.
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Figure 5.33: Comparison of dynamic performance under step speed change with half rated
torque.

The parameters of the PLL are: KP = 600,KI = 8000,Kcn = 0.26. The cutoff frequency ofL1

is 27 Hz. N = 300 is selected in the experiments through trials. The RC gain KRC , according
to experimental adjustment, is set with 0.1 in the experiments. d-axis current reference is 3 A
(to increase saliency ratio) and the motor operates under sensorless speed closed-loop control.

5.4.3.2 Experimental results

Position tracking performance of the PLL without (Fig. 5.30(a)) and with (Fig. 5.30(b)) RC at
40 rpm (fe = 2 Hz) with half rated torque (about 3.6 Nm) is illustrated. It can be seen from
Fig. 5.30(a) that both the real position and the estimated position contain a 6th-order harmonic
(12 Hz). The magnitude of 6th-order harmonic is approximately 0.2 rad. After adopting the
proposed method shown in Fig. 5.30(b), the real position and the estimated position become
much smoother and the magnitude of 6th-order harmonic is near 0.

Fig. 5.31 shows the similar results as demonstrated in Fig. 5.30 but at 100 rpm (fe = 10 Hz).
The 6th-order harmonic (60 Hz) is also suppressed effectively.

Fig. 5.32 shows the results of using the PLL without RC (Fig. 5.32(a)) and with RC
(Fig. 5.32(b)) under a step change of half rated torque at 100 rpm. Although the original
PLL can track the step change, the estimated speed and current contain many harmonics in
Fig. 5.32(a) due to the high ripple of the estimated position. By adopting the PLL with the pro-
posed RC, the ripple of the estimated position, estimated speed, and q-axis current is reduced
in Fig. 5.32(b).

The dynamic performance of the step speed change with half rated torque is shown in
Fig. 5.33. When speed command steps from 100 rpm to 200 rpm are applied, using the pro-
posed method, the estimated position, the estimated speed and the q-axis current shown in
Fig. 5.33(b) (PLL with proposed RC) become more accurate than these in Fig. 5.33(a) (PLL
without the proposed RC).
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5.4.4 Conclusion
In this section, a novel repetitive control method is proposed to decouple the secondary saliency
in sensorless controlled cwSPMSM drive. The method is parameter independent and requires
less computational effort compared with the existing decoupling methods. Only the frequen-
cies of multiple saliencies are needed, which can be easily acquired by advanced experimental
analysis. This method is valid for all AC machines and can also be applied for machines with
three or more saliencies with repetitive control in parallel mode. The application of this novel
decoupling method is done with a cwSPMSM and the results validate its effectiveness.

5.5 Summary
In this chapter, three saliency based sensorless methods are proposed for solving the multiple-
saliency problem of a cwSPMSM. They are Multi-Signal Injection method, Secondary Saliency
Tracking method and Repetitive Control method. These methods view the problem from dif-
ferent perspectives but lead to the same destination. The MSI method is a combination method
and it utilizes the frequency-dependent characteristic of saliency signals. On the contrary, the
SST method is a decoupling method and it is realized based on the rotation difference of dif-
ference saliency signals and specially designed filters. The RC method is another decoupling
method and it adaptively models the unwanted saliency signals that are periodical functions of
rotor position. It is a general decoupling scheme and can be further extended to other similar
situations.
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CHAPTER 6

Fundamental model based sensorless method

In the previous Ch. 5, the saliency tracking based sensorless method has been introduced ex-
clusively for the tested cwSPMSM at low speed and standstill. However, when the speed goes
higher, it is mandatory to switch to a fundamental model based method that has lower energy
consumption and higher accuracy. In other words, a hybrid scheme is the complete solution
for the whole speed range sensorless control. In this section, three fundamental model based
sensorless methods that are already introduced in Ch. 2 are comparatively investigated and
experimentally verified for the higher speed range. They are the Model Reference Adaptive
System (MRAS), Sliding Mode Observer (SMO) and Extended Kalman Filter (EKF).

6.1 Model reference adaptive system

The structure of MRAS has been described in Fig. 2.6 and the basic design principle is explained
as well. We know there are various types of MRAS. In this section, a current-error based MRAS
is chosen for the position and speed estimation.

(3.37) gives the matrix form of a PMSM model in the d− q frame. It can be rewritten as

d

dt

[
id

iq

]
=

[
−Rs
Ld

ωe
Lq
Ld

−ωe LdLq −Rs
Lq

][
id

iq

]
+

[
1
Ld

0

0 1
Lq

][
ud

uq

]
+

[
0

−ωe ψPM
Lq

]
. (6.1)

If we redefine the state variable as x = [x1;x2], input variables as u = [u1;u2] and output
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variables as y = [y1; y2] for the system description [42],

x =

[
x1

x2

]
=

[
id + ψPM

Ld

iq

]
, (6.2)

u =

[
u1

u2

]
=

[
ud
Ld

+ RsψPM
Ld

uq
Lq

]
, (6.3)

y =

[
y1

y2

]
=

[
Ld
Lq

0

0 Lq
Ld
.

][
x1

x2

]
. (6.4)

The new system is adopted as the reference model (actually it is the machine itself and only
the output y is useful for MRAS) and it can be describes as

d

dt

[
x1

x2

]
=

[
−Rs
Ld

ωe
Lq
Ld

−ωe LdLq −Rs
Lq

][
x1

x2

]
+

[
u1

u2

]
= Ax+ u. (6.5)

The adjustable model containing the estimated ω̂e is exactly the same as the reference model.
It is shown in

d

dt

[
x̂1

x̂2

]
=

[
−Rs
Ld

ω̂e
Lq
Ld

−ω̂e LdLq −Rs
Lq

][
x̂1

x̂2

]
+

[
u1

u2

]
= Âx̂+ u,

ŷ =

[
ŷ1

ŷ2

]
=

[
Ld
Lq

0

0 Lq
Ld

][
x̂1

x̂2

]
. (6.6)

The principle of the MRAS observer is to compare the outputs of the adaptive model and
reference model and then use a mechanism to make them equal to each other. The estimation
error of the state variable e and the output εy are determined by

e = x− x̂ =

[
id + ψPM

Ld

iq

]
−
[
îd + ψPM

Ld

îq

]
=

[
id − îd
iq − îq

]
,

εy = y − ŷ =

[
Ld
Lq

0

0 Lq
Ld

][
x1 − x̂1

x2 − x̂2

]
=

[
Ld
Lq

0

0 Lq
Ld

]
e. (6.7)

Then the estimation error dynamics is given by

d

dt
e = Ax− Âx̂ = Ax− Âx̂+ Ax̂− Ax̂ = Ae+ (A− Â)x̂ = Ae+ ρ. (6.8)

The goal is to make the estimation error converge to zero. In this case, when the hyper-stability
criterion

η(0, t1) =

∫ t1

0

εT
y ρ dt ≥ −γ2

0 . ; γ0 > 0 (6.9)

η(0, t1) =

∫ t1

0

εT
y ρ dt =

∫ t1

0

εT
y (A− Â)x̂ dt =

∫ t1

0

εT
y (A− Â)x̂

ωe − ω̂e
ωe − ω̂e

dt =

=

∫ t1

0

εT
yAerx̂(ωe − ω̂e) dt ≥ −γ2

0 ; γ0 > 0. (6.10)
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is fulfilled [38], the MRAS is stable and the estimation goal can be achieved. Usually, this can
be guaranteed by applying a PI type controller

ω̂e = KI

∫ t1

0

εT
yAerx̂ dt+KP · εT

yAerx̂+ ω̂e(0). (6.11)

Substituting (6.3) into (6.11), we get

ω̂e = KI

∫ t1

0

[
idîq − iq îd −

ψPM

Ld
(iq − îq)

]
dt

+KP ·
[
idîq − iq îd −

ψPM

Ld
(iq − îq)

]
+ ω̂k(0). (6.12)

The rotor position can be estimated by integrating the estimated speed

θ̂e =

∫ t1

0

ω̂e dt+ θ̂(0). (6.13)

6.2 Sliding mode observer
The SMO is widely used because of its simple algorithm and robustness. The general structure
of an SMO has been shown in Fig. 2.9. In this section, because an α−β frame based SMO will
be introduced, the original PMSM model in this frame is derived by substituting (3.23)-(3.24)
into (3.22) and shown as

Ls
diα
dt

= uα −Rsiα − eα,

Ls
diβ
dt

= uβ −Rsiβ − eβ,
eα = −ψPMωesinθe,
eβ = ψPMωecosθe,

(6.14)

where Ls = Lα = Lβ = Ld = Lq since an SPMSM is considered only in this work.
The SMO for the position and speed estimations is demonstrated as

Ls
d̂iα
dt

= uα −Rŝiα − kF (̂iα − iα),

Ls
d̂iβ
dt

= uβ −Rŝiβ − kF (̂iβ − iβ),

êα = kF (îα − iα),

êβ = kF (̂iβ − iβ),

(6.15)

where k is a constant and F(x) is the switch function. In a traditional SMO, the switch function
sign is commonly used. However, it causes chattering problems. To avoid this problem, an
improved SMO is proposed in [80] and presented in this section. The switch function is replaced
by a sigmoid function, which is shown as

F (x) = [
2

1 + e−ax
]− 1, (6.16)
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where a is a constant.
Comparing (6.15) with (6.14), it is clear that the back EMF terms eα and eβ can be estimated

by the kF (îα − iα) and kF (̂iβ − iβ), respectively. However, these estimates contain HF ripples
and can not be applied directly for position calculation. Thus, another back EMF observer is
further proposed in [80] to solve this problem. It is described as

dêα
dt

= −ω̂êβ − l(êα − eα),

dêβ
dt

= −ω̂êα − l(êβ − eβ),

dω̂e
dt

= (êα − eα)êβ − (êβ − eβ)êα,

θ̂ = −arctan(
êα
êβ

).

(6.17)

where l is the observer gain. The stability of both observers, SMO and back EMF, can be
found in [80]. In this work, the introduced SMO serves only as a standard SMO example for
comparison.

6.3 Extended Kalman filter
EKF is an optimal recursive estimator, which can be used for estimating the states of nonlinear
systems [81]. The general structure of the EKF has been presented in Fig. 2.8. The system state
equations are expressed as

ẋ(t) = f [x(t)] + Bu(t) + w(t),

y(t) = Cx(t) + v(t).
(6.18)

where w(t) and v(t) are system noise and measurement noise with covariance Q(t) and R(t),
respectively. u(t) and y(t) are the input and output variables, respectively. The initial state
vector x(t0) is expressed as a Gaussian random vector with covariance P0. B is the input matrix
and C is the output matrix. f(x) is the system transition function.

In a digital controller, the system state equations should be converted from a continuous form
to a discrete form. Therefore, the discrete state equations are derived as

xk = f(xk−1) + Buk−1 + wk−1

yk = Cxk + vk
(6.19)

where the subscript k and k − 1 represent the k-th and (k-1)th instance, respectively. Other
symbol definitions are the same as (6.18)

The EKF algorithm contains two steps: a prediction step and an innovation step. The pre-
diction step performs a prediction of the state vector xk/k−1 and the error covariance matrix P
based on previous estimates xk−1/k−1. It is described as

xk/k−1 = xk−1/k−1 + f [xk−1/k−1, u(k − 1)]Ts

Pk/k−1 = Jk−1Pk−1/k−1J
T
k−1 + Q,

(6.20)
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where f [xk−1/k−1, u(k − 1)] = f [xk−1/k−1] + Bu(k − 1), and the Jacobian matrix is defined
as Jk−1 =

∂xk/k−1

∂xk−1/k−1
. P and Q denote the error covariance matrix and the system noise matrix

respectively. Ts is the sampling period.

The innovation step updates and corrects the predicted state estimate xk/k−1 and the covari-
ance matrix P. It is represented by

xk/k = xk/k−1 + Kk(yk −Cxk/k−1)

Pk/k = Pk/k−1 −KkCPk/k−1,
(6.21)

where the EKF gain is defined as Kk = Pk/k−1C
T (CPk/k−1C

T + R)−1.

In order to estimate the rotor position and speed, the α − β frame based machine model is
chosen. The corresponding matrices are

uk =
[
uα uβ

]T (6.22)

xk =
[̂
iα îβ ω̂e θ̂e

]T
(6.23)

yk =
[̂
iα îβ

]T
(6.24)

B =




1

L̂s
0

0 1

L̂s

0 0

0 0


 (6.25)

C =

[
1 0 0 0

0 1 0 0

]
(6.26)

f(x, u) =




−Rs
Ls
îα + ω̂eψPM

Ls
sinθ̂e + 1

Ls
uα

−Rs
Ls
îβ − ω̂eψPM

Ls
cosθ̂e + 1

Ls
uβ

0

ω̂e


 (6.27)

J =




1−Rs
Ls
Ts 0

ψPM
Ls

sinθ̂eTs
ψPM
Ls

ω̂ecosθ̂eTs

0 1−Rs
Ls
Ts −ψPMLs cosθ̂eTs

ψPM
Ls

ω̂esinθ̂eTs
0 0 1 0
0 0 Ts 1


 . (6.28)
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The initial values of P, Q and R are chosen as

P =




0.01 0 0 0

0 0.01 0 0

0 0 200 0

0 0 0 10


 (6.29)

Q =




0.02 0 0 0

0 0.02 0 0

0 0 400 0

0 0 0 0.2


 (6.30)

R =

[
0.2 0

0 0.2

]
(6.31)

6.4 Theoretical comparison of MRAS, SMO and EKF

In previous sections, the implementations of MRAS, SMO and EKF are introduced. The the-
oretical comparison of these three estimation methods is performed in this section so as to
demonstrate their similarity as well as their difference. They are listed in Table 6.1

Feature MRAS SMO EKF
Coordinate d− q α− β α− β

Convergence Popov Lyapunov Lyapunov
Computation effort Middle Simple High

Initial values - - P QR

Tuning parameters KP,KI k, l -

Table 6.1: Theoretical comparison of MRAS, SMO and EKF.

6.5 Experimental comparison

6.5.1 Estimation accuracy and limitation

The speed step and load step experimental results of all the three sensorless control methods are
given in Fig. 6.1 and Fig. 6.2, respectively. The ωe, ω̂e, ω̃e and θ̃e are shown in each figure. The
machine parameters used in each method are the same and they are listed in Table C.3.

From Fig. 6.1 and Fig. 6.2, it can be observed that the EKF shows the best performance in
both dynamic state and steady state among these three methods. The position estimation error
θ̃e of the SMO is the biggest and that of MRAS is in the middle.

The minimal speed at which the observer still works is experimentally detected. The corre-
sponding values are listed in Table 6.2
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(a) Speed step performance of MRAS
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(b) Speed step performance of SMO
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(c) Speed step performance of EKF

Figure 6.1: Speed step performance comparison (200 rpm-500 rpm-200 rpm).



92 CHAPTER 6. FUNDAMENTAL MODEL BASED SENSORLESS METHOD

!
e
[r
p
m

]

0

200

400

!̂
e
[r
p
m

]

0

200

400

~!
e
[r
p
m

]

-50

0

50

Time [s]

0 2 4 6 8 10 12

~ 3
e
[r
a
d
]

-0.2

0

0.2

(a) Load step performance of MRAS
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(b) Load step performance of SMO
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(c) Torque step performance of EKF

Figure 6.2: Torque step performance comparison (0 N.m-7 N.m-0 N.m).
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Observer ωe[rpm] |Tm = 0 Nm ωe[rpm] |Tm = 1 Nm
MRAS 100 150
SMO 100 160
EKF 80 100

Table 6.2: Minimal Speed.

6.5.2 Parameter dependence and comparison overview
In order to detect the parameter tolerance range of these sensorless methods, the parameter
dependence tests are done by varying the respective parameter value form 50% to 150%. The
criteria is to check if the position estimation error is within the area of [-0.2 rad, 0.2 rad]. The
experimental results are listed in Table 6.3

Observer ∆Rs ∆Ls ∆ΨPM

MRAS 0,5 - 1,3 0,5 - 1,5 0,5 - 1,0
SMO 0,5 - 1,1 0,7 - 1,1 -
EKF 0,5 - 1,5 0,5 - 1,5 0,5 - 1,5

Table 6.3: Observers’ parameter dependence range.

Finally, an overview of a comprehensive comparison is given in Table 6.4. It shows that
the EKF has the best performance among these three observers but it consumes the most re-
sources of the digital controller. The other two observers that bring less calculation burden to
the controller demonstrate similar behavior.

Experiment MRAS SMO EKF
tracking overshoot large middle small
tracking accuracy good good good

minimal speed high high low
parameter dependence robust sensitive very robust

speed reversal good bad good
anti-noise ability high low high

Table 6.4: Overview of experimental comparison.

6.6 Hybrid sensorless control

To perform a smooth transition between the saliency tracking based method and the fundamen-
tal model based method, a hybrid scheme should be adopted. The estimated position angle is
obtained with a linear combination of results. The switching strategy is the same with [37].
Particularly, when the transition is from high speed to low speed, the estimated position signal
θ̂e1 from the saliency tracking based method should be corrected by θ̂e2 from the fundamental
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Figure 6.3: Hybrid sensorless control performance SST+MRAS, transition region 200 rpm-250
rpm.

model based method on account of its uncertainty of polarity information. Afterward, the con-
trol system will turn to the saliency tracking based method. A successful experimental result is
illustrated in Fig. 6.3 combining the MSI method and MRAS method.

6.7 Summary
In this chapter, three fundamental model based sensorless methods are introduced as necessary
supplements to the proposed saliency based sensorless methods in Ch. 5, which is only appro-
priate for the low speed range and at standstill. They are Model Reference Adaptive System,
Sliding Mode Observer and Extended Kalman Filter. The design procedures of each observer
are introduced in detail. In addition, the theoretical and experimental comparisons are sum-
marized in respective tables. They reveal that the EKF shows the best estimation performance
among the mentioned three methods at the cost of increasing calculation burden of the con-
troller. The choice of the fundamental model based methods is highly application-requirement-
dependent. Finally, a hybrid sensorless control scheme is introduced in this chapter and the
transition performance is satisfactory.
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CHAPTER 7

Multi-parameter identification

For the implementation of the sensorless PMSM control in the middle and high speed range,
fundamental-model based methods are intensively investigated and applied in industry prod-
ucts. However, an obvious drawback of these methods is the high dependence on the accu-
racy of the machine parameters. Fortunately, two popular parameter estimators, MRAS and
EKF, can remedy this disadvantage. In this chapter, the multi-parameter estimation for these
two estimators is theoretically analyzed and experimentally compared in an identical sensorless
controlled PMSM drive where an improved Active Flux Observer (AFO) is proposed for the ro-
tor position and speed estimation. The AFO exchanges mutually the estimated parameters with
MRAS or EKF. The corresponding issues like identifiability of parameter, inverter non-linearity
compensation, steady and dynamic performance of both estimators are discussed. Finally, the
comparative studies are verified by experimental results.

7.1 Introduction

In the fundamental model based sensorless observer, machine electrical parameters (e.g., the
stator resistance Rs, rotor permanent flux ψPM and inductance Ls) are usually treated as con-
stant values regardless of the operation point. In reality, however, they change with the load,
temperature and saturation. As a result, the on-line [50, 51] or off-line [47, 48] parameter es-
timation becomes necessary so as to make the system itself adaptive to parameter variation.
Moreover, the parameter estimation is more important for a fault prediction/detection or sys-
tem health monitoring [82] in the application of PMSMs like aerospace, remote control. Thus,
the parameter estimation can strengthen the robustness of the system especially in a sensor-
less controlled PMSM drive system. The existing parameter estimation methods were usually
verified by comparing the estimated value with its nominal value. However, they were not ap-
plied adaptively in the controller to further validate its effectiveness. Moreover, in most existing
publications, only a single parameter estimation was verified in the sensorless controller. The
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multi-parameter estimation is still a suspending problem needed to be evaluated. In this chapter,
two popular on-line multi-parameter estimators are theoretically analyzed and experimentally
compared in the sensorless controlled PMSM drive to demonstrate their advantages and disad-
vantages. The conclusions are beneficial for choosing an appropriate parameter estimator in a
specified application.

The structure of MRAS is demonstrated in Fig. 7.1(a). Note that, although Fig. 7.1(a) and
Fig. 7.1(b) look the same as Fig. 2.6 and Fig. 2.8, they estimate different parameters: Rs,
ψPM and Ls. The applications of MRAS can be found in [52, 55, 56] where different adaptive
controllers were adopted taking advantage of the flexibility of the MRAS design principle.
Particularly in [55], a hybrid sensorless method combining an MRAS and an alternating HF
signal injection (HFSI) method was proposed for the PMSM. The estimation error signal ε
generated by the alternating HFSI method was brought into the adaptive controller of the MRAS
as an auxiliary correction factor when the speed of the PMSM was low. The Rs and ψPM were
estimated separately in a different speed range. In [56], another similar parameter estimation
scheme for the PMSM was proposed as well: θe and Rs estimation at low speed range, θe and
ψPM estimation at higher speed range. In [83], two MRAS were connected to estimate ψPM, Rs

and θe of the PMSM simultaneously. One of them was in charge of ψPM, Rs estimation and
the other for θe estimation. These two MRAS exchanged bidirectionally their outputs in each
step. The experimental results, however, were not provided to verify the effectiveness of the
interconnected MRAS system. The parameter identifiability that is paramount for defining the
test condition was not mentioned in all previous mentioned papers.

PMSM

Adjustable Model
Adaptive
Controller

(a) MRAS observer.

PMSM

(b) EKF observer.

Figure 7.1: Observer structures of MRAS and EKF.

The other on-line parameter estimator is the EKF, whose structure is illustrated in Fig. 7.1(b)
as well. Comparing Fig. 7.1(a) with Fig. 7.1(b), the difference between these two parameter
estimators is obvious. The estimator gain matrix K of the EKF is adaptively calculated at each
step, while the adaptive controller of the MRAS is normally realized by a fixed PI controller.
The EKF based parameter estimator can be found in [42,52–54]. Especially in [54], two kinds of
EKF, the current based or stator flux based EKF were analyzed and listed in a table considering
different state variables, which gave a comprehensive introduction to the possibilities of EKF in
the parameter estimation of PMSMs. However, the estimation results of the EKF in the papers
mentioned above were not applied in practice to validate their effectiveness.

In order to validate the effectiveness of the estimated results form both MRAS and EKF, an
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improved Active Flux Observer is designed for sensorless control of a PMSM. The AFO is in
charge of the position and speed estimation and it exchanges mutually the estimated parameters
with MRAS or EKF. The steady state and dynamic performance of parameter estimations in the
sensorless controlled PMSM drive are experimentally verified. The multi-parameter identifia-
bility and compensation of the non-linearity of the inverter have been discussed in this chapter
as well.

7.2 System description

Fig. 7.2 is the detailed version of Fig. 5.1 and shows the detailed structure of a sensorless
FOC controlled PMSM system. It utilizes the AFO to estimated θ̂e and ω̂e. As demonstrated
in Fig. 7.2, MRAS and EKF are adopted to estimate the Ls, Rs and ψPM, which are required
parameters in the AFO. Meanwhile, the θ̂e and ω̂e estimated by the AFO are fed to the MRAS
or EKF.

+ -
DCU

SV
PWM

PMSMAFO

,

, ,

,

MRAS/EKF

PM

Figure 7.2: Overview of a sensorless PMSM control system.

7.3 Parameter estimation

In order to make the sensorless control system more adaptive to the variation of machine pa-
rameters, the aforementioned two on-line estimators MRAS and EKF are comparatively inves-
tigated in the existing sensorless PMSM drive employing the AFO.

Firstly, the parameter identifiability of a PMSM is discussed and the prerequisite for the
simultaneous multi-parameter estimation is summarized as well. Secondly, the multi-parameter
identification theory and the detailed mathematical calculation procedures of each estimator are
introduced. Finally, the theoretical comparison between MRAS and EKF is performed, which
is beneficial for choosing an appropriate estimator in specific situation.
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7.3.1 Identifiability

The extended dq-axis equations of the PMSM considering parameter variation are expressed as

did
dt

= −Rs

Ls
id + ωeiq +

1

Ls
ud

diq
dt

= −Rs

Ls
iq − ωeid +

1

Ls
uq − ωe

ψPM
Ls

dRs

dt
∼= 0

dLs
dt
∼= 0

dψPM

dt
∼= 0. (7.1)

We assume that the parameters change slowly compared with the current (unsaturated condi-
tion). As a result, only the first two equations in (7.1) are independent and can be used actually
for parameter estimation.

In order to analyze the parameter identifiability, the dq-axis steady state equations can be
further derived from (7.1) as (7.2) considering only the measurable quantities id, iq with discrete
time index

ud(k) = Rsid(k)− Lsωe(k)iq(k)

uq(k) = Rsiq(k) + Lsωe(k)id(k) + ψPMωe(k), (7.2)

where k represents the k-th time instance in the control system.
Owing to the rank-deficient problem of the PMSM’s state equations, the multi-parameter (≥

3) estimation is impossible and a maximum of two parameters are simultaneously identifiable
[84, 85]. Moreover, some further conclusions can be made:

• If id = 0 control is applied for the control of a SPMSM, it worsens further the rank-
deficient problem and makes the simultaneous estimation of Rs and ψPM impossible.

• If iq = 0 (without load), the simultaneous estimation of Ls and ψPM is impossible as well.
Moreover, if the speed ωe of the PMSM is low and without load, only Rs is identifiable.

• The accurate estimation of Rs and Ls can be done only when id 6= 0, iq 6= 0 and ωe is
high enough.

It is clear that any two parameters can be simultaneously estimated only if specific conditions
are satisfied. Therefore, a selection has to be made according to the demand of the particular
control system. The aforementioned identifiability is valid for all parameter estimators and
should be respected.

To solve the rank-deficient problem for multi-parameter estimation, a variety of approaches
is presented [84–86]. Basically, they all need to excite an additional id or iq at such period when
the estimator works. In this chapter, id,ref = 1 is set only for Ls and ψPM estimation.
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7.3.2 Parameter estimation based on MRAS
The main idea of the MRAS estimator is to design an adaptive algorithm based on the Popov
criterion. First, the equations of a PMSM (7.1) containing only measurable quantities id, iq are
expressed as a state-space model,

ẋ = Ax + Bu + Cw, (7.3)

where x =

[
id

iq

]
, u =

[
ud

uq

]
, w =

[
0

−ωe

]
,

A =

[
−a ωe

−ωe −a

]
, B =

[
b 0

0 b

]
, C =

[
0 0

0 c

]
,

a = Rs
Ls

, b = 1
Ls

, c = ψPM
Ls

.
The adjustable model is exactly the same as (7.3) but replaces the measured and unknown

parameters with the estimated ones. The adjustable model is described as

˙̂x = Âx̂ + B̂u + Ĉw, (7.4)

where x̂ =

[
îd

îq

]
, u =

[
ud

uq

]
, w =

[
0

−ωe

]
,

A =

[
−â ωe

−ωe −â

]
, B =

[
b̂ 0

0 b̂

]
, C =

[
0 0

0 ĉ

]
,

â = R̂s
L̂s

, b̂ = 1

L̂s
, ĉ = ψ̂PM

L̂s
. Note that the ωe is measured through an encoder

and assumed known.
The error between id, iq and îd, îq can be described as:

e = x− x̂ =

[
ed

eq

]
=

[
id − îd
iq − îq

]
. (7.5)

Summarizing the work presented in [87,88], the adaptive algorithm for the estimation of each
parameter can be obtained as

R̂s

L̂s
=
Rs0

Ls0
−K1

∫ t

0

(edîd + eq îq) dt−K2(edîd + eq îq) (7.6)

1

L̂s
=

1

Ls0
+K3

∫ t

0

(edud + equq) dt+K4(edud + equq) (7.7)

ψ̂PM

L̂s
=
ψPM0

Ls0
−K5

∫ t

0

eqωe dt−K6eqωe (7.8)

whereK1, K3, K5 andK2, K4, K6 are proportional and integral gains, respectively. Rs0, Ls0, ψPM0

represent the initial values of respective parameters, which are set with their nominal values in
experiments.

When the estimated parameters R̂s
L̂s

, 1

L̂s
and ψ̂PM

L̂s
are obtained, the individual R̂s, L̂s and ψ̂PM

can be acquired as well. Note that, as explained in the previous section, only two parameters are
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simultaneously identifiable and the rest of the parameters should be set with its nominal value.
Moreover, the 6 PI parameters are really hard to tune at the same time. Thus, the selection of
estimated parameters has to be made for MRAS as well.

7.3.3 Parameter estimation based on EKF

The implementation of the EKF has been introduced in Ch. 6. The EKF can be extended to
estimate Rs, Ls or ψPM instead of θ̂e and ω̂e. Similar to the MRAS method, the selection of
parameters should be made to fulfill the criteria of identifiability. Consequently, three estimation
types are selected and the respective calculation equations are given in detail.

In this section, contrary to Ch. 6, the d− q frame is chosen for implementing the EKF. Note
that, in all the selected estimation schemes, there are three matrices in common

yk =
[
id iq

]T (7.9)

B =




1

L̂s
0

0 1

L̂s

0 0

0 0


 (7.10)

C =

[
1 0 0 0

0 1 0 0

]
. (7.11)

7.3.3.1 Resistance and inductance estimation

xk =
[
id iq R̂s

1

L̂s

]T
(7.12)

f(x, u) =




− R̂s
L̂s
id + ωeiq + 1

L̂s
ud

− R̂s
L̂s
iq − ωeid + 1

L̂s
uq − ωe ψPML̂s

0

0




(7.13)

J =




1− R̂s
L̂s
Ts ωeTs − id

L̂s
Ts (−R̂sid+ud)Ts

−ωeTs 1− R̂s
L̂s
Ts − iq

L̂s
Ts (−R̂siq+uq−ωeψPM )Ts

0 0 1 0
0 0 0 1


 (7.14)
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7.3.3.2 Resistance and PM flux estimation

xk =
[
id iq R̂s ψ̂PM

]T
(7.15)

f(x, u) =




− R̂s
Ls
id + ωeiq + 1

Ls
ud

− R̂s
Ls
iq − ωeid + 1

Ls
uq − ωe ψ̂PMLs

0

0




(7.16)

J =




1− R̂s
Ls
Ts ωeTs − id

Ls
Ts 0

−ωeTs 1− R̂s
Ls
Ts − iq

Ls
Ts −ωeLs Ts

0 0 1 0
0 0 0 1


 (7.17)

7.3.3.3 Inductance and PM flux estimation

xk =
[
id iq

1

L̂s
ψ̂PM

]T
(7.18)

f(x, u) =




−Rs
L̂s
id + ωeiq + 1

L̂s
ud

−Rs
L̂s
iq − ωeid + 1

L̂s
uq − ωe ψ̂PML̂s

0

0




(7.19)

J =




1−Rs
L̂s
Ts ωeTs (−Rsid+ud)Ts 0

−ωeTs 1−Rs
L̂s
Ts (−Rsiq+uq−ωeψ̂PM )Ts −ωe

L̂s
Ts

0 0 1 0
0 0 0 1


 (7.20)

7.3.4 Theoretical comparison of MRAS and EKF
In previous sections, the implementations of both MRAS and EKF are introduced. The the-
oretical comparison of both estimators is performed in this section so as to demonstrate their
similarities as well as differences.

• The goal of the error minimization of output signals and the feedback compensation struc-
ture for both estimators are the same.

• The MRAS aims for the parameter estimation of a deterministic linear system and it does
not take system noise and measurement noise into consideration. By contrast, the EKF
commits itself to a stochastic non-linear system and is an optimum estimation in noisy
environment.

• The stability and convergence rate of MRAS is determined by Popov’s or Lyapunov’s
theory and the adaptive mechanism is usually replaced by a PI type controller with fixed
gains. On the contrary, the gain matrix K is updated adaptively in the EKF and plays a
substantial role in the convergence rate of the estimator.

• The calculation burden of the EKF is obviously higher than that of the MRAS. Therefore,
the EKF requires higher-performance digital controller to implement in practice.
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7.4 Inverter nonlinearity
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Figure 7.3: Sensorless performance with R̂s and ψ̂PM estimation based on EKF. No load, 100
rpm, without (0-1s) and with (1s-) compensation of inverter non-linearity.

In the practical implementation, the current signals are sampled by current sensors while the
reference voltage signals instead of real measured voltage signals are used as inputs to the pa-
rameter estimator. Consequently, the estimated parameters have discrepancy with the nominal
values if the inverter non-linearity (e.g.,dead time, switching delay, IGBT’s voltage drop and
the parasitic capacitance) influence is not considered. Accordingly, in order to provide a better
performance of the control system, some previous work has investigated the compensation of
the inverter nonlinearity [89–92].

Based on the research of [90,92], the inverter non-linearity compensation model can be eval-
uated as

ua = ua0 + ucomp−inv(2sign(ia)− sign(ib)− sign(ic))

ub = ub0 + ucomp−inv(−sign(ia) + 2sign(ib)− sign(ic))

uc = uc0 + ucomp−inv(−sign(ia)− sign(ib) + 2sign(ic)),

(7.21)
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Figure 7.4: Sensorless performance with R̂s and ψ̂PM estimation based on MRAS. No load,
100 rpm, without (0-1s) and with (1s-) compensation of inverter non-linearity.

with

sign(i) =

{
1, i ≥ 0

−1, i < 0
. (7.22)

The output voltages from the VSI and the reference voltages are represented by ua, ub, uc
and ua0, ub0, uc0, respectively. ucomp−inv indicates the compensation voltage, which is given by

ucomp−inv = Vdc
tcomp
TPWM

(7.23)

where Vdc is the dc link voltage and TPWM is the period of the PWM. tcomp indicates the com-
pensated time, which is obtained by the dead time of the inverter. In the experiments performed
the values of these parameters were: Vdc = 582V , tcomp = 0.8µs and TPWM = 125µs.

The compensation works not only for parameter estimators but also for the AFO and it can
further improve the control performance especially in the low speed range.
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Figure 7.5: Sensorless performance with R̂s and ψ̂PM estimation based on EKF. No load, with
compensation, speed changes from 150rpm to 500rpm.

7.5 Experimental results
The online parameter identification based on the EKF as well as MRAS are done in the sensor-
less closed-loop control. And then, the experimental comparison is given and the corresponding
remarks are summarized.

7.5.1 Sensorless control with resistance and PM flux estimation
Sensorless control with parameter estimation using EKF and MRAS at 100 rpm (0.03p.u.) in
steady state are illustrated in Fig. 7.3 and Fig. 7.4, respectively. The estimated rotor speed ω̂e
and measured speed ωe together with the position estimation error θ̃e are shown in the figures.
The difficulty of multi-parameter estimation is in the low speed range with a small load, because
in this case, the measured ud, uq, id, iq are quite small in (7.2) and the non-linearity effect of the
inverter is comparatively significant. In this chapter, only lower speed range results are given.
When the speed goes higher and with heavy load, the estimation performance becomes better.
The nominal values of Rs, ψPM and Ls are 2.07Ω, 0.31778Wb and 14.2mH. respectively.

EKF and MRAS were utilized separately to estimate R̂s and ψ̂PM. In the AFO, Ls was
set with its nominal value 14.4mH. As can be seen in Fig. 7.3 and Fig. 7.4, from 0s to 1s,
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Figure 7.6: Sensorless performance with R̂s and ψ̂PM estimation based on MRAS. No load,
with compensation, speed changes from 150rpm to 500rpm.

the compensation of dead-time was disabled and the position estimation error θ̃e for EKF and
MRAS were 0.12 rad and 0.1 rad, respectively. From 1s on, the same compensation scheme was
enabled and θ̃e decreased to 0.02 (EKF) and 0.04 (MRAS), respectively. The R̂s resulting from
the EKF (4.5 Ω) before inverter non-linearity compensation was comparatively higher than that
of MRAS (2.2 Ω) and the nominal value 2.07 Ω. So was the R̂s of EKF after compensation. The
ψ̂PM estimated from both EKF and MRAS had very similar values even in the transient state. It
is clear that the effect of inverter non-linearity must be considered at very low speed ranges and
especially for resistance estimation using the EKF method.

The speed step tests were done for both EKF and MRAS to demonstrate their dynamic be-
havior. The respective results are shown in Fig. 7.5 and Fig. 7.6. At 1s, the speed command
altered from 150 rpm to 500 rpm. The θ̃e and ψ̂PM for both estimators showed similar results.
Note that, all estimated quantities must be limited in order to avoid the unstable area during the
transient states, which can be observed in the ψ̂PM between 1s and 1.5s. The convergence rate
of the estimation of R̂s resulting from EKF was faster than that of MRAS. In addition, the esti-
mation of R̂s by both estimators converged automatically to its nominal value with the increase
of the speed regardless of the dead-time compensation. That is because when the speed is very
low and without any load (i.e., back EMF terms Lsωe(k)iq(k) and Lsωe(k)id(k) in (7.2) are
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Figure 7.7: Sensorless performance with R̂s and ψ̂PM estimation based on EKF. Half rated load
added at 1s, with compensation, 500rpm constant speed.

approximately 0), the estimation of R̂s can only be calculated by the sampled ud and id. On the
contrary, the back EMF terms in (7.2) become more significant and accurate when the speed
goes higher or with a higher load. In this case, the estimation of R̂s is calculated by the balance
of the resistive drop and the back EMF in (7.2) and is more accurate.

The load step test was done as well for both methods at a constant speed of 500 rpm. At 1s,
a half rated load was added. The results are shown in Fig. 7.7 and Fig. 7.8. The θ̃e, R̂s and ψ̂PM

had similar behavior for both EKF and MRAS. Exact comparisons are listed in Table 7.1.

Feature EKF MRAS
Estimation Type Rs and ψPM(Fig. 8) Ls and ψPM(Fig. 10) Rs and ψPM(Fig. 9) Ls and ψPM(Fig. 11)

Estimation Prerequisite id 6= 0 iq 6= 0 id 6= 0 iq 6= 0

Computation Time 10.8µs 10.75µs 6.44µs 6.435µs
Convergence Rate 1.05s/1.10s 0.88s/1.02s 1.62s/1.63s 1.32s/1.35s

Accuracy at Steady State∗ 6.2%/10.5% 94%/0.4% 3.4%/9.2% 1.7%/0.2%
Accuracy at Dynamic State∗∗ 73%/23% 94%/6.6% 82%/23.8% 45.8%/10.4%

Rotor Position Error 0.005 rad 0.02 rad 0.006 rad 0.03 rad
∗:(Steady Value - Rated Value)/Rated Value ∗∗:(Maximum Value - Rated Value)/Rated Value

Table 7.1: Comparative issues of sensorless performance between EKF and MRAS.
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Figure 7.8: Sensorless performance with R̂s and ψ̂PM estimation based on MRAS. Half rated
load added at 1s, with compensation, 500rpm constant speed.

7.5.2 Sensorless control with inductance and PM flux estimation
In previous subsection, the estimation performance of Rs and ψPM for both EKF and MRAS is
illustrated. In this subsection, another estimation type Ls and ψPM estimation is experimentally
compared as well. Note that, the Ls can be estimated only with load condition if id = 0.

The experimental results of EKF and MRAS under three step load changes are given in
Fig. 7.9 and Fig. 7.10, respectively. The load 0.5 Nm, 1.5 Nm, 2.5 Nm were added step by
step. The performance of θ̃e and ψ̂PM for both methods are similar. However, there is a slight
difference for L̂s estimation at dynamic state.

7.5.3 Experimental comparison of MRAS and EKF
The corresponding experimental results are shown in the Table 7.1. Several conclusions can be
summarized:

• Any two parameters can be estimated only when such specific conditions are satisfied
(e.g.,id 6= 0 or iq 6= 0), which is valid for both estimators.

• The convergence rate of the EKF is faster than that of the MRAS.
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ÂPM
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Figure 7.9: Sensorless performance with L̂s and ψ̂PM estimation based on EKF. 500rpm con-
stant speed, step load:0.5Nm, 1.5Nm and 2.5Nm.

• The dynamic and steady state accuracy of the EKF has less precision than that of the
MRAS.

• The rotor position estimation error for both EKF and MRAS are similar.

• The estimation of the rotor flux is less affected by operation conditions than that of the
resistance and inductance.

• The estimated resistance and inductance for both estimators are not precisely equal to
their nominal values, because they take into account other non-linearities of the control
system (e.g., A/D sampling error, DC link voltage variation and the resistive voltage drops
in the power devices).

7.6 Summary
This chapter presents a comparative study of two popular multi-parameter estimators, MRAS
and EKF, in sensorless controlled PMSM drives where an active flux observer is adopted. The
parameter identifiability is discussed and reveals that multi-parameter estimation is restricted
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Figure 7.10: Sensorless performance with L̂s and ψ̂PM estimation based on MRAS. 500rpm
constant speed, step load:0.5Nm, 1.5Nm and 2.5Nm.

by the id − iq condition. The potential parameter estimation possibilities for both estimators
are comprehensively introduced and then theoretically compared. In order to avoid the effect of
inverter non-linearity, a dead-time compensation scheme is adopted and improves the parameter
estimation accuracy. In addition, the PMSM sensorless control system with both parameter
estimators is comparatively tested on an experimental test bench. The merits and demerits of
both estimators are concluded according to different standards and requirements.
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CHAPTER 8

Conclusion

This dissertation is carried out mainly to solve the sensorless control problem of the SPMSM
with strong multiple saliencies (cwSPMSM). The four questions mentioned in Ch. 1

1) how to decouple or combine stronger multiple saliencies

2) initial position estimation in the presence of multiple saliencies

3) the comparison of fundamental model based sensorless methods in higher speed range
applications

4) the on-line parameter identification

are answered.
The emphasis of this dissertation is on the saliency tracking based sensorless method due

to the fact that the sensorless control problem in the low speed range arising from multiple
saliencies of the cwSPMSM is more challenging. In Ch. 5, firstly, the experimental results
are obtained to build the special saliency model of the cwSPMSM. The explanation of causing
strong multiple saliencies is also given. Then, three kinds of saliency tracking based sensorless
methods are proposed from different perspectives.

The first one is the Multi-Signal Injection method, which makes use of the dependency of
the saliency signal on the frequency of injected HF signal. It combines the results of two HF
signals and synthesizes a new signal that has the same behavior as the primary saliency signal.
And then, the failed traditional demodulation methods become valid again. The MSI method is
an effective combination method but it consumes more energy and brings more acoustic noise
to the system.

The second one is the Secondary Saliency Tracking method, which belongs to the decoupling
group. This method utilizes the rotation difference of the primary saliency signal and secondary
saliency signal to separate one from another. In this method, the secondary saliency signal is
extracted out from the NSC by means of a specially designed BPF and an ANF. Moreover,
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an initial position estimation scheme is proposed accordingly as well to start the cwSPMSM
smoothly without heavy load. However, the start at standstill with full load is still challenging
for this method and the decoupling performance around zero speed is not satisfactory.

The third one is the Repetitive Control method, whose principle is also decoupling. This
method treats the secondary saliency signal as a disturbance and builds an RC model to elimi-
nate it from the NSC. The new concept of an angle domain RC is proposed in the method and
shows very good tracking performance. Similar to the previous methods, it has a drawback i.e.
the divergence possibility in case of a drastic dynamic change. The proposed three methods
have advantages as well as disadvantages as explained. No single method can solve all the
problems. In addition, the methods are designed for low speed operation and they all require
the injection of HF signals. When the speed of the cwSPMSM goes higher, it is mandatory to
change to a fundamental model based method to eliminate the energy consumption and acaustic
noise caused by HF signals.

As a necessary supplementary to Ch. 5, three popular fundamental model based methods are
comparatively introduced and experimentally compared in Ch. 6 for the higher speed sensor-
less control of the cwSPMSM. They are the Model Reference Adaptive System, Sliding Mode
Observer and Extended Kalman Filter. Any one of them can be combined with one of the meth-
ods proposed in Ch. 5 to formulate a hybrid scheme for the whole speed range operation. A
simple transition region design is used to smooth the switch between the two methods. Aiming
to improve the parameter adaptation of the fundamental model based sensorless method, the
multi-parameter identification based on MRAS and EKF is investigated in Ch. 7. Due to the
rank-deficiency of the state equations of a PMSM model, a maximum of two parameters are
simultaneously identifiable and several prerequisites must be respected in advance. In order
to evaluate the performance of both estimators, the estimated parameters resulting from either
MRAS or EKF are then applied equally to an Active Flux Observer that has the simplest struc-
ture but still works well for sensorless control at higher speeds. At last, the comparison of the
estimation performance is summarized and shows that the selection of the appropriate estimator
highly depends on the needed parameters and special application.

All the above proposed methods are carried out on an experimental testbench, which is in-
troduced in Ch. 4. Three improvements are made to further enhance the performance of the
existing controller. Firstly, an SVPWM algorithm is designed in the FPGA to increase the
utilization of the DC link voltage and meanwhile release the calculation burden of the CPU.
Secondly, a resolver demodulation circuit and relevant decode-software are developed as well
to make the controller adaptive to different interfaces. Thirdly, the C code and the VHDL code
generation through Matlab/Simulink are achieved, which enables the designers get rid of the
programming burden and accelerate the development progress. They will become more and
more popular in various applications in the future.

In this dissertation, a complete solution for the sensorless control of a cwSPMSM is provided
and some key questions are discussed. The comparative studies of saliency tracking based
method, fundamental model based method and parameter identification are given throughout
in the dissertation. It can be found that the same problem can always be solved by different
methods created from different perspectives. Therefore, to balance the benefits and drawbacks
is the key criteria for selecting the proper method, which is fit for other occasions as well.
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Abbreviations

AC Alternating Current
A/D Analog to Digital (converter)
AFO Active Flux Observer
IM Induction Machine
ANF Adaptive Notch Filter
BLDCM Brushless Direct Current Machine
BPF Band Pass Filter
CPLD Complex Programmable Logic Device
CPU Central Processing Unit
cwSPMSM Concentrated winding SPMSM
D/A Digital to Analog (converter)
DB Dead-beat
DC Direct Current
DSC Direct Switch Control
DSP Digital Signal Processor
DTC Direct Torque Control
EKF Extended Kalman Filter
EMI Electromagnetic Interference
EMF back Electromagnetic Force
FEA Finite Element Analysis
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FFT Fast Fourier Transformation
FOC Field Oriented Control
FPWMI Fundamental PWM-Integrated
FPGA Field Programmable Gate Array
HDL Hardware Description Language
HF(SI) High Frequency (Signal Injection)
HIL Hardware In the Loop
IGBT Insulated Gate Bipolar Transistor
INFORM Indirect Flux detection by On-line Reactance Measurement
IPMSM Interior PMSM
ISA Industry Standard Architecture (bus)
LCD Liquid Crystal Display
(E)LO (Extended) Luenberger Observer
LPF Low Pass Filter
LUT Look-up Table
LVDS Low Voltage Differential Signaling
MRAS Model Reference Adaptive System
MSI Multi-Signal Injection
MTPA Maximum Torque Per Ampere
NSC Negative-Sequence Current
PCB Printed Circuit Board
PI Proportional Integral
PLL Phase Locked Loop
PTC Predictive Torque Control
PMSM Permanent Magnet Sychronous Machine
PWM Pulse Width Modulation
RC Repetitive Control
RLS Recursive Least Square
RMS Root Mean Square
RPM Revolutions Per Minute
RTAI Real-Time Application Interface
SOS Second Order Sections filter
SPMSM Surface-mounted PMSM
SRF Stationary Reference Frame
SST Secondary Saliency Tracking
SM Synchronous Machine
SMO Sliding Mode Observer
SNR Signal to Noise Ratio
SRM Switched Reluctance Machine
SPWM Sinusoidal Pulse Width Modulation
SVPWM Space Vector Pulse Width Modulation
SyRM Synchronous Reluctance Machine
VHDL Very High Speed Integrated Circuit Hardware Description Language
VSI Voltage Source Inverter
ZSV Zero-Sequence Voltage
ZSC Zero-Sequence Current
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Testbench data

Figure C.1: The whole testbench

A overview of the whole test bench has already been given in Ch. 4. The complete test
bench is composed of a real-time computer system, four machines, two two-level inverters and
measurement devices. A picture of the test bench can be seen in Fig. C.1. The corresponding
machines’ parameters are listed in Table C.1 to C.4.

The control-side 5kW inverter is manufactured and modified by the company SEWr and it
provides full control of the upper side 3 IGBT gates and the other 3 PWM signals for the lower
side 3 IGBTs are generated by the SEWr inverter itself. The dead-time is 0.8 µs. Consequently,
only 3 channel PWM signals are produced by the real time system are fed to the control-side
SEWr inverter to implement any control algorithm. The load-side 5kW inverter is made by the
company Danfossr and it is equipped with a micro-controller and can be configured manually
through a front-panel and an LCD display. It drives a load-side induction machine. The power
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Figure C.2: cwSPMSM

Figure C.3: dwSPMSM

connectors and encoder/resolver connectors of both inverters are standardized, and therefore, it
is easy to switch to any machine within the power range.

Table C.1: Parameters for the IM1

Parameter Value
Nominal power Pnom 2.2 kW

Synchronous frequency fsyn 50 Hz
Nominal current |is, nom| 6.44 A

Power factor cos(ϕ) 0.82
Nominal speed ωnom 1420 rpm

Number of pole pairs p 1
Stator resistance Rs 2.6827 Ω
Rotor resistance Rr 2.1290 Ω
Stator inductance Ls 283.4 mH
Rotor inductance Lr 283.4 mH

Mutual inductance Lm 275.1 mH
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Table C.2: Parameters for the IM2

Parameter Value
Nominal power Pnom 1.8 kW

Synchronous frequency fsyn 50 Hz
Nominal current |is, nom| 4.3 A

Power factor cos(ϕ) 0.86
Nominal speed ωnom 2830 rpm

Number of pole pairs p 1
Stator resistance Rs 3.8094 Ω
Rotor resistance Rr 3.2402 Ω
Stator inductance Ls 285.4 mH
Rotor inductance Lr 285.4 mH

Mutual inductance Lm 278.2 mH

Table C.3: Parameters for the cwSPMSM

Parameter Value
Nominal power Pnom 2.2 kW

Synchronous frequency fsyn 150 Hz
Nominal current |is, nom| 4.95 A

Nominal speed ωnom 3000 rpm
Number of pole pairs p 3

Stator resistance Rs 2.07 Ω
Stator inductance Ls 14.2 mH

Table C.4: Parameters for the dwSPMSM

Parameter Value
Nominal power Pnom 2.0 kW

Synchronous frequency fsyn 150 Hz
Nominal current |is, nom| 4.76 A

Nominal speed ωnom 3000 rpm
Number of pole pairs p 3

Stator resistance Rs 0.9 Ω
Stator inductance Ls 9.3 mH
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Derivation of the MSI method and filter design

D.1 Mathematical derivation

In order to get a combination result of all HF responses, it is necessary to use matrix analysis.
According to (5.9), the following matrix equation (a) can be introduced by considering all M
responses. Each row of this matrix represents a response resulted for one frequency injection
condition.
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where Imi in B represents Icnmi for simplification. A represents a set of combinations of rotor-
position-dependent multiple-saliency signals. B denotes a set of all magnitudes of multiple
saliencies acquired through an FFT analysis.
A = BX is a linear system. A linear transformation can be applied to matrices A and B.

Finally, matrix B can be transformed to an upper triangular matrix B̃ according to the matrix
theory. Ĩmi are the new magnitudes of multiple saliencies after the transformation.
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Ĩmi =
M∑

m=1

αmImi αm ∈ R (c)

im =

M∑

m=1

αmi
cn
dqcnme

−δm αm ∈ R (d)

If the last equation of this matrix is chosen for an estimation purpose, it is (5.10)

iM =
M∑

m=1

αmi
cn
dqcnme

−δm = ĨMNe
j(hNθe+ϕN−π/2) (5.10)

D.2 Filter Design
The issues regarding the parameters of the designed filters are introduced in Table. II. The
types of filters, the orders of the filter and their cut-off frequencies are presented, respectively.
For higher speeds, the switchover to a model-based sensorless method is mandatory. Then the
filters introduced by the HF method will be eliminated or changed according to a model-based
method.

Parameters Fundamental Signals HF Signals (1kHz/455Hz) Estimated and Measured Speeds
Filter Type LPF(Elliptic) BPF(Elliptic) LPF(Elliptic) LPF(Digital RC)
Filter Order 2 4/6 6/6 1

Cut-Off Frequency(Hz) 300 [950 1050]/[405 505] 355/355 100

Table D.1: Filter Parameters of Control System
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