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ABSTRACT | Information theoretic approaches to security have

been examined as a promising complement to current crypto-

graphic techniques. Such information theoretic approaches

establish reliable communication and data confidentiality

directly at the physical layer of a communication network by

taking the properties of the noisy channel into account leading

to unconditional security regardless of the computational

capabilities of eavesdroppers. The provision of accurate

channel state information is a major challenge particularly in

wireless communication systems, especially information about

the channels to eavesdroppers. In addition, there might be

malevolent adversaries who jam or influence the channel of the

legitimate users. This paper surveys different models for

secure communication under channel uncertainty and adver-

sarial attacks and reviews the corresponding secrecy capacity

results, which characterize the maximum rate at which

information can be sent to legitimate receivers while being

kept perfectly security from eavesdroppers.

KEYWORDS | Arbitrarily varying channel; common random-

ness; compound channel; continuity; robustness; secrecy

capacity; wiretap channel

I . INTRODUCTION

Rapid developments in communication systems make

information available almost everywhere at any time.

Along with this, the security of sensitive information from

unauthorized access becomes an important issue for the

design of such systems. This is in particular crucial for
wireless communication systems as they are inherently

vulnerable to eavesdropping: Due to the open nature of the

wireless medium, transmitted signals are received not only

by the intended users but also are easily eavesdropped

upon by non-legitimate receivers.

The architecture of current communication systems

usually separates error correction and data encryption. The

former is typically realized at the physical layer, transform-
ing the noisy communication channel into a reliable ‘‘bit

pipe.’’ Then the data encryption is implemented on top of

that by applying cryptographic principles. A drawback of

this approach is that it relies on the assumption of in-

sufficient computational capabilities of non-legitimate

receivers resulting in so-called conditional security.

In recent years, information theoretic approaches to
security have been intensively examined as a complement
to cryptographic techniques. Such approaches establish

reliable communication and data confidentiality jointly at

the physical layer by taking the properties of the commu-

nication channel into account. The first work in this area

goes back to Shannon, who showed in his seminal paper [1]

that a secret key used as a one-time pad allows for secure

communication over a noiseless channel. Subsequently,

Wyner introduced the wiretap channel in [2], which describes
the communication scenario over a noisy channel and

without secret keys. In this context, he introduced the notion

of secrecy capacity, which is defined as the maximum rate at
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which information can be sent to a legitimate receiver while
being kept perfectly security from an eavesdropper. Later,

this framework was generalized by Csiszár and Körner to the

broadcast channel with confidential messages (BCC) [3].

Recently, this area has drawn considerable attention since

it provides a promising approach to achieve unconditional

security regardless of the computational capabilities of non-

legitimate receivers; see for example [4]–[8] and references

therein. Concurrently, it has been demonstrated that secure
communication can efficiently be embedded into wireless

networks by jointly implementing it with other non-secure

services at the physical layer [9]. Thus, it is not surprising that

operators of wireless communication systems and national

agencies have also identified this concept as a key technique

to secure future communication systems [10]–[12].

Many of the initial studies in the area of information

theoretic security have in common that all channels (including
those to non-legitimate eavesdroppers) are assumed to be

perfectly known to all users and fixed during the entire dura-

tion of transmission. This is termed perfect channel state
information (CSI) and such idealized communication condi-

tions allow one to obtain an understanding and important

insights of the fundamental principles of information theoretic

security. These are briefly reviewed and discussed in Section II.

In particular, the secrecy capacity of the wiretap channel has
been established for discrete memoryless channels in [2], [3],

[13], and [14] and for multiple-input multiple-output (MIMO)

Gaussian channels in [15]–[18].

However, in practical systems CSI will always be

limited due to the nature of the wireless medium and

estimation/feedback inaccuracy. In addition, malevolent

eavesdroppers will not provide any information about their

channels to legitimate users which makes the assumption
of perfect eavesdropper CSI questionable. Accordingly,

limited CSI (especially to potential eavesdroppers) must be

assumed to ensure reliability and data confidentiality in a

robust way.

A first step in the direction of more realistic and

practically relevant CSI assumptions is given by the

concept of a compound channel [19], [20]. In this model,

the actual channel realization is unknown. Rather, it is
only known to the users that the true channel realization

belongs to a known set of channels (uncertainty set) and

that it remains constant for the whole duration of

transmission. Accordingly, the compound wiretap channel
models secure communication over compound channels

and has been studied in [21]–[29]. Despite these efforts, a

single-letter description of the secrecy capacity is known

only for special cases such as degraded channels [21], [22]
or certain multiple-input multiple-output (MIMO) Gauss-

ian channels [25]–[28]. However, a single-letter charac-

terization of the secrecy capacity that holds for the general

case remains unknown to date (if it exists at all). Only a

multi-letter description of the secrecy capacity has been

established so far [22]. This is discussed in detail in

Section III.

While for compound channels the unknown channel
realization remains constant for the entire duration of

transmission, the concept of an arbitrarily varying channel
(AVC) [30]–[32] provides a model in which this realization

may vary from channel use to channel use in an unknown

and arbitrary manner. The corresponding arbitrarily
varying wiretap channel (AVWC) has been studied in

[33]–[40] and it has been shown that it makes a difference

whether unassisted or common randomness (CR) assisted
codes are used by the transmitter and legitimate receiver.

In particular, if the channel to the legitimate receiver

possesses the so-called property of symmetrizability, the

unassisted secrecy capacity is zero, while the CR-assisted

secrecy capacity may be non-zero. A complete character-

ization of the relation between the unassisted and CR-

assisted secrecy capacity has been established in [34] and

[38]; but similar to the compound wiretap channel, a
single-letter characterization of the secrecy capacity itself

remains open. CR-assisted achievable secrecy rates are

known only under certain circumstances [33], [34], [36].

Recently, a multi-letter description of the CR-assisted

secrecy capacity has been found in [37]. This is the content

of Section IV.

Whenever a communication system is composed of

orthogonal sub-systems, its overall performance is deter-
mined by the sum of all sub-systems. Taking an orthogonal

frequency division multiplexing (OFDM) system as an

example, its overall capacity is given by the sum of the

capacities of all sub-channels. To this end, a system

consisting of two orthogonal ordinary channels, where

both are ‘‘useless’’ in the sense of having zero capacity, the

overall capacity of the system is zero as well. This reflects

the world view of classical additivity of resources in the
sense that ‘‘0þ 0 ¼ 0.’’ In contrast to that, studies have

revealed surprising phenomena for secure communication

over AVCs: Two orthogonal AVWCs, each useless by itself

in the sense that it has a zero unassisted secrecy capacity,

can be used together to super-activate the whole system to

allow for secure communication at non-zero secrecy rates

[35], [38], [40]. This shows that the classical additivity of

orthogonal resources does not hold anymore when secrecy
requirements are imposed (in the sense that ‘‘0þ 0 9 0’’).

To date, such phenomena have been observed only for

quantum communication systems [41], [42] and to the

best of our knowledge, this is the first example that such

effects can happen for classical communication systems

as well.

So far the concepts of compound and arbitrarily varying

wiretap channels are motivated from a channel uncertainty
point of view. But these concepts are also suitable to model

secure communication in the presence of active adversar-

ies and their potential attacks on the communication. For

example, a malicious adversary may influence or jam the

legitimate channel by choosing the channel realization

that governs the transmission. In such a case, the

transmitter and legitimate receiver have to design their
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encoding-decoding functions universally, since they usu-
ally have no knowledge about the strategy or the intentions

of the adversary and therewith no knowledge about the

expected channel realization. Thus, such attacks are

perfectly modeled by compound wiretap channels. Ac-

cordingly, AVWCs would then model even more powerful

adversaries, whose jamming strategies change with time.

Again, the absence of any knowledge requires the

legitimate users to prepare for a channel that may vary
in an unknown and arbitrary manner from channel use to

channel use. This has been done in [35], where the optimal

jamming strategy of the adversary has been identified and

it is shown that it differs depending on whether the

adversary has access to the common randomness or not. A

related problem is the so-called covert communication in

which the legitimate users wish to communicate in such a

way that the whole communication itself is not detectable
by non-legitimate eavesdroppers. This is another potential

strategy for the legitimate users to ensure secrecy and even

avoid adversarial attacks [43]–[45].

Studying secure communication from an adversarial

perspective reveals the following obvious observation: the

secrecy capacities of the compound and arbitrarily varying

wiretap channels depend on the underlying uncertainty

set. In general, the performance of a communication
system should depend in a continuous way on its system

parameters. Since, if small changes in the parameters

would lead to dramatic losses in performance, the

corresponding approach is not robust and will most likely

not be used. This means in the context of secure

communication that the secrecy capacity should depend

in a continuous way on the underlying uncertainty set.

Then approaches are desirable that are robust against
variations so that small variations in the uncertainty set

result in small variations in the corresponding secrecy

capacity. Such a continuous dependency is in particular

desirable in the context of active adversaries who can

influence the system parameters in a malicious way. In

[39] it has been shown that the secrecy capacity of the

compound wiretap channel possesses this behavior of a

continuous dependence on the uncertainty set, while for
AVWCs this might not be the case anymore. Here, it might

happen that small changes in the uncertainty set lead to a

dramatic loss in secrecy capacity. This line of study is

continued in [39] and [46], where it has been shown that

not only does the secrecy capacity possess this behavior but

so do the corresponding codes themselves.

Up to this point, the simplest model of secure

communication has been discussed: a single transmitter-
receiver pair in the presence of one external eavesdropper.

There has been some effort to extend the previously

discussed concepts to more complex multi-user scenarios

as well. Most noteworthy in this context is the broadcast

channel with confidential messages [3]. Similar to the

wiretap channel, the sender transmits a confidential

message to a legitimate receiver while keeping an

eavesdropper ignorant. Additionally, the sender transmits

a common message as well which is intended for both the

legitimate receiver and the eavesdropper. Thus, in this

case, the eavesdropper has two different roles: It is a

legitimate receiver of the common message and a non-

legitimate receiver of the confidential message. This
scenario has been studied in [47]–[49] for compound

channels. Unfortunately, similar to the wiretap channel

only a multi-letter characterization of the secrecy capacity

region is known and only achievable secrecy rate regions

have been established in a single-letter version. Besides the

compound BCC, there are initial studies for the compound

multiple access wiretap channel [50] and compound

multiple access channel with confidential messages [51].

II . WIRETAP CHANNEL UNDER
PERFECT CSI

In this section we introduce the wiretap channel which is

the simplest scenario involving security with one legiti-

mate transmitter-receiver pair and one eavesdropper to be

kept ignorant of the transmitted message as shown in

Fig. 1. We start with the ideal assumption of perfect CSI at

all users and present the basic ideas and concepts of secure

communication over such a wiretap channel. The results
and insights of the perfect CSI case will then allow us to

approach the case of imperfect CSI later.

A. System Model
Throughout this paper, we assume that the inputs and

outputs are from finite alphabets. This is motivated by the

fact that a transmitter must use a finite modulation scheme

such as BPSK or QAM due to practical limitations. Then on
the receiver side, a received signal must be quantized

before further digital processing. Thus, it is reasonable to

assume finite input and output sets denoted by X , Y, and

Z in the following.

A perfectly known channel between the transmitter

and the legitimate receiver can then be expressed by a

stochastic matrix W : X ! PðYÞ. Such a matrix describes

Fig. 1.Wiretap channel W. The transmitter encodes the message M into

the codeword Xn ¼ EðMÞ and transmits it over the wiretap channel W

to the legitimate receiver, which has to decode its intended message

M̂ ¼ ’’’’’’’’’ðYnÞ. At the same time, the eavesdropper has to be kept ignorant

of M in the sense that IðM;ZnÞ � ���������n must hold.
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the probabilistic mapping between the input symbols and
their potential outputs symbols received by the legitimate

receiver. Assuming a discrete memoryless channel (DMC),

the probability law for a transmission of block length n is

WnðynjxnÞ ¼
Yn

i¼1

WðyijxiÞ

with input sequence xn ¼ ðx1; x2; . . . ; xnÞ 2 Xn and output
sequence yn ¼ ðy1; y2; . . . ; ynÞ 2 Yn. Here xi and yi repre-

sent the channel input and output at time instant i,
i ¼ 1; 2; . . . ; n. Thus, for DMCs the current output

depends only on the current input and not on previous

inputs.

Similarly, we can model the channel between the

transmitter and the eavesdropper by a stochastic matrix

V : X ! PðZÞ and assume VnðznjxnÞ ¼
Qn

i¼1 VðzijxiÞ.
Having specified the channels to the legitimate receiver

and the eavesdropper, we define the wiretap channel as

follows.

Definition 1: The discrete memoryless wiretap channel W

is given by the pair of channels with common inputs as

W ¼ fW; Vg:

Note that since the legitimate receiver and eavesdrop-

per are not supposed to cooperate, there is no loss in
generality by representing a wiretap channel by its

marginal probabilities and not by its joint probability

distribution. As a consequence, in this framework two

wiretap channels with different joint probability distribu-

tions, but the same marginals will lead to the same secrecy

capacity, cf. for example [4, Lemma 2.1]. This is because

the performance of a code is measured based on the

marginal distributions and not on the joint one as we will
see in the next subsection.

B. Wiretap Codes
The communication task for the wiretap channel is

twofold: Reliable communication between the transmitter

and the legitimate receiver must be enabled and, at the

same time, this communication must be kept secret from

the eavesdropper. Important in this setup is that the

eavesdropper has only its own channel output available to

infer the confidential information. This is formalized as

follows.

Definition 2: An ðn;MnÞ-code C for the wiretap channel

consists of one stochastic encoder at the transmitter

E :M! PðX nÞ (1)

i.e., a stochastic matrix, with a set of confidential messages
M¼ f1; . . . ;Mng and a deterministic decoder at the

legitimate receiver

’ : Yn !M: (2)

The rate of this code is defined as ð1=nÞ log Mn.

The traditional approach is to use a deterministic

encoder at the transmitter, which is a one-to-one mapping

assigning each message m 2M exactly one codeword
xn 2 X n. Such an encoder is sufficient for communication

scenarios in which no security constraints are imposed.

However, it has been shown that this is no longer true in

the presence of eavesdroppers and the encoder E in (1)

then needs to be stochastic. This means that it is

specified by conditional probabilities EðxnjmÞ withP
xn2X n EðxnjmÞ ¼ 1 for each m 2M, where EðxnjmÞ is

the probability that the message m 2M is encoded as
xn 2 X n. On the other hand, there is no benefit in using

a stochastic decoder instead of deterministic one in (2),

cf. for example [7, Sec. 3.4].

The quality of such a code is measured by two

performance criteria: reliability and security. The reliabil-

ity criterion ensures that the legitimate receiver is always

able to decode its intended message. When the transmitter

has sent the message m 2M and the legitimate receiver
has received the channel output yn 2 Yn, it makes a

decoding error if ’ðynÞ 6¼ m. Thus, the probability of error

for message m 2M is given by

eðmÞ ¼
X

xn2Xn

X
yn:’ðynÞ6¼m

WnðynjxnÞEðxnjmÞ:

Assuming all messages to be uniformly distributed lead to

the average probability of error criterion

�e ¼ 1

jMj
X

m2M
eðmÞ: (3)

A stronger notion of reliability is given by the maximum

probability of error criterion

emax ¼ max
m2M

eðmÞ: (4)

Obviously, the maximum probability of error (4) is a

stronger performance criterion than the average probabil-

ity of error (3). For perfect CSI both criteria will lead for

the wiretap channel to the same secrecy capacity [3].

However, this is not always the case as for certain channels
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these two criteria can result in different capacities. The
second performance measure of security is discussed in

detail in the following.

C. Secrecy Criterion
The secrecy criterion ensures that the non-legitimate

eavesdropper is not able to infer any information about the

transmitted message. Let M be a random variable

uniformly distributed over the set of messages M and

Zn ¼ ðZ1; Z2; . . . ; ZnÞ be the channel output at the

eavesdropper, see also Fig. 1. In his seminal paper [2],
Wyner defined the secrecy of the confidential message in

terms of equivocation having in mind that the channel

output at the eavesdropper Zn should not reveal any

information about the message M. He required

ð1=nÞHðMjZnÞ � ð1=nÞHðMÞ so that the channel output

Zn does not decrease the uncertainty about the transmitted

message M in terms of ‘‘rate’’ (due to the factor 1=n). This

criterion has been termed weak secrecy and is often
equivalently written as

1

n
IðM; ZnÞ � �n (5)

with �n ! 0 as n!1. Recently, this criterion has been

strengthened by dropping the division by the block length

n as

IðM; ZnÞ � �n (6)

with �n ! 0 as n!1. This is known as strong secrecy and

the intuition is to have the total amount of information

leaked to the eavesdropper small. Strong secrecy for the

wiretap channel was first considered in [13] and [14].
Recently, different approaches have been proposed to

achieve strong secrecy [52]–[54].

Vanishing information leakage implies that the average

probability of error �eEve, as in (3), at the eavesdropper

approaches one as n!1. Using Fano’s inequality, it can

be shown that the speed of convergence for the weak

secrecy criterion (5) is

�eEve ¼ 1� oð1Þ

which means that the average probability of error

approaches one for increasing block length, but this can

be arbitrarily slow. On the other hand, it has been recently

shown in [22] that strong secrecy (6) allows for an

exponential speed of convergence

�eEve ¼ 1�Oð2��nÞ

with some � 9 0. Thus, the average probability of decoding
error at an eavesdropper tends to one exponentially fast for

any decoder an eavesdropper may use. This demonstrates

the advantage of the strong secrecy criterion compared to

the weak secrecy criterion and, most importantly, it

establishes a desirable and practically relevant operational

meaning. Accordingly, for all results discussed in the

remainder of this paper we consider the strong secrecy

criterion (unless explicitly stated otherwise).
The main goal is now to determine the secrecy capacity

which is the maximal achievable rate for which a code of

Definition 2 can be found that ensures reliability (3) (or

(4) respectively) and security (5) (or (6) respectively).

This is discussed next.

D. Secrecy Capacity
The wiretap channel for perfect CSI is well studied

under several aspects and its secrecy capacity can be found

for instance in [2], [3], [13] and [14].

Wyner was the first to study the wiretap channel in [2].

He established the secrecy capacity for the special case of

degraded channels, for which the Markov chain relation
X � Y � Z holds. For such channels, the eavesdropper

output is always ‘‘noisier’’ than the output at the legitimate

receiver.

Theorem 1 [2]: The secrecy capacity CðWÞ of the

degraded wiretap channel W is

CðWÞ ¼ max
X�Y�Z

IðX; YÞ � IðX; ZÞð Þ

with the random variables satisfying the Markov chain

condition X � Y � Z.

The crucial idea to achieve the secrecy capacity is the

following: Not all the available resources are used for the

message transmission but some of them are spent for

additional randomization to prevent the eavesdropper

from getting any meaningful information. In more detail,

for each confidential message the sender wants to
transmit, there are multiple valid codewords and the

stochastic encoder (1) chooses one of them uniformly at

random. Now, the key insight is to choose for each

message roughly 2nIðX;ZÞ codewords, i.e., according to the

channel quality to the eavesdropper. Thus, the eavesdrop-

per will be saturated with useless information leaving no

remaining resources for decoding the confidential message

[55]. As the channel quality of the legitimate receiver
roughly allows for reliable transmission at rate IðX; YÞ, the

remaining rate available for the confidential message is

roughly IðX; YÞ � IðX; ZÞ as the legitimate decoder usually

has to decode both: the confidential message but also the

useless randomization part.

Subsequently, Csiszár and Körner have extended this

formalism to broader classes of channels in [3]: Theorem 1
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also holds for less noisy and more capable wiretap channels
(cf. for example [56] or [57] for a discussion on less noisy

and more capable channels). All these classes have in

common that the legitimate channel is ‘‘stronger’’ than the

eavesdropper channel. They further solved the general

case in which there need not be an ordering between the

legitimate and eavesdropper channel. In this general case,

the secrecy capacity becomes the following.

Theorem 2 [3]: The secrecy capacity CðWÞ of the

wiretap channel W is

CðWÞ ¼ max
U�X�ðY;ZÞ

IðU; YÞ � IðU; ZÞð Þ (7)

with the random variables satisfying the Markov chain

condition U � X � ðY; ZÞ.
Compared to the degraded case in Theorem 1, there is

now the need for an auxiliary random variable U. It realizes

an additional randomization which is also known as

channel prefixing as it basically creates new channels
~W : U ! PðYÞ and ~V : U ! PðZÞ from U (instead of X)

to Y and Z. Now, the coding strategy of Theorem 1 is

applied to these prefixed channels and for the general case,

this can lead to an increase in capacity. At first, adding an

additional channel sounds counter-intuitive as this can
only decrease the channel qualities to the legitimate

receiver and the eavesdropper, i.e., IðU; YÞ � IðX; YÞ and

IðU; ZÞ � IðX; ZÞ. Now, the crucial idea of channel

prefixing is to find a U such that the eavesdropper channel

quality is much more decreased than the legitimate

channel quality. Since the resulting rate is given by the

difference of both channel qualities, this would actually

y i e l d a n i n c r e a s e i n c a p a c i t y , i . e . ,
IðU; YÞ � IðU; ZÞ � IðX; YÞ � IðX; ZÞ. However, for wire-

tap channels with a ‘‘stronger’’ legitimate channel, there is

not such an U and channel prefixing does not increase

capacity. Thus, the choice U ¼ X is capacity-achieving and

Theorem 1 results.

III . COMPOUND WIRETAP CHANNEL

In this section, we discuss the first scenario with a more

realistic CSI assumption which is given by the concept of

compound channels [19], [20]. Of interest is then the

corresponding compound wiretap channel which models the

uncertainty scenario, in which the actual channel realiza-

tion is unknown to the transmitter and the legitimate
receiver. It is only known to them that the actual channel

realization remains constant during the entire transmis-

sion of a codeword and belongs to a known uncertainty set.

This captures realistic communication conditions in which

CSI is only imperfectly available at the users; for example

due to inaccurate channel estimation or limited feedback

schemes. Moreover, this uncertainty in CSI can also

originate from active adversaries who are able to influence

or control the channel state as indicated in Fig. 2.

A. System Model
To model the uncertainty in CSI, we introduce a state

set S and for each channel realization s 2 S we then have

stochastic matrices Ws : X ! PðYÞ and Vs : X ! PðZÞ
describing the potential channels to the legitimate receiver

and the eavesdropper, respectively. We assume discrete

memoryless channels so that the probability law for

transmission of block length n for channel realization

s 2 S i s Wn
s ðynjxnÞ ¼

Qn
i¼1 WsðyijxiÞ a n d Vn

s ðznjxnÞ ¼Qn
i¼1 VsðzijxiÞ with input and output sequences xn 2 X n,

yn 2 Yn, and zn 2 Zn, respectively. The marginal com-

pound channels are now given by the families of all

possible channel realizations and we define

W ¼ fWs : s 2 Sg and V ¼ fVs : s 2 Sg:

Definition 3: The discrete memoryless compound wiretap
channel W is given by the families of marginal compound

channels with common input as

W ¼ fW;Vg:

The actual channel realization s 2 S which governs the

transmission is unknown to the transmitter and legitimate

receiver and, furthermore, there is no prior distribution on
S assumed. Therefore, a universal strategy is needed that

works for all possible channel realizations s 2 S simulta-

neously, i.e., the encoder and decoder must be indepen-

dent of the channel realization s 2 S. This means we seek

a code (in the sense of Definition 2) that yields a small

average (or maximum) probabilities of error as in (3) [or

(4)] and a small information leakage as in (6) for all s 2 S

Fig. 2. Compound wiretap channel W. The actual channel realization

ðWn
s ;V

n
s Þ is unknown to the transmitter and legitimate receiver. It is

only known that the corresponding state s belongs to a known

uncertainty set SSSSSS. Accordingly, the eavesdropper has to be kept

ignorant of M for all possible s 222222 SSSSSS so that the security condition

becomes maxs222222SSSSSSIðM;Zn
s Þ � ���������n.
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simultaneously. Accordingly, we define the average and
maximum probability of error as

�e ¼ max
s2S

1

jMj
X

m2M

X
xn2Xn

X
yn:’ðynÞ6¼m

Wn
s ðynjxnÞEðxnjmÞ

and

emax¼max
s2S

max
m2M

X
xn2Xn

X
yn:’ðynÞ6¼m

Wn
s ðynjxnÞEðxnjmÞ:

The strong secrecy criterion becomes

max
s2S

I M; Zn
s

� �
� �n (8)

with �n ! 0 as n!1. Taking the maximum over all

possible channel realizations ensures that the legitimate

users are prepared for the worst and that reliability and

security is guaranteed for all possible s 2 S.

Now, the aim is to characterize the secrecy capacity of

the compound wiretap channel, which is the maximal

achievable rate for which a code of Definition 2 can be
found such that reliability and secrecy as defined above are

guaranteed.

B. No Channel State Information
We start with the scenario in which neither the

transmitter nor the legitimate receiver knows the exact

channel realization that governs the transmission as shown

in Fig. 2. This situation has been studied for discrete

memoryless channels in [21], [22] and [25].

Since for the compound wiretap channel the legitimate

users do not know the actual channel and they must

prepare for all possible realizations, the secrecy capacity of
the compound wiretap channel cannot exceed the secrecy

capacity of any wiretap channel in this family. Unfortu-

nately, the minimum of all these secrecy capacities (worst-

case secrecy capacity) is usually not a tight upper bound.

The reason is that different wiretap channels may have

different capacity-achieving input distributions so that the

encoder has to adapt its coding strategy accordingly to

achieve the worst-case secrecy capacity. However for the
compound wiretap channel, the encoder must be universal

and has to choose one input distribution that balances the

rates for all the potential channels in the best possible way.

This makes the secrecy capacity of the compound wiretap

channel usually strictly smaller than its worst-case

capacity. However, it immediately yields an upper bound

on the compound secrecy capacity.

Proposition 1 [21]: The strong secrecy capacity of the
compound wiretap channel W is upper bounded by its

worst-case secrecy capacity

CnoCSIðWÞ�min
s2S

max
Us�Xs�ðYs;ZsÞ

IðUs; YsÞ�IðUs; ZsÞð Þ

for random variables Us � Xs � ðYs; ZsÞ. Here, the sub-

scripts in Us and Xs indicate that the channel input and the

channel prefixing depend on the actual channel realization

s 2 S.

Applying the coding ideas for the perfect CSI case to

the compound scenario at hand, yields an achievable

secrecy rate as given in the following. Now, as the actual

channel realization to the eavesdropper is unknown to the
transmitter, it has to prepare for the worst (which is

the best eavesdropper channel in this case) and chooses

the randomization rate roughly as maxs2S IðU; ZsÞ, i.e.,

according to the best possible channel quality to the

eavesdropper. This ensures that the eavesdropper will be

saturated with sufficient useless information regardless of

its actual channel quality. Similarly, to be on the safe side

for reliable communication, the transmission rate is
limited to mins2S IðU; YsÞ, i.e., according to the worst

possible channel quality to the legitimate receiver. The

rate for the confidential message follows accordingly. The

auxiliary random variable U plays the role of additional

channel prefixing similarly as in the case of perfect CSI in

Section II.

Theorem 3 [21], [22]: An achievable strong secrecy rate
for the compound wiretap channel W is

CnoCSIðWÞ � max
U�X�ðYs;ZsÞ

min
s2S

IðU; YsÞ �max
s2S

IðU; ZsÞ
� �

(9)

for random variables U � X � ðYs; ZsÞ. Here, U and X are

independent of the actual realization s 2 S indicating

that channel input and channel prefixing are chosen

universally.

Unfortunately, a single-letter characterization of the

compound secrecy capacity remains open. The secrecy

capacity has only been established for the case of degraded

channels, for which each possible eavesdropper channel
must be degraded with respect to all possible legitimate

receiver channels. This means, having two uncertainty

sets, a set S for the legitimate receiver and a set T for the

eavesdropper, the Markov chain relationship X � Ys � Zt

must hold for all s 2 S and t 2 T . For this special case, the

capacity has been found in [21] and [22] showing that the

achievability result given before in Theorem 3 is actually
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tight (with no channel prefixing, i.e., with the choice
U ¼ X).

Theorem 4 [21], [22]: The strong secrecy capacity of the

degraded compound wiretap channel W is

CnoCSIðWÞ¼ max
X�Ys�Zt

min
s2S

IðX; YsÞ�max
t2T

IðX; ZtÞ
� �

(10)

for random variables X � Ys � Zt.

These results show that, in principle, secure commu-

nication over compound wiretap channels behaves in a

similar way as for the case of perfect CSI: The

corresponding secrecy capacities display the same kind

of structure. They further reveal how the uncertainty in

the CSI affects the performance of secure communication.
In particular, by comparing the compound case in (9) or

(10) with the case of perfect CSI in (7), it can bee seen that

the uncertainty reduces the secrecy rate in two different

ways according to the two performance criteria of

reliability and security: First, the uncertainty affects the

reliable communication by reducing the transmission rate

to the minimum of all potential channels to the legitimate

receiver (resulting in the term mins2S IðX; YsÞ), since
reliable communication must be enabled for all possible

legitimate channel realizations. And second, to ensure the

security of the transmitted message, the penalty in rate is

increased to the maximum of all potential channels to the

eavesdropper (resulting in maxs2S IðX; ZsÞ), since security

must be guaranteed for all possible eavesdropper channel

realizations. The assumption of simultaneously having the

worst channel to the legitimate receiver and the best
channel to the eavesdropper might be very pessimistic, but

this is indispensable for guaranteeing reliability and

security regardless of the actual channel realization.

Despite these efforts, a single-letter characterization of

the secrecy capacity for the general case remains unknown

until now (if it exists at all). Only a multi-letter upper

bound is known which leads to a multi-letter description of

the secrecy capacity.

Theorem 5 [22]: A multi-letter description of the strong

secrecy capacity of the compound wiretap channel W is

CnoCSIðWÞ

¼ lim
n!1

1

n
max

U�Xn� Yn
s ;Z

n
sð Þ

min
s2S

I ðU; Yn
s Þ �max

s2S
I U; Zn

s

� �� �

for random variables U � Xn � ðYn
s ; Zn

s Þ.

Thus, in principle a characterization of the secrecy
capacity of the general compound wiretap channel is

known in terms of entropic quantities. Although the result

is given in a multi-letter form, the achievability follows by

applying the single-letter result in Theorem 3 to the n-fold

channels eW : U ! PðYnÞ and eV : U ! PðZnÞ which

collect all the n channel uses in a single ‘‘block.’’

Unfortunately, the capacity result is given in a multi-

letter form depending on the block length n (which tends
to infinity), which makes this expression intractable to

evaluate. However, such a description is still useful as it

gives valuable insights and allows us to learn certain

properties of the secrecy capacity as discussed later.

C. Channel State Information at Transmitter
Interestingly, the secrecy capacity of the compound

wiretap channel does not increase if the legitimate receiver

is informed about the actual channel realization s 2 S. An

intuitive explanation of why CSI at the legitimate receiver

does not improve capacity for compound channels is
discussed in [58]: Even if the actual channel to the

legitimate receiver is unknown, it can be estimated with

arbitrary accuracy at the receiver. Then for sufficiently

large block length n, the portion used for the estimation is

a negligible part of n and approaches zero as n!1.

On the other hand, an informed transmitter usually

leads to an increase in secrecy capacity which is discussed

next. Accordingly, we assume that we have channel state
information at the transmitter (CSIT) but not at the

legitimate receiver. This allows the transmitter to adapt

the encoder according to the particular s 2 S which

governs the transmission. In contrast to the previous case

with no CSI at all users, a single-letter characterization of

the secrecy capacity has been found for this case in [22].

Theorem 6 [22]: The strong secrecy capacity of the
compound wiretap channel W with CSIT is

CCSITðWÞ¼min
s2S

max
Us�Xs�ðYs;ZsÞ

IðUs; YsÞ�IðUs; ZsÞð Þ

for random variables Us � Xs � ðYs; ZsÞ.
Comparing the case of CSIT with the outer bound in

Proposition 1 shows that the secrecy capacity of the

compound wiretap channel with CSIT is at least as good

that with no CSI. Moreover, it reveals that the secrecy
capacity of the compound wiretap channel with CSIT

actually equals the worst-case capacity. Intuitively this

makes sense as in the CSIT case, the encoder can adapt its

input distribution according to the actual channel. Thus,

for each possible channel realization it can choose the

maximizing input distribution so that the worst-case

capacity becomes achievable.
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Having no CSI at the transmitter forces the encoder to
choose the randomization part of rate maxs2S IðX; ZsÞ to

ensure that the eavesdropper is sufficiently saturated

regardless of the actual channel realization. CSIT now

allows the encoder to adapt the rate of the randomization

part to what is needed for the actual channel realization. A

consequence is that the sizes of the codebooks differ for

different channel states. This is where the potential

increase in secrecy capacity arises. Interestingly, this
prevents the legitimate receiver (who is not aware of the

actual channel realization) to use the classical approach of

decoding the confidential message and the randomization

index. This necessitates a more sophisticated decoding

strategy which solely decodes the confidential message but

not the randomization index [22].

D. Continuity and Robustness
Next, we want to address the question of continuity

and robustness which is driven by the following observa-

tion: Obviously, the secrecy capacity of the compound
wiretap channel should depend in a continuous way on the

underlying uncertainty set. This is because small variations

in the uncertainty set should result in small variations of

the secrecy capacity only. Such a continuous dependency is

particularly desirable from an adversarial point of view,

where the uncertainty set reflects the strategy space of

malevolent adversaries.

For this purpose, we need a concept to measure the
distance between two compound wiretap channels.

First, we define the distance between two channels

W1;W2 : X ! PðYÞ based on the total variation distance as

dðW1;W2Þ ¼ max
x2X

X
y2Y

W1ðyjxÞ �W2ðyjxÞj j: (11)

Then the distance DðW1;W2Þ between two compound

wiretap channels W1 and W2 is given by the largest

distance in (11) for all possible channel realizations for the

legitimate and eavesdropper channel.

Theorem 7 [39]: Let � 2 ð0; 1Þ be arbitrary. Let W1 and

W2 be two compound wiretap channels. If

DðW1;W2Þ G �;

then it holds that

CðW1Þ � CðW2Þ
�� �� � � �; jYj; jZjð Þ (12)

with �ð�; jYj; jZjÞ a constant depending only on the
distance � and the output alphabet sizes jYj and jZj.

This result shows that the strong secrecy capacity of the

compound wiretap channel is a continuous function of the

uncertainty set. Thus, small variations in the uncertainty

set result in only small variations of the corresponding

secrecy capacity. In addition, (12) explicitly quantifies by

�ð�; jYj; jZjÞ how much the secrecy capacity can differ

when the uncertainty set of a compound wiretap channel
changes by �.

Basically, Theorem 7 ensures the following: If there is a

‘‘good’’ (i.e., capacity-achieving) code for the compound

wiretap channel W1, then there exists another ‘‘good’’ code

that achieves a similar rate over another compound

wiretap channel W2 provided that they are close, i.e.,

DðW1;W2Þ G �. However, it does not guarantee that one

particular code will possess this property. Nevertheless, it
is a necessary property for bringing such concepts into

practice. Since if the secrecy capacity would be discontin-

uous, it would be hopeless to even aim for actual codes that

possess such desirable properties.

A code is called robust if its decoding performance at

the legitimate receiver and secrecy at the eavesdropper

(and therewith also the transmission rate) depend

continuously on the underlying uncertainty set. We are
now interested in studying whether actual codes are

themselves robust against small variations in the uncer-

tainty set. The robustness of the reliability to the legitimate

receiver follows from a discussion for the classical

compound channel in [19]. There it is shown that a

‘‘good’’ code in the sense of having small probability of

decoding error, performs well also for compound channels

in a certain neighborhood. This is exactly what we need.
The next result shows further that the weak secrecy

criterion is robust as well against small changes in the

uncertainty set.

Theorem 8 [39]: Let V1 be a compound channel to the

eavesdropper with state set S1. Then for any code that

achieves weak secrecy

max
s12S1

1

n
IðM; Zn

s1
Þ ¼ �n

it holds that for all compound channels V2 with finite state

set S2 and DðV1;V2Þ G � that

max
s22S2

1

n
I M; Zn

s2

� �
G�n þ �2ð�; jZjÞ (13)

with �2ð�; jZjÞ a constant depending only on the distance �
and the output alphabet size jZj.
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This has a practically relevant consequence: A code

with small information leakage rate over the eavesdropper

compound channel V1 has also small information leakage

rate for all compound channels V2 which are close, i.e.,

DðV1;V2Þ G �. In addition, the change in information

leakage is explicitly quantified and bounded by (13).

Finally, it is noteworthy that these properties have

been established without having a single-letter description
of the secrecy capacity available. This shows that although

a multi-letter characterization of the secrecy capacity as

given in Theorem 5 is not efficiently computable, it is

extremely useful for obtaining certain properties such as

continuity or robustness.

IV. ARBITRARILY VARYING WIRETAP
CHANNEL

In this section, we continue our analysis by considering

secure communication over AVCs [30]–[32]. Of interest is

then the corresponding arbitrarily varying wiretap channel
(AVWC). In contrast to the compound channel, the

unknown channel realization may now vary in an

unknown and arbitrary manner from channel use to

channel use. This includes channel conditions such as fast

fading but also captures scenarios with active adversaries,

who maliciously jam the legitimate transmission as

depicted in Fig. 3.

A. System Model
Similar to the compound wiretap channel, we model

the uncertainty in CSI with the help of a finite state set S.
For a fixed state sequence sn 2 Sn of length n, the discrete

memoryless channel to the legitimate receiver is now

given by Wn
snðynjxnÞ ¼ Wnðynjxn; snÞ ¼

Qn
i¼1 Wðyijxi; siÞ.

Then the (marginal) AVCW to the legitimate receiver

is defined as the family of channels for all sn 2 Sn as

W ¼ Wn
sn : sn 2 Sn

	 

:

Further, for any probability distribution q 2 PðSÞ the
averaged channel is defined as

WqðyjxÞ ¼
X
s2S

Wðyjx; sÞqðsÞ

for all x 2 X and y 2 Y.

We can define the channel to the eavesdropper in a

similar way. For given state sequence sn 2 Sn the dis-
crete memoryless channel is given as Vn

snðznjxnÞ ¼
Vnðznjxn; snÞ ¼

Qn
i¼1ðzijxi; siÞ. We also set V ¼ fVn

sn : sn 2
Sng and VqðzjxÞ ¼

P
s2S Vðzjx; sÞqðsÞ for q 2 PðSÞ.

Definition 4: The discrete memoryless arbitrarily varying
wiretap channel (AVWC) W is given by the families of

marginal AVCs with common input as

W ¼ fW;Vg:

B. Code Concepts
For communication over AVCs it makes a critical

difference whether unassisted or common randomness

(CR) assisted codes are used. The unassisted capacity can

be zero while CR-assisted codes allow for communication

at a non-zero rate [30]–[32]. In the following we introduce

these code concepts for the AVWC.

1) Unassisted Codes: As we will deal with different code

concepts in the following, we refer to ðn;MnÞ-codes C of

Definition 2 as unassisted codes to distinguish them from

more sophisticated code concepts. The term ‘‘unassisted’’

refers to the fact that encoder (1) and decoder (2) are

chosen and fixed prior to the message transmission

(i.e., they have to be universal and their choice cannot be
coordinated in any way).

Now, the reliability and security requirements have to

take all state sequences sn 2 Sn of length n into account.

Accordingly, the probability of error for message m 2M
and state sequence sn 2 Sn is given by

eðm; snÞ ¼
X

xn2Xn

X
yn:’ðynÞ6¼m

Wn
snðynjxnÞEðxnjmÞ:

Since reliability must be guaranteed for all sn 2 Sn, the

average probability of error is

�e ¼ max
sn2Sn

1

jMj
X

m2M
eðm; snÞ: (14)

Fig. 3. Arbitrarily varying wiretap channel W. In contrast to the

compound wiretap channel, the actual channel is now governed by an

unknown state sequence sn 222222 SSSSSSn of length n, which may vary in an

arbitrary manner from channel use to channel use.
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Similarly the strong secrecy criterion becomes

max
sn2Sn

I M; Zn
sn

� �
� �n (15)

with �n ! 0 as n!1.

Then the unassisted strong secrecy capacity CðWÞ of the

AVWC W is given by the maximal achievable rate for

which an unassisted code of Definition 2 can found that
ensures reliability (14) and secrecy (15).

Note that we only consider the average probability of

error criterion in the following (and not the maximum

probability as well as previously done). While for perfect

CSI and compound channels the secrecy capacity turns

out to be the same for both average and maximum error,

the situation completely changes for AVCs. Already for

the single-user case without secrecy, the capacity under
average and maximum error differs and the capacity

under maximum error is still unknown. Furthermore, this

includes the famous zero-error problem of Shannon as a

special case [59].

When the AVWC is studied from an adversarial point

of view, the state sequence does not originate solely from

channel uncertainty but is controlled by a malevolent

adversary [35]. Then the reliability and security conditions
already indicate that there are different strategies possible

for the adversary, since the particular state sequence

influences the decoding performance at the legitimate

receiver (14) and, at the same time, has an impact on the

information leakage to the eavesdropper (15). Accordingly,

one approach would be to disturb the legitimate commu-

nication as much as possible by choosing the state

sequence in such a way that the probability of error (14)
becomes as large as possible. Contrary to that, the

adversary can choose the state sequence to maximize the

information leakage (15). Of course, any strategy in

between is also a valid jamming strategy, and thus, the

legitimate users must be prepared for all possible strategies

which is reflected by the maximum in (14) and (15).

Unfortunately, such unassisted approaches work only

for certain channel configurations. In particular, if the
AVC possesses the so-called property of symmetrizability,

then unassisted codes will yield a zero capacity as

discussed next.

Definition 5: An AVCW is called symmetrizable if there

exists a channel (stochastic matrix) � : X ! PðSÞ such

that

X
s2S

Wðyjx; sÞ�ðsjx0Þ ¼
X
s2S

Wðyjx0; sÞ�ðsjxÞ (16)

holds for all x; x0 2 X and y 2 Y.

Writing the left hand side of (16) as eWðyjx; x0Þ ¼P
s2S Wðyjx; sÞ�ðsjx0Þ reveals the following meaning of

symmetrizability: The resulting channel eW is symmetric in

both inputs x and x0 so that

eWðyjx; x0Þ ¼ eWðyjx0; xÞ:

Thus, roughly speaking, a symmetrizable AVC can

‘‘simulate’’ a valid channel input making it impossible for

the decoder to decide on whether x was sent and x0 is the

interference or if it is the other way and x0 was sent and x is

the interference. That this actually leads to a zero

unassisted capacity is further elaborated in the following.

Let xn
m 2 X n and m 2M be arbitrary codewords.

Following the interpretation that for a symmetrizable AVC

the interfering sequences can look like valid channel

inputs, we set sn
m ¼ xn

m for all m 2M. For the expected

probability of error, we obtain for each pair of codewords

ðk; lÞ 2 M�M with k 6¼ l the following:

E e k; Sn
l

� �� �
þE e l; Sn

k

� �� �
¼ E Wn ’�1ðkÞ

� �cjxn
k; Sn

l

� �� �
þE Wn ’�1ðlÞ

� �cjxn
l ; Sn

k

� �� �
¼ E Wn ’�1ðkÞ

� �cjxn
k; Sn

l

� �� �
þE Wn ’�1ðlÞ

� �cjxn
k; Sn

l

� �� �
� E Wn ’�1ðkÞ

� �cjxn
k; Sn

l

� �� �
þE Wn ’�1ðkÞjxn

k; Sn
l

� �� �
¼ E Wn ’�1ðkÞ

� �c[’�1ðkÞjxn
k; Sn

l

� �� �
¼ 1

where the first equality follows from the definition of
probability of error and the second equality from the fact

that the AVC W is symmetrizable, cf. Definition 5. This

means that for each pair of codewords the expectation of

the probabilities of error is lower bounded by one. Then

averaging over all codewords leads to

1

jMj
XMn

l¼1

E �e Sn
l

� �� �
� 1

4

which implies that E½�eðSn
l Þ� � 1=4 holds for at least one

l 2 M. But if the average probability of error is bounded

from below by a positive constant, reliable communication

is not possible so that the unassisted capacity is zero in this

case [32], [34], [35]. This necessitates the use of more

sophisticated strategies based on common randomness (CR)
as discussed next.

2) CR-Assisted Codes: CR can be realized by some

common satellite signal or can be obtained by common

synchronization procedures. It is modeled by a random

variable G which takes values in a finite set Gn according

to a distribution P G 2 PðGnÞ. This enables the transmitter
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and legitimate receiver to coordinate their choice of

encoder (1) and decoder (2) according to the realization

� 2 Gn. This scenario is depicted in Fig. 4.

Definition 6: A CR-assisted ðn;Mn;Gn; P G Þ-code CCR is

given by a family of unassisted codes

Cð�Þ : � 2 Gnf g

together with a random variable G taking values in Gn with

jGnj G 1 according to P G 2 PðGnÞ. The rate of this code is

defined as ð1=nÞ log Mn.

The natural way of extending the reliability and secrecy

requirements from above to CR-assisted codes is done by
further averaging over all possible CR realizations � 2 Gn.

Thus, the mean average probability of error is

�eCR ¼ max
sn2Sn

1

jMj
X

m2M

X
�2Gn

X
xn2X n

�
X

yn:’ðynÞ6¼m

Wn
snðynjxnÞE�ðxnjmÞP G ð�Þ (17)

and the strong secrecy criterion becomes

max
sn2Sn

X
�2Gn

I M; Zn
sn;�

� �
P G ð�Þ � �n (18)

with �n ! 0 as n!1. Here, Zn
sn;� denotes the channel

output at the eavesdropper for state sequence sn 2 Sn and

CR realization � 2 Gn. The secrecy criterion (18) can

further be strengthened by replacing the average over all

CR realizations by the maximum, i.e.

max
sn2Sn

max
�2Gn

I M; Zn
sn;�

� �
� �n: (19)

This was first considered in [38] and, surprisingly,
strengthening the secrecy criterion from (18) to (19)

comes at no cost in terms of secrecy capacity as we will see

later. The stronger secrecy criterion has the advantage that

in this case, the communication is secure even if the

eavesdropper is aware of the actual CR realization � 2 Gn.

In particular, the latter assumption of an eavesdropper

that is aware of the CR realization is meaningful, since

otherwise, the legitimate users could immediately use this
resource to create a secret key corresponding to the size of

the CR. Such a secret key can then be used as a one-time
pad to keep the communication secure [60]–[64].

The CR-assisted secrecy capacity CCRðWÞ of the AVWC

W is given by the maximal achievable rate for which a CR-

assisted code of Definition 6 can be found that ensures

reliability (17) and security (18) (or (19) respectively).

C. Capacity Results
Recently, there has been some effort toward under-

standing the secrecy capacity of the AVWC [33]–[39],

which is reviewed next.

1) Unassisted Secrecy Capacity: If no coordination

resources such as CR are available to the legitimate users,

unassisted codes with fixed encoder and decoders must be
used. The corresponding unassisted secrecy capacity has

been completely characterized in [34] and [38].

Theorem 9 [34], [38]: The unassisted strong secrecy

capacity CðWÞ of the AVWC W possesses the following

properties:

1) if W is symmetrizable, then CðWÞ ¼ 0;

2) if W is nonsymmetrizable, then CðWÞ ¼
CCRðWÞ.

The unassisted secrecy capacity is characterized in

terms of its CR-assisted secrecy capacity and no longer by

entropic quantities only (as for the perfect CSI or

compound case). It displays a dichotomous behavior

similar to the single-user AVC: the unassisted secrecy

capacity CðWÞ either equals the CR-assisted secrecy

capacity CCRðWÞ or else is zero. It is noteworthy that
this behavior depends only on the symmetrizability of the

legitimate channel and not on the channel to the

eavesdropper. As a consequence, the unassisted secrecy

capacity can be zero even if corresponding entropic

quantities (such as the mutual information between the

input and the output) are positive.

As the CR-assisted secrecy capacity is a natural upper

bound on the unassisted secrecy capacity, this result
further reveals the following interesting observation:

When the AVC to the legitimate receiver is non-

symmetrizable, there is no gain in rate by using CR-

assisted codes as the unassisted and CR-assisted secrecy

capacities are equal. CR as a coordination resource will

only help to enable communication in the case of

symmetrizable channels as we will see next.

Fig. 4.All users (including the eavesdropper) have access to a common

random source and can adapt their encoder and decoders accordingly

to the actual CR realization ������ 222222 Gn.
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2) CR-Assisted Secrecy Capacity: CR allows the transmit-
ter and receiver to coordinate their choices of encoder and

decoder. This case has been studied in [33]–[37] and [39],

but a single-letter characterization of the CR-assisted

secrecy capacity remains unknown until now. Only a

multi-letter description has been found in [37].

Theorem 10 [37]: A multi-letter description of the CR-

assisted strong secrecy capacity CCRðWÞ of the AVWC W is

CCRðWÞ ¼ lim
n!1

1

n
max

U�Xn� Yn
q ;Z

n
snð Þ

� min
q2PðSÞ

I U; Yn
q

� �
�max

sn2Sn
I U; Zn

sn

� �� �

with Yn
q the random variable associated with the output of

the averaged channel Wn
q ¼

P
sn2Sn qnðsnÞWsn , q 2 PðSÞ.

Recall that the multi-letter characterization for the

compound wiretap channel in Theorem 5 relies on a

single-letter achievability result of Theorem 3. In contrast
to that, the multi-letter version for the AVWC in Theorem

10 above follows already from a multi-letter achievable

secrecy rate. A single-letter achievable secrecy rate that

works in general remains unknown. Only for the special

case of a best channel to the eavesdropper, a single-letter

secrecy rate is known [33], [34].

For this purpose, a channel Vq� 2 fVq : q 2 PðSÞg such

that all other channels from this set are degraded versions
of Vq� is called the best channel to the eavesdropper. This

means that Vq� is a best channel to the eavesdropper if

X � Zq� � Z

forms a Markov chain for all q 2 PðSÞ with Zq the random

variable associated with the output of the averaged channel

Vq, q 2 PðSÞ. If this condition is satisfied, a single-letter

achievable CR-assisted secrecy rate is known and given in

the following theorem.

Theorem 11 [34]: If there exists a best channel to the

eavesdropper, an achievable CR-assisted strong secrecy

rate for the AVWC W is

CCRðWÞ� max
X�ðYq;ZqÞ

min
q2PðSÞ

IðX; YqÞ�max
q2PðSÞ

IðX;ZqÞ
� �

with Yq and Zq the random variables associated with the

outputs of the averaged channels Wq and Vq, q 2 PðSÞ.

D. Stability, Continuity, and Robustness
The unassisted secrecy capacity in Theorem 9 reveals

that the symmetrizability of the legitimate AVC controls

whether the unassisted secrecy capacity is zero or positive.

However, it does not specify the sensitivity of the AVC on

the underlying uncertainty set meaning how rapidly the

AVC can change from non-symmetrizable to symmetriz-

able. This is addressed by the next result.

Theorem 12 [38]: If the unassisted strong secrecy

capacity CðWÞ of the AVWC W satisfies CðWÞ 9 0, then

there is an � 9 0 such that for all AVWCs W� satisfying

dðW;W�Þ � � we have CðW�Þ 9 0.

This result displays the stability of positivity of the

unassisted secrecy capacity: Wherever it is positive, i.e.,

CðWÞ 9 0, it remains positive in a certain neighborhood.

This means that small changes in the uncertainty set will
not change the AVC from being non-symmetrizable to

being symmetrizable.

We want to further explore the question of continuity

for the AVWC. For this purpose, we define the function

FðWÞ ¼ min
�:X!PðSÞ

max
x 6¼x0

X
y2Y

X
s2S

Wðyjx0; sÞ�ðsjxÞ
�����

 

�
X
s2S

Wðyjx; sÞ�ðsjx0Þ
�����
!
: (20)

This function resembles quantities from the concept of

symmetrizability in Definition 5 and is a continuous

function of the AVC W from the transmitter to the

legitimate receiver. We observe that the AVC W is
symmetrizable if and only if FðWÞ ¼ 0. With this we get a

characterization of when the unassisted secrecy capacity

CðWÞ displays a discontinuous behavior: The AVWC W

changes from non-symmetrizable to symmetrizable and

the capacity breaks down to zero.

Theorem 13 [38]: The AVWC W is a discontinuous point

of CðWÞ if and only if the following holds:
1) CCRðWÞ 9 0;

2) FðWÞ ¼ 0 and for every � 9 0 there is a finiteW�

with dðW;W�Þ � � and FðW�Þ 9 0.

The characterization of the discontinuity in Theorem

13 depends on the CR-assisted secrecy capacity CCRðWÞ
and the function FðWÞ, which are itself both continuous.

Thus, interestingly, the discontinuity behavior of CðWÞ is

completely characterized by two continuous functions.
When the CR-assisted secrecy capacity CCRðWÞ itself

is zero, then the unassisted secrecy capacity CðWÞmust be

zero as well and there cannot be any discontinuity. This is

the motivation for the first condition in Theorem 13. The

second condition relates the question of discontinuity to

the function FðWÞ in (20) and therewith solely to the

symmetrizability of the legitimate channel. The interesting
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consequence is that CðWÞ is always a continuous function
of the eavesdropper channel, while the discontinuity

comes from the legitimate channel only.

The first example of discontinuity of AVWCs appeared

in [39]. The construction presented in that work used an

AVC to the legitimate receiver that satisfies the second

condition in Theorem 13. Furthermore, the eavesdropper

AVC in [39] was assumed to be useless with zero capacity

(i.e. each input symbol is mapped with equal probability to
all possible output symbols). The result in Theorem 13 on

the other hand allows one to show discontinuity of a huge

class of AVWCs. Now, all eavesdropper AVCs can be

considered that result in CCRðWÞ 9 0 so that the first

condition in Theorem 13 is satisfied as well.

This discussion has revealed that the unassisted secrecy

capacity of the AVWC depends in a discontinuous way on

the underlying uncertainty set. In particular, Theorem 13
shows that it is possible that small changes in the

uncertainty set can lead to a dramatic loss in capacity:

The unassisted secrecy capacity breaks down to zero once

the legitimate channel becomes symmetrizable. On the

other hand, the following result shows that CR stabilizes

the communication in the sense that the corresponding

CR-assisted secrecy capacity possesses the desired contin-

uous behavior: Small changes in the uncertainty set result
in small changes in capacity only.

Theorem 14 [38], [39]: Let � 2 ð0; 1Þ be arbitrary. Let

W1 and W2 be two AVWCs. If

DðW1;W2Þ G �

then it holds that

CCRðW1Þ � CCRðW2Þj j � � �; jYj; jZjð Þ (21)

with �ð�; jYj; jZjÞ a constant depending only on the

distance � and the output alphabet sizes jYj and jZj.
Similarly as for the compound wiretap channel in

Section III-D an important question is whether this

continuous behavior of the CR-assisted secrecy capacity

holds for actual codes as well. The following result answers

this question and shows that a ‘‘good’’ CR-assisted code
that realizes weak secrecy performs also well for all

channels in a certain neighborhood.

Theorem 15 [39]: Let V1 be an AVC to the eavesdropper

with state set S1. Then for any code that achieves weak

secrecy

max
sn

12S
n
1

X
�2Gn

1

n
I M; Zn

sn
1 ;�

� �
PG ð�Þ ¼ �n

it holds that for all AVCs V2 with finite state set S2 and
DðV1;V2Þ G � that

max
sn

22S
n
2

X
�2Gn

1

n
I M; Zn

sn
2;�

� �
PG ð�ÞG�n þ �2ð�; jZjÞ

with �2ð�; jZjÞ a constant depending only on the distance �
and the output alphabet size jZj.

Thus, a CR-assisted code with small information leakage

rate over the eavesdropper AVC also has small information
leakage rate for all AVCs that are close. In [39] it has been

further shown that the robustness of the weak secrecy

criterion does not only hold for CR-assisted codes as in

Theorem 15 but also for unassisted codes. This is particularly

remarkable as it yields yield the following consequence:

Unassisted secrecy codes are robust in the secrecy criterion

and the discontinuity comes only from the legitimate link.

As the secrecy criterion is already robust for unassisted
codes, this further underlines the observation that CR is

mainly for stabilizing the communication to the legitimate

user and does not provide any gain in secrecy.

E. Super-Activation
Resource allocation is an important issue for wireless

communication systems and, usually, the overall capacity

of such systems is given by the sum of the capacities of the

orthogonal sub-systems. Accordingly, a system consisting

of two orthogonal AVCs, where both are ‘‘useless’’ in the

sense of zero capacity, has a whole capacity of zero as well.

This reflects the world view of classical additivity of basic

resources in the sense that ‘‘0þ 0 ¼ 0.’’ In contrast to
that, in quantum information theory there are scenarios

possible which allow for super-activation of two orthogonal

‘‘useless’’ channels each with zero capacity such that the

overall system has non-zero capacity, i.e., ‘‘0þ 0 9 0.’’ To

the best of our knowledge such phenomena of super-

activation are only known in the area of quantum

information theory [41], [42].

Surprisingly, in [35] it has been demonstrated for the
first time that super-activation can also happen in the

classical non-quantum world. In more detail, it has been

demonstrated that two orthogonal AVWCs W1 and W2,

where both are ‘‘useless’’ in the sense that they have zero

secrecy capacity CðW1Þ ¼ CðW2Þ ¼ 0, can be jointly used

to super-activate the whole system to allow for non-zero

secrecy rates, i.e., CðW1 	W2Þ 9 CðW1Þ þ CðW2Þ ¼ 0,

where W1 	W2 denotes the joint use of both orthogonal
AVWCs. Joint use refers to the approach of designing

the encoder and decoder jointly for both orthogonal AVCs

(in contrast to the classical approach in which individual

encoders and decoders are used; one independent pair for

each sub-channel). Recently, this phenomenon of super-

activation has been completely characterized for AVWCs

in [35] and [38].
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Theorem 16 [38]: Let W1 and W2 be two AVWCs. Then
the following properties hold:

1) If CðW1Þ ¼ CðW2Þ ¼ 0, then

CðW1 	W2Þ 9 0

if and only ifW1 	W2 is non-symmetrizable and

CCRðW1 	W2Þ 9 0. If W1 and W2 can be super-

activated it holds that

CðW1 	W2Þ ¼ CCRðW1 	W2Þ:

2) If CCR shows no super-activation for W1 and W2,

then super-activation of C can only happen if W1

is non-symmetrizable and W2 is symmetrizable

and CCRðW1Þ ¼ 0 and CCRðW2Þ 9 0. The state-

ment is independent of the specific labeling.

3) There exist AVWCs that exhibit the behavior

according to the second property.
Super-activation appears for example in the following

channel configuration: Assume there are two orthogonal

AVWCs whose unassisted secrecy capacities are zero.

Thereby, one zero unassisted secrecy capacity stems from

the fact that its AVC to the legitimate receiver is

symmetrizable. For the other AVWC, the zero secrecy

capacity comes from the fact that the eavesdropper AVC is

‘‘stronger’’ than the legitimate AVC. However, as this
legitimate AVC supports a positive rate (although non-

secure), it can be used to transmit information to the

legitimate receiver (and eavesdropper) to generate CR.

Then the legitimate users can use CR-assisted codes

resulting in a positive secrecy capacity.

The previous result provides a complete characteriza-

tion of when super-activation is possible. Super-activation

is not an isolated phenomenon of orthogonal AVWCs. In
fact, the following result shows that whenever super-

activation is possible for two orthogonal AVWCs, it occurs

for all AVWCs that are sufficiently close to them.

Theorem 17 [40]: Let W1 and W2 be two useless

orthogonal AVWCs that can be super-activated. Then there

exists an � 9 0 such that all orthogonal AVWCs W
0
1 and

W
0
2 that satisfy

D W1;W01
� �

G �; D W2;W02
� �

G �

and

CCR W
0
1 	W

0
2

� �
9 0

can be super-activated as well.

This result further reveals the following interesting
behavior: In terms of super-activation, the legitimate AVC

is much more important than the eavesdropper AVC.

Specifically, there is no requirement on the distance of the

eavesdropper channels.

Furthermore, super-activation leads to a more robust

system which is continuous as shown in the following

result. This is particularly noteworthy as such continuous

behavior cannot be guaranteed in general for a single
AVC.

Theorem 18 [40]: Let W1 and W2 be two useless

orthogonal AVWCs that can be super-activated. Then the

unassisted strong secrecy capacity CðW0
1 	W

0
2Þ depends

in a continuous way on the channels W
0
1 and W

0
2 with

DðWi;W
0
iÞ G �, i ¼ 1, 2. Here, � depends only on the

orthogonal AVCs W1 and W2 to the legitimate receivers.
The previous discussion has shown that super-activa-

tion mostly depends on the legitimate AVC and is robust in

the eavesdropper AVC. Specifically, it suffices to require

the eavesdropper AVC to be in such a way that the

resulting CR-assisted secrecy capacity of the corresponding

AVWC is positive. Then the capacity is continuous in the

eavesdropper AVC. Accordingly, it is worth studying the

legitimate AVC on its own which results in the single-user
AVC without secrecy requirement.

Interestingly, this problem of reliable message trans-

mission over orthogonal AVCs is already implicitly

addressed by Shannon’s question of the additivity of the

zero error capacity [65]. Specifically, it has been shown in

[59] that the capacity of the AVC under the maximum

error criterion includes the zero error capacity as a special

case. Shannon conjectured the zero error capacity to be
additive and it was Alon who presented a counter-example

in [66] showing the capacity of reliable message transmis-

sion over orthogonal AVCs under the maximum error

criterion is super-additive. This can be seen as the first

contribution toward understanding the behavior of the

capacity of orthogonal AVCs. In [40] the capacity of

orthogonal AVCs under the average error criterion is

completely characterized. It is shown that the capacity
possesses the property of super-additivity. However, super-

activation is not possible for public message transmission

without secrecy constraints, making it a unique feature of

secure communication over AVCs.

V. CONCLUSION

Information theoretic approaches to security establish
reliable communication and data confidentiality jointly at

the physical layer and have therefore been intensively

examined as a complement to current cryptographic

approaches at higher layers. Current studies rely heavily

on the provision of accurate channel state information to

the legitimate users. This is quite challenging especially for

the channels to malevolent eavesdroppers who will not
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share any information about their channels to make
eavesdropping even harder. Moreover, besides passive

eavesdroppers who simply eavesdrop upon the communi-

cation, there might be active adversaries who maliciously

jam and influence the legitimate communication. Accord-

ingly, there is the need to develop communication schemes

that are robust against such uncertainties and adversarial

attacks.

In this paper we have reviewed information theoretic
concepts that model secure communication under channel

uncertainty and adversarial attacks. The compound wire-

tap channel refers to the communication scenario with an

unknown but constant channel. This model captures not

only the effects of the wireless medium or practical

limitations such as imperfect channel estimation or limited

feedback schemes, it also describes simple adversarial

attacks in which the actual channel realization is chosen by
the adversary. The secrecy capacity has been established

for several special cases such as degraded channels,

channel state information at the transmitter, or certain

MIMO configurations. However, a general single-letter

formula for the secrecy capacity in this setting remains

unknown; only a multi-letter description is known.

Although such a multi-letter description is not efficiently

computable, it provides already structural insights: the
secrecy capacity of the compound wiretap channel is

continuous in the uncertainty set. Thus, small variations in

the uncertainty result only in small variations in the

secrecy capacity.

The second model under investigation was the

arbitrarily varying wiretap channel. In addition to the

compound channel, the unknown channel is now allowed

to vary in an unknown and arbitrary manner from channel
use to channel use. This model includes further effects

such as fast fading channels and malevolent adversaries

who maliciously jam the legitimate communication.

Preparing against such fluctuating channel conditions

requires sophisticated coding strategies. Indeed, for

AVWCs it has been shown that unassisted strategies may

result in zero capacity while CR-assisted strategies allow

for non-zero communication rates. Similar to the com-
pound wiretap channel, there is no single-letter descrip-

tion of the secrecy capacity known, not even for special

cases. Recently, at least a multi-letter characterization of

the CR-assisted secrecy capacity in this case has been
found. However, the unassisted secrecy capacity is

completely characterized in terms of its CR-assisted

secrecy capacity. In contrast to the compound wiretap

channel, the unassisted secrecy capacity of the AVWC is

not continuous in the uncertainty set. Thus, small

variations in the uncertainty set or strategy space of the

adversary might lead to a dramatic loss in secrecy capacity.

Interestingly, this discontinuity stems only from the
legitimate channel and not from the eavesdropper

channel, making the secrecy criterion robust. However,

the CR-assisted secrecy capacity is continuous in the

uncertainty set. For secure communication over AVCs the

new phenomenon of super-activation appear. Two

AVWCs, each useless by itself in the sense of zero secrecy

capacity, can be combined to super-activate the whole

system to allow for non-zero secrecy rates.
In this paper, we have limited ourselves to discrete

memoryless channels. Naturally, of practical relevance are

Gaussian channels and in particular MIMO configurations.

While there exist some few studies of such cases for the

compound wiretap channel, there is not a single work for

the AVWC to the best of our knowledge. Another

limitation of this paper is that we have solely studied the

wiretap channel which is the simplest scenario for secure
communication involving one legitimate transmitter-

receiver pair and one eavesdropper. Of practical relevance

are further multi-user scenarios. While for the broadcast

channel with confidential messages or the multiple access

wiretap channel, there are some first results, this progress

is far from being exhaustive. h

Acknowledgment

H. Boche would like to thank Dr. R. Plaga, Federal

Office for Information Security (BSI), for motivating and

fruitful discussions that lead to these results. Results for

the compound wiretap channel were presented at the

industrial board meeting on ‘‘Information Security’’ of the

German Ministry of Education and Research (BMBF) in

Bonn, Germany, May 2014 and results for the AVWC were
presented at the industrial board meeting on ‘‘Information

Security’’ of the German Ministry of Education and

Research (BMBF) in Bonn, Germany, May 2015.

RE FERENCES

[1] C. E. Shannon, ‘‘Communication theory of
secrecy systems,’’ Bell Syst. Tech. J., vol. 28,
no. 4, pp. 656–715, Oct. 1949.

[2] A. D. Wyner, ‘‘The wire-tap channel,’’ Bell
Syst. Tech. J., vol. 54, pp. 1355–1387,
Oct. 1975.

[3] I. Csiszár and J. Körner, ‘‘Broadcast channels
with confidential messages,’’ IEEE Trans. Inf.
Theory, vol. 24, no. 3, pp. 339–348, May 1978.

[4] Y. Liang, H. V. Poor, and S. Shamai (Shitz),
‘‘Information theoretic security,’’ Found.
Trends Commun. Inf. Theory, vol. 5, no. 4/5,
pp. 355–580, 2009.

[5] R. Liu and W. Trappe, Eds., Securing Wireless
Communications at the Physical Layer.
New York, NY, USA: Springer-Verlag, 2010.

[6] E. A. Jorswieck, A. Wolf, and S. Gerbracht,
‘‘Secrecy on the physical layer in wireless
networks,’’ Trends Telecommun. Tech.,
pp. 413–435, Mar. 2010.

[7] M. Bloch and J. Barros, Physical-Layer
Security: From Information Theory to Security
Engineering. Cambridge, U.K.: Cambridge
Univ. Press, 2011.

[8] X. Zhou, L. Song, and Y. Zhang, Eds.,
Physical Layer Security in Wireless

Communications. Boca Raton, FL, USA: CRC
Press, 2013.

[9] R. F. Schaefer and H. Boche, ‘‘Physical layer
service integration in wireless
networksVSignal processing challenges,’’
IEEE Signal Process. Mag., vol. 31, no. 3,
pp. 147–156, May 2014.

[10] Deutsche Telekom AG Laboratories
‘‘Next generation mobile networks:
(R)evolution in mobile communications,’’
Technology Radar Edition III/2010, Feature
Paper, 2010. [Online]. Available: http://www.
lti.ei.tum.de/index.php?id=boche.

Schaefer et al. : Secure Communication Under Channel Uncertainty and Adversarial Attacks

Vol. 103, No. 10, October 2015 | Proceedings of the IEEE 1811



[11] U. Helmbrecht and R. Plaga, ‘‘New challenges
for IT-security research in ICT,’’ in World
Federation of Scientists International Seminars
on Planetary Emergencies, Erice, Italy,
Aug. 2008, pp. 1–6.

[12] G. Fettweis et al., ‘‘The Tactile Internet,’’
ITU-T Tech. Watch Rep., Tech. Rep.,
Aug. 2014. [Online]. Available: http://www.
itu.int/oth/T2301000023/en.

[13] I. Csiszár, ‘‘Almost independence and secrecy
capacity,’’ Probl. Pered. Inform., vol. 32, no. 1,
pp. 48–57, 1996.

[14] U. M. Maurer and S. Wolf,
‘‘Information-theoretic key agreement:
From weak to strong secrecy for free,’’ in
EUROCRYPT 2000, Lecture Notes in Computer
Science, vol. 1807. New York, NY, USA:
Springer-Verlag, May 2000, pp. 351–368.

[15] F. Oggier and B. Hassibi, ‘‘The secrecy
capacity of the MIMO wiretap channel,’’
IEEE Trans. Inf. Theory, vol. 57, no. 8,
pp. 4961–4972, Aug. 2011.

[16] A. Khisti and G. W. Wornell, ‘‘Secure
transmission with multiple antennas I: The
MISOME wiretap channel,’’ IEEE Trans. Inf.
Theory, vol. 56, no. 7, pp. 3088–3104,
Jul. 2010.

[17] A. Khisti and G. W. Wornell, ‘‘Secure
transmission with multiple antennasVPart II:
The MIMOME wiretap channel,’’ IEEE Trans.
Inf. Theory, vol. 56, no. 11, pp. 5515–5532,
Nov. 2010.

[18] T. Liu and S. Shamai (Shitz), ‘‘A note on the
secrecy capacity of the multiple-antenna
wiretap channel,’’ IEEE Trans. Inf. Theory,
vol. 55, no. 6, pp. 2547–2553, Jun. 2009.

[19] D. Blackwell, L. Breiman, and A. J. Thomasian,
‘‘The capacity of a class of channels,’’ Ann.
Math. Stat., vol. 30, no. 4, pp. 1229–1241,
Dec. 1959.

[20] J. Wolfowitz, ‘‘Simultaneous channels,’’
Arch. Rational Mech. Analysis, vol. 4, no. 4,
pp. 371–386, 1960.

[21] Y. Liang, G. Kramer, H. V. Poor, and
S. Shamai (Shitz), ‘‘Compound wiretap
channels,’’ EURASIP J. Wireless Commun.
Netw., 2009, Article ID. 142374.
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[34] I. Bjelaković, H. Boche, and J. Sommerfeld,
‘‘Capacity Results for Arbitrarily Varying
Wiretap Channels,’’ in Information Theory,
Combinatorics, and Search Theory.
New York, NY, USA: Springer-Verlag,
2013, pp. 123–144.

[35] H. Boche and R. F. Schaefer, ‘‘Capacity results
and super-activation for wiretap channels
with active wiretappers,’’ IEEE Trans.
Inf. Forensics Security, vol. 8, no. 9,
pp. 1482–1496, Sep. 2013.

[36] H. Boche, R. F. Schaefer, and H. V. Poor,
‘‘On arbitrarily varying wiretap channels for
different classes of secrecy measures,’’ in Proc.
IEEE Int. Symp. Inf. Theory, Honolulu, HI,
USA, Jun. 2014, pp. 2376–2380.

[37] M. Wiese, J. Nötzel, and H. Boche,
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