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1 Introduction

The aim in this paper is to derive Gaussian couplings and strong approximations to time de-
pendent empirical processes based on n independent sample continuous fractional Brownian
motions, as defined in Subsection 2.1. Our couplings yield surprisingly close almost sure ap-
proximations of our empirical processes by Gaussian processes defined on sequences of intervals
for which weak convergence cannot hold in the limit. As an example of what our strong ap-
proximations can do, we show that functional laws of the iterated logarithm [FLIL] for these
empirical processes can be derived from those that are known for Gaussian processes.

Our investigations may be thought of as a continuation of those of Kuelbs, Kurtz and Zinn
[12], who proved central limit theorems for time dependent empirical processes based on n
independent copies of a wide variety of random processes. These include certain self-similar
processes of which fractional Brownian motion is a special case. Our results reveal the kind
of strong limit theorems that are possible when one turns to the detailed analysis of time
dependent empirical processes based on processes which have a fine local random structure,
such as fractional Brownian motion.
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Kuelbs and Zinn [13, 14] have obtained central limit theorems for a time dependent quantile
process based on n independent copies of a wide variety of random processes. In the process they
generalized a result of Swanson [23], who used classical weak convergence theory to prove that
an appropriately scaled median of n independent Brownian motions converges weakly to a mean
zero Gaussian process. In a sequel to this paper we use the results in the present work to derive
strong approximations and FLILs for quantile processes or inverses of these time dependent
empirical processes based on n i.i.d. sample continuous fractional Brownian motions. For details
see Kevei and Mason [9].

To motivate our work, we point out some implications of a coupling and a strong approxi-
mation due to Komlós, Major and Tusnády (KMT) [10]. Let X1, X2, . . . , be i.i.d. F . For each
n ≥ 1, let

Fn (x) = n−1
n∑
j=1

1 {Xj ≤ x} , x ∈ R,

denote the empirical distribution function based on X1, . . . , Xn, and define the empirical process

vn (x) :=
√
n {Fn (x)− F (x)} , x ∈ R.

Using the coupling result given in Theorem 3 of KMT [10] one can construct a probability space
on which sit an i.i.d. F sequence X1, X2, . . ., and a sequence of Brownian bridges B1, B2, . . .,
on [0, 1] such that

‖vn −Bn (F )‖R = O

(
log n√
n

)
, a.s., (1)

where for a real-valued function Υ defined on a set S we use the notation

‖Υ‖S = sup
s∈S
|Υ (s)| . (2)

The rate log n/
√
n in (1) is optimal.

Further, by the strong approximation result stated in Theorem 4 of KMT [10] one has on
the same probability space an i.i.d. F sequence X1, X2, . . . , and a sequence of independent
Brownian bridges B1, B2, . . ., on [0, 1] such that∥∥∥∥∥vn −

∑n
j=1Bj (F )
√
n

∥∥∥∥∥
R

= O

(
(log n)2

√
n

)
, a.s. (3)

It is known that the n−1/2 part of the rate in (3) is optimal, but not the (log n)2. It has long
been conjectured that the (log n)2 in (3) can be replaced by log n. This is one of the rare cases
where any such optimality is known in the rate of strong approximation to an empirical process.

Our goal is to develop analogs of (1) and (3) for the time dependent empirical processes based
on independent copies of sample continuous fractional Brownian motion. These are described in
the next section. The rates of coupling and strong approximation that we obtain are unlikely to
be anywhere near optimal in the sense just described, however they will be seen to be sufficient to
derive from them FLILs for our time dependent empirical processes. We find it noteworthy that
useful couplings and strong approximations can be obtained for the kind of complexly formed
empirical processes that we consider. Our main results are detailed in Section 2 and they are
proved in Section 3. We gather together some needed facts in the Appendix. To prove our main
results we use the methodology outlined in Berthet and Mason [3].
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2 Coupling and strong approximation to a time dependent em-
pirical process

2.1 A time dependent empirical process

Let
{
B(H)

}
∪
{
B

(H)
j

}
j≥1

be a sequence of i.i.d. sample continuous fractional Brownian motions

with Hurst index 0 < H < 1 defined on [0,∞). Note that B(H) is a continuous mean zero
Gaussian process on [0,∞) with covariance function defined for any s, t ∈ [0,∞)

E
(
B(H) (s)B(H) (t)

)
=

1

2

(
|s|2H + |t|2H − |s− t|2H

)
.

By the Lévy modulus of continuity theorem for sample continuous fractional Brownian motion
B(H) with Hurst index 0 < H < 1 (see (26) below), we have for any 0 < T <∞, w.p. 1,

sup
0≤s≤t≤T

∣∣B(H) (t)−B(H) (s)
∣∣

fH(t− s)
=: L <∞, (4)

where for u ≥ 0
fH(u) = uH

√
1 ∨ log u−1 (5)

and a ∨ b = max{a, b}. We shall take versions of
{
B(H)

}
∪
{
B

(H)
j

}
j≥1

such that (4) holds for
all of their trajectories.

For any t ∈ [0,∞) and x ∈ R let F (t, x) = P
{
B(H) (t) ≤ x

}
. Note that

F (t, x) = Φ
(
x/tH

)
, (6)

where Φ (x) = P {Z ≤ x} , with Z being a standard normal random variable. For any n ≥ 1
define the time dependent empirical distribution function

Fn (t, x) = n−1
n∑
j=1

1
{
B

(H)
j (t) ≤ x

}
.

Applying Theorem 5 in [12] (also see their Remark 8) one can show for any choice of 0 < γ ≤
1 < T <∞ that the time dependent empirical process indexed by (t, x) ∈ T (γ),

vn (t, x) =
√
n {Fn (t, x)− F (t, x)} ,

where
T (γ) := [γ, T ]× R,

converges weakly to a uniformly continuous centered Gaussian process G (t, x) indexed by (t, x) ∈
T (γ), whose trajectories are bounded, having covariance function

E (G (s, x)G (t, y))

= P
{
B(H) (s) ≤ x,B(H) (t) ≤ y

}
− P

{
B(H) (s) ≤ x

}
P
{
B(H) (t) ≤ y

}
.

(7)

Keeping in mind that T (γ) is equipped with the semimetric
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ρ ((s, x) , (t, y)) =

√
E (G (s, x)−G (t, y))2, (8)

we see by weak convergence that T (γ) is totally bounded and thus separable in the topology
induced by this semimetric ρ. Moreover its completion T c (γ) in this topology is compact. Since
G is bounded and uniformly continuous on T (γ) it can be extended uniquely to be bounded
and uniformly continuous on T c (γ).

Remark 1. To see how this is done, notice that for each t ∈ [γ, T ], both {(t,−m)}m≥1 and
{(t,m)}m≥1 are Cauchy sequences in T (γ) with respect to the semimetric ρ. Also by the bound-
edness and uniform continuity of G on T (γ), the sequences {G (t,−m)}m≥1 and {G (t,m)}m≥1

are also bounded Cauchy sequences in R. Furthermore, both EG2 (t,−m)→ 0 and EG2 (t,m)→
0, as m→∞. Thus we can unambiguously define (t,−∞) as the limit of the sequence (t,−m)
as m→∞ and G (t,−∞) = 0, w.p. 1, and (t,∞) as the limit of the sequence (t,m) as m→∞
and G (t,∞) = 0, w.p. 1. We see that for any t ∈ [γ, T ] and (s, y) ∈ T (γ),

ρ ((t,±∞) , (s, y)) =

√
E (G((t,±∞))−G (s, y))2 =

√
EG2 (s, y)

and for s, t ∈ [γ, T ]

ρ ((t,±∞) , (s,±∞)) =

√
E (G((t,±∞))−G (s,±∞))2 = 0.

With these definitions ρ becomes a semimetric on [γ, T ]×(R∪{−∞,∞}). Next consider [γ, T ]×
{−∞,∞} as an equivalence class, i.e. (t,±∞) ∼ (s,±∞), whenever ρ ((t,±∞) , (s,±∞)) = 0,
which always happens, and denote it by ω and with some abuse of the previous notation write
G (ω) = 0, ρ (ω, ω) = 0 and for any (s, y) ∈ T (γ), ρ (ω, (s, y)) =

√
EG2 (s, y), and let ρ

remain as it was previously defined on T (γ) × T (γ). We define the completion of T c (γ) =
([γ, T ]× R) ∪ {ω}, which is readily shown to be a complete metric space with semimetric ρ.

Therefore we can consider G as a Gaussian process taking values in the separable Banach
space consisting of the continuous functions in the sup-norm on the compact metric space T c (γ).
For later use we point out that by Proposition 1 on page 26 of Lifshits [19] we can assume that
the Gaussian process G (t, x) is separable.

For future reference we record here that for some finite positive constant M (γ, T,H) for all
n ≥ 1

E ‖vn‖T (γ) ≤M (γ, T,H) . (9)

Assertion (9) follows from an application of the Hoffmann–Jørgensen inequality, cf. Ledoux and
Talagrand [17], page 156. For the argument see, for instance, Lemma 3.1 of Einmahl and Mason
[7].

We restrict ourselves to positive γ, since in Section 8.1 of [12] it is pointed out that the
empirical process vn (t, x) indexed by T (0) := [0, T ] × R does not converge weakly to a uni-
formly continuous centered Gaussian process indexed by (t, x) ∈ T (0), whose trajectories are
bounded. More generally in the sequel, G (t, x) denotes a centered Gaussian process on T (0)
with covariance (7) that is uniformly continuous on T (γ) with bounded trajectories for any
0 < γ ≤ 1 < T <∞.

We shall also be using the following empirical process indexed by function notation. Let
X,X1, X2, . . . , be i.i.d. random variables from a probability space (Ω,A, P ) to a measurable
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space (S,S). Consider an empirical process indexed by a class G of bounded measurable real
valued functions on (S,S) defined by

αn (ϕ) :=
√
n(Pn − P )ϕ =

∑n
i=1 ϕ (Xi)− nEϕ (X)√

n
, ϕ ∈ G,

where

Pn (ϕ) = n−1
n∑
i=1

ϕ (Xi) and P (ϕ) = Eϕ (X) .

Keeping this notation in mind, let C [0, T ] be the class of continuous functions g on [0, T ] endowed
with the topology of uniform convergence and where B [0, T ] denotes the Borel subsets of C [0, T ].
Define this subclass of C [0, T ]

C∞ :=

{
g : sup

{
|g (s)− g (t)|
fH(|s− t|)

, 0 ≤ s, t ≤ T
}
<∞

}
. (10)

Further, let F(γ,T ) be the class of functions of g ∈ C [0, T ]→ R, indexed by (t, x) ∈ T (γ) , of the
form

ht,x (g) = 1 {g (t) ≤ x, g ∈ C∞} .

Here we permit γ = 0. Since by (4) we can assume that each B(H), B
(H)
j , j ≥ 1, is in C∞, we

see that for any ht,x ∈ F(γ,T ),

αn (ht,x) =
1√
n

n∑
i=1

(
1
{
B

(H)
i (t) ≤ x

}
− P

{
B(H) (t) ≤ x

})
= vn (t, x) .

We shall be using the notation αn (ht,x) and vn (t, x) interchangeably.

Let G(γ,T ) denote the mean zero Gaussian process indexed by F(γ,T ), having covariance
function defined for hs,x, ht,y ∈ F(γ,T )

E
(
G(γ,T ) (hs,x)G(γ,T ) (ht,y)

)
= P

{
B(H) (s) ≤ x,B(H) (t) ≤ y,B(H) ∈ C∞

}
−P

{
B(H) (s) ≤ x,B(H) ∈ C∞

}
P
{
B(H) (t) ≤ y,B(H) ∈ C∞

}
,

which since P
{
B(H) ∈ C∞

}
= 1,

= E (G (s, x)G (t, y)) ,

i.e. G(γ,T ) (ht,x) defines a probabilistically equivalent version of the Gaussian process G (t, x) for

(t, x) ∈ T (γ). We shall say that a process Ỹ is a probabilistically equivalent version of Y if

Ỹ D
= Y.

Notice that in this notation

ρ ((s, x) , (t, y)) =

√
E
(
G(γ,T ) (hs,x)−G(γ,T ) (ht,y)

)2
=
√
V ar

(
hs,x

(
B(H)

)
− ht,y

(
B(H)

))
≤
√
E
(
hs,x

(
B(H)

)
− ht,y

(
B(H)

))2
=: dP (hs,x, ht,y) .
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More generally, for suitable functions f and g we shall write

dP (f, g) =

√
E
(
f
(
B(H)

)
− g

(
B(H)

))2
. (11)

The proofs of a number our results rely on a lemma of Berkes and Philipp [2], which for the
convenience of the reader we state here.

Lemma A1 of Berkes and Philipp (1979) Let Si, i = 1, 2, 3 be Polish spaces. Let F be a
distribution on S1 × S2 and G be a distribution on S2 × S3 such that the second marginal of F
is equal to the first marginal of G. Then there exists a probability space and a random vector
(Z1, Z2, Z3) defined on it taking its values in S1 × S2 × S3 such that (Z1, Z2) has distribution F
and (Z2, Z3) has distribution G.

2.2 Our main coupling and strong approximation results for αn

In the results that follow

ν0 = 2 +
2

H
and H0 = 1 +H. (12)

We have the following Gaussian coupling to the empirical process αn indexed by F(γn,T ).

Proposition 1. As long as 0 < γn ≤ 1 satisfies for some 0 ≤ η < 1
5H0

,

∞ > − log γn
log n

→ η, as n→∞, (13)

for every λ > 1 there exists a ρ(λ) > 0 such that for each integer n large enough one can construct

on the same probability space random vectors B
(H)
1 , . . ., B

(H)
n i.i.d. B(H) and a probabilistically

equivalent version G̃(n)
(γn,T ) of G(γn,T ) such that,

P

{∥∥∥αn − G̃(n)
(γn,T )

∥∥∥
F(γn,T )

> ρ(λ) (log n)τ2
(
n−1/2γ−5H0/2

n

)2/(2+5ν0)
}
≤ n−λ, (14)

where τ2 = (19H + 25)/(24H + 20) and ν0 is defined in (12). Moreover, in particular, when
γn = n−η, with 0 ≤ η < 1

5H0
,

P

{∥∥∥αn − G̃(n)
(γn,T )

∥∥∥
F(γn ,T )

> ρ (λ)n−τ1 (log n)τ2
}
≤ n−λ,

where τ1 = τ1(η) = (1− 5H0η) / (2 + 5ν0) > 0.

Remark 2. Notice that Proposition 1 yields the coupling rate∥∥∥αn − G̃(n)
(γn,T )

∥∥∥
F(γn,T )

= OP

(
(log n)τ2

(
n−1/2γ−5H0/2

n

)2/(2+5ν0)
)
. (15)

In particular, for any 0 < H < 1 and 0 < η < 1/ (5H0) the convergence (15) holds with
γn = n−η, since such γn satisfy (13). The convergence (15) is surprising in light of the results
in Section 8.1 in [12], where it is pointed out that the empirical process vn (t, x) indexed by
[0, T ]×R does not converge weakly to a uniformly continuous centered Gaussian process indexed
by (t, x) ∈ [0, T ]×R whose trajectories are bounded. Observe, however, by Theorem 5 in [12] for
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each n ≥ 1 there is a version of Gaussian process Gn (t, x) = G̃(γn,T ) (ht,x), which is uniformly
continuous on [γn, T ]×R with bounded trajectories. We shall see that a coupling result following
from a special case of Theorem 1.1 of Zaitsev [28] is crucial to establish (14) on intervals [γn, T ]
such that γn goes to zero at the rate (13).

For any κ > 0 let
G (κ) = {tκht,x : (t, x) ∈ [0, T ]× R} . (16)

For g ∈ G (κ), with some abuse of notation, we shall write

G(0,T ) (g) = tκG(0,T ) (ht,x) . (17)

Also, in analogy with (2), we set∥∥∥αn −G(n)
(0,T )

∥∥∥
G(κ)

:= sup
{∣∣∣tκαn (ht,x)− tκG(n)

(0,T ) (ht,x)
∣∣∣ : (t, x) ∈ [0, T ]× R

}
.

We get the following Gaussian coupling to the empirical process αn indexed by G (κ).

Proposition 2. For any 0 < κ < ∞ and every λ > 1 there exists a ρ′ (λ) > 0 such that for
each integer n large enough one can construct on the same probability space random vectors

B
(H)
1 , . . . , B

(H)
n i.i.d. B(H) and a probabilistically equivalent version G̃(n)

(0,T ) of G(0,T ) such that,

P

{∥∥∥αn − G̃(n)
(0,T )

∥∥∥
G(κ)

> ρ′ (λ)n−τ
′
1 (log n)τ2

}
≤ n−λ, (18)

where τ2 is as in Proposition 1 and τ ′1 = τ ′1(κ) = κ/(5H0 + κ(2 + 5ν0)).

Remark 3. It is shown in Remark 6 that the Gaussian process indexed by G (κ)

tκG(0,T ) (ht,x) = tκG (t, x) , (t, x) ∈ [0, T ]× R,

has a version that is uniformly continuous with bounded trajectories. Therefore Proposition
2 implies that for any κ > 0 the weighted empirical process tκαn (ht,x) = tκvn (t, x) , (t, x) ∈
[0, T ]×R, converges weakly to tκG (t, x). Recall, as pointed out in Remark 2, weak convergence
fails if κ is chosen to be zero.

Propositions 1 and 2 lead to the following two strong approximation theorems.

Theorem 1. As long as 1 ≥ γ = γn > 0 is constant, under the assumptions and notation of
Proposition 1 for all 1/ (2τ1(0)) < α < 1/τ1(0) and ξ > 1 there exist a ρ (α, ξ) > 0, a sequence of

i.i.d. B
(H)
1 , B

(H)
2 , . . . , and a sequence of independent copies G(1)

(γ,T ),G
(2)
(γ,T ), . . ., of G(γ,T ) sitting

on the same probability space such that

P

{
max

1≤m≤n

∥∥∥√mαm − m∑
i=1

G(i)
(γ,T )

∥∥∥
F(γ,T )

> ρ(α, ξ)n1/2−τ(α) (log n)τ2
}
≤ n−ξ

and

max
1≤m≤n

∥∥∥√mαm − m∑
i=1

G(i)
(γ,T )

∥∥∥
F(γ,T )

= O
(
n1/2−τ(α) (log n)τ2

)
, a.s.,

where τ (α) = (ατ1(0)− 1/2) /(1 + α) > 0.
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Theorem 2. Under the assumptions and notation of Proposition 2 for any κ > 0, for all

1/ (2τ ′1) < α < 1/τ ′1, and ξ > 1 there exist a ρ′ (α, ξ) > 0, a sequence of i.i.d. B
(H)
1 , B

(H)
2 , . . . ,

and a sequence of independent copies G(1)
(0,T ),G

(2)
(0,T ), . . . , of G(0,T ) sitting on the same probability

space such that

P

{
max

1≤m≤n

∥∥∥√mαm − m∑
i=1

G(i)
(0,T )

∥∥∥
G(κ)

> ρ′(α, ξ)n1/2−τ ′(α) (log n)τ2

}
≤ n−ξ

and

max
1≤m≤n

∥∥∥√mαm − m∑
i=1

G(i)
(0,T )

∥∥∥
G(κ)

= O
(
n1/2−τ ′(α) (log n)τ2

)
, a.s., (19)

where τ ′ (α) = (ατ ′1 − 1/2) /(1 + α) > 0.

Remark 4. Theorems 1 and 2 are strong approximations, meaning that strong limit theorems can
be inferred for the approximated empirical process αn from those that may hold for the sequence
of approximating Gaussian processes as long as the almost sure rate of strong approximation is
close enough. This is illustrated in Section 2.4.

2.3 Comments on the proofs of Theorems 1 and 2

The proofs of Theorems 1 and 2 follow from Propositions 1 and 2 (after some obvious notation
translations) exactly as Theorem 1 in [3] follows from their Proposition 1, where a scheme
described on pages 236–238 of Philipp [21] is closely followed. (Note that in [3] “Cρ (α, γ)” should
be “ρ (α, γ)”.) The essential ingredients are the maximal Inequalities 1A and 2A. Subsection
4.5.

2.4 Applications to FLIL

Theorem 1 obviously implies that for any fixed choice of 0 < γ ≤ 1 < T there exist on the

same probability space an i.i.d. sequence B
(H)
1 , B

(H)
2 , . . . , of sample continuous fractional Brow-

nian motions on [γ, T ] with Hurst index 0 < H < 1 and a sequence of independent copies

G(1)
(γ,T ),G

(2)
(γ,T ), . . . , of G(γ,T ) such that

max
1≤m≤n

∥∥∥√mαm − m∑
i=1

G(i)
(γ,T )

∥∥∥
F(γ,T )

= max
1≤m≤n

sup
(t,x)∈T (γ)

∣∣√mvm(t, x)−
m∑
i=1

Gi(t, x)
∣∣

= o
(√

n log log n
)
, a.s.,

(20)

where G(i)
(γ,T ) (ht,x) =: Gi (t, x), for i ≥ 1. Noting by the comment right after Remark 1, we can

consider that each Gi (t, x) is w.p. 1 [with probability 1] in the separable Banach space consisting
of continuous functions in the sup-norm on the compact metric space T c (γ), equipped with the
semimetric ρ, we can apply the theorem in LePage [18] (see also Corollary 2.2 of Arcones [1]) to
conclude the following FLIL, namely, the sequence of Gaussian processes defined on T c (γ){∑n

i=1Gi (t, x)√
2n log log n

: (t, x) ∈ T c (γ)

}

8



is w.p. 1 relatively compact in `∞ (T c (γ)), (the space of bounded functions Υ on T c (γ) equipped
with supremum norm ‖Υ‖`∞(T c(γ)) = supϕ∈`∞(T c(γ)) |Υ (ϕ)|), and its limit set is the unit ball of
the reproducing kernel Hilbert space determined by the covariance function E (G (s, x)G (t, y)) .
Note that by continuity of G (t, x) and its covariance function, the same statement holds with
T c (γ) replaced by T (γ). Therefore by (20) the same is true for{

vn (t, x)√
2 log log n

: (t, x) ∈ T (γ)

}
. (21)

This result can also be inferred from the FLIL for the empirical process as stated in Theorem 9
on p. 609 of Ledoux and Talagrand [16] using the fact pointed out above that vn converges weakly
to a bounded uniformly continuous centered Gaussian process G (t, x) indexed by (t, x) ∈ T (γ).
In particular we get that

lim sup
n→∞

‖αn‖F(γ,T )√
2 log log n

= lim sup
n→∞

sup
(t,x)∈T (γ)

∣∣∣∣ vn (t, x)√
2 log log n

∣∣∣∣ = σ (γ, T ) , a.s.

where

σ2 (γ, T ) = sup
{
E
(
G2

(γ,T ) (ht,x)
)

: ht,x ∈ F(γ,T )

}
= sup

{
V ar(ht,x(B(H))) : (t, x) ∈ T (γ)

}
=

1

4
.

In the same way, on the probability space of Theorem 2, for all 0 < κ <∞,

max
1≤m≤n

∥∥∥√mαm − m∑
i=1

G(i)
(0,T )

∥∥∥
G(κ)

= max
1≤m≤n

sup
(t,x)∈T (0)

∣∣√mtκvm(t, x)−
m∑
i=1

tκGi(t, x)
∣∣

= o
(√

n log logn
)
, a.s.,

(22)

where tκG(i)
(0,T ) (ht,x) =: tκGi (t, x), for i ≥ 1. We point out in Remark 6 below that the process

Gκ (t, x) := tκG (t, x) has a version that is bounded and uniformly continuous on T (0) =
[0, T ]× R with respect to the semimetric

ρκ ((s, x) , (t, y)) =

√
E (sκG (s, x)− tκG (t, y))2. (23)

From now on we assume that Gκ (t, x) is such a version. Denote by T c (0) the completion of
T (0) in the topology induced by the semimetric ρκ from which we get by arguing as above and
applying the LePage theorem that{∑n

i=1 t
κGi (t, x)√

2n log logn
: (t, x) ∈ T c (0)

}
is, w.p. 1, relatively compact in `∞ (T c (0)) and its limit set is the unit ball of the reproducing
kernel Hilbert space determined by the covariance function E (sκtκG (s, x)G (t, y)), (s, x) ∈
T c (0). Note that by uniform continuity of Gκ (t, x) = tκG (t, x) and its covariance function, the
same statement holds with T c (0) replaced by T (0). Therefore by (22) the same is true for the
sequence of processes {

tκvn (t, x)√
2 log log n

: (t, x) ∈ T (0)

}
. (24)
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This implies that

lim sup
n→∞

sup
(t,x)∈T (0)

∣∣∣∣ tκvn (t, x)√
2 log log n

∣∣∣∣ = σκ (T ) , a.s. (25)

where

σ2
κ (T ) = sup

{
E
(
G2

(0,T ) (tκht,x)
)

: tκht,x ∈ G (κ)
}

= sup
{
V ar(tκht,x(B(H))) : (t, x) ∈ T (0)

}
=
T 2κ

4
.

FLILs are by no means the only strong limit theorems for αn that can be derived from Theorems
1 and 2. For instance, one could consider Chung-type LILs.

3 Proofs of Propositions 1 and 2

Before we can prove Propositions 1 and 2 we must first establish Proposition 3 below, which is
a version of the coupling given in Proposition 1 that holds on an appropriate class of functions
Fn. To do so we must first define this class of functions, derive an entropy bound for it and
choose a good grid. Our entropy bound will allow us to fill in the interstices of the empirical
and Gaussian processes constructed on Fn in Proposition 3 by processes defined on all of F(γn,T )

in such a way as to get useful rates of coupling. The proofs of the bracketing bounds given in
Subsection 3.3 form the most technical part of this paper.

3.1 A useful class of functions

To ease the notation from now on we suppress the Hurst index H. As above, let B (s) = B(H)(s),
s ≥ 0, denote a sample continuous fractional Brownian motion with Hurst index 0 < H < 1.
We have

E (B (t)−B (s))2 = |t− s|2H .

Note that for all (s, x) , (t, y) ∈ T (γ),

ρ2 ((s, x) , (t, y)) = E (1 {B(s) ≤ x} − F (s, x)− (1 {B (t) ≤ y} − F (t, y)))2

≤ E (1 {B (s) ≤ x} − 1 {B (t) ≤ y})2 = d2
P (hs,x, ht,y) .

For the modulus of continuity of a sample continuous fractional Brownian motion B, with
Hurst index H, Wang ([27], Corollary 1.1) proved that

lim
h↓0

sup
t∈(0,1−h)

|B(t+ h)−B(t)|
hH
√

2 log h−1
= 1, a.s. (26)

Recall the definition of fH in (5). For any K ≥ 1 denote the class of continuous real-valued
functions on [0, T ],

C (K) = {g : |g(s)− g(t)| ≤ KfH(|s− t|), 0 ≤ s, t ≤ T} . (27)

One readily checks that C (K) is closed in C [0, T ]. For any (t, x) ∈ T (γ) let h
(K)
t,x denote the

function of g ∈ C [0, T ]→ {0, 1} defined by

h
(K)
t,x (g) = 1 {g (t) ≤ x, g ∈ C (K)} .

10



The following class of functions will play an essential role in our proof:

F (K, γ) :=
{
h

(K)
t,x : (t, x) ∈ T (γ)

}
. (28)

It is shown in the Appendix that these classes are pointwise measurable, which allows us to take
supremums over these classes without the need to worry about measurability problems.

3.2 Bracketing

We shall use the notion of bracketing. Let G be a class of measurable real-valued functions defined
on a measurable space (S,S). A way to measure the size of a class G is to use L2(P )-brackets.
Let l and v be measurable real-valued functions on (S,S) such that l ≤ v and dP (l, v) < u,
u > 0, where

dP (l, v) =

√
EP (l (ξ)− v (ξ))2

and ξ is a random variable taking values in S defined on a probability space (Ω,A, P ). The pair
of functions l, v form an u-bracket [l, v] consisting of all the functions f ∈ G such that l ≤ f ≤ v.
Let N[ ](u,G, dP ) be the minimum number of u-brackets needed to cover G.

3.3 A useful bracketing bound

Our next aim is to bound the bracketing number N[ ](u,F(K, γ), dP ), where P is the measure

induced on the Borelsets of C [0, T ], by B, with d2
P (l, v) = E (l (B)− v (B))2.

We shall prove the following entropy bound:

Entropy Bound I For some constant CT (depending on T and H), for u ∈ (0, 1/e), γ ∈ (0, 1/e)
and K ≥ e,

N[ ](u,F(K, γ), dP ) ≤ CTK1/Hu−2(1+1/H)
√

log u−1γ−(1+H)

(
log

(
K

uγ

)) 1
H

. (29)

Proof Choose γ = t0 < t1 < . . . < tk = T , such that

KfH (ti − ti−1) ≤ 1, for 0 ≤ i ≤ k, (30)

and x−m < x−m+1 < . . . < x−1 < x0 = 0 < x1 < . . . < xm, with 0 = y0 < y1 < . . . < ym,
x±i = ±yi, i = 0, 1, . . . ,m, such that

xm ≥ 2TH . (31)

Also put x−(m+1) = −∞, xm+1 =∞.
Consider the upper and lower functions: for g ∈ C[0, T ]

vi,j(g) = 1 {g(ti−1) ≤ xj +KfH (ti − ti−1) , g ∈ C(K)}

and
li,j(g) = 1 {g(ti−1) ≤ xj−1 −KfH (ti − ti−1) , g ∈ C(K)} ,

for i = 1, 2, . . . , k, j = −m, . . . ,m,m+ 1. Note that vi,m+1(g) = 1{g ∈ C(K)}, and li,−m(g) = 0.

11



First we show that these functions define a covering. Select any ti−1 < t ≤ ti (in the case
i = 1 we allow t0 = t) and xj−1 < x ≤ xj , for i = 1, . . . , k, j = −m + 1, . . . ,m. Since for any
g ∈ C (K)

g (ti−1)−KfH(ti − ti−1) ≤ g (t) ≤ g (ti−1) +KfH (ti − ti−1)

we see that for all g ∈ C (K), li,j (g) ≤ h(K)
t,x (g) ≤ vi,j (g).

Next, for −∞ < x ≤ x−m and any ti−1 < t ≤ ti, 0 = li,−m (g) ≤ h
(K)
t,x (g) ≤ vi,−m (g), and

for xm < x <∞ and any ti−1 < t ≤ ti, li,m+1 (g) ≤ h(K)
t,x (g) ≤ vi,m+1 (g) = 1{g ∈ C(K)}.

Clearly for −m+ 1 ≤ j ≤ m we get

d2
P (li,j , vi,j) = E (vi,j(B)− li,j(B))2

= P
{
B(ti−1) ∈ (xj−1 −KfH(ti − ti−1), xj +KfH(ti − ti−1)], B ∈ C(K)

}
≤ P {B(ti−1) ∈ (xj−1 −KfH(ti − ti−1), xj +KfH(ti − ti−1)]}

= Φ

(
xj +KfH(ti − ti−1)

tHi−1

)
− Φ

(
xj−1 −KfH(ti − ti−1)

tHi−1

)
.

(32)

So that for −m+ 1 ≤ j ≤ m we have

d2
P (li,j , vi,j) ≤

1√
2π

(xj − xj−1 + 2KfH(ti − ti−1)) t−Hi−1 .

Inequality (32) is also valid for j = −m and j = m+ 1, namely

d2
P (li,−m, vi,−m) = d2

P (li,m+1, vi,m+1) ≤ 1− Φ

(
xm −KfH(ti − ti−1)

tHi−1

)
.

Now by tHi−1 ≤ TH , 2TH ≥ 2, (30) and (31) we have

xm −KfH(ti − ti−1)

tHi−1

=
2xm − 2KfH(ti − ti−1)

2tHi−1

≥ xm
2TH

,

which when combined with the standard normal tail bound holding for z > 0, P {Z ≥ z} ≤
1

z
√

2π
exp(−z2/2), gives

1− Φ

(
xm −KfH(ti − ti−1)

tHi−1

)
≤ 1− Φ

( xm
2TH

)
≤ 1√

2π

2TH

xm
e
− x2

m
8T2H .

From this we see that for u ∈ (0, e−1), the choice xm ≥ 4TH
√

log u−1 ensures that

d2
P (li,−m, vi,−m) = d2

P (li,m+1, vi,m+1) ≤ u2.

Thus to construct our u-covering, it suffices to appropriately partition the intervals[
−4TH

√
log u−1, 4TH

√
log u−1

]
and [γ, T ],

so that xm ≥ 4TH
√

log u−1, ti − ti−1 satisfies (30), and for 0 ≤ i ≤ k and −m + 1 ≤ j ≤ m,
d2
P (li,j , vi,j) ≤ u2.

12



Set

∆(γ, u) =

√
π

2
γHu2 and Γ(γ, u) =

(√
π

8

)1/H
K−1/Hγu2/H[

log
(
K1/Hγ−1u−2/H

)]1/H . (33)

Let dxe denote here and elsewhere the smallest integer greater than or equal to x. Putting

m(γ, u) =

⌈
4TH

√
log u−1

∆(γ, u)

⌉
=: m and k(γ, u) =

⌈
T − γ
Γ(γ, u)

⌉
=: k,

straightforward computations show that for the choice

yi = i∆(γ, u), i = 0, 1, . . . ,m, tj = γ + jΓ(γ, u), j = 0, 1, . . . , k − 1 and tk = T,

by (33) we have for −m+ 1 ≤ j ≤ m

d2
P (li,j , vi,j) ≤ u2.

We also see that ym = xm = 4TH
√

log u−1 ≥ 2TH , and by (33) for 0 ≤ i ≤ k

KfH (ti − ti−1) ≤ KfH(Γ(γ, u)) ≤ γHu2
√

2π

4
≤ γHu2 ≤ 1.

Thus (30) and (31) hold. Hence this choice of ti and xj corresponds to a u-covering of F(K, γ).
So we have proved the following entropy bound: for u ∈ (0, e−1), γ ∈ (0, e−1) and K ≥ e

N[ ](u,F(K, γ), dP ) ≤ (k(γ, u) + 1) (2m(γ, u) + 2),

thus (29) holds for some constant CT (depending on T and H). �

It will often be convenient to use the following weaker entropy bound, which follows easily
from (29).

Entropy Bound II For some constant C ′T (depending on T and H), for u ∈ (0, 1] , γ ∈ (0, 1]
and K ≥ e,

N[ ](u,F(K, γ), dP ) ≤ C ′TK2/Hu−3(1+1/H)γ−(1+2/H). (34)

Set
F (K, γ, ε) =

{(
f, f ′

)
∈ F (K, γ)×F (K, γ) : dP

(
f, f ′

)
< ε
}

(35)

and
G (K, γ, ε) =

{
f − f ′ :

(
f, f ′

)
∈ F (K, γ, ε)

}
, (36)

that is, F (K, γ, ε) and G (K, γ, ε) are the classes of functions on C [0, T ], indexed by γ ≤ s, t ≤ T ,
−∞ < x, y <∞, defined for g ∈ C [0, T ] by(

h(K)
s,x (g) , h

(K)
t,y (g)

)
= (1 {g (s) ≤ x, g ∈ C (K)} , 1 {g (t) ≤ y, g ∈ C (K)})

and
h(K)
s,x (g)− h(K)

t,y (g) ,
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respectively, and satisfying

dP

(
h(K)
s,x , h

(K)
t,y

)
=

√
E
(
h

(K)
s,x (B)− h(K)

t,y (B)
)2

< ε.

We find that independently of ε

N[ ](u,G (K, γ, ε) , dP ) ≤
(
N[ ](u/2,F (K, γ) , dP )

)2
. (37)

3.4 Proof of Proposition 1

For any c > 0, n > e and 0 < γ ≤ 1 < T denote the class of real-valued functions on [0, T ],

Cn := C(
√
c log n) =

{
g : |g (s)− g (t)| ≤

√
c log nfH(|s− t|), 0 ≤ s, t ≤ T

}
, (38)

and let C∞ be as in (10). Notice that by (26), P {B ∈ C∞} = 1. Define the class of functions
C [0, T ]→ R indexed by [γn, T ]× R = T (γn)

Fn =

{
h

(
√
c logn)

t,x (g) = 1 {g (t) ≤ x, g ∈ Cn} : (t, x) ∈ T (γn)

}
.

To simplify our previous notation we shall write here

h
(n)
t,x (g) = h

(
√
c logn)

t,x (g) . (39)

For h
(n)
t,x ∈ Fn let

αn

(
h

(n)
t,x

)
= n−1/2

n∑
i=1

(1 {Bi(t) ≤ x,Bi ∈ Cn} − P {B(t) ≤ x,B ∈ Cn}) .

Notice that for each (t, x) ∈ T (γn), when Bi ∈ Cn, for i = 1, . . . , n,

αn

(
h

(n)
t,x

)
= vn (t, x) +

√
nP {B (t) ≤ x,B /∈ Cn}

= αn (ht,x) +
√
nP {B (t) ≤ x,B /∈ Cn} .

(40)

Let F(n)
(γn,T ) denote the mean zero Gaussian process indexed by Fn, having covariance function

defined for h
(n)
s,x , h

(n)
t,y ∈ Fn by

E
(
F(n)

(γn,T )

(
h(n)
s,x

)
F(n)

(γn,T )

(
h

(n)
t,y

))
= P {B (s) ≤ x,B (t) ≤ y,B ∈ Cn}

− P {B (s) ≤ x,B ∈ Cn}P {B (t) ≤ y,B ∈ Cn} .

We shall first establish the following auxiliary result.
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Proposition 3. As long as 1 ≥ γ = γn > 0 satisfies (13), for every ϑ > 1 there exists a
η (ϑ) > 0 such that for each integer n large enough one can construct on the same probability

space random vectors B1, . . . , Bn i.i.d. B and a probabilistically equivalent version F̃(n)
(γn,T ) of

F(n)
(γn,T ) such that

P

{∥∥∥αn − F̃(n)
(γn,T )

∥∥∥
Fn

> η (ϑ) (log n)τ2
(
n−1/2γ−5H0/2

n

)2/(2+5ν0)
}
≤ n−ϑ, (41)

where τ2 is given in Proposition 1 and H0 and ν0 are defined as in (12). Moreover, in particular,
when γn = n−η, with 0 < η < 1

5H0
and is τ1 as in Proposition 1,

P

{∥∥∥αn − F̃(n)
(γn,T )

∥∥∥
Fn

> η (ϑ)n−τ1 (log n)τ2
}
≤ n−ϑ. (42)

Proof Let B be a sample continuous fractional Brownian motion with Hurst index 0 < H < 1
restricted to [0, T ] taking values in the measurable space (C [0, T ] ,B [0, T ]). As above P denotes
the probability measure induced on the Borel sets of C [0, T ] by B. LetM denote the real-valued
measurable functions on the space (C [0, T ] ,B [0, T ]). For any ε > 0 we can choose a grid

H (ε) = {hk : 1 ≤ k ≤ N (ε)} (43)

of measurable functions M on (C [0, T ] ,B [0, T ]) such that each f ∈ Fn is in a ball {f ∈ M :
dP (hk, f) < ε} around some hk, 1 ≤ k ≤ N (ε), where

dP (hk, f) =

√
E (hk (B)− f (B))2.

The choice
N(ε) = N[ ](ε/2,Fn, dP ) (44)

permits us to select such hk ∈ Fn. Recalling the previous notation (35) and (36), set

Fn (ε) = F
(√

c log n, γn, ε
)

and Gn (ε) = G
(√

c log n, γn, ε
)
. (45)

Fix n ≥ 1. Let B1, . . . , Bn be i.i.d. B, and ε1, . . . , εn be independent Rademacher random
variables mutually independent of B1, . . . , Bn. Write for ε > 0,

µSn (ε) = E

{
sup

(f,f ′)∈Fn(ε)

∣∣∣∣∣n−1/2
n∑
i=1

εi
(
f − f ′

)
(Bi)

∣∣∣∣∣
}

= E

{
sup

f−f ′∈Gn(ε)

∣∣∣∣∣n−1/2
n∑
i=1

εi
(
f − f ′

)
(Bi)

∣∣∣∣∣
}
,

(46)

and

µGn (ε) = E

{
sup

(f,f ′)∈Fn(ε)

∣∣∣F(n)
(γn,T )(f)− F(n)

(γn,T )(f
′)
∣∣∣} . (47)

15



Lemma 1. Given ε > 0, δ > 0, t > 0 and n ≥ 1 large enough, there exist a probability space

(Ω,A, P ) on which sit B1, . . . , Bn i.i.d. B and a probabilistically equivalent version F̃(n)
(γn,T ) of

the Gaussian process F(n)
(γn,T ) indexed by Fn such that for suitable positive constants C1, C2, A,

A1 and A5 with A5 ≤ 1/2, independent of ε > 0, δ > 0, t > 0 and n ≥ 1, we have

P

{∥∥∥αn − F̃(n)
(γn,T )

∥∥∥
Fn

> AµSn (ε) + µGn (ε) + δ + (A+ 1) t

}
≤ C1N (ε)2 exp

(
− C2

√
n δ

(N (ε))5/2

)
+ 2 exp

(
−A1

√
n t
)

+ 4 exp

(
−A5t

2

ε2

)
.

(48)

Proof of Lemma 1 Our proof applies the procedure detailed in Section 5.1 in [3]. Given ε > 0
and n ≥ 1, our aim is to construct a probability space (Ω,A, P ) on which sit B1, . . . , Bn i.i.d. B

and a version F̃(n)
(γn,T ) of the Gaussian process F(n)

(γn,T ) indexed by Fn such that for H (ε) and

Fn (ε) defined as above and for all A > 0, δ > 0 and t > 0,

P

{∥∥∥αn − F̃(n)
(γn,T )

∥∥∥
Fn

> AµSn (ε) + µGn (ε) + δ + (A+ 1) t

}
≤ P

{
max
h∈H(ε)

∣∣∣αn (h)− F̃(n)
(γn,T )(h)

∣∣∣ > δ

}
+ P

{
sup

(f,f ′)∈Fn(ε)

∣∣αn (f)− αn
(
f ′
)∣∣ > AµSn (ε) +At

}

+ P

{
sup

(f,f ′)∈Fn(ε)

∣∣∣F̃(n)
(γn,T )(f)− F̃(n)

(γn,T )(f
′)
∣∣∣ > t+ µGn (ε)

}
=: Pn (δ) +Qn (t, ε) + Q̃n (t, ε) ,

(49)

with all these probabilities simultaneously small for suitably chosen A > 0, δ > 0 and t > 0.
Consider the n i.i.d. mean zero random vectors in RN(ε),

Yi :=
1√
n

(
h1 (Bi)− Eh1 (B) , . . . , hN(ε) (Bi)− EhN(ε) (B)

)
, 1 ≤ i ≤ n.

First note that by the definition of hk ∈ Fn, we have

|Yi|N(ε) ≤
√
N (ε)

n
, 1 ≤ i ≤ n,

where |·|N , N ≥ 1, denotes the usual Euclidean norm on RN . Therefore by the coupling
inequality (77) we can enlarge the probability space on which (49) holds to include Z1, . . . , Zn
i.i.d.

Z :=
(
Z1, . . . , ZN(ε)

)
mean zero Gaussian vectors such that

Pn (δ) ≤ P


∣∣∣∣∣
n∑
i=1

(Yi − Zi)

∣∣∣∣∣
N(ε)

> δ

 ≤ C1N (ε)2 exp

(
− C2

√
n δ

(N (ε))5/2

)
, (50)
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where Cov(Z l, Zk) = Cov(Y l, Y k) =: 〈hl, hk〉. Moreover by Lemma A1 of Berkes and Philipp

this space can be extended to include a probabilistically equivalent version F̃(n)
(γn,T ) of the Gaussian

process F(n)
(γn,T ) indexed by Fn such that for 1 ≤ k ≤ N (ε),

F̃(n)
(γn,T )(hk) =

n∑
i=1

Zki .

The Pn (δ) in (49) is defined through this F̃(n)
(γn,T ). Notice that the probability space on which

Y1, . . . , Yn, Z1, . . . , Zn and F̃(n)
(γn,T ) sit depends on n ≥ 1 and the choice of ε > 0 and δ > 0.

Observe that the class

Gn (ε) =
{
f − f ′ :

(
f, f ′

)
∈ Fn (ε)

}
satisfies

σ2
Gn(ε) = sup

(f,f ′)∈Fn(ε)
V ar(f(B)− f ′(B)) ≤ sup

(f,f ′)∈Fn(ε)
d2
P

(
f, f ′

)
≤ ε2.

Thus with A > 0 as in (84) we get by applying Talagrand’s inequality, with M = 1,

Qn (t, ε) = P
{
||αn||Gn(ε) > A

(
µSn (ε) + t

)}
≤ 2 exp

(
−A1t

2

ε2

)
+ 2 exp

(
−A1

√
nt
)
. (51)

Next, consider the separable centered Gaussian process Z(f,f ′) = F̃(n)
(γn,T )(f)− F̃(n)

(γn,T )(f
′) indexed

by Fn (ε). We have

σ2
T (Z) = sup

(f,f ′)∈Fn(ε)
E

((
F̃(n)

(γn,T )(f)− F̃(n)
(γn,T )(f

′)
)2
)

= sup
(f,f ′)∈Fn(ε)

V ar(f(B)− f ′(B)) ≤ sup
(f,f ′)∈Fn(ε)

d2
P

(
f, f ′

)
≤ ε2.

Borell’s inequality (91) now gives

Q̃n (t, ε) = P

{
sup

(f,f ′)∈Fn(ε)

∣∣∣F̃(n)
(γn,T )(f)− F̃(n)

(γn,T )(f
′)
∣∣∣ > t+ µGn (ε)

}
≤ 2 exp

(
− t2

2ε2

)
. (52)

Putting (50), (51) and (52) together we obtain, for some positive constants A, A1 and A5 with
A5 ≤ 1/2,

P

{∥∥∥αn − F̃(n)
(γn,T )

∥∥∥
Fn

> AµSn (ε) + µGn (ε) + δ + (A+ 1) t

}
≤ C1N (ε)2 exp

(
− C2

√
n δ

(N (ε))5/2

)
+ 2 exp

(
−A1

√
nt
)

+ 4 exp

(
−A5t

2

ε2

)
.

�
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Remark 5. Here are the Polish spaces that allow us to apply the Berkes and Philipp Lemma
A1 as in the construction leading to (48). By applying the entropy bound (34) we can assume

via the Dudley entropy condition (86) that the Gaussian process F̃(n)
(γn,T ) indexed by Fn in (48)

is separable, bounded and dP uniformly continuous, where dP is defined as in (11). Moreover,
since by using (34), Fn is readily seen to be totally bounded, its completion Fcn is compact. (We

complete Fn using the procedure described in Remark 1.) Furthermore, the process F̃(n)
(γn,T ) can

be readily extended to be a continuous Gaussian process on Fcn. Thus when applying the Berkes

and Philipp lemma we can assume that F̃(n)
(γn,T ) is a Gaussian process indexed by Fcn taking values

in the Polish space S3 of bounded real valued functions defined on the compact set Fcn continuous
with respect to dP . Therefore we can assume that B1, . . . , Bn i.i.d. B, Y1, . . . , Yn i.i.d. Y and
Z1, . . . , Zn i.i.d. Z take values in the Polish space S1 × S2, where S1 = C ([0, T ])n × RN(ε)n and

S2 = RN(ε)n, and Z1, . . . , Zn i.i.d. Z and F̃(n)
(γn,T ) take values in the Polish space S2 × S3.

The proof of Proposition 3 will be completed by refining inequality (48). Recall the notation
F (K, γ), G (K, γ, ε), (44) and (45). We find that for any 0 < ε, u < e−1, with K = Mn =√
c log n, (29) gives the bound, with ν0 and H0 as in (12), for some c1 ≥ 1,

N(u) = N[ ](u/2,F (Mn, γ) , dP ) = N[ ](u/2,Fn, dP )

≤ c1M
1/H
n u−ν0

√
log u−1γ−H0 [log (Mn/(uγ))]1/H

(53)

and the weaker entropy bound (34) combined with (37) implies that for some c2 > 0 and any
u ∈ (0, 1), γ ∈ (0, 1),

N[ ](u,G (Mn, γ, ε) , dP ) = N[ ](u,Gn (ε) , dP )

≤
(
N[ ](u/2,F (Mn, γ) , dP )

)2
≤ c2M

4/H
n u−3ν0γ−(2+4/H).

(54)

We shall make frequent use of the following elementary inequality. For any x ≥ 1 and any ε ≤ 1
we have ∫ ε

0

√
x+ log u−1du ≤ 2ε

√
x+ log ε−1. (55)

Setting σ = ε in (79) and (80) below we get using (54) and (55) that for some c3 > 0,

J (ε,Gn (ε)) =

∫
[0,ε]

√
1 + logN[ ](s,Gn (ε) , dP ) ds ≤ c3 ε

√
log [(logn)/(εγ)]

and for some b0 > 0

a (ε,Gn (ε)) = ε
(
1 + logN[ ](ε,Gn (ε) , dP )

)−1/2 ≥ b0ε (log [(log n)/(εγ)])−1/2 .

For the µSn (ε) in (46) we obtain by inequality (83) with measurable envelope G = 1

µSn (ε) ≤ c3εA0

√
log [(log n)/(εγ)] +A0

√
n 1
{

1 >
√
nb0ε/

√
log [(log n)/(εγ)]

}
,

which as long as 1 > ε = εn > 0 and 1 ≥ γ = γn > 0 satisfy
√
nεn√

log [(log n)/(εnγn)]
→∞, as n→∞, (56)
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implies that for all large enough n for a suitable A′1 > 0

µSn (εn) ≤ A′1εn
√

log [(log n)/(εnγn)]. (57)

Recall the definition of µGn (ε) in (46). We get via the Gaussian moment bound (87), (34)
and inequality (55) that for all 0 < εn < 1/e and appropriate A′2 and A′3

µGn (εn) ≤ A′2
∫ εn

0

√
log [(log n)/(uγn)] du ≤ A′3εn

√
log [(logn)/(εnγn)].

Hence, as long as (56) is satisfied, for some D > 0 we have for all large enough n

AµSn (εn) + µGn (εn) ≤ Dεn
√

log [(log n)/(εnγn)]. (58)

In addition, by (53) we have the bound

N (εn) ≤ c1(log n)1/(2H)ε−ν0
n

√
log ε−1

n γ−H0
n (log [(log n)/(εnγn)])1/H ,

and also the weaker bound (34) gives for some c4 > 0

N (εn) ≤ c4(log n)1/Hε−3(1+1/H)
n γ−(1+2/H)

n .

Therefore, in view of (58) and (48), it is natural to define for suitably large positive γ′1 and γ′2,

δ = γ′1εn
√

log [(logn)/(εnγn)] and t = γ′2εn
√

log [(logn)/(εnγn)].

We now have by (48), as long as (56) holds, that for all large enough n there is a probability

space depending on γ′1, γ
′
2, γn and εn on which αn and F̃(n)

(γn,T ) sit such that

P

{∥∥∥αn − F̃(n)
(γn,T )

∥∥∥
Fn

>
(
D + γ′1 + (1 +A) γ′2

)
εn
√

log [(log n)/(εnγn)]

}
≤ C1c

2
4(log n)2/H

γ
2+4/H
n ε3ν0

n

exp

(
−
c5
√
nγ′1ε

1+5ν0/2
n γ

5H0/2
n

√
log [(logn)/(εnγn)]

(log n)
5

4H (log ε−1
n )5/4 (log [(log n)/(εnγn)])

5
2H

)
+ 2 exp

(
−A1γ

′
2

√
nεn
√

log [(log n)/(εnγn)]
)

+ 4 exp
(
−A5(γ′2)2 log [(log n)/(εnγn)]

)
,

for some c5 > 0. Choose εn such that

√
nε1+5ν0/2

n γ5H0/2
n = (log n)

1
2

+5( 3
4H

+ 1
4).

Then by (13)
log ε−1

n

log n
→ 1− 5H0η

2 + 5ν0
> 0,

and
log(εnγn)−1

log n
→ 1− 5H0η

2 + 5ν0
+ η =: ζ > 0.

An easy computation shows that the exponent of the first term satisfies with a positive constant
χ √

nε
1+5ν0/2
n γ

5H0/2
n

√
log [(log n)/(εnγn)]

(log n)
5

4H (log ε−1
n )5/4 (log [(log n)/(εnγn)])

5
2H

∼ χ log n
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and

εn
√

log [(log n)/(εnγn)] ∼
√
ζ (log n)τ2

(
n−1/2γ−5H0/2

n

)1/(1+5ν0/2)
,

where τ2 is given in Proposition 1. We readily obtain from these last bounds that for every

ϑ > 1 there exist D > 0, γ′1 > 0 and γ′2 > 0 such that for all n ≥ 1 large enough, αn and F̃(n)
(γn,T )

can be defined on the same probability space so that

P

{∥∥∥αn − F̃(n)
(γn,T )

∥∥∥
Fn

>
(
D + γ′1 + (1 +A) γ′2

)
×
√

2ζ(log n)τ2
(
n−1/2γ−5H0/2

n

)1/(1+5ν0/2)
}
≤ n−ϑ,

which in the special case when γn = n−η, with 0 ≤ η < 1
5H0

, gives

P

{∥∥∥αn − F̃(n)
(γn,T )

∥∥∥
Fn

>
(
D + γ′1 + (1 +A) γ′2

)√
2ζn−τ1 (log n)τ2

}
≤ n−ϑ,

where τ1 = (1− 5H0η) / (2 + 5ν0) > 0. It is clear now that there exists a η(ϑ) > 0 such that
(41) and (42) hold. This completes the proof of Proposition 3. �

We are now ready to complete the proof of Proposition 1. This will be accomplished in two
steps.

Step 1 We shall construct the needed version G̃(n)
(γn,T ) of the Gaussian process G(γn,T ) as required

in Proposition 1. Set for a fixed n for any m ≥ e

Fm,n =
{
h

(m)
t,x (g) = 1 {g (t) ≤ x, g ∈ Cm} : (t, x) ∈ T (γn)

}
and let

F∞,n =
{
h

(∞)
t,x (g) = 1 {g (t) ≤ x, g ∈ C∞} : (t, x) ∈ T (γn)

}
.

(Note that F∞,n = F(γn,T ).) Set

F∞ (γn) = F∞,n∪ ∪m≥e Fm,n.

Let H(γn,T ) be the mean zero Gaussian process indexed by F∞ (γn) such that for h
(k)
s,x, h

(m)
t,y ∈

F∞ (γn) with e < k ≤ m ≤ ∞

Cov
(
H(γn,T )

(
h(k)
s,x

)
,H(γn,T )

(
h

(m)
t,y

))
= P {B (s) ≤ x,B (t) ≤ y,B ∈ Ck}

− P {B (s) ≤ x,B ∈ Ck}P {B (t) ≤ y,B ∈ Cm} .

In particular

Cov
(
H(γn,T )

(
h(∞)
s,x

)
,H(γn,T )

(
h

(∞)
t,y

))
= Cov

(
G(γn,T ) (hs,x) ,G(γn,T ) (ht,y)

)
.

Thus H(γn,T )

(
h

(∞)
s,x

)
is a version of the Gaussian process G(γn,T ) (hs,x). The process G̃(n)

(γn,T )

required in the statement of Proposition 1 will be a version of the process H(γn,T )

(
h

(∞)
s,x

)
.
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Notice that for e < k ≤ m ≤ ∞,

E
(
H(γn,T )

(
h(k)
s,x

)
−H(γn,T )

(
h(m)
s,x

))2
≤ P {B (s) ≤ x,B ∈ Cm − Ck}

≤ P {B /∈ Ck} .
(59)

In the following lemma using Dudley’s entropy condition (90) we show that H(γn,T ) has a
continuous modification. To do so, we introduce further notation. For a set T equipped with a
semimetric ρ let N (ε,T, ρ) denote the minimal number of ρ-balls of radius ε needed to cover T.

Lemma 2. The Gaussian process H(γn,T ) has a bounded uniformly continuous modification

Ĥ(γn,T ).

Proof Using the definition of Ck in (38) and the Landau–Shepp inequality (93) we obtain

P{B 6∈ Ck} = P{L >
√
c log k} ≤ Ce−Dc log k = Ck−Dc. (60)

Let us fix 1 ≥ ε > 0 and choose k = d(4C/ε2)1/(cD)e, where d·e stands for the upper integer
part. Then from (59) and (60) follow for any m ≥ k (allowing m =∞) that

d2
P (h

(m)
t,x , h

(k)
t,x ) ≤ P{B 6∈ Ck} ≤ ε2/4.

For each ` ≤ k choose a dP − ε/2 grid {h(`)
ti,xi
}N`i=1 in F(

√
c log `, γn) = F`,n. The entropy bound

II (34) and the choice of k shows that

N` ≤ C(log k)1/Hε−3(1+1/H)γ−(1+2/H)
n

≤ C ′ log ε−1 ε−3(1+1/H)γ−(1+2/H)
n .

(61)

Consider the finite set of functions

G = ∪`≤k{h
(`)
ti,xi

: i = 1, 2, . . . , N`}.

We claim that G is a dP − ε grid in F∞(γn). Indeed, let h
(m)
t,x ∈ F∞(γn) be arbitrary. If m ≤ k

then there is an h
(m)
ti,xi
∈ G such that dP (h

(m)
t,x , h

(m)
ti,xi

) ≤ ε/2. For m > k we have

dP (h
(m)
t,x , h

(k)
ti,xi

) ≤ dP (h
(m)
t,x , h

(k)
t,x ) + dP (h

(k)
t,x , h

(k)
ti,xi

) ≤ ε/2 + ε/2 = ε,

where h
(k)
ti,xi

is chosen such that dP (h
(k)
t,x , h

(k)
ti,xi

) ≤ ε/2.
Thus G is indeed a dP − ε grid in F∞(γn), for which by (61)

N(ε,F∞(γn), dP ) ≤ |G| =
k∑
`=1

N` ≤ Cε−aγ−(1+2/H)
n , (62)

with a = 2/(cD)+6/H, say. Thus Dudley’s condition (90) is satisfied, and a bounded uniformly
continuous modification Ĥ(γn,T ) exists. �

From now on to reduce notation we shall assume that H(γn,T ) is its bounded uniformly
continuous modification. Consider the class of functions C [0, T ]→ R2 indexed by (t, x) ∈ T (γn)
given by

Dn =
{(
h

(n)
t,x , h

(∞)
t,x

)
: (t, x) ∈ T (γn)

}
.
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Define the mean zero Gaussian process on Dn

D(n)
n

(
h

(n)
t,x , h

(∞)
t,x

)
= H(γn,T )

(
h

(n)
t,x

)
−H(γn,T )

(
h

(∞)
t,x

)
. (63)

Introduce the semimetric on Dn

ρ
(1)
P

((
h(n)
s,x , h

(∞)
s,x

)
,
(
h

(n)
t,y , h

(∞)
t,y

))
=

√
E
(
D(n)
n

(
h

(n)
s,x , h

(∞)
s,x

)
− D(n)

n

(
h

(n)
t,y , h

(∞)
t,y

))2
.

Notice that

ρ
(1)
P

((
h(n)
s,x , h

(∞)
s,x

)
,
(
h

(n)
t,y , h

(∞)
t,y

))
≤
√

2 dP

(
h(n)
s,x , h

(n)
t,y

)
+
√

2 dP

(
h(∞)
s,x , h

(∞)
t,y

)
=: d

(1)
P

((
h(n)
s,x , h

(∞)
s,x

)
,
(
h

(n)
t,y , h

(∞)
t,y

))
.

Thus ρ
(1)
P is bounded by the semimetric d

(1)
P .

With the view towards applying the Gaussian moment inequality (88) let

diam (Dn) = sup
{
ρ

(1)
P

((
h(n)
s,x , h

(∞)
s,x

)
,
(
h

(n)
t,y , h

(∞)
t,y

))
:
(
h(n)
s,x , h

(∞)
s,x

)
,
(
h

(n)
t,y , h

(∞)
t,y

)
∈ Dn

}
= sup

{
ρ

(1)
P

((
h(n)
s,x , h

(∞)
s,x

)
,
(
h

(n)
t,y , h

(∞)
t,y

))
: (s, x) , (t, y) ∈ T (γn)

}
denote the diameter of the set Dn. Observe that

diam (Dn) ≤ 2 sup
(s,x)∈T (γn)

√
E
(
H(γn,T )

(
h

(n)
s,x

)
−H(γn,T )

(
h

(∞)
s,x

))2
,

which by (59) is
≤ 2
√
P {B /∈ Cn}.

This last bound, in turn, by the Landau–Shepp inequality (93) below is

= 2

√
P
{
L >

√
c logm

}
≤ 2
√
C exp

(
−Dc log n

2

)
. (64)

Thus for any ∆ > 1 there exists a c > 0 such that

diam (Dn) ≤ n−∆. (65)

Next notice that by the definition of Dn and by (62) for some constant c6 ≥ 1,

N(u,Dn, d(1)
P ) ≤

(
N(u/(2

√
2),F∞ (γn) , dP )

)2
≤ c6u

−2aγ−(2+4/H)
n . (66)

Write ∥∥∥D(n)
n

∥∥∥
Dn

= sup
{∣∣∣D(n)

n

(
h

(n)
t,x , h

(∞)
t,x

)∣∣∣ : (t, x) ∈ T (γn)
}
.

Combining (65) and (66) with the Gaussian moment inequality (88) we have∥∥∥D(n)
n

∥∥∥
Dn
≤ E

∣∣∣H(γn,T )

(
h

(n)
γn,0

)
−H(γn,T )

(
h

(∞)
γn,0

)∣∣∣+A4

∫ n−∆

0

√
logN(u,Dn, d(1)

P ) du

≤ n−∆ +A4

∫ n−∆

0

√
log c6 − 2a log u−

(
2 +

4

H

)
log γn du,
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which by using (13) and (55) gives for some b > 0 ,∥∥∥D(n)
n

∥∥∥
Dn
≤ bn−∆

√
log n. (67)

We have by using the Landau–Shepp inequality (93) that for a sufficiently large c > 0

σ2
Dn

(
D(n)
n

)
= sup

{
E
(
D(n)
n

(
h

(n)
t,x , h

(∞)
t,x

))2
: (t, x) ∈ T (γn)

}
≤ P {B /∈ Cn} ≤ n−∆.

(68)

Hence by Borell’s inequality (91), for all z > 0,

P

{∣∣∣∣∥∥∥D(n)
n

∥∥∥
Dn
− E

∥∥∥D(n)
n

∥∥∥
Dn

∣∣∣∣ > z

}
≤ 2 exp

− z2

2σ2
Dn

(
D(n)
n

)
 ,

which on account of (67) and (68) gives for all θ > 1

P

{∥∥∥D(n)
n

∥∥∥
Dn

> bn−∆
√

log n+ 2n−∆/2
√
θ log n

}
≤ n−θ. (69)

Returning to the construction of G̃(n)
(γn,T ) in Proposition 1, for each n > e, let F(n)

(γn,T ) denote
the restriction of H(γn,T ) to Fn and G(γn,T ) the restriction of H(γn,T ) to F(γn,T ). Notice by
(61), F∞ (γn) is totally bounded in the dP semimetric, as are Fn and F∞,n = F(γ,T ). By the

discussion given in Remark 5 for F(n)
(γn,T ) and F (n)

(γn,T ), G(γn,T ) can be extended to a continuous
function on the completion Fc(γn,T ) of F(γn,T ), which is compact. Therefore we can argue that(

F(n)
(γn,T ),G(γn,T ),

∥∥∥D(n)
n

∥∥∥
Dn

)
takes values in the Polish space S3 × S4, where S3 is as in Remark 5 and S4 = S′3 × R, with
S′3 being the Banach space of bounded real valued functions defined on the compact set Fc(γn,T )
continuous with respect to dP . Hence Lemma A1 of Berkes and Philipp applies here and we can
enlarge the probability space on which inequality (41) holds to include a version(

F̃(n)
(γn,T ), G̃

(n)
(γn,T ),

∥∥∥D̃(n)
n

∥∥∥
Dn

)

of the process

(
F(n)

(γn,T ),G(γn,T ),
∥∥∥D(n)

n

∥∥∥
Dn

)
so that besides (41), (69) is also valid.

Step 2 We shall show that inequality (14) holds for
∥∥∥αn − G̃(n)

(γn,T )

∥∥∥
F(γn,T )

, which will complete

the proof of Proposition 1. Define for
(
h

(n)
t,x , h

(∞)
t,x

)
∈ Dn,

D̃(n)
n

(
h

(n)
t,x , h

(∞)
t,x

)
= F̃(n)

(γn,T )

(
h

(n)
t,x

)
− G̃(n)

(γn,T ) (ht,x) .

Clearly ∥∥∥D(n)
n

∥∥∥
Dn

D
=
∥∥∥D̃(n)

n

∥∥∥
Dn

= sup
{∣∣∣F̃(n)

(γn,T )

(
h

(n)
t,x

)
− G̃(n)

(γn,T ) (ht,x)
∣∣∣ : (t, x) ∈ T (γn)

}
.
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Notice that by (40)∥∥∥αn − G̃(n)
(γn,T )

∥∥∥
F(γn,T )

≤ sup
{∣∣∣αn (h(n)

t,x

)
− F̃(n)

(γn,T )

(
h

(n)
t,x

)∣∣∣ : (t, x) ∈ T (γn)
}

+

n∑
i=1

1 {Bi /∈ Cn}√
n

+
√
nP {B /∈ Cn}+

∥∥∥D̃(n)
n

∥∥∥
Dn
.

Let
δn (∆) = bn−∆

√
log n+ 2n−∆/2

√
θ log n.

Recalling that P {B /∈ Cn} ≤ n−∆, we get by (41) and (69)

P

{∥∥∥αn − G̃(n)
(γn,T )

∥∥∥
F(γn,T )

> η(ϑ) (log n)τ2
(
n−1/2γ−5H0/2

n

)2/(2+5ν0)

+
√
nn−∆ + δn(∆)

}
≤ P

{∥∥∥αn − F̃(n)
(γn,T )

∥∥∥
Fn

> η(ϑ) (log n)τ2
(
n−1/2γ−5H0/2

n

)2/(2+5ν0)
}

+ P

{
n∑
i=1

1 {Bi /∈ Cn} > 0

}
+ P

{∥∥∥D(n)
n

∥∥∥
Dn

> δn (∆)

}
≤ n−ϑ + n1−∆ + n−θ.

(70)

Noting that the ∆ in the above inequalities can be made as large as desired by choosing c large
enough, we see that for every λ > 1, for sufficiently large c > 0 (that is large ∆ > 0), ϑ > 0,
θ > 0 and all large n

n−θ + n1−∆ + n−ϑ < n−λ, (71)

and for any choice of ϑ > 0, θ > 0 and large enough c > 0 (large ∆ > 0), for all large n

η(ϑ)
(
n−1/2γ−5H0/2

n

)2/(2+5ν0)
≥
√
nn−∆ + δn (∆) .

Thus there is a ρ (λ) > 0, and c > 0, ϑ > 0 and θ > 0 such that for all large enough n,

ρ(λ)(log n)τ2
(
n−1/2γ−5H0/2

n

)2/(2+5ν0)

> η(ϑ) (log n)τ2
(
n−1/2γ−5H0/2

n

)2/(2+5ν0)
+
√
nn−∆ + δn (∆)

and (71) holds, which by (70) implies that

P

{∥∥∥αn − G̃(n)
(γn,T )

∥∥∥
F(γn,T )

> ρ(λ) (log n)τ2
(
n−1/2γ−5H0/2

n

)2/(2+5ν0)
}
< n−λ,

that is, for all such large n there exists a suitable probability space such that (14) holds. This
completes the proof of Proposition 1.
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3.5 Proof of Proposition 2

Put γn = n−η, with η = (5H0 + κ(2 + 5ν0))−1. Note that for this choice of η

τ1 (η) = τ ′1 = τ ′1 (κ) = κ/(5H0 + κ(2 + 5ν0)) = κη. (72)

Applying Proposition 1, for every λ′ > λ > 1 there exists a ρ(λ′) > 0 such that for each integer n
large enough one can construct on the same probability space random vectors B1, . . . , Bn i.i.d. B

and a probabilistically equivalent version G̃(n)
(γn,T ) of G(γn,T ) such that,

P

{∥∥∥αn − G̃(n)
(γn,T )

∥∥∥
F(γn,T )

> ρ
(
λ′
)
n−τ1 (log n)τ2

}
≤ n−λ′ ,

with τ1 = τ1 (η) = (1− 5H0η) / (2 + 5ν0), which, since T κ/tκ ≥ 1 for t ∈ [γn, T ], implies that

P

{
sup

(t,x)∈[γn,T ]×R
tκ
∣∣∣αn (ht,x)− G̃(n)

(γn,T ) (ht,x)
∣∣∣ > T κρ

(
λ′
)
n−τ1 (log n)τ2

}
≤ n−λ′ . (73)

Using Lemma A1 of Berkes and Philipp, we can enlarge the probability on which (73) holds

to include a Gaussian process G(0,T ) indexed by G (κ), so that G(0,T ) and G̃(n)
(γn,T ) agree on

{tκht,x : (t, x) ∈ [γn, T ]× R} .

(The validity of the application of the Berkes and Philipp lemma can be argued as in Remark
5.) Further we have, using inequality (94) below with δ = κ, that for a suitable d1 > 0 for all
large n

P
{

sup
{
tκ |G (t, x)| : (t, x) ∈

[
0, n−η

]
× R

}
> d1n

−ηκ√log n
}
≤ n−λ′ , (74)

where G (t, x) = G(0,T ) (ht,x) for (t, x) ∈ [0, n−η]× R.

Next by using inequality (101) below with δ = κ we get that for a suitable d2 > 0 for all
large n

P
{

sup
{
tκ |αn (ht,x)| : (t, x) ∈

[
0, n−η

]
× R

}
> d2n

−ηκ√log n
}
≤ n−λ′ . (75)

Recall the notation after (17). Combining inequalities (73), (74) and (75), and noting that
τ2 > 1/2, we get for all large enough n

P

{∥∥∥αn − G̃(0,T )

∥∥∥
G(κ)

>
(
d1 + d2 + T κρ(λ′)

)
n−min{τ1,ηκ} (log n)τ2

}
≤ 3n−λ

′
.

It is clear now that the optimal choice for η satisfies τ1(η) = κη, which by (72) our chosen value
fulfills. Thus by choosing λ′ so that 3n−λ

′
< n−λ, setting ρ′ (λ) = d1 +d2 +T κρ (λ′), we conclude

that (18) holds. �

Remark 6. Here we discuss the continuity of the Gaussian process G(0,T ) indexed by G (κ). A
straightforward argument based on Inequality 1 in the Appendix shows that, w.p. 1, for all ε > 0
there exists a 0 < γ < 1 such that

sup
(t,x)∈[0,γ]×R

tκ |G (t, x)| < ε. (76)

25



Moreover, as pointed out above, for any 0 < γ < 1, G (t, x) is almost surely bounded and
uniformly continuous on [γ, T ] × R, when equipped with the semimetric (8), which implies the
same for tκG (t, x), which when combined with (76), readily implies that tκG (t, x) is almost
surely bounded and uniformly continuous on T (0) = [0, T ]× R with respect to the semimetric
ρκ defined in (23). Also by applying Proposition 1 on page 26 of Lifshits [19] we can assume
that the Gaussian process tκG (t, x) is separable. Thus there exists a version of tκG (t, x) that
is bounded and uniformly continuous on T (0).

4 Appendix

4.1 A Gaussian coupling inequality

Einmahl and Mason [7] pointed out in their Fact 2.2 that the Strassen–Dudley theorem (see
Theorem 11.6.2 in Dudley [6]) in combination with a special case of Theorem 1.1 of Zaitsev [28]
(also see the discussion after its statement) yields the following Gaussian coupling. Here |·|N ,
N ≥ 1, denotes the usual Euclidean norm on RN .

Coupling inequality. Let Y1, . . . , Yn be independent mean zero random vectors in RN , N ≥ 1,
such that for some b > 0,

|Yi|N ≤ b, i = 1, . . . , n.

If (Ω, T , P ) is rich enough then for each δ > 0, one can define independent normally distributed
mean zero random vectors Z1, . . . , Zn with Zi and Yi having the same covariance matrix for
i = 1, . . . , n, such that for universal constants C1 > 0 and C2 > 0,

P

{∣∣∣∣∣
n∑
i=1

(Yi − Zi)

∣∣∣∣∣
N

> δ

}
≤ C1N

2 exp

(
−C2δ

N2b

)
. (77)

Remark 7. Actually Einmahl and Mason did not specify the N2 in (77) and they applied a less
precise result given Theorem 1.1 in [29] with N2 replaced by N5/2, however their argument is
equally valid when based upon Theorem 1.1 in [28]. Zaitsev [28] remarks that the assumptions
of Theorem 1.1 of [29] imply those of Theorem 1.1 of [28]. See, in particular, the paragraph
right above Remark 1.1 in [28]. Also see equation (18) in [30].

4.2 Pointwise measurable classes

Definition. A class G of measurable real-valued functions defined on a measurable space (S,S)
is pointwise measurable if there exists a countable subclass G∞ of G such that we can find for
any function f ∈ G a sequence of functions {fm} in G∞ for which limm→∞ fm(x) = f(x) for all
x ∈ S. For more about pointwise measurability see pages 109-110 and Example 2.3.4 of van der
Vaart and Wellner [26], as well as Section 8.2 of Kosorok [11].

We shall show here that the classes of functions F (K, γ), K ≥ 1, of the form (28), where
0 ≤ γ < 1 < T < ∞ are pointwise measurable. Let Q denote the set of rational numbers. For
any K ≥ 1 consider the countable class F∞,K of functions of g ∈ C [0, T ] → {0, 1} indexed by
u, v ∈ [γ, T ] ∩Q∪{γ, T} , y ∈ Q defined by

1 {g (v)−KfH(|v − u|) ≤ y, g ∈ C (K)} ,
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where C (K) is as in (27). Clearly for each (t, x) ∈ T (γ) = [γ, T ] × R we can choose sequences
sm and tm ∈ [γ, T ] ∩ Q∪{γ, T} such that tm ↘ t and sm ↗ t. Also we can select a sequence
ym ∈ Q↘ x. We see that each

1 {g (tm)−KfH(|tm − sm|) ≤ ym, g ∈ C (K)} ∈ F∞,K .

Moreover, if g ∈ C (K), then g (tm) −KfH(|tm − sm|) ≤ g (t) and g (tm) −KfH(|tm − sm|) →
g (t). Thus if g (t) ≤ x and g ∈ C (K) then

1 {g (tm)−KfH(|tm − sm|) ≤ ym, g ∈ C (K)} = 1→ 1 = h
(K)
t,x (g) .

Whereas if g (t) > x then for some δ > 0, g (t) > x+ δ and all large enough m,

g (tm)−KfH(|tm − sm|) > x+ δ/2 and x+ δ/4 > ym.

This says that eventually g (tm)−KfH(|tm − sm|) > ym and thus

1 {g (tm)−KfH(|tm − sm|) ≤ ym, g ∈ C (K)} = 0 = h
(K)
t,x (g) .

Hence F (K, γ) is pointwise measurable with countable subclass F∞,K .

For any κ > 0 and K ≥ 1 let G (κ,K) denote the class of functions g ∈ C [0, T ] → [0, T κ]
indexed by (t, x) ∈ T (0) = [0, T ]× R defined by

tκh
(K)
t,x (g) = tκ1 {g (t) ≤ x, g ∈ C (K)} . (78)

Clearly by a slight modification of the above argument G (κ,K) is pointwise measurable.

4.3 Inequalities for empirical processes

In this subsection G is a pointwise measurable class of measurable real-valued functions defined
on a measurable space (S,S). For any 0 < σ < 1, set

J (σ,G) =

∫
[0,σ]

√
1 + logN[ ](s,G, dP ) ds (79)

and
a (σ,G) = σ

[
1 + logN[ ](σ,G, dP )

]−1/2
. (80)

Lemma 19.34 in van der Vaart [25] gives the following moment bound. (Note the needed “ +1”
in the definition of J(σ,G) and a (σ,G).)

Moment inequality. Let ξ, ξ1, . . . , ξn be i.i.d. and assume that G has a measurable envelope
function G and E

(
g2 (ξ)

)
< σ2 < 1 for every g ∈ G. We have, for a universal constant A′0,

E

∥∥∥∥∥ 1√
n

n∑
i=1

(g(ξi)− Eg(ξi))

∥∥∥∥∥
G

≤ A′0
[
J (σ,G) +

√
n E

(
G (ξ) 1

{
G (ξ) >

√
na(σ,G)

})]
. (81)
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Let ε be a Rademacher variable, i.e. P{ε = 1} = P{ε = −1} = 1/2, and consider independent
Rademacher variables ε1, . . . , εn independent of ξ1, . . . , ξn. From a special case of a well-known
symmetrization lemma, we have for any class of functions G in L1 (P )

1

2
E

∥∥∥∥∥
n∑
i=1

εi (g(ξi)− Eg (ξ))

∥∥∥∥∥
G

≤ E

∥∥∥∥∥
n∑
i=1

(g(ξi)− Eg (ξ))

∥∥∥∥∥
G

≤ 2E

∥∥∥∥∥
n∑
i=1

εig(ξi)

∥∥∥∥∥
G

.

(See Lemma 6.3 of Ledoux and Talagrand [17].) In particular we get

E

∥∥∥∥∥
n∑
i=1

εig(ξi)

∥∥∥∥∥
G

≤ E

∥∥∥∥∥
n∑
i=1

εi (g(ξi)− Eg (ξ))

∥∥∥∥∥
G

+ E

∣∣∣∣∣
n∑
i=1

εi

∣∣∣∣∣ ‖Eg (ξ)‖G

≤ 2E

∥∥∥∥∥
n∑
i=1

(g(ξi)− Eg (ξ))

∥∥∥∥∥
G

+ σ
√
n.

(82)

Thus we readily get from (81) with A0 = 2A′0 + 1 and noting that the integrand of J (σ,G) is
greater than or equal to 1,

E

∥∥∥∥∥ 1√
n

n∑
i=1

εig(Xi)

∥∥∥∥∥
G

≤ A0

[
J (σ,G) +

√
n E

(
G (ξ) 1

{
G (ξ) >

√
n a(σ,G)

})]
. (83)

We shall be using the moment bound (83) in conjunction with the following exponential
inequality due to Talagrand [24]. This maximal version is pointed out by Einmahl and Mason
[8, Inequality A.1 on p.31].

Talagrand inequality. Let G be a pointwise measurable class of measurable real-valued func-
tions defined on a measurable space (S,S) satisfying ||g||∞ ≤M, g ∈ G, for some 0 < M <∞.
Let X,Xn, n ≥ 1, be a sequence of i.i.d. random variables defined on a probability space (Ω,A, P )
and taking values in S, then for all t > 0 we have for suitable finite constants A,A1 > 0,

P

{
max

1≤m≤n
‖
√
mαm‖G ≥ A

(
E
∥∥∥ n∑
i=1

εig(Xi)
∥∥∥
G

+ t

)}
≤ 2 exp

(
− A1t

2

nσ2
G

)
+ 2 exp

(
− A1t

M

)
, (84)

where σ2
G = supg∈G V ar(g(X)).

4.4 Inequalities for Gaussian processes

Let Z be a separable mean zero Gaussian process on a probability space (Ω,A, P ) indexed by a
set T, equipped with a semimetric

ρ (s, t) =

√
E (Z (t)− Z (s))2. (85)

For each ε > 0 let N (ε,T, ρ) denote the minimal number of ρ-balls of radius ε needed to cover
T. Write ‖Z‖T = supt∈T |Zt| and σ2

T (Z) = supt∈TE
(
Z2
t

)
.

According to Dudley [5], the entropy condition∫
[0,1]

√
logN (ε,T, ρ) dε <∞ (86)
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ensures the existence of a separable, bounded, ρ-uniformly continuous modification of Z. The
following moment bound is a version of Corollary 2.2.8 in van der Vaart and Wellner [26]. (Also
see their Problem 2.2.14.)

Gaussian moment inequality. For some universal constant A4 > 0 and all σ > 0 we have

E

(
sup

ρ(s,t)<σ
|Zt − Zs|

)
≤ A4

∫
[0,σ]

√
logN (ε,T, ρ) dε (87)

and for any t0 ∈ T,

E (‖Z‖T) ≤ E |Zt0 |+A4

∫
[0,D]

√
logN (ε,T, ρ) dε, (88)

with
D = sup

s,t∈T
ρ (s, t) (89)

denoting the diameter of T.

Notice that if d is a semimetric on T such that for all s, t ∈ T , d (s, t) ≥ ρ (s, t), then

sup
{s:ρ(s,t)<σ}

|Zt − Zs| ≥ sup
{s: d(s,t)<σ}

|Zt − Zs|

and N (ε,T, d) ≥ N (ε,T, ρ). Thus∫
[0,1]

√
logN (ε,T, d) dε <∞ (90)

implies by the Dudley result the existence of a separable, bounded, d-uniformly continuous
modification of Z. (Here note that ρ-uniformly continuous implies d-uniformly continuous.)
Moreover the moment inequalities in (87) and (88) hold when ρ is replaced by d and in the
definition of D.

In particular, these inequalities hold when Z = G(γ,T ), the Gaussian process defined at
the end of Subsection 2.1, where T = F(γ,T ) and d = dP is as defined in (11), and D =
sup

{
dP (f, g) : f, g ∈ F(γ,T )

}
is the diameter D of T = F(γ,T ).

The following large deviation probability estimate for ‖Z‖T is due to Borell [4]. (Also see
Proposition A.2.1 in [26].) Let M (X) denote the a median of ‖Z‖T, i.e. P {‖Z‖T ≥M (X)} ≥
1/2 and P {‖Z‖T ≤M (X)} ≥ 1/2. We shall assume that M (X) is finite.

Borell’s inequality. For all z > 0,

P {|‖Z‖T − E (‖Z‖T)| > z} ≤ 2 exp

(
− z2

2σ2
T (Z)

)
. (91)

4.4.1 Application of the Landau–Shepp Theorem

We shall be using the following version of the Landau and Shepp [LS] [15] theorem (also see
Satô [22], Theorem 2.5 of Marcus and Shepp [20] and Proposition A.2.3 in [26]):
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Theorem [LS] Let Xt, t ∈ T, be a real valued separable Gaussian process such that w.p. 1,
supt∈T |Xt| < ∞, then for any 0 < β < 1/

(
2σ2
)
, where σ2 = supt∈T V ar (Xt), for all y

sufficiently large

P

{
sup
t∈T
|Xt| > y

}
< exp

(
−βy2

)
. (92)

Recall the definition of L in (4). Since L is finite, w.p. 1, we can apply the Landau and
Shepp theorem to infer that for appropriate constants C > 0 and D > 0, for all t > 0,

P {L > t} ≤ C exp
(
−Dt2

)
. (93)

4.5 Four maximal inequalities

For the following inequalities recall the mean zero Gaussian process G with covariance function
defined in (7). Inequalities 1 and 2 are required for the proof of Proposition 2, and Inequalities
1A and 2A are needed in the proofs of Theorems 1 and 2.

Inequality 1. For all 0 < % <∞ and δ > 0 we have for some constant µ(δ) and all z > 0

P

{
sup

(t,x)∈[0,%]×R
tδ |G (t, x)| > %δ2δµ (δ) + z

}
≤ 2 exp

(
−z

2%−2δ

22δ+1

)
(94)

and for each n ≥ 1 and for tδG(1) (t, x) , . . . , tδG(n) (t, x) i.i.d. tδG (t, x)

P

{
max

1≤m≤n
sup

(t,x)∈[0,%]×R

∣∣∣∣∣ 1√
n

m∑
i=1

tδG(i) (t, x)

∣∣∣∣∣ > %δ2δµ (δ) + z

}
≤ 4 exp

(
−z

2%−2δ

22δ+1

)
. (95)

Proof Define for any integer k ≥ 0,

Tk =
[
2−k, 2−k+1

]
× R.

Theorem 5 in [12] implies that, w.p. 1, for each integer k,

sup {|G (t, x)| : (t, x) ∈ Tk} <∞. (96)

Notice that for any k ≥ 0

sup {|G (t, x)| : (t, x) ∈ Tk}
D
= sup {|G (t, x)| : (t, x) ∈ T0} .

Furthermore (96) and separability of G (t, x) permits us to apply the Landau–Shepp theorem
(see (92)) to get

µ0 := E (sup {|G (t, x)| : (t, x) ∈ T0}) <∞.

Thus for any integer K

E
(

sup
{
tδ |G (t, x)| : (t, x) ∈

[
0, 2−K

]
× R

})
≤ µ0

∞∑
k=K

2−δk = 2−δKµ0/
(

1− 2−δ
)

=: 2−δKµ (δ) .
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This implies that, w.p. 1,

sup
{
tδ |G (t, x)| : (t, x) ∈

[
0, 2−K

]
× R

}
<∞.

Also
sup

{
V ar

(
tδG (t, x)

)
: (t, x) ∈

[
0, 2−K

]
× R

}
≤ 2−2δK .

Applying Borell’s inequality (91) with Z (t, x) = tδG (t, x), T =
[
0, 2−K

]
× R, E (‖Z‖T) ≤

2−δKµ (δ) and σ2
T (Z) ≤ 2−2δK , we get for all z > 0 and integers K

P

{
sup

(t,x)∈[0,2−K ]×R
tδ |G (t, x)| > 2−δKµ (δ) + z

}
≤ 2 exp

(
−z

222δK

2

)
.

Choose any 0 < % <∞ and integer K such that 2−K ≥ % > 2−K−1. We see that

2K+1 > %−1 ≥ 2K ≥ %−1/2.

Hence [0, %]× R ⊂
[
0, 2−K

]
× R. Therefore

P
{

sup
{
tδ |G (t, x)| : (t, x) ∈ [0, %]× R

}
> %δ2δµ (δ) + z

}
≤ P

{
sup

{
tδ |G (t, x)| : (t, x) ∈

[
0, 2−K

]
× R

}
> 2−δKµ (δ) + z

}
≤ 2 exp

(
−z

222δK

2

)
≤ 2 exp

(
−z

2%−2δ

22δ+1

)
.

Inequality (95) follows from Lévy’s inequality (see Proposition A.1.2 in van der Vaart and Wellner
[26]) along with separability of the Gaussian process tδG (t, x) . �

Inequality 1A. For all 0 < γ < 1 < T <∞ we have for some constant µ and all z > 0

P

{
sup

(t,x)∈T (γ)
|G (t, x)| > µ+ z

}
≤ 2 exp

(
−z

2

2

)
(97)

and for each n ≥ 1 and G(1) (t, x) , . . . , G(n) (t, x) i.i.d. G (t, x)

P

{
max

1≤m≤n
sup

((t,x)∈T (γ)

∣∣∣∣∣ 1√
n

m∑
i=1

G(i) (t, x)

∣∣∣∣∣ > µ+ z

}
≤ 4 exp

(
−z

2

2

)
. (98)

Proof Theorem 5 in [12] implies that, w.p. 1,

sup {|G (t, x)| : (t, x) ∈ T (γ)} <∞. (99)

Furthermore (99) permits us to apply the Landau–Shepp theorem to get

µ := E (sup {|G (t, x)| : (t, x) ∈ T (γ)}) <∞.

Also
sup {V ar (G (t, x)) : (t, x) ∈ T (γ)} ≤ 1.
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Applying Borell’s inequality (91) with Z (t, x) = G (t, x), T = T (γ), E (‖Z‖T) = µ and σ2
T (Z) ≤

1, we get for all z > 0

P

{
sup

(t,x)∈T (γ)
|G (t, x)| > µ+ z

}
≤ 2 exp

(
−z

2

2

)
.

Inequality (98) follows from Lévy’s inequality and separability of the Gaussian process G (t, x).
�

In Inequalities 2 and 2A for g ∈ C [0, T ],

ht,x (g) = 1 {g (t) ≤ x, g ∈ C∞} ,

where C∞ is defined as in (10).
Inequality 2. For all 0 < % < T/2 and δ > 0 we have for some E(δ) and for suitable finite
positive constants A,A1 > 0, for all z > 0

P

{
max

1≤m≤n
sup

(t,x)∈[0,%]×R
|
√
mtδαm (ht,x) | >

√
nA
(
E(δ)2δ%δ + z

)}
≤ 2

{
exp

(
−z2A1 (2%)−2δ

)
+ exp

(
−z
√
nA1 (2%)−δ

)}
.

(100)

Note, in particular, Inequality 2 implies that for all λ > 1 there is a d > 1 such that

P
{

sup
{
|tδαn (ht,x) | : (t, x) ∈ [0, %]× R

}
≥ d%δ

√
log n

}
< n−λ. (101)

Proof For any k ≥ 1 and g ∈ C[0, T ], let

gk (t) = 2kHg
(
t2−k

)
, t ∈ [0, T ],

and for any k ≥ 1, t ∈ [0, T ], x ∈ R and g ∈ C[0, T ] set

ht,x,k (g) = ht,x (gk) = 1{gk(t) ≤ x, gk ∈ C∞}.

Clearly w.p. 1

sup
(t,x)∈Tk

∣∣∣∣∣
n∑
i=1

εiht,x(Bi)

∣∣∣∣∣ = sup
(t,x)∈T0

∣∣∣∣∣
n∑
i=1

εiht,x,k(Bi)

∣∣∣∣∣ .
Moreover, since

{Bj}j≥1
D
=
{

2kHBj

(
·/2k

)}
j≥1

,

we see that

sup
(t,x)∈Tk

∣∣∣∣∣
n∑
i=1

εiht,x,k(Bi)

∣∣∣∣∣ D
= sup

(t,x)∈T0

∣∣∣∣∣
n∑
i=1

εiht,x(Bi)

∣∣∣∣∣
and thus

E sup
(t,x)∈Tk

∣∣∣∣∣
n∑
i=1

εiht,x(Bi)

∣∣∣∣∣ = E sup
(t,x)∈T0

∣∣∣∣∣
n∑
i=1

εiht,x(Bi)

∣∣∣∣∣ . (102)
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We readily see by inequality (82)

E sup
(t,x)∈T0

∣∣∣∣∣
n∑
i=1

εiht,x(Bi)

∣∣∣∣∣ ≤ 2
√
nE ‖vn‖T0 +

√
n,

which by (9) is ≤ 2 (M (1, 2, H) + 1)
√
n =: E0

√
n. Thus

E sup
(t,x)∈T0

∣∣∣∣∣
n∑
i=1

εiht,x(Bi)

∣∣∣∣∣ ≤ E0

√
n. (103)

Next, for all δ > 0 with K an integer such that 2−K ≥ % > 2−K−1

E sup

{∣∣∣∣∣tδ
n∑
i=1

εiht,x(Bi)

∣∣∣∣∣ : 0 ≤ t ≤ 2−K , x ∈ R

}
is by (102) and (103)

≤
∞∑
k=K

2−kδE sup
(t,x)∈Tk

∣∣∣∣∣
n∑
i=1

εiht,x(Bi)

∣∣∣∣∣ ≤ E (δ) 2−Kδ
√
n , (104)

where E (δ) = E0/
(
1− 2−δ

)
.

Let
H (δ,K) =

{
tδht,x : (t, x) ∈

[
0, 2−K

]
× R

}
.

From (104) we get

E sup

{∣∣∣∣∣
n∑
i=1

εig(Bi)

∣∣∣∣∣ : g ∈ H (δ,K)

}
≤ E (δ) 2−Kδ

√
n . (105)

Also observe that each g ∈ H (δ,K) satisfies |g| ≤ 2−Kδ. Applying Talagrand’s inequality (84)
with M = 2−Kδ, σ2

H(δ,K) = 2−2Kδ and the bound (105), we get that for any δ > 0 we have for
suitable finite positive constants A,A1 > 0, for all z > 0

P

{
max

1≤m≤n
||
√
mαm||H(δ,K) ≥

√
nA(E (δ) 2−Kδ + z)

}
≤ 2(exp(−z2A122Kδ) + exp(−z

√
nA12Kδ)).

(106)

Inequality (100) follows from inequality (106). To see this choose any 0 < % < T/2 and
integer K such that 2−K ≥ % > 2−K−1. We see that

2K+1 > %−1 ≥ 2K ≥ %−1/2.

Hence
{
tδht,x : (t, x) ∈ [0, %]× R

}
⊂ H (δ,K), and

P

{
max

1≤m≤n
sup

(t,x)∈[0,%]×R
|
√
mtδαm (ht,x) | ≥

√
nA(E (δ) 2δ%δ + z)

}

≤ P
{

max
1≤m≤n

||
√
mαm||H(δ,K) ≥

√
nA(E (δ) 2−Kδ + z)

}
≤ 2(exp(−z2A122Kδ) + exp(−z

√
nA12Kδ))

≤ 2
{

exp
(
−z2A1(2%)−2δ

)
+ exp

(
−z
√
nA1(2%)−δ

)}
.
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Inequality 2A. For all 0 < γ < 1 < T <∞, we have for some some L(γ, T ) and all z > 0 for
suitable finite positive constants A,A1 > 0, for all z > 0

P

{
max

1≤m≤n
sup

(t,x)∈T (γ)
|
√
mαm (ht,x) | ≥

√
nA (L(γ, T ) + z)

}
≤ 2

{
exp

(
−z2A1

)
+ exp

(
−z
√
nA1

)}
.

(107)

Proof We see by inequality (82)

E sup
(t,x)∈T (γ)

∣∣∣∣∣
n∑
i=1

εiht,x(Bi)

∣∣∣∣∣ ≤ 2
√
nE ‖vn‖T (γ) +

√
n,

which by (9) is ≤ 2 (M (γ, T,H) + 1)
√
n =: L(γ, T )

√
n. Thus

E sup
(t,x)∈T (γ)

∣∣∣∣∣
n∑
i=1

εiht,x(Bi)

∣∣∣∣∣ ≤ L(γ, T )
√
n. (108)

Applying Talagrand’s inequality (84) with M = 1, σ2
F(γ,T )

= 1 and the bound (108), give (107).

�

Remark 8. Actually, to apply Talagrand’s inequality in the proofs of Inequalities 2 and 2A, as
it is stated in (84), the classes of functions H (δ,K) and F(γ,T ) should be pointwise measurable.
Here we shall discuss how to take care of this detail in the proof of Inequality 2. A similar
discussion works for the proof of Inequality 2A.

For any k ≥ 1 let

H (δ,K, k) = {g1 {g ∈ C (k)} : g ∈ H (δ,K)} ,

where C (k) is defined as in (27). The class H (δ,K, k) is pointwise measurable. Applying
Talagrand’s inequality we get with M = 2−Kδ and σ2

H(δ,K,k) = 2−2Kδ

P

{
max

1≤m≤n
||
√
mαm||H(δ,K,k) ≥ A

(
E

∥∥∥∥ n∑
i=1

εig(Bi)

∥∥∥∥
H(δ,K,k)

+ t

)}

≤ 2 exp

(
−22KδA1t

2

n

)
+ 2 exp

(
−2KδA1t

)
.

Obviously by the Wang [27] result (26), w.p. 1, B ∈ ∪∞k=1C (k). Therefore, w.p. 1, for any
n ≥ 1, B1, . . . , Bn, i.i.d. B there exists a k ≥ 1 such that uniformly in (t, x) ∈ [0, %] × R,

h
(k)
t,x (Bi) = ht,x (Bi) and tδh

(k)
t,x (Bi) = tδht,x (Bi), for i = 1, . . . , n. This says that, w.p. 1, for

any n ≥ 1, there exists a k ≥ 1, such that uniformly in (t, x) ∈ [0, %]× R

1√
n

n∑
i=1

tδht,x (Bi) 1 {Bi /∈ C (k)} = 0.

Furthermore

sup
(t,x)∈[0,%]×R

1√
n

n∑
i=1

tδEht,x (Bi) 1 {Bi /∈ C (k)} ≤
√
n%δP {B /∈ C (k)} ,
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which converges to zero for each fixed n ≥ 1, as k →∞. By passing to the limit, as k →∞, we
get for any δ > 0 and t > 0

P

 max
1≤m≤n

||
√
mαm||H(δ,K) ≥ A

E ∥∥∥∥∥
n∑
i=1

εig(Bi)

∥∥∥∥∥
H(δ,K)

+ t


≤ 2 exp

(
−22KδA1t

2

n

)
+ 2 exp

(
−2KδA1t

)
.

Similarly one can argue the validity of the Talagrand inequality using the index class F(γ,T ).
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