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Abstract

The working package AP 5.1.3 deals with descriptions of security requirements on the modeling
level of UML statecharts as well as with automatic checking of UML statecharts against such
descriptions. We use textual annotations to introduce information-flow constraints in UML stat-
echarts. The constraints concern mainly authentication, declassification, and sanitization errors.
The annotations are automatically loaded by information-flow checkers that check whether the
imposed constraints hold or not. For the purpose of checking, the UML statecharts are trans-
formed into C source code, and errors traces are presented as UML sequence diagrams. Together
with the checkers, we developed an annotation language editor, a UML statechart editor and a
source code generator. All the implementation uses Eclipse Modeling Framework. The ex-
perimental results show that this approach is effective and could potentially be further applied
to other types of UML models and to programming languages other than C in order to detect
different types of vulnerabilities.
Our results use and build upon SIBASE working packages 5.1.2, 5.1.4 and 5.2.1.
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1 Introduction
The US National Vulnerability Database (NVD) [68] lists 6626 common vulnerabilities and
exposures in the last 12 months from which 682 (10.3%) are information leaks caused by in-
appropriate handling of information flow in software applications. Inappropriate handling of
information flow can cause a wide range of problems such as information flow leakages/disclo-
sure, weird program behavior and weaker cryptographic algorithm encryption, to name just a
few.
These types of vulnerabilities are introduced during design, architecture or coding phase and can
be potentially exploited if not discovered early. Information flow vulnerabilities in UML models
and code are introduced by software designers or programmers who are sometimes “blind” with
respect to the fact that they are trained to focus point-wise (one code line and one data flow at a
time). For this reason appropriate techniques and tools can be of great help.
Information flow vulnerabilities are hard to detect because static code analysis techniques need
previous knowledge about what should be considered a security issue. Code annotations which
are added mainly during software development [13] can be used to provide such additional
knowledge. However, code annotations can increase the number of source code lines by 10% [49].
In order to detect information flow vulnerabilities software artifacts have to be annotated with
annotations attached to public data, private data and to system trust boundaries. Next, anno-
tated artifacts have to be made tractable by tools which use information propagation techniques
in order to detect information flow violations.
The detection of information flow vulnerabilities in code and UML statecharts is challenging
and not well addressed. Foremost, there is no common annotation language for annotating UML
statecharts and source code with information flow security constraints such that vulnerabilities
can be detected also when code is not available. Second, there are no automated checking tools
which can reuse the annotated constraints in early stages of software development to check for
information flow vulnerabilities. We think that it is important to specify security constraints as
early as possible in order to avoid later costly repairs or exploitable vulnerabilities.
In this paper, we address this open problem by providing:

• an extension of a light-weight security annotation language,

• an editors used to edit UML statecharts,

• an editor used to edit source code files and

• information flow checkers.

The checkers can automatically load and use code annotations in order to detect explicit and
implicit information flow [19] vulnerabilities based on Extended Static Checking (ESC) [20] in
UML statecharts and C code. In summary, our main contributions are:

• The extension of our annotation language with new annotation language tags.

12



Chapter 1. Introduction

• An UML statechart editor used to create and annotate UML statechart models.

• A source code generator used to generate C source code from UML statechart models.

• A source code editor used to further refine generated source code (if needed).

• Three static code analysis checkers used to detect declassification, authentication and san-
itization bugs in UML statecharts.

The rest of this paper is organized as follows: § 2 presents background knowledge needed to
understand the rest of this paper, § 3 presents challenges, ideas and our annotation language
tags set, § 4 briefly presents our implementation, § 5 highlights experiments performed with our
tools, § 6 presents related work, and § 7 concludes by showing future steps.

13



2 Background
This chapter presents the basics of user input sanitization in § 2.1, declassification of confidential
information in § 2.2, authentication of user access in § 2.3, information flow vulnerabilities in
§ 2.5, which includes detecting of information flow errors during design phase in § 2.5.1 and
detecting of information flow errors during coding in § 2.5.2.

2.1 Sanitization of User Input
Sanitization is the process of removing sensitive information from a document or other message
or sometimes encrypting messages, so that the document may be distributed to a broader audi-
ence [78]. Sanitization ensures that user input can be safely used in internal program operations
such as, e.g., SQL queries. For example, a web application not employing sanitization could be
attacked by feeding them with untypical input which will become part of a sensitive operation
inside the web application such that this operation will have a malicious effect different from
the originally intended one.
According to [95], three of the top five most common web-site attacks are SQL injection, cross-
site scripting (XSS) and remote file inclusion (RFI). The root cause of the three attacks is com-
mon: the lack of input sanitization. Each of the three exploits is leveraged by input sent to a web
server by an end user. When the end user acts legitimately, the data he/she sends is related to
his/her interaction with the web-site. But when the end user acts as attacker, he/she exploits this
mechanism by sending the input that is deliberately constructed to escape the legitimate context
and carry out unauthorized actions.
On the one hand, sanitization is needed for data from less-trusted domain before a transfer to
a component in another, more-trusted domain [55]. Especially data based on user input has to
be cleaned in order to prevent an attacker exploiting a security hole. On the other hand, input
sanitization is not a panacea: it can give a false sense of security to the web server owners
since input sanitization prevents just one of many sources of vulnerabilities. E.g., sanitizing just
the input does not prevent leaking sensitive information through the output and other types of
attacks.
Overall, properly applied sanitization enjoys the following properties (cf. [54, 102]): (i) it re-
moves malicious elements from the input, (ii) parameters and global variables which must be
sanitized before calling useful functions are identified, (iii) for the correct functioning of the
application it is acceptable to modify the input (in case it is believed to be malicious) by passing
the untrusted user data through a trusted sanitization function, (iv) any user input data flows
through a sanitization function before going into a SQL query, (v) output data is also cleansed
to avoid leaks of confidential information, (vi) on the code level, most control flow paths that
go from a source to a sink pass through a sanitizer, (vii) developers typically define a small
number of well-thought sanitization functions in libraries, calling them on need. Summarizing,
well-thought sanitization is the one of the simple and effective means of preventing attacks on
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Chapter 2. Background

web applications.

2.2 Declassification of Confidential Information
Declassification of information deals with lowering the security classification of selected infor-
mation such that it becomes secure to further expose this information to a third party. Sabelfeld
et al. [76] identify four different dimensions of declassification: (i) what is declassified, (ii) who
is able to declassify, (iii) where the declassification occurs, and (iv) when the declassification
takes place. According to [76], the what and when dimensions can be formalized relatively
straightforwardly. The what dimension abstracts the black-box, input/output view of the system.
As opposed to it, the when dimension concerns a white-box, internal view of the system: it
requires some notion of time in the semantics. The who dimension is formalized by attaching
ownership information to data. The where dimension reduces to formalizing so-called intran-
sitive noninterference, constrained noninterference, non-interference modulo trusted functions,
etc.
Also others characterized declassification using these four dimensions: (i) what information is
released [15, 16, 30, 42], (ii) who releases information [14, 65, 66], (iii) where in the system
information is released [37], and (iv) when information can be released [31].
Myers et al. [67] introduced a type system for information flow for an imperative programming
language Jif equipped with a compiler. They describe an execution platform which ensures that
the types get preserved across applications running on the platform. In the context of confiden-
tiality, their information-flow model permits specifying, roughly speaking, a hierarchy of prin-
cipals, who can own the data or read the data, and information-flow constraints as types. These
constraints represent, somewhat simplifying, a relation denoting which principal can read which
variable at which control flow point. The principals may declassify data they (fully or partially)
own in a fine-grained way. Jif allows the coders to specify the aforementioned constraints; the
compiler checks that the program’s transition relation does not violate the constraints and that
the principals do not declassify more than they have the right to. In effect, type checking ensures
that confidential data is distributed only to the specified readers up to correct declassification.

2.3 Authentication of User Access
Authentication deals with confirming the identity of the users who try to access a certain system.
In order for a user to get access to a resource, the user must first prove that he/she is who he/she
claims to be. This is typically handled by passing a key with each request (often called an access
token; it is ordinarily generated after the user provides his/her id and the password) [21].
In order to clarify the difference between authentication, authorization and accounting we pro-
vide their definitions:
Authentication: confirming that a user is who he/she is claiming to be [3],
Authorization: determining whether the user has the rights to perform certain actions or access

a service [4], and
Accounting: measuring the resources consumed by a user during access, potentially followed

by billing [89].
Arce et al. [2] propose a process on how to avoid the top ten software security flaws. They pro-
vide a list of rules to follow. For us, the most relevant rule is “authorize after your authenticate”.

15



Chapter 2. Background

2.4 Static Code Analysis
Static program-analysis is used to mechanically examine computer programs without actually
running them. On the contrary, the analysis performed on running programs is known as dy-
namic analysis. Usually, the static program-analysis is performed on the source code, slightly
less often on the object code, even less often on executable binaries.
Analyzing the program both statically and dynamically is sometimes referred to as glass-box
testing [85]. One of the main advantages of the static code-analysis is high path coverage and
that it can reveal errors before they manifest. Static program-analysis has its advantages and
limitations [40]. One advantage is that if the code is formally proven correct (and if the proof is
correct), then the code need not be tested for the proven properties.

2.5 Information Flow Vulnerabilities
Information flow can be classified as explicit (information flow that arises explicitly, due to
e.g., assignment statements) and implicit (flow that arises implicitly, e.g., due to conditional
statements) [51]. Information flow vulnerabilities arise when information which is considered
confidential is leaked outside a system.
A software system is considered secure with respect to confidentiality if it enforces the con-
fidential policies of its users [74]. The analysis which checks if a system can be considered
confidential needs to ensure that there is no data flow which violates one of the previously
enforced security policies. A firmly secured system can be obtained by precisely expressing
confidentiality policies and translating them into mechanisms that enforce these policies.
On the one hand, confidentiality requires that data flows from private to public variables should
be restricted [99]. On the other hand, integrity requires that flows to private variables should
be restricted. Automating these requirements demands that each program variable is labeled
by a certain security level. The security levels can vary. The basic model comprises only two
distinct levels: L for (Low, public) and H for (High, private). These two labels mean publicly
observable information and secret/private information, respectively.

2.5.1 Vulnerabilities Detection During Design
Figure 2.1 depicts the general software development life-cycle used to build software.

Requirements 
Analysis TestingImplementationDesign

2
Operation and 
Maintenance

1 3 4 5

Figure 2.1: Software development life-cycle.

This representation provides a guideline on how to develop software in general and consists of:

① requirements gathering and analysis,

② design and modeling,

③ implementation or coding,
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Chapter 2. Background

④ testing and

⑤ operation and maintenance.

(Typically, ⑤ is followed by ① for a new product or a new product version resulting from
requirements which changed in the meantime—hence the name “cycle”.)
Figure 2.2 depicts an example of a software bug which can be addressed during design phase
by adding a call to a function from one of the following classes: authentication, sanitization or
declassification.

foo_a1()

foo_a3()

foo_a2()

Sanitization,
Declassification

or Authentication
Function

foo_b1()

foo_b3()

Missing
Sanitization, 

Declassification
or Authentication 

Function

BA

Figure 2.2: Information flow errors during design.

In this treatise we present a method used to detect information flow vulnerabilities during phase
②. Missing function calls to sanitization, declassification or authentication functions are typi-
cal causes of security-related vulnerabilities. Figure 2.2 depicts two scenarios (Ⓐ andⒷ): the
right one with a bug, and the left one without a bug. The left-hand side (scenarioⒶ) function
foo_a2() employs one of the sanitization, declassification or authentication functions before call-
ing foo_a3(), whereas in the right-hand side (scenarioⒷ) the data does not flow first through the
previously mentioned functions before calling function foo_b3(). The bug, which is a missing
call to one of the previously mentioned functions, is indicated as ⊗ in Figure 2.2.
This bug can be avoided during the design phase by carefully modeling the data flow with an
UML statechart diagram, for example. We achieve this by adding data flow annotations/asser-
tions to the diagrams which are checked automatically later.

2.5.2 Vulnerabilities Detection During Coding
Information-flow vulnerabilities can be detected during the coding phase as well. Next, we
present how an information flow error can be detected in source code.
Figure 2.3 depicts two information flows ( S1 and S2 ) according to the lattice model for secure
information flow described by Denning [19].
Figure 2.3 depicts two software sub-systems, System 1, S1 and System 2, S2 containing two
data flows which do not interact with each other. Each of the data flows in the two systems starts
at the top of the S1 and S2 sub-systems by first declaring variables a and b, respectively, and
assigning some input data to them. This piece of data goes through a security-related function
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variable a;

foo_s1(); // sink 

Sanitization, 
Declassification, 
Authentication or 

Function

S1

// source

// leave S1 

H

H

L

L

variable b;

foo_s2(); // sink 

Missing 
Sanitization,

Declassification or 
Authentication 

Function

S2

// source

// leave S2 

H

H

H

Figure 2.3: Information flow errors during coding.

in S1 and is processed then by foo_s1(), after which the result of processing is output. In S2 ,
no security is ensured before the data is processed by foo_s2(). After foo_s1() and foo_s2(), the
data leaves the system at “// leave S1” and “// leave S2”, respectively.
Note that a source is any function or programming language statement which provides private
(confidential) information through a system boundary. A sink can be a function call or any other
programming language statement which exposes private information to the outside of the system
through a system boundary. A system boundary can be a statement, function call, class, package
or module. The exact definition of the three concepts depends on the project.
System 1 is depicted in the left hand side of Figure 2.3 containing the flow from the source
(// source) to the sink; leaving the system is indicated with “// leave S1” at the bottom of this
information flow. Consider the case that the variable a is assigned confidential data from the
source and that the variable a is tagged with label H (High, confidential). This simply means that
variable a introduces confidential information into the System 1. The dashed arrows represent
the passing of the confidentiality label (which is H or L here) between the program statements.
The data is passed through an authentication, declassification or sanitization function, whose
output is no more considered confidential. When data from a variable labeled with L is about
to leave System 1, it is compliant with our security requirements, because only non-confidential
values are allowed to leave the system.
System 2 is depicted in right hand side of Figure 2.3 containing a data flow similar to the data
flow depicted in System 1. We observe that data leaves S2 without its label being lowered from
H to L; thus there is an information flow bug. One possible position of this bug in the code is
indicated with ⊗ in Figure 2.3. Here, the bug is caused by data (originally obtained via a variable
b) which left System 2 but was not previously passed through a sanitization, declassification or
authentication function.
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3 Annotation Language Challenges
This chapter presents challenges and ideas needed in order to develop our system in § 3.1, the
annotation language tags of our annotation language in § 3.2, and the annotation language exten-
sion process § 3.3 used to add or refine the grammar of our annotation language. The last step is
essential since the grammar of our annotation language can not be debugged as usual programs.
make

3.1 Challenges and Ideas
We briefly list the main challenges of our approach in order to give an overall picture of the used
technologies how these can be used together. The main challenge of our approach is to develop
a new system based on Eclipse xText [29], Eclipse xTend [28], YAKINDU SCT [1] and the
static analysis engine Smtcodan [63].
These tools need to be used in order to create two editors (one source code editor and one UML
state chart editor), a C source code generator, and three information flow checkers.
Next we will describe what xText, xTend and YAKINDU SCT are and how these work.

3.1.1 xText
XText is a framework for development of programming languages and domain specific lan-
guages. According to [29], it covers all aspects of a complete language infrastructure. List-
ing 3.1 depicts an example of xText code.

Listing 3.1: xText code example.

grammar org.xtext.example.mydsl.MyDsl with
org.eclipse.xtext.common.Terminals
generate myDsl "http://www.xtext.org/example/mydsl/MyDsl"
Model:
messages+=Message*; //messages containing list of messages
Message:
'Hello' name=ID '!'; // After Hello one can add anything and then

'!' symbol.

XText provides several DSLs used to describe different aspects of a programming language. The
xText-based implementations are running on top of Java JVM. The compiler components are
not dependent on Eclipse OSGi. They include:

• a parser,
• the type-safe abstract syntax tree (AST),
• a serializer,
• a code formatter,
• a linking and scoping framework,
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Chapter 3. Annotation Language Challenges

• compiler checks,
• static analysis validation,
• a code generator and
• an interpreter.

These runtime components integrate with and are based on the Eclipse Modeling Framework
(EMF), which effectively allows user to use xText together with other EMF frameworks such as
the Graphical Modeling Project GMF.
We want to use an xText-based grammar in order to parse the whole C/C++ language in order
to obtain the ECore model (a one-to-one mapping from xText grammar to the ECore grammar
representation) that can be reused for integrating the policy language into an UML statechart
editor.
For C source code generation we want to use xTend, ANTLR and .mwe2 files. To parse other
programming languages as well our annotation language a parser can be used. The desired
results are an extensible policy language and a highly reusable source code implementation as
well as a C source code generator that can easily be used for annotating models and source files.

3.1.2 xTend
The source code written in the statically-typed programming language xTend can be easily con-
verted into Java code. XTend is based on Java but has many improvements such as:

• extension methods,
• lambda expressions,
• active annotations,
• operator overloading,
• powerful switch expressions,
• multiple dispatch and
• template expressions.

XTend has zero interoperability issues with Java: everything users write interacts with Java
exactly as expected.
XTend can seamlessly interact with Java code. The developers of xTend claim that their pro-
gramming language is much more concise and readable. At the same time they mention that the
library which xTend provides can easily interact with the Java JDK.

3.1.3 Type Inference
Java has a limitation w.r.t. type inference: the user is forced to write a lot of type signatures. For
this reason static typing is disliked. XTend is statically typed just as Java, but by using xTend
users have to rarely write types because these can be deduced from the context. The type of a
name and the return types of methods can be inferred from the context. Classes and methods
are public by default and fields are private.
The challenge w.r.t. type inference is that we want to make useful user editing suggestions when
editing source code files of UML state charts. For this reason the type inference capabilities
offered by xTend where used.
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3.1.4 Yakindu SCT
YAKINDU Statechart Tools (SCT) is an open-source tool which uses the concept of state ma-
chines for specification and development of reactive, event-driven systems. It contains a graph-
ical user interface (GUI) for editing statecharts. It provides validation, code generation and
simulation capabilities. The main features are: support for code generation (C/C++ and Java), a
simulation engine used to execute models, state machines can be syntactically and semantically
validated, and integration of graphical and textual modeling.

3.2 Language Tags

Annotation Type Annotation Tag Description
@function sink uses information

source source provides information
authentication responsible for authenticate information
declassification declassifies information

sanitization sanitizes information
trust_boundary trust_boundary is a trust boundary

@parameter authenticated H/L authenticated with High/Low tags
declassified H/L declassified-High/Low tags
sanitized H/L sanitized with High/Low tags

@variable confidential H/L confidential with High/Low tags
source H/L source with High/Low tags

@preStep preStep previous function call name
@postStep postStep next function call name

Table 3.1: Security language annotation tags.

Table 3.1 depicts the new tags which were added to the annotation language [64]. Table 3.1
depicts the annotation language target types and the annotation tags which can be used in com-
bination with the tags: @function, @parameter, @variable, @preStep and @postStep.
These can be used to annotate the function parameter with authenticated, declassified or sani-
tized having H or L. The tag @variable is used to annotate the variable of C/C++ code with
confidential; H or L are used to tag public and private variables. The tag @variable can be used
only inside single-line annotations whereas @parameter is used only in multi-line annotations.
The tags are defined and implemented iteratively based on the work flow presented in Figure 3.1
and by using the xText language definition grammar.
For detecting authentication, declassification and sanitization errors new function tags are in-
cluded such as authentication, declassification and sanitization. Also, for parameters new tag
types are included such as authenticated, declassified and sanitized. These parameter can be
also appended with H (High) or L (Low) tags. High means that the parameter is confidential or
secured and low means that the parameter is not secured.
The tag @preStep is used to annotate the previous expected function call name and the tag
@postStep is used to annotate the next expected function call name. These tags can be used in
a chain of function calls for example.
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3.3 Language Extension Process
We implemented the new annotation language tags based on xText. XText can be used to gener-
ate different components. The generated components are: the parser, the serializer, the inferred
ECore model, and classes for content assist.
The generator contributes to the Guice modules, plugin.xml and Manifest.mf files. XText gener-
ator uses a special DSL called MWE2. This file is used to configure the code generator. MWE2
is used to create object graphs in a declarative and condensed way. Next, Java classes are in-
stantiated, getter and setter methods are used to make the configuration.

Listing 3.2: Single-line and multi-line comment rules defined in xText.

/** @SL_COMMENT :all strings which follow // | || | } will be a
single-line comment */

terminal SL_COMMENT : '//'!('@') !('\n'|'\r')* ('\n'|'\r')*
// '}' can be used optionally to skip method bodies during parsing
// together with multi-line line {} comment
// | '}' !('\n'|'\r')* ('\n'|'\r')*
;
/** @ML_COMMENT :@/* multi-line comment excluding @ from inside
* :{} multi line comment */
terminal ML_COMMENT : '/*' !('@') -> !('@')'*/' !('\n'|'\r')*

('\n'|'\r')*
// '{' -> '}' can be used optionally to skip method bodies
// | '{' -> '}' ('\n'|'\r')?
;

Listing 3.2 depicts the ML_COMMENT (multi-line) and SL_COMMENT (single-line) grammar
rules, which were used to add single and multi-line comments to our annotation language. The
new annotation language tags were added to the annotation language presented in AP 5.1.2 [62].

Edit .xtext File

Start Editor
Generate mwe2 
Code Artifacts

Generate xText
Code Artifacts

2
Reuse Parser and

 Lexer Code

1

3 4

5

Add Annotations
 using editor

6

Figure 3.1: Annotation language design process.

Figure 3.1 depicts the process used in order to implement our annotation language. The process
is comprised of the following steps:
① The .xtext file containing the language grammar is edited with new grammar components.
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② The grammar file is compiled and software artifacts are generated.
③ After editing the .mwe2 file it is compiled; the result of compilation is: a parser, a lexer

and class bindings between these the lexer, parser and the grammar ECore model.
④ The editor will be started. This reuses the previously generated code artifacts.
⑤ The generated parser, lexer and the bindings will be reused inside our static analysis engine

and in our source file editor.
⑥ After the new lexer, parser and ECore model were generated we can edit the UML state-

chart or the source code file with the new annotation language features which were just
added.
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4 Implementation
This chapter presents the implementation details concerning

• the system architecture of our system in § 4.1,
• our annotation language grammar in § 4.2,
• the inference rules used inside our checkers in § 4.3,
• our UML statechart editor in § 4.4,
• our source code editor in § 4.5,
• our C code generator in § 4.6,
• our three static analysis checkers which are used to detecting information flow bugs in

§,4.7, and
• how a buggy program path can be viewed as an UML sequence diagram in § 4.8.

4.1 System Architecture
Figure 4.1 depicts the work-flow for using our approach.

UML Statechart 
Editor

View Buggy Program
 Path as UML Sequence

 Diagram

Static Analysis 
Engine + Checkers

C Code 
Generator

21 3 4

Figure 4.1: System overview

First, for annotating UML statecharts, we developed an UML statechart editor, shown as① in
Figure 4.1. For handling UML statecharts the open source framework Yakindu SCT has been
chosen. The goal is to model C/C++ source code into UML statecharts. In this way bugs can be
detected during software design phase. Inside the Yakindu SCT editor the annotation language
grammar has also been included using xText. The user can easily annotate UML statecharts in
order to detect the information flow vulnerabilities.
Second, the C code generator has been developed inside the Yakindu SCT editor using xTend.
The C code generator is represented as ② in Figure 4.1. After modeling the C code files in
Yakindu SCT editor, the user can generate the code using the C code generator. The generator
can (for now) generate two types of files. One C source file having the .c extension and another
C header file having the .h extension. Inside those files the previously added annotations will be
included when code is generated. These annotations will be used afterwards in order to detect
information flow errors. There is an option to further annotate the generated code. For this
purpose we developed a source code editor. The source code editor can be used for source code
editing; this editor is based on xText. The source code editor is not depicted the Figure 4.1
but can be used after step② to annotate C/C++ source code and header files. This editor has
been developed as an Eclipse plug-in. The plug-in has to be available (previously copied in
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the corresponding folder) in Eclipse such that then user can easily annotate C/C++ source code
files and header files. The annotation suggestions are displayed by pressing the combination
Ctrl+Space on the keyboard.
Third, we used our static analysis engine, Smtcodan, inside the three checkers (under ③ in
Figure 4.1) we developed. The first checker is used for detecting authentication errors, the
second one for detecting declassification errors and the third one for detecting sanitization errors.
Finally, for an improved viewing of a buggy program path a UML sequence diagram generator
has been developed. It is shown as ④ in Figure 4.1. The goal of developing a better visual
representation is to help the user to speed up finding the location of a bug in the generated
source code.

4.2 Language Grammar
Figure 4.2 depicts the grammar of our annotation language in Extended Backus Naur Form
(EBNF) (see [64] for mode details).

Ann_Lang ∶∶= HeaderModel*;
H_Model ∶∶= S_L_Anno; ;single-line comment rule

| M_L_Anno; ;multi-line comment rule
| Func_Ann; ;function declaration rule
| Attr_Def ; ;variable declaration rule

S_L_Anno ∶∶= ”//@ @function ”, Func_Type, [H | L];
| ”//@ @parameter ”, p_Name, Sec_Type, Var_Type, [H | L];
| ”//@ @variable ”, v_Name, Sec_Type, [H | L];
| ”//@ @preStep ”, pr_s_Name, [H | L];
| ”//@ @postStep ”, po_s_Name, [H | L];

M_L_Anno ∶∶= [”/*@ ”], [”* ”], Func_Ann, (” @*/”)
| (”*”), [” ”]*, (”@*/”);

Func_Ann ∶∶= ”@function ”, Func_Type, [H | L];
| ”@parameter ”, p_Name, Sec_Type, Var_Type, [H | L];
| ”@preStep ”, pr_s_Name, [H | L];
| ”@postStep ”, po_s_Name, [H | L];

Func_Type ∶∶= authentication;
| declassification;
| sanitization;
| sink;
| source;
| trust_boundary;

Sec_Type ∶∶= confidential;
| source;

Var_Type ∶∶= authenticated;
| declassified;
| sanitized;

Figure 4.2: Light-weight annotation language grammar.
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The following type face conventions have been used: an italic font for non-terminals and a bold
typewriter font for literal terminals including keywords. We included all our main grammar rules
under H_Model. The rule for H_Model contains rules for S_L_Anno, M_L_Anno, Func_Ann
and Attr_Def. The annotation language grammar has two grammar rules for S_L_Anno and
M_L_Anno used for defining security annotations. The rule for S_L_Anno defines single-line
annotations; the rule for M_L_Anno defines multi-line annotations. Usually multi-line rule an-
notations are required for annotating C/C++ function declarations. The nonterminal Func_Ann
corresponds to annotations of C or C++ function declarations. The nonterminal Attr_Def corre-
sponds to declarations of variables within the annotation language. (A rule generating Attr_Def
has been slightly refactored since its introduction in [62]. The details of the rule are too low-
level; we are not going to mention them here.) The nonterminal Var_Type corresponds to anno-
tating the variable type. This can be either authenticated, declassified or sanitized. The rule for
Sec_Type is used to annotate the security type of a variable. The rule for Func_Type is used to set
the type of a function. A function can be tagged as authentication, declassification, sanitization,
source or sink.

4.3 Inference Rules
The aim of the used inference rules is to define a policy whose goal is to prevent the information
flow from H (high security level, private) variables to L (low security level, public) variables
across trust boundaries. The inference rules are implemented inside our static analysis engine
(which, by the way, can handle pointers). Considering the following C if statement:

if 𝑎(L) ≤ 𝑏(H) then … else … ,

where the label L is attached to the variable 𝑎 and the label H is attached to the variable 𝑏. There
could be implicit (the variables inside the then or else branch do not depend on the values of a or
b) and explicit (the variables inside the then or else branch depend on the values of a or b) flows
between variables contained in the then or else as follows: L to L, H to H, L to H and H to L. If
a variable labeled H is used afterwards inside a trust boundary then a information flow leakages
should be reported and a bug report should be created. This situation marks a forbidden flow
which we want to detect.

Ⓐ (data types) 𝜏 ∶∶= H | L | PreStep | PostStep
Ⓑ (phrase types) 𝜌 ∶∶= 𝜏 | 𝜏 var | 𝜏 cmd

Figure 4.3: Secure typing system.

Figure 4.3 depicts the typing system on which our information flow inference rules, depicted in
Figure 4.4, are based on. In the rowⒶ of Figure 4.3, we define the following data types: H and L
are used to attach private and public labels to program variables (High/private and Low/public)
and PreStep and PostStep are used to attach function call ordering labels to previous and post
function calls. The rowⒷ of Figure 4.3 presents three types of phrases on which our inference
rules are based.
Figure 4.4 depicts secure information flow inference rules which are based on the Denning [19]
lattice model and Volpano et al. [92].
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✓⓪ (INT) 𝛾 ⊢ 𝑛 ∶ L ▷ L is attached to an integer value

✓① (VAR) 𝛾 ⊢ 𝑥 : H var if 𝛾(𝑥) = H var ▷ H is attached to a variable

✓② (R-VAL)
𝛾 ⊢ 𝑒 ∶ H var

𝛾 ⊢ 𝑒 ∶ H
▷ H is passed during a return statement

✓③ (F-CALL-P)
𝛾 ⊢ 𝑒 ∶ 𝜏 (H)
𝛾 ⊢ 𝑒 ∶ 𝜏𝑟 (L)

▷ Function: authentication, declassification or sanitization

④ (ASSIGN)

𝛾 ⊢ 𝑒 ∶ H var
𝛾 ⊢ 𝑒′ ∶ H

𝛾 ⊢ 𝑒 ∶= 𝑒′ ∶ H cmd
▷ H is passed during an assignment statement

⑤ (COMPOSE)

𝛾 ⊢ 𝑐 ∶ L cmd
𝛾 ⊢ 𝑐′ ∶ H cmd

𝛾 ⊢ 𝑐; 𝑐′ ∶ L cmd
▷ L and H are passed during a composition statement

⑥ (IF)

𝛾 ⊢ 𝑒 ∶ H
𝛾 ⊢ 𝑐 ∶ H cmd
𝛾 ⊢ 𝑐′ ∶ H cmd

𝛾 ⊢ if 𝑒 then 𝑐 else 𝑐′ ∶ H cmd
▷ H is passed during an if statement

Figure 4.4: An excerpt of typing rules for secure explicit and implicit information flow (✓ means implemented).

We used only two security levels (L and H) which correspond to 0 and 1 whereas one could use
multiple levels if required, (e.g., […, –3, –2, –1, 0, 1, 2, 3, …]). The expression 𝛾 ⊢ 𝑒 ∶ H in
② means that an expression 𝑒 has security level H (High). The expression 𝛾 ⊢ 𝑒 ∶ 𝜏 (H) in
③means that if before a function call (authentication, declassification or sanitization function)
a variable was tagged with the parameter label H, then after the function call in the symbolic
execution the label of the parameter is replaced with L. (E.g., a value stored at address a initially
annotated with label H, and sanitization(a) leads to marking the new value stored at the same
address as L. This new value can be passed to another, safe function.)
Figure 4.4 depicts an excerpt of the used inference rules and how the label(s) are used: ⓪ L
is attached to an integer value,① H is attached to a variable, ② H is passed during a return
statement,③ lowers the label of a variable in memory if it is passed as an input-output parameter
of a call to a special security-related function,④ H is passed during an assignment statement,
⑤ L and H are passed during a composition statement,⑥ H is passed during an if statement.
Note that not all inference rules were implemented inside our tools, only the ones marked with
(✓).

4.4 UML Statechart Editor
Figure 4.5 depicts an exemplary UML statechart diagram which was modeled inside our UML
statechart editor.
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Figure 4.5: UML statechart diagram view in our editor.

Such a diagram in general contains the following components:
• a filled circle, representing the initial state,
• a hollow circle containing a smaller filled circle inside, indicating the final state (if any),
• rounded rectangles, denoting states, and
• arrows, denoting transitions.

Our UML statechart editor is used for creating and editing UML statecharts with the help of
our annotation language. Inside the editor it is possible to define UML states. State changes are
triggered by events. Events are internal or external factors influencing the system.
Our UML statechart editor can be used to:

• model certain dynamic aspects of a system,
• model the life time of a reactive system,
• describe different states of an object during its life time and
• define a state machine to model the states of an object.

4.5 Source Code Editor
We developed besides the UML statechart editor a textual editor for annotating generated source
code files. The main goal of this editor is to allow the addition of new textual annotations into
source code in order to fine-tune the already generated annotations. Our source code editor is
built upon the Eclipse IDE.
To simplify and speed up editing with our source code editor the following features were added:

• syntax highlighting,
• indentation,
• auto-completion, and
• bracket matching (starting/ending) functionality.

In this research we extended the previous source code editor [64]. The previous editor version
offered annotation language proposals which are context sensitive with respect to the position of
the currently edited syntax line. Editor suggestions work only if the whole file is parsed without
errors.
The previously available grammar [64] has been extended. The following annotation language
tags have been included:

• authenticated,
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• declassified,
• sanitized,
• sanitization,
• declassification and
• authentication.

The rules accepting Func_Ann (function annotation), Func_Type (function type) and S_L_Anno
(single line annotation) have been extended. A new enumeration type rule for Var_Type (variable
type) was added. Inside this rule new attributes were included, such as declassified, sanitized and
authenticated. New function types were also added, namely declassification, sanitization and
authentication functions inside the rule for Func_Type. Inside the rules accepting Func_Ann and
S_L_Anno now admit an annotation for a parameter name @parameter. Inside a @parameter
declaration a new attribute was added, namely Var_Type.
These new language features appear as code editing suggestions inside our source code editor
during interactive editing.

4.6 C Code Generator
We developed a new C code generator based on the C code generator presented in [64]. Eclipse
EMF and xTend are used to generate the UML statechart execution code containing the previ-
ously added security annotations from UML statecharts.
The code generator outputs two files per UML statechart (a .c file and a .h file). The generated
annotations can reside in both header and source code files. Previously annotated UML stat-
echart states are converted to either C function calls or C variables declarations, both need to
be previously annotated. The available UML statechart execution flow functionality has been
used. This is responsible for traversing the UML statechart during statechart simulation. The
UML statechart will be traversed by the code generation algorithm and code is generated based
on the mentioned statechart execution flow. The generated code will contain at least one bad
path (contains a true positive, a real bug) and a good path (contains no bug, no real bug) per
UML statechart. Notice that two paths appear in source code if those were previously explicitly
modeled in the UML statechart with our UML statechart editor.
Listing 4.1 depicts the algorithm used to generate C source code from a previously annotated
UML statechart.

Algorithm 4.1 C code generator algorithm ▷ means code comment

Input: Statechart
Output: .c and .h files

1: method generateTypesH(sc) ▷ Where sc = statechart
2: def generateFile1(testModule.h, typesHAnnotationContent(sc)) ▷ decl. a func.
3: def generateFile2(testModule.c, typesCAnnotationContent(sc)) ▷ generator
4: end method
5: method typesHAnnotationContent(sc) ▷ method for header file generator
6: for s : getFileContent(sc).entrySet do ▷ iterating hashmap
7: if s.value.contains(‘(’) and s.key.contains(‘@’) then
8: println(s.key + ‘; void ’ + s.value + ‘;’)
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9: end if
10: end for
11: end method
12: method typesCAnnotationContent(sc) ▷ method for C file generator
13: for s: getFunctionContent(sc).entrySet do
14: if (!s.val.contains(’authentication’) and (!s.val.contains(’declassification’))
15: and (!s.value.contains(’sanitization’))) then ▷ in all cases except three
16: println(‘void ’ + s.value + ‘ {}’)
17: end if
18: end for
19: for region : sc.regions do
20: if region.name.equalsIgnoreCase(‘bad_path()’) then ▷ get bad path contents
21: print(‘void ’ + region.name + ‘{’)
22: for s: getBadPathContent(sc).entrySet do
23: if s.key.contains(‘//@ @variable’) then ▷ checking variable annotations
24: println(s.key + ‘ ’ + s.value + ‘;’)
25: end if
26: if s.value.contains(‘(’) then ▷ checking function declarations
27: println(s.value + ‘;’)
28: end if
29: end for
30: println(‘}’)
31: end if
32: if region.name.equalsIgnoreCase(‘good_path()’) then ▷ get good path content
33: println(‘void ’ + region.name + ‘{’)
34: for s: getGoodPathContent(sc).entrySet do ▷ get statements and comments
35: if s.key.contains(‘//@ @variable’) then ▷ check var., get the comments
36: println(s.key + ‘;’)
37: end if
38: println(s.value + ‘;’)
39: end for
40: println(‘}’)
41: end if
42: end for
43: end method

The input of the algorithm is an UML statechart. In xTend the def keyword defines a function.
The Algorithm 4.1 starts with the method generateTypesH; its input sc is the UML statechart.
The plug-in named MyC uses xTend to parse the UML statechart. This method calls another are
two methods: typesHAnnotationContent to generate the header file, and typesCAnnotation-
Content to generates the source code. The method typesHAnnotationContent generates the
required contents of the C header file. The contents is the function signature and the annotation
of the function which was previously in the UML statechart diagram.
The method typesCAnnotationContent generates the required contents of the C source file.
This file contains the annotation only for variable declarations (the function annotation is usually
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located in the header file). In addition to what the generator Algorithm 4.1 creates, some other
C code is added into the C source file (e.g., “#include”s, the “main” function, etc.).
The method typesHAnnotationContent is used to obtain the function annotation which was
previously added with the help of the textual editor. This annotation will be placed by the
code generator before the function signature contained in the header file. We declared a method
named getFileContent which returns a hashmap containing annotations and statements e.g., vari-
able declaration and function signatures. By iterating through the hashmap we make a check
which detects whether the current statement is not a variable annotation. If it is the case, then
we place the annotation and function signatures into the C header file.
The method typesCAnnotationContent is responsible for the generation of the C source code.
Inside this function in order to get all function content there is a method called getFunctionCon-
tent which returns a hashmap with all function signatures and annotations. By iterating through
this hashmap the required function signatures are placed inside the C code file. The functions
whose signatures have annotations but whose bodies are empty are placed into the C source
code file. The annotations of the functions are mainly placed into the header files.
The system was designed with two regions: good_path() and bad_path(). To get the content of
good_path() and bad_path(), two methods have created inside the .xtend file, namely getGood-
PathContent() and getBadPathContent(). Those two methods return two hashmaps, respectively.
One hashmap contains the contents of good_path() and another hashmap contains the contents
of bad_path(). Both hashmaps contain the function signatures, statements of C/C++ language
and annotations. Usually the good_path() and bad_path() regions contain no function anno-
tations, only the variable annotations and other statements such as function calls and variable
declarations. The functions annotations are placed into the C/C++ header files during code
generation.

4.7 Static Analysis Checkers
We developed three static code analysis checkers for the three types of bugs which we want to
detect (declassification, sanitization and authentication). We used the static analysis engine,
Smtcodan, and extended it with the functionality of the three new checkers.
We added the following files inside our engine: AuthenticationFunctionChecker.java, Declas-
sificationFunctionChecker.java and SanitizationFunctionChecker.java. Each of the classes in
these files represents a checker containing the logic needed to detect the corresponding bugs.
Next, Smtcodan was extended with three Java classes representing suitable models of the three
function types: Authentication_gen.java, Declassification_gen.java, Sanitization_gen.java.
The generated C code with annotations represents the input for Smtcodan static analysis engine.
The engine is separate from the code generator and thus involves parsing the code with anno-
tations. Inside the engine, the models of the authentication, declassification and sanitization
functions mark the H-typed secured variables or confidential variables as L; according to the
policy, they pass the information from the sender to the receiver in a secured way.
While implementing the checkers, information flow restriction have been defined and used in-
side our engine. If any of the program paths contained in a C program is not following the secure
information flow policy enforced with our annotation language then a bug report should be trig-
gered. This happens when for example either authentication, declassification or a sanitization
function is missing.
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4.8 Buggy Paths Display
We developed a UML sequence diagram generator and viewer. The goal is to represent a buggy
path as a UML sequence diagram such that a user can easily trace the location (file name and
line number) of the bug. Listing 4.2 depicts the algorithm used to generate a UML sequence
diagram from a buggy path.

Algorithm 4.2 Sequence diagram generator ▷ means code comment

Input: List of statements and function calls belonging to the buggy path
Output: Sequence diagram represented inside a frame

1: method drawSequenceDiagram(ArrayList<IASTNode> statementsList)
2: … ▷ Initialize the output frame:
3: mcd ≔ MyCanvasDraw(…);
4: …
5: for i from 0 to statementsList.size() − 1 do
6: fnName ≔ … ▷ get the file name of the 𝑖th statement.
7: if statementsList.get(i).getRawSignature().toString().contains(“(”) then
8: … ▷ output function call avoiding repetitions.
9: else

10: allStatements ≔ “”;
11: j ≔ i;
12: if j ≤ statementsList.size() − 2 then
13: repeat
14: lnNo ≔ ….getStartingLineNumber(); ▷ obtain the 𝑗th line number.
15: ▷ Format the location of the 𝑗th statement properly:
16: allStatements ≔ allStatements + … + lnNo + … + “ ”
17: + … + fileName + … + “\n”;
18: j ≔ j+1
19: until statementsList.get(j).getRawSig().toString().contains(“(”);
20: ▷ Add all statements formatted in the above loop:
21: mcd.buggyPathList.add(allStatements)
22: end if
23: end if
24: end for;
25: ▷ Format the output window properly and draw it:
26: …
27: mcd.paint(…)
28: …
29: end method

The class SequenceDiagramGenerator is responsible for generating UML sequence diagrams.
The method drawSequenceDiagram of this class actually creates the diagrams. The method in-
put parameter is a list of IASTNodes. (An object typed as IASTNode is a node of the abstract
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syntax tree.) We iterate through the list of IASTNodes and equip all statements except the func-
tion calls with line number and file name. After the list was filled a diagram will be drawn
accordingly to contents of the list. For visualizing the diagram we employ a JFrame object with
a JScrollPane object, which makes the frame scrollable (both not shown above for he sake of
clarity). The default image format for saving the output is .jpg; other supported formats are .png,
.bmp and .gif.
Figure 4.6 depicts a buggy program execution path as a UML sequence diagram.

int main() good_path() logInSystem()

char *a; ln:38; fn:scenario3.c

accessFile() userInputInfo() sanitization() validateFunction()

good_path()
logInSystem()

accessFile()
userInputInfo()

sanitization(a)
validateFunction(a)

bad_path()

(continuation)
bad_path() logInSystem()

char *a; ln:66; fn:scenario3.c

accessFile() userInputInfo() validateFunction()

bad_path()
logInSystem()

accessFile()
userInputInfo()

validateFunction(a)

Figure 4.6: Buggy path trace displayed as UML sequence diagram.

Such a path is generated by Algorithm 4.2. The algorithm creates a list of elements which should
be displayed in the UML sequence diagram. Such a list contains:

• function calls,
• if statements,
• switch-case statements,
• variable declaration and
• assignment of variables.

Inside the sequence diagram all function calls are included inside rectangular boxes attached to
the head of each lifeline. The messages between lifelines represent function calls with arguments.
A function call moves from one lifeline to the next one. The statements of a function body which
precede the function calls are typeset as blue boxes attached to the corresponding lifelines. For
example, in the Figure 4.6 from the function call int main() there is a transition to good_path().
Each transition inside the UML statechart is reflected in code as a function call. This will help
the user to trace the buggy path more easily.
Inside the UML sequence diagram each statement which is located before a function (on a pro-
gram path) call is attached to a lifeline and depicted with blue color. For example the text
depicted with blue color in Figure 4.6, “char *c; ln:38; fn:scenario3.c”, attached to the lifeline
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of good_path() function means that the declaration char *a; is located at line number (ln) 38 in
the file named (fn) scenario3.c. The red cross shows the error location.
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5 Experiments
This chapter presents examples of how our approach can be used to detect bugs, including an
authentication scenario in § 5.1, a declassification scenario in § 5.2, and a sanitization scenario
§,5.3. We show how our checkers run on the generated code for the sanitization scenario in § 5.4
and present a UML sequence diagram for the sanitization scenario in § 5.5. Next, for each of
the authentication, declassification and sanitization scenarios a textual description will be first
given and afterwards the scenario will be remodeled with our UML statechart editor. A state
in our UML statechart can be any C language declaration or function; a transition represents a
function call or passing a variable. After finishing editing with our UML statechart editor, C
code files will be generated. The previously added annotations will reside inside the generated
files as textual annotations. Next, the code is analyzed using our static analysis checkers, and
bug reports will be generated if needed.

5.1 Authentication Scenario
We illustrate how our approach deals with an authentication scenario on a real-life example. We
selected an open-source Java-code example for accessing a database in order to highlight what
kinds of vulnerabilities this code may exhibit. In case that no authentication of a given occurs,
no database access should be granted for the user.
Listing 5.1 includes a Boolean variable isUserAuthentic and a method for authenticating an user.

Listing 5.1: Java code example for authentication scenario.

private boolean isUserAuthentic = false; // authenticate the user;
// if the user gets authenticated, set to true, otherwise to false
public boolean authenticateUser(String username, String password) {}
public DBAccess createUserAccess(String userName, String userType,

String userPassword) {
...
if (isUserAuthentic) {

access.setUserName(userName);
access.setUserType(userType);
access.setUserPassword(userPassword);}

return access;
}

If the user has not been first authenticated, createUserAccess() should not create the database
access object. Such checks are often easily forgotten in production code. This kind of errors can
be avoided by modeling the authentication scenario during the design phase using UML state
charts.
Figure 5.1 depicts an authentication scenario were we remodel the previous given code from
Listing 5.1 as a UML statechart.
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Figure 5.1: UML statechart modeling for the authentication scenario.

Notice an arrow from logIn(char *a) to the beginning of bad_path(): in this example (as in all
our examples) we combine the traversals of good_path() and bad_path(). This way we check
that the analysis detects errors where they exist but does not report errors where they do not
exist.
In this scenario a user A wants to access a database. First, the user has to provide his/her id,
password and account number. Then, the user sends a request to access the database. The
database administrator creates a new access token using his id, name and password based on his
policy. According to the policy, a user can get either a view-only access or a full access or no
access to the database.
Figure 5.1 depicts a high-labeled variable (the left-hand side of Figure 5.1) char *a which is
initially annotated as H. The annotation is attached to the box char *a. A transition from the box
accessDatabase() to the box char *a is added; the transition gets labeled by //@ @variable a H.
The variable char *a passes through the function authentication(char *a). This authentication
function is represented as a box inside the UML statechart as void authentication(char *a). The
annotation
/*@ @function authentication*
* @parameter a H authenticated @*/.
is attached to the transition from the box char *a to the box void authentication(char *a). This
function makes the high-labeled variable (a) low by applying the policy rules. After passing
this function the variable a is annotated with L and the tag authenticated.
In this scenario inside good_path() there is no bug because the data flow passes through an
authentication function. After authentication, the data can be securely passed to other systems
or released to other users.
While switching from void authentication(char *a) to the void logIn(char *a) function there is
another annotation
/*@ @function sink
* @parameter a L @*/.

This void logIn(char *a) function is a sink function, which expects that its parameter was previ-
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ously set to low. If the parameter does not pass through the authentication function, it remains
H (High). In this case a bug report should be triggered.
Inside the execution path bad_path() (the right-hand side of Figure 5.1) a bug should be triggered
because there is no authentication function. The role of the authentication function would be to
set the type of the variable previously annotated by H to L. Notice that this does not happen on
this execution path. Thus, a bug report should be generated.

5.2 Declassification Scenario
We have chosen a real-life example to demonstrate how our approach deals with a declassifi-
cation scenario. Consider a user 𝐴 who wants to access his/her bank account. After 𝐴 has
provided his/her password and account number, 𝐴 sends the request to the bank server to view
the account information. At the bank server 𝐴’s access policy is stored. The request will be
checked against the policy. The server will check next the following declassification goals ac-
cording to: (i) which information is released, (ii) who releases the information, (iii) where in
the system the information is released, and (iv) when is the information released.
Figure 5.2 depicts the previously described declassification scenario in a simplified manner and
remodeled with our UML statechart editor.

Figure 5.2: UML statechart model of the declassification scenario.

Again, there is an arrow from accessAccount(char *a) to the beginning of bad_path() because
we want test the prototype against a good and a bad scenario in the same run.
Consider the same user 𝐴 as before; 𝐴 wants to access his/her bank account. Through 𝐴’s
request the method logInSystem() will be called, and a variable a will be passed to a declas-
sification function. Figure 5.2 depicts a high-labeled variable char *a (the left-hand side of
Figure 5.2) which is initially annotated as H. The box char *a has an incoming transition from
state logInSystem(). That transition is annotated by “//@ @ variable a H”. The variable a passes
through a declassification function. This declassification function is represented as a box void
declassification(char *a) in the UML statechart.
The declassification function is annotated by
/*@ @function declassification
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* @parameter a H declassified @*/.
The declassification function marks the high, secured variable as low according to the policy
rules. After passing this function the variable a is annotated with L and the tag declassified. In
the good_path() there is no bug because the variable a passes through a declassification function.
After the declassification function, the type of the variable a is lowered from H (High) to L
(Low).
Next, the function accessAccount can be executed securely. The function accessAccount(char
*a) expects a parameter which is L (Low). If the parameter is indeed low, there is no bug.
The bad_path() (depicted on the right-hand side of Figure 5.2) contains no declassification func-
tion. Thus, the variable a remains H (High). In bad_path() the box accessAccount(char *a) gets
the parameter as labeled H (High). As a result, a bug report will be triggered.

5.3 Sanitization Scenario
We demonstrate our approach of dealing with sanitization on a real-life scenario.
Most of the web applications are developed by programmers which are not security-aware. Thus,
it is easy to discover vulnerabilities in this situation. A major source for vulnerabilities is based
on the missing input-validation. Web applications use input which can be malicious for sensitive
procedures. In many real-life applications this input is not previously sanitized.
Consider a user A who wants to access some file from a server. First, he needs to provide the
file name: e.g., he wants to access an .exe file. He could insert an OS command injection. Thus,
user input should pass first through a sanitization function such that the input parameter(s) will
be sanitized (such that their types could be soundly lowered from H to L).

Figure 5.3: UML statechart model of the sanitization scenario.

Figure 5.3 depicts a similar sanitization scenario as before. We remodel the aforementioned
textual description in a simplified manner using an UML statechart diagram inside our UML
statechart editor. The used input has to go first through a sanitization function in order to become
properly cleansed.
Notice that there is an arrow from validateFunction(char *a) to the beginning of bad_path be-
cause we want to ensure that the analysis traverses a properly typed and an ill-typed case in the
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same run, thereby checking the quality of our analysis.
Consider the user 𝐴 who wants to access a file located on a remote server. First, 𝐴 needs to
provide the name of the file he/she wants to access. Then, 𝐴 sends a request to the server in
order to access the desired file. Next, the logInSystem() function labels variable char *a as H

• and passes 𝑎 to a sanitization function on the left-hand side of Figure 5.3
• but does not do that on the right-hand side of Figure 5.3.

After that, validateFunction(char *a) is called.
Figure 5.3 depicts a high labeled variable, char *a, which is initially annotated as H. It passes
through a sanitization function, void sanitization(char *a) on the left-hand side of Figure 5.3.
This function marks the H-labeled variable as L when following the previously enforced policy.
After passing this function the variable char *a is annotated with L and the tag sanitized. Now
it is safe to pass the information to another data-processing function or to release it outside the
system.
In the good_path() on the left-hand side of Figure 5.3 a sanitization function exist. During
symbolic execution, this function changes the security-type of the variable a from H to L. The
function validateFunction expects and gets the parameter a marked as L. There is no bug in the
good_path().
In the bad_path() on the right-hand side of Figure 5.3 no sanitization function is used. Thus,
validateFunction gets the parameter a as H, although it expects L. In this case a bug should be
triggered on this path; the cause is the absence of a sanitization function.

5.4 Static Analysis Checkers
In this section we briefly describe implementation details of our checkers by running them on
the previously created UML statecharts.

Figure 5.4: Checker’s view of bug reports.

Figure 5.4 depicts the three C programs (which were generated by our C source code generator)
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added into Eclipse CDT projects. These projects were imported into an Eclipse CDT work-
space. The available checkers are started on each of the projects by clicking right and selecting
Run as C/C++ code analysis. In case a bug is detected, it will be shown in the Problems view.
Figure 5.4 depicts the bug reports obtained by running the checkers in parallel on the generated
programs. The circled numbers depicted in Figure 5.4 indicate the following: ① indicates the
analyzed programs (generated programs),② indicates the bug reports associated to each of the
found bugs,③ indicates the location (line number 69) where the bug was located.

Figure 5.5: Checker producing a sanitization bug report with message.

Figure 5.5 depicts a sanitization bug with the associated message. If the user clicks the bug icon
associated to the bug location, a bug message will be displayed. By clicking the bug symbol in
line 69 the message sanitization Function Missing Bug Detected will be displayed. This helps
the user to better visually link the bug location to its type.

5.5 Error Tracing
Figure 4.6 represents an error trace as a UML sequence diagram. In the source code, good_path()
is traversed before bad_path().
In this experiment we ran our sanitization checker on the generated code for the sanitization
scenario. Each lifeline represents entering a new function. Each arrow connecting a lifeline to
the next one is part of the chain of function calls belonging to the buggy program path.
The error trace is displayed only after the bug detection phase is over and at least one buggy
path was found. Function calls, variable declarations and other types of statements will be in-
cluded inside the UML sequence diagram. The goal of displaying the path as an UML sequence
diagram is to represent the error path graphically in order to help the user to find the bug cause
faster. The error location is marked with a red cross, ×.
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6 Related Work
We overview

• sanitization approaches in § 6.1,
• declassification techniques in § 6.2,
• authentication tools in § 6.3,
• source code annotation languages in § 6.4,
• approaches to detect vulnerabilities based on taint-style detection in § 6.5,
• static analysis tools in § 6.6,
• dynamic analysis techniques in § 6.7 and
• hybrid analysis tools in § 6.8.

The detection of information flow vulnerabilities [60] can be addressed with
• dynamic analysis techniques [5, 25–27, 75],
• static analysis techniques [32, 65, 83, 92, 101] (similar to our approach with respect to

static analysis of code and tracking of data information flow) and
• hybrid techniques which combine static and dynamic approaches [8, 38, 61].

Additionally, extended static checking [20] (ESC) is a promising research area which tries to
cope with the shortage of not having certain program runtime information.

6.1 Sanitization
Weinberger et al. [94] empirically studied sanitization approaches against XSS in web applica-
tion frameworks. They analyzed the availability of sanitization approaches for different HTML
markup contexts for five PHP frameworks. Furthermore, eight PHP applications were studied
for the usage of various markup contexts.
Samuel et al. [77] proposed a template based framework which uses type qualifiers to automate
context-sensitive XSS sanitization.
Saner [8] is a an approach used for the evaluation of the sanitization process in web applications.
The approach relies on two complementary analysis techniques to identify faulty sanitization
procedures. The dynamic technique used by Saner can reconstruct source code which is used
for sanitization of input. Faulty sanitization routines are detected by running the reconstructed
source code with malicious inputs. By applying it to real-world applications it identified novel
vulnerabilities that stem from incorrect or incomplete sanitization.

6.2 Declassification
Hicks et al. [36] present an approach in which declassifier functions are part of an global pol-
icy used for trusted declassification. Individual principals are declaratively specifying which
declassifiers they trust so that all information flows implied by the policy can be reasoned about
in absence of a particular program. They formalize their approach for the Java programming
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language and give proofs for a version of noninterference called noninterference modulo trusted
methods. Their approach is based on extending Jif. They use this approach to build an e-mail
client which they claim to be secure.

6.3 Authentication
DIFC (decentralized information flow control) [6] is integrated into a Platform as a Service
(PaaS) cloud model which can be tested by augmenting existing open-source implementations
such as VMware Cloud Foundry and Red Hat OpenShift. DIFC has can be used to protect
user-data integrity and secrecy.

6.4 Annotation Languages
Many annotation languages have been proposed for making applications more secure by

• extending the C type system to be used during running time [17, 22, 57, 58, 90],
• augmenting a programming language such as PHP and Python and the runtime of this

language [102],
• annotating function interfaces [22, 57, 90],
• annotating models in order to detect information flow bugs [47],
• annotating source code files [71, 72, 88] and
• annotating control flows [22, 24, 57].

The following annotation languages have made a significant impact. Microsoft SAL annota-
tions [57] helped to detect more than 1000 exploitable vulnerabilities in Windows code [7];
Jif [14], AURA [41], FlowCaml [82, 83], FINE [86], and Fable [87] can be used to express
information flow related concerns and have proved to be highly usable for helping to detect
information flow bugs.
Recently taint modes have been integrated in programming languages such as Caml-based Flow-
Caml [84] and Ada-based SPARK Examiner [11]. However, none of these annotation and pro-
gramming languages have support for introducing information flow restrictions in both models
and the source code such as our approach has.

6.5 Taint-style Detection of Vulnerabilities
Huang et al. [38] adapted parts of the techniques used in cqual to develop an intra-procedural
analysis for PHP programs. In [39], the same authors presented an alternative approach that is
based on bounded model checking.
Whaley et al. [96, 97] present a context-sensitive pointer analysis used for inter-procedural anal-
ysis of Java programs. Binary decision diagrams are used during the analysis similar to Livshits
et al. [52] which have used it to detect taint-style vulnerabilities.
Balzarotti et al. [8] propose an approach based on taint-style vulnerabilities detection using
the tool Pixy [44, 45]. Pixy is an open source static PHP analyzer that uses taint analysis for
detecting XSS vulnerabilities.
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6.6 Static Analysis
The static code analysis techniques need to know which parts of the code are sinks, sources, and
which variables should be tagged. A practical solution for tagging these elements in source code
is based on a pre-annotated libraries which contain annotations attached to function declarations.
Leino [49] reports about the annotation burden as being very time consuming and disliked by
some programming teams. This applies to the annotation languages [17, 22, 24, 47, 57, 58, 71,
72, 88, 90, 102] mentioned in § 6.4.
These studies rely on manually written annotations, while our annotation language is integrated
into two editors which are used to annotate UML statecharts and C code by selecting annotations
from a list and without the need to memorize the tags of the annotation language.
Chess et al. [13] present an overview of static analysis tools. Tools such as ITS4 and RATS [100]
use predefined patterns to detect potentially dangerous areas of a program. These tools are
superior to grep-based tools but still do not have any knowledge how data is propagated inside
a program; thus these tools can not be used in combination with taint-style techniques. There
are several approaches [10, 33, 53] which use path-sensitive analysis in order to find errors in
C/C++ programs. These tools are usable for taint-style problems but are unsound w.r.t. pointer
analysis and thus miss certain errors.

6.6.1 Source-Code–Based Analysis
Evans et al. [23] propose the Splint tool, Wheeler et al. [98] propose the Flawfinder tool, and
Shankar et al. [79] propose the cqual tool. These tools are used to detect information flow
bugs in source code and have a comprehensive user manual which describes how the provided
annotation language can be used in order to annotate source code.
Darvas et al. [18] used a theorem-proving approach to prove or disprove secure information
flow properties for Java CARD programs. They employed an interactive theorem prover KeY
(instead of an automatic one).
Barthe et al. [9] present mostly theoretical results on characterizing various secure information
flow problems, including non-deterministic and termination-sensitive cases in a self-compositional
framework. They showed that their self-compositional framework can handle delimited infor-
mation release as originally proposed by Sabelfeld et al. [73].
Minamide et al. [59] propose an algorithm for string-based analysis. The goal is to syntactically
isolate tainted substrings from untainted substrings in PHP programs. They label non-terminals
in a Context-Free Grammar (CFG) with annotations used for taintedness and untaintedness anal-
ysis. Their approach is used for detecting XSS and has a relatively high performance overhead.
This approach is further extended and applied by Wassermann [93].
Chaudhuri et al. [12] developed Rubyx used for performing symbolic execution of Ruby-on-
Rails applications based on an assume/assert language. The authors analyzed small applications
(up to 20k LOC and running time up to 3 minutes) and claim that symbolic execution is a
promising avenue for further analyzing web applications.
Li et al. [50] proposed relaxed non-interference. This is equivalent to delimited information
release when strengthened with semantic equivalence. Relaxed non-interference is arguably a
more natural formulation of information downgrading than delimited information release. This
research suggests a promising practical approach of natural formulation of information down-
grading.
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Liu et al. [51] propose a new general-purpose static analysis used for the inference of explicit
information flows. Their analysis is light-weight, works on Java programs and requires no user
annotations. Their approach can be easily integrated in verification tools to verify integrity and
confidentiality of sensitive program data.
Zheng et al. [105] introduced path-sensitive static analysis used for PHP applications based on
the Z3-str. They leveraged a modified version of the Z3 SMT solver that is also capable of
analyzing strings.
Shar et al. [80, 81] proposed static code attributes for predicting SQLi and XSS vulnerabilities.
Yu et al. [104] built an automata-based string analysis tool called Stranger based on the
static code analysis tool Pixy [43]. Stranger detects security vulnerabilities in PHP applica-
tions by computing possible string values using a symbolic automata representation of common
string functions, including escaping and replacement functions. Later, they automatically gen-
erated sanitization statements for detected vulnerabilities by using regular expression replace-
ments [103].

6.6.2 Model-Based Analysis
UMLSec [46] is a model-driven approach that allows the development of secure applications
with UML. Compared with our approach, neither does UMLSec include automatic code gener-
ation, nor can the annotations be used for automated constraints checking.
Heldal et al. [34, 35] introduced an UML profile that incorporates a decentralized label model [67]
into the UML. It allows the annotation of UML artifacts with Jif [66] labels in order to generate
Jif code from the UML model automatically. However, the Jif-style annotation already proved
to be non-trivial on the code level [69], while [35] notes that the actual automatic Jif code gen-
eration is still future work. These approaches can not be used to annotate both UML models
and code. Moreover, these approaches lack tools for automated checking of previously imposed
constraints.
IFlow [47] is used for detecting information flow bugs in models and is based on modeling
dynamic behavior of the application using UML sequence diagrams and translating them into
code by analyzing it with JOANA [48]. In comparison with our approach these tools do not use
the same annotation language for annotating UML models and code. Thus, a user has to learn
to use two annotation languages which can be perceived to be a high burden in some scenarios.

6.7 Dynamic Analysis
McCamant et al. [56] propose an quantitative approach w.r.t. data information flow. They view
information-flow analysis as a network flow problem with capacities. They also present a dy-
namic technique used to measure the data which public observers could obtain through leaks.
TAJ [91] is a taint analysis suitable for industrial applications. An experimental evaluation indi-
cates that the hybrid thin-slicing algorithm inside TAJ is a good compromise between context-
sensitive and context-insensitive thin slicing. TAJ is able to perform effective taint analysis in
a limited budget, improving performance without significantly degrading accuracy.
RESIN [102] can be used for constructing web applications to prevent a range of problems, such
as XSS and SQL injection, inadvertent password disclosure and missing access control checks.
RESIN is based on assertions which are added to the code. Three previously unknown missing
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access control vulnerabilities in phpBB could be prevented through the usage of RESIN. The
main disadvantage of RESIN is its overhead (33% slowdown when running HotCRP).

6.8 Hybrid Analysis
WebSSARI [38] uses unsound concolic analysis in order to analyze PHP applications. Web-
SSARI proved to be useful in finding XSS and SQL injections vulnerabilities in several open-
source PHP applications.
Moore et al. [61] present two methods to use static analysis to increase the efficiency of hybrid
information-flow monitors. First, they reduce the running-time overhead by statically determin-
ing a possibly small subset of variables whose security level has to be tracked by a sound monitor
during program executions. The second method is based on deriving sufficient conditions for
soundly incorporating a variety of memory abstractions into a monitor for languages with dy-
namically allocated memory.
Balzarotti et al. [8] use a hybrid analysis technique in order to find faulty routines which are
used for input sanitization. The static analysis component of their tool, Saner, extends Pixy
and analyzes string modification with automata. The dynamic component is used to check the
analysis results in order to reduce the number of false positives.
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7 Conclusion
Our goal is further automation of the detection of information-flow bugs. We extended a keyword-
based annotation language that can be used out of the box for annotating UML statecharts and
C code in two software development phases by providing two editors for inserting security an-
notations. We evaluated our approach on real-life programs and showed that our approach is
applicable to real scenarios.
To the best of our knowledge our annotation language is the first light-weight annotation lan-
guage usable for specifying information-flow security constraints which can be employed in the
design and coding phase for the detection of information-flow bugs.
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