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Abstract

Missiles for air defense purposes (e.g. surface-to-air missile or air-to-air missile) are characterized
by their high agility and fast velocities. In an air defense scenario the missile constitutes the pursuer
guiding itself towards the maneuvering threat (evader) with the purpose to intersect the target’s tra-
jectory (direct-hit) or to minimize the deviation at the point of intercept. The intercept of a target
can be subdivided in three scenario phases: boost, midcourse, and endgame. Within the last phase,
the missile system needs to fulfill demanding trajectories to minimize the distance between target
and missile at the point of intercept. Based on those trajectories, issued from the missile’s guidance
unit, the autopilot generate commands for the missile’s actuator section. Therefore, the missile au-
topilot constitutes the key element determining the system’s closed-loop performance and tracking
characteristics. In traditional design approaches, integrated control architectures are applied with
the purpose of setting up the closed-loop characteristics coinciding with a linear reference dynam-
ics. Enforcing the nonlinear missile system to exhibit a linear, uniform behavior at a large set of
operating points leads to closed-loop performance characteristics lagging far behind the missile’s
maximum physical capabilities.

Within this thesis, a novel autopilot architecture is developed based on modern, nonlinear control
methodologies with the purpose of fully exploiting the missile airframe’s performance capabilities
across the entire flight envelope. The autopilot architecture is subdivided in three elements: a nonlin-
ear reference, a baseline control law, and an adaptive augmentation. In contrast to classic, holistic
autopilot approaches, the herein developed modular architecture allows an unique assignment of
each element with respect to certain system’s performance and robustness requirements.

For the layout of the nonlinear reference model and the baseline control law Nonlinear Dynamic
Inversion and Backstepping techniques are tailored to match the missile’s dynamical peculiarities
and fulfill the demanding requirements under nominal conditions. To maintain this closed-loop be-
havior even in cases of large model deviations, stemming from parametric and sensor uncertainties,
a cascaded adaptive structure based on £;-Piecewise-Constant is incorporated within the autopi-
lot. A nonlinear, six degree of freedom surface-to-air missile simulation model including a realistic
aerodynamic data set and dynamic representations of actuator and sensor units is used throughout
the entire design and verification process. Linear analysis and nonlinear simulations are utilized for
proving the superiority of the herein developed autopilot architecture compared to linear methods.
Furthermore, the general validity of the layout process across the entire flight envelope is demon-
strated.

The proposed novel autopilot architecture and the corresponding design process are not limited
to missile applications only. Certain elements, procedures, and considerations can add significant
value in future control design of any aerial platform exhibiting dominant nonlinear characteristics.



Zusammenfassung

Luftabwehrflugkorper zeichnen sich durch ihre hohe Agilitdt und Geschwindigkeiten aus. In einem
Luftabwehrszenario steuert der Flugkdrper Richtung mandvrierender Bedrohung (Verfolger) mit
dem Ziel dessen Trajektorie zu schneiden (Direkttreffer) bzw. die Ablage am Abfangpunkt zu min-
imieren. Das Abfangen eines Ziels kann dabei in drei Flug Flughasen unterteilt werden: Start-,
Ubergangs- und Endphase. Um die Trefferablage zwischen Flugkorper und Ziel zu verkleinern, muss
der Flugkoper in der Lage sein innerhalb der letzten Phase hochagilen Trajektorienverldufen folgen
zu konnen. Auf Basis dieser Trajektorien, welche von der Lenkeinheit ausgegeben werden, errech-
net der Autopilotalgorithmus Stellsignale fiir die Flugkorperaktuatorik. Aufgrund der mafigeblichen
Beeinflussung der Leistungsfihigkeit des geschlossenen Kreises und der Qualitét der Trajektorien-
folge nimmt der Flugkorperautopilot eine Schliisselrolle im Rahmen der Flugkdrperentwicklung ein.
In klassischen Autopilotenauslegungen werden integrierte Regelungsansitze verwendet, welche in
Ubereinstimmung mit einer linearen Ubertragungsfunktion des geschlossenen Kreises ausgelegt
werden. Das Erzwingen eines linearen, gleichformigen Verhaltens der nichtlinearen Flugkorperdy-
namik tiber grof3e Bereiche der Flugenveloppe fiihrt zu einer Leistungsfihigkeit des geschlossenen
Kreises, welche weit unter den maximalen physikalischen Fahigkeiten des Flugkopers zuriickbleibt.

Auf Basis moderner, nichtlinearer Regelungsmethoden wird in dieser Arbeit eine neuartige Autopi-
lotenarchitektur mit dem Ziel entwickelt die volle physikalische Leistungsfidhigkeit der Flugkorper-
konfiguration iiber den gesamten Flugbereich auszunutzen. Die Architektur ist in drei Elemente
unterteilt: ein nichtlineares Referenzmodell, einen Basisregler und eine adaptive Erweiterung. Im
Gegensatz zu klassischen, ganzheitlichen Autopilotenansitzen, erlaubt die hier vorgestellte modu-
lare Architektur eine eindeutige Zuordnung der einzelnen Autopilotelemente zu den Leistungs- und
Robustheitsanforderungen des Systems.

Fir die Auslegung von nichtlinearen Referenzmodells und Basisregler werden Verfahren aus den
Bereichen Nonlinear Dynamic Inversion bzw. Backstepping angepasst, um den dynamischen Eigen-
heiten des Flugkorpersystems und den anspruchsvollen Anforderungen unter nominellen Bedin-
gungen gerecht zu werden. Um das Verhalten des geschlossenen Kreises auch im Falle von grofien
Modellabweichungen, welche aus parametrischen Unsicherheiten und Sensorfehlern resultieren,
aufrechtzuerhalten, wird der Autopilot um eine kaskadierte Adaptionsstrategie basierend auf £;-
Piecewise-Constant erweitert. Ein nichtlineares, sechs-Freiheitsgrad Luft-Boden-Flugkoérpersim-
ulationsmodell, welches auf einem realistischen Aerodynamikdatensatz basiert und dynamische
Verhaltensmodelle der Sensor- und Aktorsubsysteme beinhaltet, wird iiber den gesamten Design-
und Nachweisprozess verwendet. Lineare Analyse und nichtlineare Simulationen werden bei der
Evaluierung angewandt um die Uberlegenheit des entwickelten Ansatzes gegeniiber linearen Au-
topiloten aufzuzeigen. Des Weiteren wird die generelle Giiltigkeit des Auslegungsprozesses iiber
den gesamten Flugbereich demonstriert.

Die dargestellte neuartige Autopilotenarchitektur und der zugehéorige Designprozess sind nicht auf



Zusammenfassung iv

Flugkorperanwendungen beschrinkt. Diverse Elemente, Prozeduren und Betrachtungen kdnnen
einen bedeuteten Beitrag fiir zukiinftige Reglerauslegungen von fliegenden Systemen mit einer
dominant-nichtlinearen Streckencharakteristik liefern.
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CHAPTER 1

Introduction

Can the magic of flight ever be carried by
words? I think not.

Michael Parfit

T lies in the nature of mankind to constantly improve all aspects of our lives. This evolution also
I includes advances in defending ourselves from enemies or potential threats. Since advanced de-
velopments in computatial power, sensor, and manufacturing technologies, autonomous systems
gained more and more importance in strategic defense systems over recent years. Those enhanced
capabilities lead to a broader spectrum of threats to be engaged and therefore a wider range of pos-
sible scenarios. On the other hand, the increased availability of technology and declining prices of
electronic components give rise to an accelerated evolution of autonomous aerial threats, ranging
from simple Unmanned Aerial Vehicles to ballistic missiles. Therefore, air defense systems require
the representation of the complex engagement chain for intercepting hostile aerial vehicles. In par-
ticular, this includes target detection, tracking (illumination), and intercepting. Air defense missiles,
guided autonomously towards the target, are used as effectors. In order to intersect the target tra-
jectory, the missile is required to exhibit superior maneuverability compared to the hostile vehicle.
Besides the design of the airframe, the interplay of sensors and algorithms has a significant impact
on the missile’s performance capabilities. Within the algorithmic layout, the autopilot constitutes
the key element in ensuring the missile’s maximum agility.

In section [L1] a brief historical overview of missile systems and its categorization according to
purpose, airframe, range, etc is given. Section introduces the challenges, requirements, and
interfaces of the autopilot within a missile system. The state of the art of autopilot design methods
is outlined in section [I.3] Within section [1.4] the main contributions of this thesis to the field of
missile autopilot are listed. This chapter is concluded by the summary of major findings within this

thesis (section [L5).

1.1 History and Categorization of Missile Systems

In the history of warfare, unmanned propelled devices that can be shot over a large range, has always
played a crucial role. A rocket is defined as a propelled, flying, unmanned vehicle. In contrast to
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rockets, (guided) missiles include a device for controlling its flight path [1]. Over the centuries,
primitive rockets have evolved to advanced missile systems, which fulfill challenging missions by the
collaboration of the missile itself with launching, guidance, control, and sensing devices [5, 6, 7, 8].

The first use of rockets dates back to the 13th century, when China used an arrow propelled with
gunpowder to repel the Mongols at the city of Kai-fung-fu [[1,19]. A major step in the evolution from
simple rockets to advanced missiles was the ability to build trivial electronic circuits and transmit
signals. The first steps towards a remote-controlled missile system were inspired by the use of air-
craft as military weapons during World War I [1, |8]. Through the first half of the 20th century,
Hermann Oberth’s idea of rocket travel into outer space inspired rocket and missile scientists all
around the world. During this time, parallel to developments in the field of electric signal process-
ing, the first experiments of liquid (gasoline and oxygen) propelled rockets were conducted. With
the founding of the "Peenemiinde Project” in 1936, Germany decided to intensify the research of
guided missiles. Under the technical direction of Wernher von Braun, who was a student of Oberth,
the V-1 and V-2 missiles were developed within the "Peenemiinde Project” [1, 18, [10]. Those two
missiles constitute the origin of advanced missile technology [1]. After World War II, von Braun
and a large number of the "Peenemiinde Project” team migrated to the USA within the "Operation
Paperclip”. A similar migration of German scientists took place into Russia. By using the results
and experience of the "Peenemiinde Project”, the USA and Russia became the world’s leaders in
missile and rocket technology in the middle of the 20th century. Driven by the Cold War, both na-
tions raced for the position of supremacy in terms of military and space technology, which led to a
further acceleration in missile and rocket development. Milestones in missile and rocket evolution
were the manned and unmanned space missions, which went hand in hand with the development of
the first intercontinental ballistic missile (Atlas in 1959) [l6]. Besides the growth of research
interest stepped up in the field of BMs, efforts were also in other missile applications. With steady
improvements in high-tech devices such as radar and sensor units, and with the increased computa-
tial power, steering of missiles became more precise. Therefore, in the mid 1900s, the development
of air-defense missile system began with the "Project Nike”, which constitutes a line-of-sight anti-
aircraft missile system developed and manufactured by Bell Telephone and Western Electric [11].
A rapidly increasing technology level in the second half of the 20th century led to more and more
realizable scenarios with missiles demonstrating their superior ability. The development and opti-
mization of missiles for novel scenarios resulted in a large diversity of different missile types over
the last 60 years [12,113].

Due to the multiple types of missiles and their use in diverse scenarios, there are several ways of
classifying missiles. This fact, combined with mixed nomenclature and differing definitions (e.g.
range classification) complicate the task of a unique missile sub-division. The most common divi-
sions of missiles are depicted in table These categorizations of missiles (table is only a brief
overview with the purpose of introducing the background and framework the herein considered
missile can be placed. Each class of missile presented in table [I.1] can be further sub-classified in a
more detailed breakdown. More information on missile classifications can be found in [1,17,(14, 115].

Table [1.1] shows that besides the rough classification into guided and unguided missiles, there exist
a few other categories depending on missile and scenario features. Regarding the scenario, missiles
are classified according to the launch and target position [, 16]. For the context of this thesis, it
is sufficient to consider only the realms of land and air for launch and target position. Subdividing
missiles according to the distance they are able to cover is very common for the group of ballistic
surface-to-surface missiles (SSMk). with a radius below 150km belong to the class of battlefield
short-range ballistic missiles (BSRBMk). A ballistic missile is categorized as a short-range ballistic
missile (SRBM) if it can travel a distance up to 1000km [[1]. Medium-range ballistic missiles (MRBMk)
and intermediate-range ballistic missiles (IRBMk) are able to cover a radius of 1000-2400km and
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2400-5500km respectively [7, 14].

Launch and Target Position Range
Air-to-Air Missile (AAM) Battlefield Short-Range Ballistic Missile (BSRBM])
Air-to-Surface Missile (ASM) Ballistic Missile (BM)
Surface-to-Air Missile (SAM) Intermeditate-Range Ballistic Missile (IRBM)
Surface-to-Surface Missile (SSM) Intercontinental Ballistic Missile (ICBM)
Type Airframe Configuration Guidance Concept
Guided Canard-Controlled Homing Guidance

Unguided Tail-Controlled Command Guidance
Wing-Controlled Inertial Navigation

Table 1.1: Examples of missile categorizations

Grouping missiles according to their airframe configuration is especially common for [AAMks and
[ASMk. Those missiles possess movable control surfaces, which are deflected according to commands
issued by the Flight Control System (FCS) in order to accelerate the missile in a certain direction.
The three most common airframe configurations are shown in fig. [[1l In addition to the specific
aerodynamic advantages [1], each of the configurations (fig. exhibits other issues (e.g. control
algorithm, heat transfer, assembly, construction, etc.) affecting the design of the entire missile sys-
tem. Within this thesis, the focus is exclusively on missiles that can alter its flight path actively
during flight (guided missiles). Therefore, a further subdivision of the guided missile category is
helpful to provide the reader with a deeper insight into different guidance concepts. Guided mis-
siles can be sectioned into three different guidance concepts (table[.1): homing guidance, command
guidance, and inertial navigation. In homing guidance concepts, the missile is equipped with an on-
board sensor providing the interceptor’s[FCSwith target information. On basis of this data, guidance
decisions are made and a command signal is generated, which directs the interceptor (missile) to-
wards the target. Target information is sensed by the radiation (radar, infrared, visual) emanated
by the target. The concept of homing guidance incorporates three different types of target illumi-
nation: a missile employed with a passive homing guidance system receives the energy emanated
from the target (e.g. infrared ([R)). A Missile with an active homing guidance concept includes an il-
lumination device onboard, which reflects the transmitted waves. A semi-active system requires an
external source for target illumination [17]. In contrast to homing guidance, a command guidance
system generates the commands necessary to alter the missile’s flight path based on ground sensor
information provided to the missile via data link (wire or radio). In the case of inertial navigation,
the missile does not require any external signal. Based on gyroscopic sensor information, the ab-
solute missile position and velocity is estimated via the onboard [FCS algorithm and the missile is
guided towards the pre-programmed target location [, (16, [18].

The control task is applied to the generic, tail-controlled[SAMImodel of the Institute of Flight System
Dynamics (ESD), called the FSD Generic Surface-to-Air Missile (FGS=X-03). Usually, the family of
[SAMltypes exhibit a characteristic scenario depicted in fig. If the tactical operation center (TOC)
assesses that the intercept situation is within the missile’s range, a launch solution is computed,
the missile is initialized, and launched (boost phase). The prime goal of the first flight phase is to
accelerate the missile to operating velocity. Therefore, the guidance law plays only a minor role.
Commonly, inertial navigation is used for the purpose of directing the missile roughly towards
the target. During the midcourse phase, the missile shall minimize the distance to the calculated
predicted intercept point (PIP). In order to align the onboard sensors to the target, the missile must
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Wing-Controlled JLI> [

Tail-Controlled R . | 1

Canard-Controlled | I T Y
| 4

I

Figure 1.1: Three common airframe configurations. From top to bottom: Sparrow III AIM-7F,
Phoenix AIM-54A, Sidewinder AIM-9 [1].

provide a certain relative geometry with respect to the target. In general, the missile is radar guided
during this phase. Reaching the lock-on range (handover), the onboard seeker and onboard guidance
algorithm are activated in order to guide the missile towards the target (terminal phase). Within the
endgame (fig. [[2), which labels the end of the terminal phase, the guidance demands the missile’s
maximum maneuverability in order to maximize the intercept lethality probability [7, 18].

Boost \
/ End of boost Handover
: Endgame
Midcourse Terminal

Figure 1.2: Flight phases of a missile engagement scenario. [2, 3]

Missiles of the class[AAM] or [SAM] can be further subdivided according to their steering type. The
predominant steering technique used for [AAM] or is labeled as Skid-To-Turn (STT). Missiles,
which skid to turn, apply the desired aerodynamic force in the desired direction by mixing the control
surfaces. Thus, no roll motion to a preferred angle is necessary. Usually, missiles employing [STT]
exhibit identical airframe configuration - and therefore dynamics - in the longitudinal and lateral
plane. Aircraft directing the lift vector towards the desired direction by rolling the aircraft body in
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the considered plane use the so-called Bank-To-Turn (BTT) steering. This approach is very common
for aerial vehicles exhibiting a high lifting capability in one body axis direction (e.g.: fixed-wing
aircraft, cruise missiles) [[1,119]. Since the body of the herein considered missile FGS-X-03]is axially
symmetric,[STTlis the designated steering technique.

1.2 Control Challenges of Missile Systems in Endgame Flight Phase

Within this thesis, the term missile control describes the process of computing the desired control
surface deflections based on higher-level guidance commands. The guidance unit calculates the de-
sired missile outputs based on the current states of the missile and target (fig. [[.3). These outputs
constitute the reference of the[FCS| which compares this signal with the measured (e.g. Inertial Mea-
surement Unit (IMU)) or estimated control variables. In this context, the guidance and control loop
are often referred to as outer loop and inner loop, respectively. The guidance law is designed, such
that if the provided guidance commands and the missile outputs match, an intercept between missile
and target will occur. Therefore, a fast and precise tracking of the guidance outputs by the autopilot
running on the is essential for the mission success. Usually, the control variables (outputs) are
selected in order to fully cover the missile’s three translational degree of freedoms (DOFs). With the
continuously evolved sensory capabilities, enhanced computing power, and improved performance
of missiles and targets, the guidance and control algorithms become more and more complex.

Target '

Missile System

Missile
Y
MU

Sensors r

Figure 1.3: Block diagram of missile system emphasizing guidance, control, actuator, and guidance
units.

Considering the three phases of a standard engagement scenario (Figure [[.2), the terminal phase
and specifically the endgame play a decisive role for achieving the desired distance between missile
and target. The maximum maneuverability and performance of the missile is demanded within the
endgame flight phase, which is shortly before the intercept occurs. During this phase, the guid-
ance may demand (depending on the target’s evasiveness) the maximum performance the missile
is physically capable of. Therefore, the shall provide a fast and precise tracking of the desired
trajectory without degrading the overall missile’s performance capabilities.
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Two main challenges arise by designing a flight control law for highly agile[AAMk and [SAMk: first,
as mentioned above, the full physical capabilities and the entire flight envelope of the missile shall
be exploited; and second, the control system shall maintain its performance in case of unavoidable
modeling and sensor errors [20]. The main source for the mismatch between the assumed model
used for control design purposes and the real missile system stems from the complex and expensive
identification process of the nonlinear missile aerodynamics. Since flight control laws are generally
model based approaches, a mismatch between the considered model and the real system can cause
insufficient tracking performance or - in the worst case - lead to an instable closed-loop system. In
addition to uncertainties caused by the aerodynamics, other system parameters can be estimated
with high accuracy but vary during flight (e.g. missile mass). The transmission of signals and com-
mands through the sensor and actuator system introduce a certain time delay in the closed-loop.
Since time delays limit the bandwidth and therefore the overall closed-loop performance of a sys-
tem, the control designer has to balance between performance and robustness in order to exploit the
maximum physical performance by fulfilling the demanding robustness requirements. Furthermore,
the saturation effects of the actuator unit constitute additional hard nonlinearities. Those physical
limitations (e.g. position, rate limitation) of the control surfaces determine, inter alia, the maximum
performance of the missile system. Therefore, the controller shall be designed to fully exploit the
maximum actuator capabilities by considering the actuator limitations. Ignoring those limitations
in the design leads either to a conservative control design, which does not exploit the full en-
velope or results in anti-windup effects [21], which may lead to destabilized closed-loop behavior.
Due to the demanding agility, significant cross-coupling effects occur, which are owed to the highly
nonlinear coupled missile dynamics [[1, [17]. These dynamical effects make missile autopilot design
more challenging in terms of performance issues compared to other [UAVk.

The autopilot architecture, and therefore the control variables, are mainly influenced by the missile’s
steering type and the available sensor information. For[STT}steered[SAMks and[AAM it is common
to control the missile’s roll channel (angle or rate), longitudinal, and lateral acceleration. An ap-
proach similar to fixed-wing aircraft is to control the missiles attitude. Controlling the flight-path
angles of the missile is a third method to design an inner loop autopilot [22]. Since the[FGS-X-03]is a
rotationally symmetric[SAM][STT]steering in combination with lateral and longitudinal acceleration
inner loop control is an appropriate approach.

1.3 Nonlinear and Adaptive Missile Control for an Endgame Scenario

As mentioned in section control design of missiles is dominated by fulfilling maximum ma-
neuverability and robustness specifications over an extensive flight envelope. These demanding
requirements combined with the inherently nonlinear dynamics, a wide spectrum of uncertainties,
and fast varying flight conditions require intelligent algorithms in order to fulfill the mission goals
even in the case that the system deviates from the one assumed. Within the context of control
design, it might be helpful to familiarize the reader with the terms plant model and design model.
Plant model describes the identified, high fidelity plant including all available system information
and dynamics to adequately reproduce the plant (here: missile) behavior. For the purpose of control
design, it is feasible and in many cases necessary to reduce the complexity of the plant model in
order to apply analysis or control design techniques. This model is called design model.

Due to hardware restrictions and lack of experience, the first employed classic linear, gain-
scheduled control architectures [23,24]. The design parameters of those control laws are obtained
based on a linearization (design model) of the assumed nonlinear missile dynamics at a certain grid
of operating points. In the 1980s, the fast growing popularity of robust control techniques for in-
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dustry application and the increased onboard computational power led to robust control designs,
which provide the methodology to layout multivariable controllers with respect to performance and
stability requirements simultaneously [24]. Analogous to classic linear approaches, robust control
layout is also based on linear representation of the highly nonlinear missile dynamics at certain
envelope points [25, 126, 27]. Both control design methodologies exhibit the advantage that a vari-
ety of linear metrics are available in order to analyze the linearized closed-loop behavior. Due to
the inherent nonlinear missile dynamics, a linear system representation approximates the dynamic
behavior only within a narrow flight envelope region sufficiently well. Therefore, robustness and
performance of one of the aforementioned control techniques hold only in the close vicinity of the
considered operation point. In the case of these classic linear time-invariant (LTI) approaches, the
controller gains are scheduled over a certain grid of fixed operating points. A scheduling algorithm
selects the valid gain combination depending on appropriate state variables (e.g. velocity, angle of
attack (AoA)). Since multivariable [LTT controllers may vary in state order and feedback structure
over the flight envelope, scheduling approaches like in classic linear autopilots are impossible. In or-
der to overcome this drawback, some inner loop missile controllers based on robust (multivariable)
techniques use blending methods of the controller output [24] or dynamical scheduling of relevant
design parameters [28, 29].

By using control methods based on linear parameter-varying (LPV) system representations, autopi-
lots that are able to cover some nonlinear effects of the missile can be designed. [LPV] systems have
a linear structure, whose state-space entries depend on time-varying parameters. This special form
of a nonlinear system exhibit several characteristics for which certain control techniques were de-
veloped. The resultant controller consists of an[LPV]system dependent on available parameters. In
contrast to gain-scheduling approaches,[LPV]autopilots guarantee specific performance and robust-
ness criteria for the approximated plant over the entire considered flight envelope [30,131]. A limiting
factor of the framework is the identification of an accurate, low-order system representation,
which is required for control design [32]. It is important to emphasize that both approaches - classic
linear and [LPV] autopilot design - exhibit the desired closed-loop behavior only for the considered
linear or [LPV] system, respectively. Therefore, there is no similar guarantee that those controllers
fulfill the robustness and performance specifications when applied to the nonlinear plant model or
plant itself.

The herein considered class of nonlinear controllers inherently account for the nonlinear system
dynamics. Within this thesis, the term nonlinear control refers to control methods which can be
directly applied to nonlinear, time-variant design models. Two major design methods of the class of
nonlinear control constitute Backstepping and Nonlinear Dynamic Inversion (NDI). Although the
resultant control law of both approaches show an almost identical structure, the design philosophy is
different [33,134]. A Backstepping controller is obtained by recursively - from the outer most system
dynamics to the inner most one - applying Lyapunov’s second method of stability subsystem-wise
in order to calculate intermediate control laws at each design step [35]. The design idea behind
classic[NDllis to cancel the entire nonlinear dynamics for the purpose of rendering the input/output
dynamics linear. Therefore,[NDIlis not considered a control method itself but a strategy to transform
a nonlinear control problem into a linear one. This conversion offers the possibility to apply a large
variety of controllers, which are applicable to linear systems. For the purpose of using those methods
in the field of missile control, modifications are necessary in order to tailor those approaches to the
complex dynamics and peculiarities of a high-agile missile system. Those changes of the standard
control laws lead to an increased employment of these techniques in the field of inner loop missile
control [136,137, 138,139, 140].

Nevertheless, all[NDIF and Backstepping (BS)-based approaches have in common that the considered
system has to exhibit a minimum phase input/output characteristic [35, 41, 42]. Since the longitu-
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dinal and lateral acceleration outputs of a tail-controlled missile render the system non-minimum
phase, several techniques evolved in order to overcome this issue [36,137,143]. Other approaches cope
with non-minimum phaseness by introducing a time scale separation into the control loop [43, 44].
In contrast to the majority of fixed-wing vehicles (e.g. cruise missiles), the dynamics of [SSMis
and[AAMk does usually not possess a defined time scale separation. Therefore, an introduction of
an artificial time scale separation leads to the undesired reduction of the system’s bandwidth. Be-
sides the restriction to minimum phase systems, classic and Backstepping approaches applied
to complex dynamics (e.g. missile dynamics) lead to tedious control laws, which are impractical
to implement [41]. Due to this apparent disadvantage of those powerful control strategies, sev-
eral novel extensions and modifications evolved, which make Backstepping especially suitable for
complex (aerospace) systems [41, 145, 46, 47, |48].

All the aforementioned autopilots are designed on the basis of an assumed mathematical system rep-
resentation (design model). The design of the controllers based on the nominal design model (base-
line controller) involve the complete fulfillment of performance specifications derived from mission
requirements. Since a missile system is subject to a large variety of uncertainties, a control design not
capable of compensating for those deviations, between assumed (design) model and real plant, may
result in a failure of the mission objectives. Therefore, an augmentation of the baseline controller is
necessary to preserve the desired performance, even in the case of severe model mismatches. As dis-
cussed above, the class of robust control is able to guarantee the compliance of certain performance
and robustness specifications within the design process simultaneously [25,128,130]. With increased
computing power and advances in control theory, the field of adaptive control gained more and more
significance in manned and unmanned flight control (47, 49, 50, 51, 52, 53? ]. An adaptive control
scheme consists of two elements: an identification algorithm that estimates the deviation between
the assumed model used for control design and the real plant. This information is used in a feed-
back control law in order to compensate for the mismatch between design model and plant. Over
the years many different approaches evolved within the field of adaptive control. With Adaptive
Backstepping, Model Reference Adaptive Control (MRAC), and £1-Adaptive Control, only the most
relevant adaptive autopilot strategies for aerial applications are considered herein. The interested
reader is referred to [54,155,156] for further state-of-the-art adaptive control techniques.

The control algorithm calculates the actuator commands (here: fin deflections) based on the dif-
ference between the measured output and the desired reference signals. A careful control design
reduces the workload of the error controller to a minimum. This avoids control surface fatigue or
undesired system behavior. Besides the control algorithm layout, the shape of the reference sig-
nals plays a decisive role in terms of tracking quality. The main idea of the reference signal is to
provide the control algorithm with a sufficiently smooth signal, that exhibits a trajectory in accor-
dance with the main missile characteristics. Therefore, the reference model shall filter the desired
trajectory issued by the guidance unit (see fig. [[.3) to a feasible reference signal, which fully ex-
plores the missile’s physical capabilities over the entire flight envelope. Since a missile is a highly
nonlinear system, common approaches using linear filter algorithms (reference models) lead to a
closed-loop behavior that is beyond the missile’s maximum performance potential [36, 38, 40]. As
stated by Wise, Lavretsky and Hovakimyan in [57], the reference models for aerial vehicles with
fast changing dynamics remains an open problem in the field of nonlinear and adaptive control.

1.4 Contributions of this Thesis

This thesis contributes to the field of missile autopilot design. Specifically, it introduces novel control
techniques and architectures which are modified to fully exploit the physical system capabilities
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of the missile. In order to raise the technological readiness of the proposed methodologies, the
autopilot design and layout procedure is incorporated in a complete development process. Therefore,
demanding requirements are defined based on the in-depth analysis of the [FGS-X-03| benchmark
model. The assessment and verification of the developed algorithms with respect to the requirements
are conducted by utilizing linear and nonlinear metrics covering common industrial standards. Some
of the results presented within this thesis are already published by the author in [20, [21, 58]. The
major scientific contributions of this thesis are described in the following.

Realistic benchmark model including high fidelity aerodynamic model

The [FGS-X-03| simulation model serves as the benchmark model. The novel missile autopilot ap-
proach is conducted and verified with respect to elaborate performance and robustness require-
ments. In available literature, autopilot design and proofs of concept are carried out for simplified
nonlinear or even linear missile models [26, 129, 37, 138, 59, 160, [61, [62]. Therefore, characteristic but
realistic effects of the missile system such as actuator saturation, available measurements, aerody-
namic/kinematic cross-coupling, input-affine aerodynamics, and fast varying uncertainties are not
considered. Neglecting those effects simplifies the missile control design tremendously.

The herein examined benchmark model constitutes a realistic six model of a generic[SAM]in-
cluding representative sensor and actuator models. As the parametric uncertainties play a crucial
role in evaluating the missile’s robustness, the primary focus within modeling the six [DOH missile
dynamics lies in a detailed representation of the uncertainty effects. Thus, the nonlinear aerody-
namic data given in tabular data is extended by a state-dependent uncertainty model based on a
probabilistic weighted radial basis function (RBE) network.

Modular autopilot architecture

The objective of this thesis is the systematic development and parametrization of a missile autopilot
in accordance with requirements demanding the missile’s maximum possible performance capabil-
ities. Thus, the design of the autopilot is subdivided in three modular and independent units: a
nonlinear reference model, a nonlinear baseline autopilot, and an adaptive augmentation. With this
modular approach each specification is covered by one of the three autopilot elements. Therefore, a
clear allocation between requirements and algorithms are achieved. This facilitates the interchange-
ability of certain elements, testing procedures, and the verification process.

Physical motivated output selection

In order to apply the selected nonlinear control techniques, the input/output characteristics of the
control variables require to be minimum phase. In case of tail-controlled missiles the acceleration
outputs provided by constitute (depending on the airframe configuration) commonly a non-
minimum phase output with respect to the aerodynamic controls. In [[37,/38] the non-minimumphaseness
is circumvented by so-called output redefinition, using a blend of the estimated aerodynamic angles
and body rates. Other available literature facilitate this problem by selecting the non-measurable
aerodynamic angles as control variables [39,59].

For the purpose of rendering the system dynamics minimum phase, the missile’s acceleration is cal-
culated at a virtual point ahead of the [MUllocation. The selection process of the virtual [MUlposition
is based on linear metrics evaluated for different uncertainty configurations across the entire flight
envelope.
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Nonlinear reference model

The purpose of the reference model is to mimic the missile’s main physical characteristics over
the entire flight envelope and provide all necessary reference signals for the control algorithms
upstream. In common literature this command filtering is obtained by linear reference models [36,
37,138,139]. Therefore, the missile’s closed-loop dynamics is transformed to a linear behavior limiting
the missile’s performance.

For the presented autopilot a nonlinear reference model is developed representing the major non-
linear effects of the missile system. Thus, the provided outputs incorporate the nonlinear, intercon-
nected characteristics of the missile system. These reference trajectories lead to more agile system
behavior and therefore to a significant increase in performance characteristics.

Tailoring of baseline control techniques

Two baseline control methodologies, based on[NDI and [BS|theory, are identified for being perfectly
suitable to track the nonlinear reference trajectories provided by the reference model. In order to
utilize the advantageous characteristics of the reference trajectories and to account for the pecu-
liarities of the missile dynamics, both approaches are customized for the usage within the autopilot
algorithm. The validity of the modifications are verified by theoretical considerations with respect
to stability properties.

Cascaded adaptive augmentation of the plant dynamics

To preserve the desired closed-loop behavior, set up via the baseline autopilot, even in case of un-
avoidable modeling effects, an adaptive augmentation is included within the A modification
of the £1-Adaptive Control methodology (see [63]) constitutes the theoretical foundation for the
robustifying adaptive layer. The selected methodology and modification is carefully justified based
on the inherent properties of the respective theory, the modular autopilot architecture, and the mis-
sile’s uncertainties. To achieve independence of the adaptive layer with respect to the structure
and parametrization of the baseline autopilot, the adaptive element is designed to directly address
deviations between design model and plant dynamics. Based on thorough analysis of the baseline
control algorithms, the augmentation incorporates a newly developed cascaded structure to account
for uncertainties in both dynamical layers (force and momentum dynamics).

1.5 Outline of this Thesis

Within chapter 2] the benchmark model is introduced in detail. This covers the deriva-
tion of the missile’s equation of motions (EOMk), the introduction of parameter definition, and the
specification of the subsystems. The performance capabilities and dynamic properties of this bench-
mark model are in-depth analyzed within chapter[3 The theoretical background of the algorithms
used for the autopilot design (see chapter ) is outlined in chapter [4 Based on the results from
the system analysis (in chapter [3), the first step of the autopilot design in chapter [5] constitutes the
derivation of the functional and non-functional performance requirements. Those requirements in
combination with the model dynamics serve as main inputs for the layout and parametrization of
the autopilot algorithms. The evaluation and analysis of the autopilot design with respect to the
aforementioned requirements is conducted in chapter[6l In this analysis linear as well as nonlinear
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metrics are utilized to verify the missile’s closed-loop robustness and performance. ?? concludes the
thesis by summarizing the main results and presenting an outlook on further research in the area

of nonlinear missile autopilot design.



CHAPTER 2

Missile Model

I do not know what I may appear to the world;
but to myself I seem to have been only like
a boy playing on the seashore, and diverting
myself in now and then finding of a smoother
pebble or a prettier shell than ordinary, whilst
the great ocean of truth lay all undiscovered
before me.

Sir Isaac Newton

His chapter introduces the nonlinear, generic missile model of the FSD Generic Surface-to-Air
Missile (FGS-X-03) that serves as a benchmark model for the systematic development and eval-
uation of the autopilot designs. The fidelity of the simulation model accounts for the two main mod-
eling drivers: on the one hand the model is set up in order to design, test, and evaluate different
autopilot architectures; on the other hand the specific scenario and missile type demand certain
specifications and allow for some feasible simplifications. Control design, model simulation, and
analysis are obtained within the simulation framework MATLAB/Simulink © 2015b.

2.1 Introduction

A simulation model is a mathematical, digital representation of a physical system to better analyze
its characteristic behavior over time and to develop algorithms or devices for obtaining a desired
system behavior. The process of modeling forces the designer to balance in each model layer be-
tween accuracy, verifiable characteristics, available information, and execution time. The design
depth of the model is chosen to reproduce the major characteristics of real surface-to-air missile
(SAM) systems in order to employ the simulation model as a realistic benchmark for autopilot de-
sign purposes. Any degree of compliance with current real missile systems is pure coincidence. A
schematic of the airframe is depicted in fig.
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Figure 2.1: View of the benchmark missile [FGS-X-03| with the body-fixed coordinate frame.

For deriving the missile’s equation of motions (EOMk), the relevant reference frames of the missile
system are defined in section[2.2 In section[2.3] the forces and moments acting on the missile body
are introduced according to their physical origin (e.g. aerodynamics). In this context the modeling
of the aerodynamic and parameter uncertainties are described (section[Z4). Section[2.5lis dedicated
to the actuator, sensor, and state estimation unit of the missile system.

2.2 Missile Dynamics

In this section the missile dynamics is derived according to Newton’s laws of motion. In order to
model the rigid body [EOM] the choice of the considered reference frames is significant. Therefore,
a brief introduction of missile dynamics’ underlying coordinate frames is given. For the purpose
of reducing complexity and improving the simulation’s usability, besides the 6-degree of freedom
(DOBP) rigid body dynamics, no other dynamical effects (e.g. bending modes) are considered. This
chapter presents only the formulas of the rigid body missile dynamics. A detailed derivation of the
rigid body dynamics can be found in [1, 164, |65].

2.2.1 Coordinate Frames

In order to provide a complete description of the missile dynamics and all relevant variables essential
for control design purposes, the necessary coordinate frames are introduced within this section. All
herein presented coordinate systems are right-hand systems. Therefore, the system is sufficiently
defined by the origin and two axes (see appendix[A.). The following list provides a brief description
of the coordinate frames. Detailed information and illustrations about the herein used coordinate
frames can be found in [1,166].

« Earth-Centered Inertial (ECI), I-frame: With the origin of the [-frame attached to the earth
sphere, the [ECIlis rotating on its orbit around the sun. The zj-axis is pointing towards the
vernal equinox and the zg-axis is aligned with the earth rotational axis.

« Earth-Centered Earth-Fixed (ECER), E-frame: The E-frame’s origin is located at the center of
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the earth sphere. The x g-axis intersects the earth sphere at 0° latitude and 0° longitude. The
zp-axis is aligned with the earth rotational axis. (wﬂE ) describes the angular velocity, the
E-frame is rotating with respect to the /-frame due to earth rotation. This rotation rate is
assumed to be constant.

« North-East-Down (NED), O-frame: The origin of the frame is attached to the missile’s
center of gravity (€og). Due to earth curvature the O-system rotates with the transporta-
tion rate (wIE(O) around the E-frame. The x¢ points in polar direction parallel to the earth
reference surface. The zp-axis is directed antiparallel to the surface normal vector.

 Body-Fixed, B-frame: The origin of the Body-Fixed frame is attached to the missile’s
The xp-axis is aligned with the missile’s rotational symmetry axis and directed toward the
missile’s cone. The zp-axis is pointing downwards, perpendicular to the symmetry plane of
the missile. A rotation of the missile’s B-frame with respect to the underlying O-frame is
denoted as (wIO(B ).

« Kinematic, K-frame: The origin moves with the missile’s reference point R. The zx-axis
is coincident in direction with the missile’s velocity vector. The yx-axis is perpendicular
to the velocity vector, pointing to the right, and lies in the missile’s zoyp-plane. With the
assumption of no wind, the aerodynamic and kinematic frame are equivalent.

« Rotated Kinematic, K -frame: The origin moves with the missile’s reference point R. The z -
axis is coincident in direction with the missile’s velocity vector. The gy -axis is rotated in the
YK 2K -plane about the kinematic bank angle px.

« Load Factor, L-frame: The origin of the load factor frame is attached to the missile’s reference
point R. The z-axis is aligned with the missile’s velocity vector and the load factor vector
acting on the missile body is perpendicular to the x 1y -plane.

2.2.2 Rigid Body Equations of Motion

The rigid body [EOM] consists of four different dynamical layers: translation, rotation, position, and
attitude dynamics. In common aircraft simulation literature [1, 64, [65], the translational and atti-
tude dynamics can usually be described by the use of two different sets of variables, quaternions
and Euler angles. In this section, forces ' and moments M are considered in a general way. A
detailed description of the force and moment composition is given in section 2.3l Taking the given
missile type and the considered endgame scenario into account, the model is designed by utilizing
the following assumptions:

. is modeled as a rigid body: The distance between all possible points of the missile
body remains constant over time.

« Constant mass: By considering the endgame scenario, the missile’s propulsion unit is assumed
to be fully burned out. Therefore, the missile is not subject to any mass changes or any result-
ing forces or moments.

« Constant moment of inertia: Due to the negligible impact of the fin movement on the moment
of inertia and the constant mass, it is feasible to consider the moment of inertia as constant
over the entire simulation horizon.

o Symmetric mass distribution: The mass distribution of the missile is symmetric with respect
to the zpyp- and xgzp-plane. Therefore, the entities Iy, Iz, Iy, I, of the inertia tensor
vanish and z g constitutes the principal axis.
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« Flat and non-rotating earth: Since the covered distance in the considered SAMl endgame sce-
narios is small compared to the earth radius, it is feasible to consider the earth to be non-
rotating and flat. Thus, the transportation rate (wIE(O) and rotation of the earth with respect

to the ECIHrame (wlF) can be neglected in the following derivation and the ECEF-rame
constitutes the inertial frame.

« Wind is neglected: Due to the high traveling speeds of the missile, wind effects are neglected
within the simulation model.

2.2.2.1 Translation Dynamics

According to Newton’s second law of motion

> F=Fr=m- (aP)H (2.1)

the sum of forces F’r acting on a body is equal to the body mass multiplied by the body’s acceleration
[67]. Utilizing the introduced rotational rates and coordinate frames (section[2.2.1)), the acceleration
of an arbitrary point P with respect to the reference point R, both located at the missiles body, is
given by

(@) = (V) 2 (@) < (V)" + (@) x (@) - ()

(2.2)
+ (wlB)B % (,’,RP) + (wIB) % [(wIB) . (,’,RP)]
Under the assumption of a non-rotating ((w{(E ) = 0) and flat earth ((wIE(O) = 0), the rates de-

scribing rotation of the missile’s body with respect to the frame (inertial frame in case of
non-rotating earth) becomes

(""ffB)B = (""ffE)B + (“’IL;O)B + (""IQB)B

-0 -0 . (2.3)

Substituting (2.2) in 2.1) by using the body rates defined in (2.3), the translational velocity ( VI? )g =
[u% v w%] g’T with respect to the ECEF-frame results in

. \NEB 1 .
(ViE)"" = L (B) , — () < (VE)E. »
is obtained by merging the point of interest (P) and reference point (R) in in the (@).

Besides the velocities (u%) B (v%) (wg) > 1t Is necessary in aircraft simulation to provide the

B )

translational states, absolute velocity (VI?v )E = | (Vlg )E , angle of attack (AoA) ak, and angle
of sideslip (AaS) S, for certain subsystems (e.g. calculation of aerodynamic forces and moments).
These angles define the attitude of the K -frame with respect to the aircraft’s body frame (see ap-

pendix[A.1). Within missile simulation the common processing procedure is the calculation of those
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alternative states based on the velocities obtained from (2:4) via the following relationship:

Ve = (095) + (695) + (w9)2)’
(5%

(u%)

&

a = arctan

W &

(2.5)
G
V(@05 + ()’

The alternative translation states (2.5) can be directly obtained by integration of the following dit-
ferential equations [1]

Bx = arctan

. FS)
= —— K (gER) — tan e (o) cosca + (rEP) p s

- (VE)KCOS Br B B B ) (2.6)
Br = (FZJG)KE+(pf(B) sinozK—(rIE;B) COS ¢

mg) ’

F; denotes the single force components. pE5, ¢EB, and 7P describe the rotation rates of the B-

frame with respect to the F-frame (inertial frame) around x -, y g-, and zp-axis, respectively. These

rotation rates are labeled roll, pitch, and yaw rate, respectively. Based on the velocity (Vg )E, the
Mach number is defined as
el E
V)|

C

M= 2.7)

where cis the speed of sound. The Mach number constitutes another way for describing the missile’s
absolute velocity.

Due to the fact that the missile is a rotational symmetric body, it is common to employ the L-frame
for describing the missile’s aerodynamics and certain control tasks. In contrast to the kinematic
(K -frame) coordinate system, which is mainly used for fixed-wing configurations, the load factor
frame (L-frame) is orientated with respect to the aerodynamic force vector acting on the missile
body (see appendix [AJ). Since the load factor is perpendicular to the kinematic velocity (Vlg )E
(assuming no wind) [64], the attitude of the L-frame with respect to the missile body (B-frame) is
defined by a rotation ¢ around the x p-axis to align the xj 2y -plane with the velocity vector. The

total incidence angle ¥ describes the second rotation to parallelize the x 1 -axis with the velocity

.. E
vector. Based on the velocities (Vlg ) p = [uf( vfcé wg

the following algebraic relationship [64]:

a\E
Y = arccos < (UK)B )

G\E
(Vi )Zf (2.8)
)5

_ (v
¢ = arctan ((wg)g

An alternative approach to calculate the total incidence ¥ and roll angle ¢ is obtained by substi-

ET
] 5 those angles can be calculated by
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tuting the aerodynamic angles a i and Sx from (@23) into (2.8) [64]:

Y = arccos (cos ak cos B )

¢x = arctan <tan ﬁK) @9)

sin g

Remark: The transformation in (2.8) and (2.9) exhibits a singularity at (wg)

=0 and ag = 0,
respectively.

2.2.2.2 Rotation Dynamics

The rotation dynamics of the missile’s body according to the [ECEF-frame is obtained by applying
Newton’s second law of motion ([67]) to the conservation of the angular momentum H¥. The
angular momentum is calculated with respect to the inertial fixed point. With the assumption of
flat, non-rotating earth, this fixed point coincides with the earth center £. Newton’s second law
states, that the variation of the angular momentum H¥ over time equals the sum of all moments
MF acting on the body:

dt

Based on (2.3), (2.10), and by the selection of[cog| G as reference point the dynamics of the body rate

(wIE<B ) B= [p%B BB rEB ]  describing the rotational motion of the missile body with respect
to the ECER-frame results in

(@FF) = (19) 5 (MF) , — (WEP)  x (1) 5 (WEP) ) - (2.11)

The complete derivation of the rotational dynamics including all intermediate steps can be found in
(64, 65].

1
> MF=Mf = <i> HE (2.10)

2.2.2.3 Position Dynamics

With the aforementioned assumptions the [ECIF and the [ECEF-frame are coincident. Therefore, the
FE-frame can be considered as the inertial frame, which constitutes the coordinate system for the

missile’s global position vector (’I‘G) = [mG y© zG] ;- Integrating the missile’s velocity trans-
formed to the ECEB-frame with respect to time
.o\ E anE
(7“)p =Mgs- (V)5 (2.12)

results in the position vector (’I‘G) ; describing the distance between the G and the origin of the
E-frame. For flight envelope considerations and atmospheric data calculation within the simulation
framework, the distance of the missile with respect to the earth surface is necessary. Thus, with the
definition of (TZG) 5 and the earth radius r g, the missile’s altitude above sea level is calculated by

h=(rg), —re. (2.13)
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2.2.2.4 Attitude Dynamics

In contrast to civil aircraft,[SAMk can occupy any possible attitude in space during their mission. The
attitude of the missile body-frame with respect to the inertial F-frame can be described via Euler

q)EB @EB \I’EB

. T . .
angles or quaternions g% = [qéEB g8 ¢FB qu] . Since the attitude

dynamics of Euler angles

dEB 1 sin®®B tan ©FF  cos ©FF tan OFF) [pLB
eFB| = |0 cos PFP —sin ®FB qkB (2.14)
\i,EB 0 sin ®EB cos DFB 7QE'B

cos OB cos OFB K 1B

exhibits a singularity in case the missile’s body axis z g is perpendicular (© = £90°) to the zpyo-
plane (see appendix[A.), Euler angles are not suitable for attitude calculation in missile simulation.
Utilizing quaternions

P =P+ i+ fP G+ Pk (2.15)

for describing the missile’s attitude provides a singularity-free description [64,65]. ¢, 7, and ¢ denote
the standard orthonormal basis for R?. The quaternions definition and its dynamical representation

. 1 0 }

EB EB

¢ =5q"0o ] (2.16)
2 |:( IE(B)B

is in line with [68], where o denotes the quaternion multiplication operator and g/*Z. Due to the fact
that Euler angles represent the missile attitude in a more descriptive and intuitive way compared
to quaternions, it is common within the post processing procedure to calculate the Euler angles
based on quaternions by the following algebraic relationship [68] (indices dropped due to better
readability):
® = arctan [2 (qoq1 + 203) , (@ + 43 — & — &3) ]
© = arcsin [2 (qog2 + ¢1¢3)] (2.17)
U = arctan [2 (qog3 + q192) , (65 + 65 — a5 — 43) ]
For a practical implementation of (2.17) the following two issues have to be considered:
« The arithmetic operation arctan shall be conducted by the atan2 function, which provide the
result in the proper quadrant.
« In order to avoid the indetermination (gimbal lock) of the bank U¥? and heading angle ® at

north (%5 = 1+90°) and south pole (8B = —90°) singularity configuration, a workaround
is implemented in accordance with [68].

For Skid-To-Turn (STT) missile application it is very common to control the roll channel by consid-
ering the roll angle

Oy = / (cos ok - cos B - (p}E(B)B + sin B - (qIE;B)B + sin a g cos Bk - (V“IE(B)B) dt  (2.18)

: E :
about the velocity vector (Vlg ) o as control variable.
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2.2.2.5 Summary

This section summarizes the missile’s body dynamics with a detailed breakdown of the introduced
rigid body [EOMk. The element-wise form of the translation dynamics (2.4) is given by

17 [ g - R, 00
1= e 08 - 08, 21
Wkl p Forlg (pr) (IG() — (ax ) (uIG<)B B

The assumption of a symmetric mass distribution leads to an inertia matrix (IG) pp of diagonal
form. Therefore, the rotational dynamics

PR b /I, 0 0 (LG)B - (qK )B( IE(B)B (Izz _IG)BB
qg(i = 0 1/ch§/ 0 (MG)B (TIE;B)B (pK ) (IG IG)BB (2.20)
"l g 0 0 1IZ] 5y LN g+ (07°) 5 (a27) 5 (15 = I53) 5

is decoupled in terms of the moments acting on the missile. Thus, the roll L%, pitch M, and
yaw moment N© influence only the corresponding dynamics. Under nominal assumptions (no
uncertainties) the missile body is ideal rotational symmetric. Therefore, the difference (I fz) BB
(IyGy) pp in the roll channel vanishes and dynamical interference of the roll motion caused by the
yaw and pitch dynamics can be considered as negligible. Due to the equivalence I, = [y%, the only
mutual interference between the axes is caused by the inertia cross-coupling in the pitch and yaw
dynamics.

In order to obtain the position dynamics

Gl E G FE

x uK

il =MpgoMog |v§ (2.21)
G %/_/

zdE MEgp Yiklp

the transformation of the velocity vector (VK ) from body-fixed frame into the[ECEF-frame (M )
is conducted via direction cosine matrix (see [64]) expressed (upper indices denoting rotation are
dropped due to better readability)

R+E - -3 2(@e—q9p) 20+ 0e)
Mo = | 2(qe2+qoq3) @ -G +d3—a3  2(q2q3 — qoq) (2.22)
2(q193 — 9092) 2(g203 + 9001) @ -G — @B+ G

and the O-frame’s 180° rotation about the yp-axis:

-1 0 0
Mgo=]10 1 0 (2.23)
0 0 -1

The quaternion theory is based on the restriction, that the quaternion g©? is of unity length

(@) + (@)’ + (&F°)" + (FP)* = 1. (2.24)

Depending on the simulation step size and choice of the solver, the numerical integration of the
quaternion differential equation (2.16) can lead to violations of (2.24). Therefore, it is common in
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aircraft simulations to preserve the unity-vector condition (2.24) by adding stabilizing term to the
quaternion dynamics (2.16):

B0 O, ), (] [T [
EB 1| (pEP 0 rEB) — (25 EB 1 EB
Q}EB =3 pJIE(B B EB K /B %Ié B q}EB + A q}EB (2.25)
Bo) 2|l s 0, BRDs | a2 e
g3 (r¥ )B (%) B (r%”) B 0 43 q3
The gain
A=1—(gg+ai+a6+4) (2.26)

of the quaternion vector g”? describes its distance (orthonormality error) to the desired normed

value (2.24) [64].

2.3 Forces and Moments

For the purpose of deriving the translational and rotational dynamics a general descrip-
tion of the forces F'r and moments chf acting on the missile body is used. By considering the missile
to be fully burned out in endgame configuration, the total forces and moments are composed by the
aerodynamic and gravity parts:

Fr=Fy+ Fg

2.27

The gravity part of the total moment MY vanishes due to the choice of as reference point for
applying the laws of motion (see sections[2.2.2.1] and [2.2.2.2).

2.3.1 Gravity Force

Within an endgame scenario of a [SAM an attitude range is covered by the missile that makes it
feasible to consider the earth as the only celestial body with a significant impact on the missile
dynamics. For the sake of reducing complexity, the gravitational field is assumed to be constant
and homogeneous. Therefore, it is assumed to be directed perpendicular with respect to the earth
surface and its acceleration g is constant over the entire altitude range. In order to account for both
translational dynamic descriptions ((2.4) and (2.6)) the gravitational force vector is depicted in the
body-fixed frame

0 2(q193 — 9092)
(Fg)g=Mpo | 0 =m-g| 2(q2q3 + qq1) (2.28)
m-g|, @B-d-B+d],

and in the rotated kinematic frame (K -frame)

0 —sinyg
(Fa)g =Mpgo | O =m-g |cosygsinug | . (2.29)
m-g|, COS VK COS lUK |
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The transformation M po is the transpose of ([2.22) and Mz, (see appendix[A.]) is defined by

Myo = Mg xgMko (2.30)
where
1 0 0
Mg =10 cospux sinug (2.31)
0 —sinpg cospg
and

COS XK COS7YK SIn Yk COsYg —sinyg
Mgo = —sinyg COS XK 0 (2.32)
COS XK Sinyg sSinxg Sinyx  COSYK
describes the rotation of the K -frame around the x i -axis and the transformation from O- to K-
system, respectively.

2.3.2 Aerodynamic Forces and Moments

Besides the mass distribution and geometry data, the aerodynamic forces and moments constitute
the main distinctive feature in simulation of a certain aircraft type. In missile simulation the aero-
dynamic data set reflects the characteristic in dynamics over the flight envelope. The herein used
aerodynamic data set is solely generic and any similarities to existing[SAM]|configurations are purely
coincidental.

Within this chapter the aerodynamic data set is introduced by giving the respective coordinate
frames, the dependencies of the missile states, and the application rule of the force and moment co-
efficients. The data set is calculated with the semi-empiric missile aerodynamics prediction software
MISL3 ®. This tool outputs the aerodynamic data set in tabular form given in the body-fixed frame.
Therefore, the aerodynamic forces

a Fng Cx(ﬁK7M7§7777C)
(Fi)p= FyG’A = @Sres | Cy (ak, B, M, () (2.33)
FZ,A B CZ (aK7ﬂK7M7§777) B
and moments
LY Ci(ak, B, M,§,m,¢)
(ME)B = ME = queflref Cm (ax, Br, M, &, 1) (2.34)
Ni g Co (ax, B, M £,0) |

are depicted in the body-fixed coordinate frame (B-frame) and the notation is in conformity with
(1]. g, lyes, and S,y denote the dynamic pressure, reference length (diameter), and aerodynamic
reference area, respectively. The composition of the respective force and moment coefficients C;(.),
i = x,y, 2z is described by the application rule. This application rule depends on the software pro-
gram and the underlying post processing algorithm. For the purpose of modeling and control design
the break down of the force and moment coefficients is obtained in an additive way in accordance
with their physical origin. Therefore, the force coeflicients

Cm C:B,O (aaﬁaM) +Cx,§ (ﬁyMagana C)
Cy| = |Cyola,B, M)+ Cycla,B8,M,E () (2.35)
C.|,  |Con(onB, M)+ Cuyp (0, B, M,E0) | ,
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consist of the coefficients acting on the plain body C; o and the ones describing the impact of the
control surfaces C ;. u = [5 i (]T specifies the equivalent aerodynamic fin deflections. A

detailed description of the aerodynamic controls and their relation to the virtual control variables
&, n, and ( is presented in section[2.5.7] Considering the moment coefficients

Cro(a BM)(E)fQY(ﬁJ@+QAm@M@mO

c 2V
. :C%Mm@M)(ﬁ)f%%ﬂ,&MH%MM%@M@W (2.36)
c,
B @mm@M><j)ff¢mwwa+@¢m@M@o
L 4B

the damping coefficients C; .,; constitute an additional physical effect compared to (2.33). For the
purpose of a better readability some indexes are dropped in (2.33) and (2.36). All aerodynamic coeffi-
cients (C;) 5 are smooth functions in their respective function arguments. The nonlinear, non-affine
dependency of aerodynamic moments (and forces) on the equivalent aerodynamic controls u; in
(2.36) (and (2.39)) is a common property of highly nonlinear aerial vehicle aerodynamics. A detailed
representation of the generic aerodynamic data set can be found in appendix [B.1l

Remark: In aircraft modeling it is very common to describe the aerodynamic forces in the aerody-
namic coordinate frame, which coincides in case of no wind with the K -frame. The definition of the
aerodynamic forces in the K -frame

FmgA -D —CD
(Ff)f( = FyéA - Q =q- Sref : CQ (237)
FZ,A K —L K _CL K

is useful for describing the translational dynamics via the alternative state representation (2.6). D,
@, and L are denoted as drag, lift, and cross-stream force, respectively. The negative signs account
for the anti-parallel directions of drag and force with respect to the z ;- and z-axis [1, 68]. In
case of no wind, the lift L and cross-stream force ) are perpendicular to the free stream airflow

(described by (Vlg )E) The drag D is anti-parallel to it. Based on this definition the load factor

Ny 1 D
n)e=|n =— |Q (2.38)
= |m| =ao Q|

2l g K

represents a measure for the stress on the aircraft’s body due to the aerodynamic forces. The dimen-
sionless load factor (n) ;- is defined by the ratio of the respective aerodynamic force (D, @, and L)
and the weight (m - g) of the aircraft.

The aerodynamic data set determines the missile’s physical capabilities and limitations. With the
given geometry and mass configuration, MISL3 outputs feasible aerodynamic data for a total inci-
dence angle of ¥ 4 0 = 25°. Under consideration of the given scenario, the traveling speed and
altitude ranges between M = 0.9 — 4.4 and h = 0 — 11km, respectively. The [FGS-X-03s body is

. . . 11
assumed to withstand a total acceleration, which is below || (aG) 5 I < @mae = 50g.
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2.4 Model Uncertainties

Control laws, no matter in which field, require a mathematical representation (design model) of
the considered plant. The more accurately the design model represents the plant, the smaller is the
divergence between the plant’s closed-loop behavior and the desired behavior set up via a model
based control design approach. The accuracy of the design model increases with the efforts in the
parameter identification campaign.

In aerospace applications the divergences between plant and design model can be categorized in geo-
metric/mass, aerodynamic, and measurement/estimation uncertainties. Since the considered missile
covers large ranges in altitude, velocity, and total incidence angle (see section[2.3.2), especially the
aerodynamic data set contains a source of extensive modeling errors compared to military and civil
aircraft applications.

Due to the fact that missiles like the have a reduced sensor setup, online state estima-
tion is necessary for providing the algorithms with certain state information. The reduced sensor
equipment is a consequence of the lack of space and to preserve the missile’s aerodynamic charac-
teristic. Since the estimation process depends on model information, the quality of state estimation
correlates with the accuracy of the design model. The above mentioned divergences between design
model and plant lead to estimation errors that are propagated (by the estimation algorithm) to the
control algorithms. Measurement errors, geometric, and mass variations complete the uncertainty
spectrum for the considered missile system. In order to evaluate the herein proposed control design
towards robustifying capabilities, the uncertainties need to be considered in their full characteristic.

According to [69], the term uncertainty defines a potential lack of knowledge by modeling a certain
plant. This vagueness caused by partial information of the respective plant is incorporated within
the herein introduced missile model by using normal or Gaussian probability distributions for the
missile parameters.

2.4.1 Aerodynamic Uncertainties

In common literature the aerodynamic data set is assumed to exhibit uncertainties that remain con-
stant over the entire flight envelope [20, 136, 40,162,(70]. In reality, the accuracy of the aerodynamic
identification process depends on the considered flight envelope region. Therefore, an aerodynamic
uncertainty model is developed displaying the state-dependent confidence level of the aerodynamic
data set. Based on this approach the fidelity of the nonlinear missile model is further increased and
the control task of stabilizing and robustifying the closed-loop system becomes more challenging
compared to conventional uncertainty models.

The aerodynamic uncertainties are modeled in a multiplicative way. Therefore, the aerodynamic
coefficient used in the plant model is calculated based on the nominal force and moment coefficients
Ci jnom (see appendix [B.1) by the following relationship

Cij =1+ AC;; (x)) - Cijnom + ACijofr- (2.39)

In order to distinguish between the nominal aerodynamics and the one used in the plant model, the
undisturbed data is labeled within this section as C} ; nom. The aerodynamics which is subject to un-
certainty is denoted as C; ;. All terms C; ; utilized in the rigid body[EOM](section[2.2) are calculated
by using the multiplicative uncertainty AC; ; and the constant offset AC; ; ,¢f. In common aircraft
and missile modeling the aerodynamic uncertainties is assumed to be constant (24,37, 40,70, |71] or
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is accumulated with other uncertainties [62]. Thereafter, the uncertainty of the aerodynamic coeffi-
cient is partitioned in an constant offset AC; ; , s and a state dependent multiplicative scaling factor
AC; ; (x). It is assumed that the main driver of the aerodynamic uncertainty are the total incidence

angle and the Mach number, x = [19 K M ] T Therefore, the divergence of the aerodynamic data
set varies with those values and the choice of the constant offset AC; ; .

2.4.1.1 Multiplicative Uncertainty AC; ;

A variation of the scaling factor AC; ; (x) dependent on the states Ui and M is modeled by using
radial basis function (RBF) networks [72]. ARBHis a scalar function with the distance r = ||z — .||
of a point « to a center . as argument, « (1) = k (|| — @.||). The RBEs considered herein are of
the form

k(r) = exp (—é) . (2.40)

This family of curves return a scalar value, which ranges between x € [0, 1]. The RBF « (7) has its
maximum value 1 at the center . and is monotonically decreasing with increasing distance to the
respective center (see fig.[2.2). The parameter 7 > 0 regulates the widths of the Gaussian function

(2.40).

1.2+

7=0.1
T7=0.5
1 T:].O

rin [ ]

Figure 2.2: [llustration of the RBF candidate (2.40) for different parameters 7.

ARBFnetwork consists of N multiple functions  (r), which are distributed throughout the consid-
ered state space around the centers ., k = 1,..., N (see fig.[2.4a). In order to cover the respective
region with [RBE, a proper choice of the centers . ) and the parameter 7 is crucial. In fig. 23] an
equidistant distribution of the centers along the state variables is chosen with two different scaling
factors 7. An increase in the parameter 7 leads to and increased width of the RBFs and therefore a
better coverage (overlapping).
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Figure 2.3:[RBFs with different scaling parameters 7.

Based on the above introduced [RBEs, the multiplicative uncertainty function

N
ACi; (®) =k ()Y Nijus (2 — zekl) (2.41)
k=1

is assembled by weighting each single [RBF with the scalar \; j ; across the N centers x. ). The
factor k (x) enables a scaling of the uncertainty dependent on the considered missile state.

Since the RBH has its maximum (max (k (€., Tcx)) = 1) at the center @, and is monotonic
decreasing, \; j; determines the amplitude of each single neuron. The [RBE determines in each
successive term (neuron) \; j x~ (|| — xk||), depending on the distance r = ||z — x. || of the
current state @ to the center x ;, the contribution to the overall function value AC; ; (x). Therefore,
k (r) is denoted as activation function within this context since it determines the activity (influence)
of each single neuron in the sum of (2.41).

As already mentioned above, the deviation between the nominal aerodynamic coefficient C; ; nom
and the coefficient C; ; at a certain state x is assumed to follow a normal (or Gaussian) distribu-
tion [IE]. By using the uncertainty modeling approach depicted in (2.41), the weighting factors
Aij i provide the possibility to assign to each neuron A; j iz (|| — x.1||) a defined uncertainty
parametrization. Therefore, the amplitude

Niie ~ N (wig, 07 5) (2.42)

of the activation functions & is selected as a normal distributed value determined by its expected
value yi; ; and its standard deviation o; j. Those two values are determine the uncertainty charac-
teristic a specific aerodynamic coefficient C; ;. According to common nomenclature [Iﬂ], N labels
a random variable (here: A; ; ;) that is normally distributed. By using these normally distributed
weights \; ; 1, the neuron amplitudes of the RBE network AC; ; (241) follow a normal probability
distribution. The maximum amplitude of each neuron and therefore the maximum multiplicative
uncertainty ACj ; is defined via three times the standard deviation 3¢. Since each category of aero-
dynamic coefficient C; ; exhibits a certain maximum uncertainty threshold (30;), a categorization
according to their respective variance is shown at the end of this section in table[2.1]

Remark: Since 99.73% of the values obtained from a normal distribution lie within the interval [ —
30, i + 30], the standard deviation 30 is used throughout this thesis to determine the approximate



2 Missile Model 26

bounds of the normal distributed multiplicative uncertainties AC; ;. With the proposed approach
a probability of 0.27% (100% — 99.73%) remains that one of the neuron amplitudes JA; ;  is not
within the given interval [ — 30, ;1 4+ 30]. This desired effect reflects the natural variance of the
aerodynamics identification process in reality.

Figure 2.4 depicts a generic example of the uncertainty modeling A ; to illustrate the aforemen-
tioned theory. Figure [2.4al shows the activation functions x uniformly distributed along state space
determined in this example by ¥ and M. The scaling of the activation functions (neurons) with
the normally distributed weights ); ; 1, are presented in fig.[2.4bl Combining those neurons over the
entire state space according to (Z.41) results in the generic uncertainty function AC; ;.

. Yy :
R W N ) “»
Zoo Nl @\«Q“‘,’)‘\\ﬁ‘f‘%’l‘f“ﬁ%‘m‘ ;
o Ol g
o :\/,,‘M‘W,/o‘,v‘z,‘/n"‘-‘é\i(w ]

/ A y’\ X v
W

2
Yk in [] 3.5 3 ' .
% 4 M in[] 4 Min[]
(a) Gaussian activation functions « (z, . ) plot- (b) Neurons \; ; px (x, . 1) of RBHNetwork plot-
ted versus ¥ and M for 7 = 0.25. ted versus ¥ and M.

/)
=

" Min[]
(c) Generic aerodynamic uncertainty AC; ; as a
function of Y and M.

Figure 2.4: Activation Functions, Neurons, and the resulting generic multiplicative uncertainty
AC; ; plotted versus ¥ and M with 25 centers x. ;. The approximate bounds are
chosen as 30 = 0.2.

In the generic example depicted in fig. 2.4 one standard deviation ¢ (to assign the neuron ampli-
tudes \; ; 1) is used for the entire state space. It is reasonable to assume that the accuracy of the
aerodynamics identification process (e.g. wind tunnel, Computational Fluid Dynamics (CFD) meth-
ods) increases with reduced incidence angle 9. The impact of the airspeed M on the aerodynamic
uncertainty is assumed to exhibit constant probability distribution across the entire Mach range.
Therefore, for the purpose of the investigations within this thesis ¥ is selected as the variable
scaling the uncertainty via k (9 ) in (241).

By using the uncertainty model based on a [RBF network (2.41) it is possible to account for dif-
ferent uncertainty levels within certain state space regions. Herein two levels of uncertainty are
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considered, which are triggered by 9. Besides the equally distributed neurons comprising of the
amplitudes and parametrized RBE, the uncertainty is reduced for ¥ < ¥, in accordance to the
following pattern:

Kiow if 0 <9 < Ik 0w
1- .
k(9a) = Miﬁé’;m if VK jow < VK < VKup (2.43)
1 if 19K,up S 79K,max

The calculation of k, proposed in (2.43), is illustrated in fig. In order to avoid an abrupt parameter
change from k;,,, to £ = 1 a transition zone is introduced, which leads to a smooth change from
the distinct values of k.

kin[]

A

/:/ transition zone
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Figure 2.5: lllustration of the dependence of k on ¥ (2.43).

Figure shows the multiplicative uncertainty AC, ¢ in order to demonstrate the effect of the
scaling factor k. The magenta tube in fig. 2.6al and fig. 2.6Dl illustrates the ) x-region where the
uncertainty is reduced according to (2.43). Considering fig. showing AC;, o versus o and M,
the region described in (2.43) is illustrated as a corridor in the variable a . In case of the fourth plot
the value Sk leads to an incidence angle ¥ (2.9), which is outside of the chosen scaling region in
this example (95 < 11°).



2 Missile Model 28

= 0
2
8
§
<
o
(g
- N T e N
2 ) e = %“:“““:““‘6‘ 7 —10 o»‘a‘/“:‘:“‘
- RS OSSOTS W, s W
S 0 “““‘“
10 —20
10 10
- 20 in [° 20
ag in[°] Brc in 7] ak in[’] B in [°]
(a) Aerodynamic uncertainty AC, o plotted versus (b) Aerodynamic uncertainty AC; o plotted versus
ak and Bx at M = 2.65. ak and Bx at M = 4.4.

< SN
RS

TR RS g W AN
S NS NSNS
S S

El ]
o] o]
q q
7 e —
=
0 e
== 1
) . 35 3 . 35 3
g in[’] Min[] g in[7] Min[]
(c) Aerodynamic uncertainty AC;, o plotted versus (d) Aerodynamic uncertainty AC, o plotted versus
ax and M at S = —0.81°. ax and M at B = 25°.

Figure 2.6: Plots of the multiplicative uncertainty ACy, o (2.41) versus the state variables o, Bk,
and M with k;,,, = 0.15, UQKJOM =9° and ﬁK,up =11°

2.4.1.2 Offset Uncertainty AC; ;o1

Besides the state-dependent multiplicative uncertainty AC; ;, the offset AC; ; ,1s is selected as a
constant uncertainty over the entire state space region. Since the offset AC} ;,¢s is an absolute
value, it is calculated based on the percentage of the nominal aerodynamics evaluated at ag, S =
0°, M = 2.5, and u; = 0°:

ACZ'J"Off = k‘i’jpff . Cm' (OéK =0°B8xk =0, M =25u; = 0°) (2.44)

Therefore, the offset for coefficients exhibiting a zero crossing in the variables o, Bk, or u; van-
ish. This assumption is feasible since the post processing of the aerodynamic identification process
accounts for the characteristics of coefficients. E.g.: Cy g and C', o considered a certain Mach num-
bers M reflects point symmetric characteristics with respect to the aerodynamic angles i and S
Thus, a possible divergence in the origin of the variables a i and Sx would be compensated within
the post processing of the aerodynamic data set.

The parameter k; ; ,f r, which regulates the offset (2.44) is assumed to be normally distributed in the
same way like (2.42). Due to its origin, it is assumed that the identification of the respective off-
set uncertainty ACj j ¢ can be estimated with increased accuracy compared to the multiplicative
uncertainty AC; ; ,r¢. This is reflected by smaller standard deviations 30 of k; ; ,rs compared to

)\Zvjvk
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All herein considered aerodynamic uncertainties are summarized in table 211

Coefficient 3o of \; ;. 30 of k; jor¢

03570 0.85 0.5
Cy,o, Cz70 0.75 -
Cr,ﬁ 0.85 0.5
Cy,c, sz 0.75 0.4
CZ,O 0.95 -
Cm70, Cn,O 0.85 -
Cl7p 0.95 0.5
Cm7q, Cnﬂn 0.85 0.4
Cl{ 0.95 0.5
Cmm, Cn,( 0.85 0.4

Table 2.1: Characteristic uncertainty parameters of the aerodynamic coefficients.

2.4.2 Geometric and Mass Uncertainties

Besides the aerodynamic uncertainties presented in section [2:4.7] the missile’s geometric and mass
parameters are also subject to inaccuracies within the identification process. Since the [FGS-X-03|
is assumed to be burned out by the beginning of the endgame scenario, no changes in mass and
mass distribution is considered during flight. Therefore, the geometry and mass parameters remain
constant during the considered scenario. For the purpose of robustness investigations of different
autopilot designs, the mass m and moment of inertia (I o ) pp Of the burned out missile are consid-
ered to diverge in a multiplicative way from the nominal values. Considering the nominal parameter
Pnom. the design model parameter p results as

P = Pnom * (1 + Ap) (2'45)

with Ap being the uncertainty. This multiplicative uncertainty is modeled by using the normally
distributed factors depicted in table

Uncertainty Parameter 30 Range
A(IS) g 0.1
Am 0.01

Table 2.2: Geometric and mass parameter uncertainties.

2.5 Missile Subsystems

The task of the Flight Control System (FCS) is to command desired fin deflections, in order to follow
a certain trajectory computed by the guidance law (see fig.[1.3). The command following is realized
within the[FCS/ by comparing the reference trajectory provided by the guidance unit with measure-
ments of the missile’s current state. Therefore, in addition to the input of the guidance law the flight
control unit receives data from the measurement and estimation unit and the fin deflection of the
actuation unit. Considering the context of autopilot investigations, this chapter describes the main
characteristics of the missile’s upstream and adjacent subsystems.
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2.5.1 Actuator System

The herein considered missile is steered in[STT]mode. For this mode, two cruciform orientations of
the missile body are possible, which are determined by the attitude of the fins: in the +-orientation
the axis of the fins are aligned with the yp- and zp-axis of the body fixed frame; the x-orientated
missile has the fin arrangement rotated at 45° with respect to the body fixed frame [1].

The aerodynamic data set (see appendix and therefore the missile’s rigid body (sec-
tion[2.2.2) are obtained by utilizing the aerodynamic equivalent controls: aileron &, elevator 7, and
rudder (. The usage of those aerodynamic equivalent controls is due to the fact that the virtual
control variables &, 1, and ( can be directly assigned to the missile’s roll-, pitch-, and yaw-axis, re-
spectively. This aircraft-orientated approach is also very common in missile modeling and missile
flight control design [11, 124, 137, 40, 164]. As mentioned above the missile’s physical control surfaces
consists of four fins us = [61 by O3 54]T, which are attached to the rear of the missile body
(see fig.[20). The angular position of each fin can be controlled independently. The numbering of

the single fins is conducted clockwise starting with the upper left one as shown in fig. Based on

the aerodynamic equivalent controls u = [5 n C] " the fin deflections 0; result via the mapping
rule

51 1 1 1 ¢
S 1 -1 1
s =11 1 -1 27 . (2.46)
o4 1 1 -1
N—
=T

The aerodynamic equivalent controls w on the basis of the fin deflections J; are obtained according
to the pseudo-inverse of the (2.46):

¢ 1 1 1 1 gl
nl==-11 -1 -1 1 52 (2.47)
3
¢ L1 -1 s
=71

Due to the unsymmetrical mapping of (2.4€) and their inverse 2.47), a fourth control variable of
u is possible. This fourth conceivable combination produces only drag. It is commonly denoted
as speedbrake r [64]. In this study the speedbrake is assumed to be zero. Figure 2.7] depicts an
schematic view of the three different fin configurations, which lead to a positive aileron &, elevator
7, and rudder ¢ command.
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Figure 2.7: Fin configurations for aerodynamic equivalent aileron, elevator, and rudder deflections
(missile view from rear). Positive fin d; deflection is marked with green color, a negative
fin deflection can be identified by a red labeled fin.

In real missile systems each fin is actuated by an electric actuation unit, which deflects the fin to the
desired angle d; .. In order to account for the dynamics and the constraints of the fin motors within
the simulation model, each fin is modeled as a second order dynamics according to fig. 2.8} Besides
the introduced delay defined by the bandwidth w;, and damping (;», the actuator performance is
additionally limited by deflection 0,4, deflection rate d,,,4;, and deflection acceleration constraints
Smaz (see table [23). Since all fins are equivalent, each fin section exhibits the same dynamical
characteristics.

ol o TfJﬁ i tiadiy

Figure 2.8: Block diagram of second order fin dynamics.
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Taking the deflection limitation |0;| < d,4, and the fin mapping from ([2.47) into account, the sum
of the equivalent fin angles absolute values results as |£]| + 7] + |¢| < dmaz-

Parameter Value Unit

5maa: 25 [o]
dmaz 10 [rad]
Omaz 1500 [
Win 50 [Hz]
Ctin 0.7 /]

Table 2.3: Parameters of the actuator subsystem.

2.5.2 Measurement Unit

In short-range tactical missiles like[SAMk and surface-to-surface missiles (SSMk) the onboard sensor
setup includes an accelerometer and gyroscope measuring the acceleration and body rates, respec-
tively. Both units are incorporated within the Inertial Measurement Unit (IMU), which is assumed
to be located along the missile’s body axis at (T)JIBMU = [wcogJMU 0 O]g. Teog,iMU describes
the distance of the with respect to the Thus, the sensor unit (IMU) is aligned with the
x p-axis. Due to the short flight time and the disregard of position estimation based on acceleration
signals, misalignment effects of the are neglected within this thesis. Therefore, the axes of the
sensor coordinate frame are parallel to the axes of the missile’s body-fixed frame (B-frame). For the
purpose of a facilitate sensor architecture (heat issues, cable size, etc.) the [MU in common
and[SSM|missile applications is placed between the missile’s and cone. Besides assembling con-
siderations, the location of the plays also a decisive role by the choice of the autopilot control
law.

Considering the assumptions made in section[2.2.2] the [IMUl processes the body rates (wIE<B )  (see
(211)) and the specific aerodynamic force calculated at the [MUl Depending on the location,
the measured acceleration results to:

(@) = L (BG) 4 (7)) % (1 4 (@7 ¢ [(@7),, BT (a)

It is assumed that the acceleration due to gravity is compensated within the sensor unit. Thus,
. 11 . . .
the specific force (al M U) p calculated at the point (r)gMU includes the accelerations caused by

aerodynamics, the Coriolis term, and the acceleration due to body rate acceleration.

Modeling an IMU] can be a tedious task and lead to complex models. Since the output y,, =

T
IMUNILT EB\T . . . .
(a ) Bom (w 7 ) Bm| 2r€ used for control design, only sensor effects influencing the autopi-

lot controlled missile system are considered. One major sensor behavior affecting the closed-loop
stability of the autopilot system is caused by delay of the sensor signals y,,,. This transmission delay
of the actual acceleration to the sensor output is modeled by a linear first order system with the time
constant T7,sy. Besides the dynamics of the sensor unit, white noise w; and bias b; is added to the
measurements Y.

[(anU)é’,m] _ [— 0 ”(anU)g %wa@)Hba] (2.49)

( EB 0 1 (wa;B) . w,(t) b,

WK )B,m 1+Timus
The parametrization of the sensor unit is chosen based on realistic tactical grade comparable
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o [75]. From this data sheet and by taking into account the calculation of the Angular Random
Walk (ARW)) [76], the relevant parameters are obtained to model a generic but realistic noise and
bias characteristics. The parameters of the implemented [MU model are depicted in table 2.4l

Parameter Value Unit
Trvu 7.96-10"% 5]
30 (wg,i(t)) 0.2060 (%]
30 (w,,(t))  0.0019  [red]
30 (bg,i(t)) 0.981 (5]
30 (byi(t)) 0.05 [rad]

@(IJ

Table 2.4: Parameters of [MUl subsystem.

It is assumed that each of the four fins include a rotary encoder, which provides the deflection angle
0; to the [FCS To obtain a high degree of realism deflection rates §; and accelerations §; of the
aerodynamic actuation surfaces are not passed to[FGS-X-03| onboard algorithms.

2.5.3 Estimation Unit

In common[SAMland air-to-air missile (AAM]) systems, the acceleration and body rates measured by
the [MUl(see section[2.5.2)) constitute the only measurable part of the missile’s rigid body state vector
(see section[2.2.2). Besides those measurements, which are provided with high accuracy, advanced
missile autopilot designs demand additional entries of the missile’s state vector. Those signals can be
scheduling parameters like aerodynamic angles (e.g. o g, Sx) or dynamic pressure ¢, on which the
in-flight selection of controller gains is based on [24]. In case of autopilot layout based on nonlinear
or adaptive approaches extended state information - beyond the measurement - constitute an
essential prerequisite for the selected theory [37, 38, 40, 61]. Usually, information of the missile
velocity, altitude, and aerodynamic angle information is required for applying modern control laws.
Therefore, the dynamic pressure g, the Mach number M, and both aerodynamic angles ag, S are
provided to the All those required but non-measurable signals and states need to be observed
or estimated during flight based on [MU measurements and/or model data. Since measurements
and especially model data are subject to disturbances and uncertainties the estimates diverge from
their actual value. Herein this estimation error is modeled as a multiplicative (Mach number M
and dynamic pressure ¢) and additive constant uncertainty (aerodynamic angles o, Bk). Each
uncertainty factor is normally distributed within a certain 30 range (see table [235). An extensive
model of the estimation (e.g. navigation) and observation process is not considered due to limited
significance for the conducted investigations within this thesis. The uncertainties in table 23] are
chosen based on the aerodynamic and measurement uncertainties introduced in section and

section[2.4.1]

State Variable 30 Range Unit

AQK, ﬂK +2.5 [o]
Ag 0.05 [—]
AM 0.1 -]

Table 2.5: Multiplicative and additive constant uncertainties of the estimated signals.



CHAPTER 3

Flight Dynamics Analysis of the FSD Generic Surface-to-Air Missile
(EGS-X-03)

All progress takes place outside the comfort
zone.

Michael John Bobak

THE previously introduced numerical representation of the constitutes the basis for
evaluating the developed autopilot architectures. Since the designed flight controller shall fully
exploit the performance of the considered plant, a detailed knowledge of the plant’s physical capa-
bilities is required. Developing an autopilot without extensive knowledge of the plant’s physical
limitations and properties may result in a impaired closed-loop performance.

Usually, in aircraft performance analysis the maximum commendable magnitude of the control vari-
ables is determined by several state and input constraints. Common state constraints for aerial vehi-
cles are the maximum angle of attack (AoAl), the maximum acceleration the structure can withstand,
or criteria considering the comfort of passengers and pilots in manned aircraft systems. Limited con-
trol surface deflection and thrust level are examples for aircraft input restrictions. The subset of all
physically possible state and input combinations is denoted as flight envelope.

In addition to the maximum achievable flight envelope of the aerial vehicle, the dynamic perfor-
mance analysis is the second main driver for the parametrization of the missile’s autopilot. Those
dynamic properties are described via the input/output characteristics between the respective state
variables and the considered actuators. The dynamic closed-loop performance requirements such as
transmission bandwidths and eigenmodes are derived based on the results of the dynamic perfor-
mance analysis.

Dynamic properties and the missile’s flight envelope are calculated based on the plant model de-
scribed in chapter[2l The flight dynamic characteristics of the missile system are determined by the
vehicle’s parameter configuration (e.g. aerodynamics, mass properties, etc). Since those parameters
are subject to large variations (see section[2.4), the flight dynamics properties change accordingly. In
order to obtain reliable bounds for the flight dynamics properties, three parameter sets are analyzed,
which account for the missile’s nominal, least, and most agile flight dynamics.

Considering the effect of the uncertain mass and aerodynamic parameters on the missile’s dynam-
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ics, each extrema (minimum/maximum) of the parametric uncertainty can be assigned to one agility
level (slow, fast) of the missile dynamics. The nominal case describes the missile model without un-
certainties. The parameters of these three configurations (slow, nominal, and agile) are summarized
in table Since all parameters are assumed to be normally distributed, the slow and agile missile
configuration are defined by the 30 deviation (see table[2.7]and table[2.2)) of the nominal parameters.

Uncertainty Slow Nominal Agile
AC; 0 —0.85 0 0.85
ACy 0, AC;o —0.75 0 0.75
ACy ¢ 0.85 0 —0.85
ACy ¢, C.y 0.75 0 —-0.75
AC o 0.95 0 —-0.95
ACy,.0, ACy 0.85 0 —0.85
AC, 0.95 0 —-0.95
ACy,. 4 ACy 0.85 0 —0.85
AC)¢ —0.95 0 0.95
ACny 5, AC, ¢ —0.85 0 0.85
A(IF) s 0.1 0 —01
Am 0.01 0 -0.01

Table 3.1: Uncertainty parameters for the slow, agile, and nominal missile configuration.

3.1 Trim Calculations

Identifying the entire set of states and inputs, which belong to a given physical achievable steady-
state flight condition is called trim calculation. The result of a trim calculation are the entire rigid
body states and inputs of an aircraft system for a certain maneuver. In aircraft performance analysis
the objective of trim calculations is to determine steady-state flight conditions of the rigid-body
dynamics serving as a starting point for linearization or deriving static performance requirements.
Therefore, trim calculations are the first step in analyzing the dynamics and performance capabilities
of an aerial vehicle.

A steady-state flight condition describes the equilibrium point of a certain flight maneuver, which is
maintained by the aircraft in cases of no disturbances. Thus, the forces and moments of the aircraft
are constant over time [[77], which implies that the aerodynamic angles (e.g. ok, Sx) and the angular
rates remain constant over time. General examples from aircraft applications of steady-state flight
conditions are the steady turning flight and the horizontal level flight [4, 68, [77].

In case the change rate of states and inputs necessary to maintain a certain flight condition is negli-
gible with regard to their dynamic characteristics, the flight condition is denoted as quasi-stationary.
Fast transitions in the state and input variables are caused by unsteady maneuvers such as accel-
erated flight or pull-up/push-over maneuvers. Those trim conditions are instantly left by the aerial
vehicle. Therefore, those state and input combinations constitute an unstable equilibrium point. The
validity of a linear analysis at an non-steady flight condition is limited.
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3.1.1 Procedure and Mathematical Background of Trim Calculations

The trim calculation procedure of the aircraft states and inputs varies with the considered flight
maneuver. Each flight maneuver has its unique physical constraints regarding the states, its deriva-
tives, and specific state-dependent quantities (e.g. load factor, acceleration) [[77]. Besides constraints
resulting from the aircraft physics and the selected maneuver, the trim algorithm incorporates other
limitations stemming from airframe restrictions like maximum control surface deflection and the
stall region. Trim calculations are computed by an optimization algorithm, which calculates a trim
solution under the given constraints and a cost function. The cost function describes the trim prob-
lem in terms of flight maneuver constraints with respect to the nonlinear rigid body aircraft dynam-
ics by mapping the solver parameters of the optimization algorithm to the considered parts of the
state vector and the regarded inputs. Based on the state/input combination the required derivatives
and values are calculated and forwarded to the invoking optimization routine.

For further considerations, the following generalized, nonlinear aircraft dynamics

z=f ($’ u) (3.1)

y=h(xz,u) '
is considered. € R™*1 4 € R™*! and Yy € R7*1 describe the system’s state, input, and output,
respectively. Depending on the maneuver, only a certain part of the state vector  and system
dynamics f € R™*! is of interest. The relevant part is denoted with fi,;,, € R?*! while the part
not considered for trim calculations is labeled as fpqre € R("=8*1 Applying the same separation
for the derivative of the state vector, the dynamics of (3.I) can be rewritten as

":Btrim — ftrim ((B, u) ] (3.2)
xspm“e fspare (x’ u)
The trim algorithm solves the quadratic, nonlinear system of equations

. . . !
T = Ttrim — Ltrim,des — ftrim (33:717) — Ltrim,des — 0 (3~3)

for the trim solver state s € R9*!. The trim parameter vector p € RP*! contains constant state
and input variables, which characterize the trimmed flight maneuver in a specific operating point.
r € R™¥! denotes the residual vector describing the difference between the desired state derivative
Tirim,des € R?*! and the current trim solution @.;,, € R9*! of the respective maneuver.

Figure 3.1l depicts a diagram of the herein used trim approach. Initialization, storing of the results,
and definition of the analyzed flight envelope regions are accomplished by the Trim Control segment.
From an implementation point of view, the calculation of the solution x, by the Trim Solver can
be considered as an optimization problem with the cost function (3.3) and the solution x}. The
residual vector r contains the evaluated cost function, the Trim Solver attempts to minimize (3.3) by
modifying &, in each iteration step. The mapping rule of the trim solver state s and trim parameters
p to the aircraft system states & and inputs u is defined by the so called Trim Template. This interface
provides the Aircraft Model with the complete state & and input u vectors computed on the basis of
the trim solver state x; and parameter p by considering the maneuver-specific constraints.
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Trim
Template

Aircraft
Model

Trim
Solver

Figure 3.1: Scheme of the herein utilized trim algorithm.

A detailed overview of trim calculations, their applications and implementations can be found in
[@, @] In the following section the maximum physical capability of the missile with respect to its
parameter configuration is determined by using the herein presented trim calculations.

3.1.2 Flight Envelope Determination of [EGS-X-03]

In order to analyze the missile’s performance capabilities two trim calculations are conducted: first,
the steady-state horizontal flight is investigated. Even though this calculation offers only a limited
amount of information concerning the physical capabilities of the missile, the results are necessary
to linearize the missile’s nonlinear dynamics. In a second trim approach, the flight envelope is es-
timated by trim calculations with constant accelerations, so-called pull-up maneuvers. Since the
dynamics of the actuator, measurement, and estimation unit will not influence the solution x; of a
trimmed flight condition, only the state equations of the rigid body dynamics (see section 2.2.2.5)
are considered. For the analysis, no trim problems are considered in which the rotation described
via Euler angles exhibit the singularity (see section[2.2.2.4). Therefore, the description of the mis-
sile’s attitude - in case of the trim calculations - via Euler angles is valid and reasonable. Thus, the
rigid body dynamics comprises of twelve differential equations depending on the equivalent state
variables and three inputs combined in the vectors  and w, respectively. This means that for the
purpose of trim calculation the parameters p and solver states x; have to cover the 15 variables
[a: u] . As already mentioned in chapter[2] any influences of wind and disturbances on the missile
body are not taken into account.

3.1.2.1 Horizontal Steady-State Flight

Horizontal steady-state flight is characterized by a defined altitude (zG) ; and a force vector (FG) B
compensating the influence of weight force due to gravity. Since the missile is assumed to be burned
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out by the beginning of the endgame scenario, no thrust control is taken into account for trim
calculations. The force generated by the propulsion unit is the main driver for altering the missile’s
. EB. . . - . EB
velocity (Vg ) 7 insteady-state flight [1,165]. Therefore, the time derivative of the velocity ( 145 ) I
cannot be part of the residual vector r. In order to maintain horizontal flight, the missiles attitude

is not subject to any alterations. This fact requires the body rates (wa;B ) p and body accelerations

(wf;B)g to be zero. With (wIE(B ) 5 = 0, the time derivatives of the Euler angles (see (2.14)) vanish.
The above mentioned requirement of a constant force vector ( F G)  results in constant aerodynamic
angles a i and B . Thus, the state derivatives for a trimmed horizontal flight of an endgame missile
scenario are

T
. .nE . . . B . B . B
Tirim = [(rf)E a Brx (075 (@875 (TEB)B] . (3.4)
According to (3.3) the flight condition is fulfilled if @&, defined in (3.4) equals the desired state

derivatives @i, des = 0.

For the purpose of achieving the constraints in (3.4) of a horizontal flight condition the aerodynamic
. T

angles o, Sx and aerodynamic controls u = [5 n C] are used as solver parameters:

]T

zs=[ax fx © & 1 ¢ (3.5)

The flight envelope point considered for trim calculation is determined via the altitude h = — (zG) P

absolute velocity ( VI? ) f—(B, and the bank angle ®. Due to the missile’s rotational symmetry all trim
calculations are conducted for & = 0. Since the azimuth angle V¥, the position (:UG) > and (yG) 5
have no influence on the missile’s dynamics, they are set to zero for all trim conditions. Summarizing
all trim parameters in the vector

p=[(VOF 6E)s @)y (F)y 69y 09 (), @ ¥ G

leads to a square trim problem, where the dimension ¢ = 6 of the trim solver states equals the
dimension of the residuals ¢ = 6. The summation of the trim parameters p = 9 and trim solver states
q = 6 coincides with the number of system variables (states and inputs) n + m = 15. Therefore, all
rigid body states x and inputs u are covered by the trim solver state s and the trim parameter p.

The results of the missile’s horizontal trim calculations for the two altitudes h = 0km and h =
4.5km are shown in fig.
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(b) Horizontal flight trim results for fin deflection 1 versus M.

Figure 3.2: Mach dependency of Trim results of horizontal steady-state flight at the altitudes h =
2km and h = 4.5km.

Figure[3.2aland fig.[3.2bldepicts the[AoAla i and the control surface deflection ) versus Mach number
M for the different agile configurations introduced in table 3.1] respectively. The plotted curves in
fig.3.2aland fig.[3.2blexhibit a decline in[AoAl i and increase of the fin deflection 1) with increasing
Mach number M. Since the dynamic pressure ¢ depends on the square of the Mach number M, an
increase in M leads to an increased control effectiveness of the aerodynamic control surfaces (see
appendix[B.1). More effective control surfaces require a reduced absolute control surface deflection
to achieve zero body acceleration (w,%;B )g (zero moments) acting on the missile. The decline of the
necessary [AoAl ax to produce a contrary force (downward in B-system) compensating the gravity

force, is owed to the increased force effectiveness of the missile body with a rise in velocity.

From the graphs representing the different agile missile configurations it can be seen, that a more
agile missile configuration leads to smaller[AoAl v and smaller absolute control surface deflection
7. This means, that the more agile the missile is, the less[AoAland fin deflection is required to produce
zero moment and compensating the gravity force in horizontal flight.
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3.1.2.2 Flight with Constant Accelerations

In order to determine the maximum possible maneuver capabilities, trim calculations at constant
accelerations are conducted for the entire range of possible operating points (M = 0.9 — 4.4,
h = 0 — 11km). This analysis provides the maximum possible flight envelope for different agile
missile configurations. The set of physical achievable flight conditions is limited by the maximum
actuator deflection 6,4, the maximum total incidence angle ¥/ 4 ;q., and the maximum accelera-
tion capability a,,q; of the missile body. Maneuvers with constant accelerations leading to a posi-
tive climb angle are denoted as pull-up maneuvers (or push-over in case of a negative climb angle)
[1, 4, 77]. Since a missile is rotation-symmetric body, the acceleration potential is analyzed by a
symmetric pull-up maneuver in the pitch plane (z ;25 - plane).

Pull-up trims describe a quasi-stationary flight condition at a defined acceleration given by the load
factor (n) . For maintaining this flight condition a certain pitch angle © and pitch rate (qf;B ) .
0 is required in combination with constant aerodynamic angles ax, Sk and body rates (wf;B ) B
Since the altitude h is not constant during this maneuver a variation in dynamic pressure takes
place, which causes the states to leave the trimmed flight condition. Therefore, the trimmed pull-up
flight condition constitutes an unstable equilibrium point.

Based on the assumptions above, the state derivatives used for trim calculations are cumulated in
the vector

. . : .EB\B .EB\B . B\ B T

Trim = |ax Bx (PE7)p (E%) 5 (E°)a| - (3.7)
A trimmed pull-up condition is achieved if the state derivatives in (3.7) vanish: @ty des = O.
The desired load factor (n,); at the defined equilibrium point &} (i, = firim (25, p) = 0)
is achieved by a unique combination of aerodynamic angles (o g, fk) and aerodynamic controls

u=1[¢ 7 "

. Thus, the solver states of the considered trim problem are

z.=lox Bx € n (", (3.8)

In order to estimate the acceleration capabilities of the missile, the operating points for the trim

calculations are determined by the altitude h = — (ZG) ;> absolute velocity (VE )f—(, and the load
factor (n,) . Usually, in pull-up (acceleration) trim calculations the flight path angle vx is consid-
ered as a parameter, too. Since the gravitational acceleration of the missile is negligible compared to
the missile’s acceleration range, a variation in the missile’s flight path angle vx has less significance
for the pull-up trim results. Therefore, vx is selected to be zero. According to the explanation in
section[3.1.2.1] the states W, (wG) B and (yG) g can be chosen in an arbitrary way without influ-
encing the flight condition and therefore the trim state a}. For the reasons of simplicity, those trim

parameters are set to zero (¥ = 0, (xG) g = (yG) = 0). Since only the longitudinal motion is of
interest, the roll and yaw rate are required to be zero, (pf(B ) 5= (TEB ) B= 0.

Besides the altitude change, the state derivatives and their constraints &;.j, 4es are equal for a hori-
zontal steady-state flight and a pull-up trim condition 3.7), both considered without propulsion
force. The major difference between those flight conditions lies in the constraints of the longitudinal
dynamics and therefore in the trim template. The trim parameter (n,) ;; is not part of the rigid body
state vector section[2.2.21 Therefore, a calculation within the trim template is necessary to convert
the desired load factor into a subset of the rigid body states for a trimmed symmetric pull-up ma-
neuver. For the purpose of deriving this algebraic state dependencies, the path angle dynamics [[66]
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for a longitudinal motion

. g
Ak = E oo E 08 () (3.9)

can be rewritten as p

E
(V&) &
by using the load factor definition (n,) 7 introduced in (2.38). Regarding a leveled flight maneuver

along the longitudinal axis, the pitch angle © is the sum of the flight path angle vk and the [A0Al
aK:

K = ((n2) g — cos (7k)) (3.10)

O =k + ok (3.11)

Considering the dynamics of the attitude angles under the assumption of zero bank angle
(P = 0), the pitch dynamics results in

0= (¢z") - (3.12)

(3.12) is denoted as the rate constraint of the pull-up trim calculation. Based on this rate constraint
(3.12), the desired state derivative of[AoAl(¢t i = 0, see (3.7)), and the path angles dynamics of (3.10),

the pitch rate (qf;B ) 5 necessary for achieving a certain load factor (n.) z is calculated via
(QIJE;B)B =0
K . (3.13)
7 (n2) g = cos (k) -
(V)&

Therefore, the trim parameter (n,) z, which is not part of the rigid body state description is con-
verted via the rate constraint (3.13) into a corresponding pitch rate (qf;B ) - The vector

p=[(V)E 6EMs W)y (F)y 69y ) (9 @ ] G

summarizes all trim parameters for the herein considered symmetric pull-up maneuver. With ¢ = 5
solver states (see (3.8)) and ¢t = 5 residuals (see (3.7)) the nonlinear system of equations of the trim
problem is fully determined. The number of parameters p = 10 in combination with the ¢ = 5
solver states cover all n + m = 15 (n = 12 states, m = 3 inputs) variables of the rigid body model
used for trim calculations.

Figure 3.3 illustrates the Mach dependencies for pull-up trims of (n,) z = 10g and (n.); = 35g
at an altitude of h = 4.5km for the three configuration described in table 3] As already discussed
for the horizontal flight trim case (see fig. 3.2), the ak and the absolute elevator deflection
|n| decrease with increasing Mach number M. With an increase in agility, smaller axr and |n|
are necessary to obtain the load factors (n,) ;. That characteristic also explains the larger set of
trimmable operating points for more agile configurations. The more agile the configuration is, the
smaller is the minimum Mach number M, at which a trimmed flight condition is achievable without
violating the physical limitations of the missile. In the herein considered pull-up trim flight condi-
tion, the maximum elevator deflection 7,4, and the maximum [AoA]l (in case of no lateral motion:
QK maz = U Amaz) constitute the limiting variables.
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(b) Pull-up trim results for fin deflections 7 versus M.

Figure 3.3: Mach dependency of trim results for flight with constant accelerations at h = 4.5km.

Usually, the aerodynamic coefficient (C,, ) 5 provides a moment, which counteracts the current
[AoAl (equivalence of a spring in mass spring damper system [78]). This negative moment resulting
from (Cp,0) 5 < 0 is compensated in a trimmed flight condition by a positive moment originat-
ing from the fin effectiveness (C,, ;) g, leading to zero pitch moment (q'IE(B )g = 0. By definition
of the elevator deflection, a negative deflection angle 7 < 0 causes a positive (Cp, ;)5 > 0 (see
appendix [B.1.2). Thus, the trim results in fig. 3.2 and fig. 3.3] exhibit a positive [AoAl v > 0 and a
negative 17 < 0 to maintain zero longitudinal (pitch) moment, which leads to (QIE(B )g = 0. Consid-
ering fig. B3lit is striking that at high Mach numbers (M > 3.9) a positive fin deflection is required
to obtain the desired load factor in a trimmed condition. This anomaly can be explained by inves-
tigating the aerodynamic coefficient (C,y, ) 5 at certain[AoAk in the high Mach regime. Figure 3.4
depicts the sign change for (C,, ) 5 for Mach numbers M > 3.9.

Remark: Such aerodynamic anomalies in high Mach regime are typical for missile airframes.
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Figure 3.4: High Mach anomaly of the aerodynamic coefficient (Ciy o) 5.

Besides the Mach dependency shown in fig.[3.3] fig. B.5lillustrates the altitude dependency of[AoAl v i
and fin deflection 7 for a trimmed flight with constant load factor (n,) ;. With increasing altitude
h the aerodynamic effectiveness (decreasing dynamic pressure §) of the missile body decreases.
Therefore, higher[AoAk are necessary to achieve the desired load factors. A growth in[AoAlleads to

. . . . o . .EB\B
an increase in fin deflection to achieve zero longitudinal angular acceleration (qf;B ) =0.

B
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(b) Pull-up trim results for fin deflections 7 versus M.

Figure 3.5: Altitude dependency of trim results for flight with constant accelerations at M = 3.7.

The determination of the physically feasible flight envelope for different configurations is obtained
by trim calculations over equidistant flight envelope points (M = 0.9 — 4.4 and h = 0 — 11km).
Figure depicts the acceleration trim results of maximum longitudinal acceleration taken into

account the limits of fin deflections, the g-limit of the missile, and the maximum permissible [AoAl
(see chapter [2).
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Figure 3.6: Pitch rate (qu;B ) B
longitudinal direction by respecting the acceleration limits of the missile body.

From fig. the representation in fig. 3.7lis derived which shows the physically achievable regions
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in terms of Mach M and altitude h for two particular load factors. The curves describe the region
hulls, which contain the entire set of possible flight conditions. The graphic illustrates the effect of
an enlarged flight envelope due to more agility of the missile. The more agile the considered airframe
is, the larger becomes the set of operating points (M and h) the missile can achieve a certain load

factor.
15 — nominal, (n.), = 109  — nominal, (n.), =359 |
- - - agile, (n.), = 10g - --agile, (n;) - = 359
== slow, (n.), = 10g - = slow, (n;) = 359
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i
=
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0 |
1 1.5 2 2.5 3 3.5 4 4.5

M in[]

Figure 3.7: Flight envelope for different agile configurations at two load factor levels.

To summarize the missile’s non-dynamic, physical capabilities, the entire flight envelope for the
nominal configuration is illustrated in fig. 3.8 As already discussed above, the dynamic pressure
@ reaches its maximum for a certain Mach number M at sea level (h = 0km). Since the missile’s
aerodynamic efficiency increases with Mach number M and dynamic pressure g, the maximum
maneuver capability is achieved for M = 4.4 and h = 0km. Therefore, the flight envelope regions
are shrinking with increased load factor towards high Mach number and low altitudes.

12 I

10 -

h in [km]

M in ]

Figure 3.8: Nominal flight envelope for different load factor levels.
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3.2 Dynamic Analysis of the Missile via Linearization

The determination of the dynamic properties of a system is of fundamental interest for the control
designer. Within the control layout phase, the dynamic properties are taken into account to design
a closed-loop behavior, which fully exploits the static and dynamic system capabilities. Thus, for
requirement derivation, control design process, and verification, a detailed knowledge about the
dynamic system properties is essential.

Nowadays, only a few methods exist for analyzing the dynamic characteristics of a nonlinear sys-
tem [42, 79, 180]. Besides the method of Singular Perturbation, which provides information about
the dynamical coupling of the different dynamic layers, the majority of the methods and tools are
designed for analyzing the system stability. Numerical simulations provide another possibility to
gain insights in the system dynamics. Due to their extensive nature and the limited value in terms
of analyzing open-loop systems, numerical simulations are only suitable for specific investigations
regarding the missile’s flight dynamics.

In case of linear time-invariant (LTI) systems, a large variety of tools and methods exist to fully quan-
tize the plant’s dynamics [81,82]. Therefore, a standard procedure in the flight dynamics analysis
constitute the linearization of the aircraft’s dynamics to apply linear analyzing metrics. This section
briefly explains the theory of linearization and familiarizes the reader with the basic nomenclature
of linearized aircraft systems.

3.2.1 Mathematical Background of Linearization

In order to derive the linearized equation of motion (EOM) of the missile’s rigid body dynamics,
the generalized nonlinear dynamics depicted in (31) is used. The herein introduced procedure of
deriving the linearized [EOM] of a nonlinear dynamics and the according nomenclature are in line
with available literature [40, 66, 68, |77, 83].

A linear representation of the nonlinear model dynamics is only valid within a certain state space
region around the equilibrium point. The size of the region depends on the nonlinear system char-
acteristics at the considered equilibrium point. The system’s equilibrium, denoted by xq, wg, Yo,
is described by the state, input, and output equilibrium of the nonlinear system (3.)), respectively.
Deviations from this equilibrium condition are labeled with §. Thus, dx = © — g, du = u — uy,
0y = y — yo denotes the deviations from the state, input, and output equilibrium, respectively. The
differentiation of a vector valued function (e.g. f) with respect to a vector (e.g. ) results in the
Jacobian matrix

a x1 T2 Ln

(8—f> =1 r ] (3.15)
v Ofn  Ofn Ofm
o1 Oxre " Oxn

The entries of the Jacobian are the partial derivatives of each function element with respect to the
vector entries (e.g. 9fi/ox;). Following the same labeling rules for the equilibrium condition, an
evaluation of a vector valued function (exemplarily shown for f)

fo=f(x==x0,u = uy) (3.16)

of\ _ (of
(3,7 (55) e o

and the Jacobian
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are denoted with the index 0. In order to derive an [LTI representation of (3.I), a Taylor series
expansion around the equilibrium condition is conducted for the state dynamics

: : of of
and the output equation
y0+5y_h0+<8x>0 5a:+<au>0 du+ 0O (x%) + 0 (u?). (3.19)

With the equalities g = fy and yo = ho and by neglecting the higher order terms O (ar:Q), (@) (uQ),
the linear dynamics and output equation at &g, ug results in

. _(of of
ox ~ (8_510)0 -0x + ((9_u>0 -du (3.20)

x/, ou ),

respectively. The ”~” sign in this step emphasizes the fact, that (3.20) and (3.21) are only approx-
imations of the variations dy and du due to neglecting the higher order terms O (.) containing
nonlinear dependencies. For the sake of simplicity in the subsequent formulation of the linear mis-

B

sile dynamics, the =" sign is replaced by =" sign. By using the following abbreviations

(),
(%),
(%),
- (3,

which are in coherence with the standard literature [82,/83], the linear state space model of (3.1 can
be written as

and

(3.22)

x=A -dx+ B-du

(3.23)
oy =C-dx+ D - ju.

In order to analyze the missile dynamics based on linear [EOM| the nonlinear rigid body dynamics
is linearized at the trim conditions calculated in section[3.1.2.1] The partial derivatives of (3.15)
at the equilibrium points are evaluated by using numerical differentiation methods with a fixed step
size Ax;. Because the magnitude of the state « and input vector u vary, the step size Az; needs to
be scaled with respect to the considered state x;. The linearization results in this thesis are obtained
by using a one dimensional five-point stencil method with a fixed step size Ax; [84].

3.2.2 Longitudinal Dynamics

Due to the axial symmetry of the missile body, the dynamics of the lateral and longitudinal accelera-
tion outputs are equal. Therefore, it is sufficient to consider only the longitudinal dynamics. For this
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purpose the linearized models are obtained at the equilibrium points described by the trim results
of the horizontal steady-state flight (see section3.1.2.7).

3.2.2.1 Linearized System Dynamics of Longitudinal Motion

At first, the missile dynamics is linearized without the influences of the actuator and sensor unit. The

general linearized longitudinal dynamics of an aircraft is fully described by = [(Vg ) B ok (q&P) B @]

Since only small deviations from the trimmed horizontal steady state flight condition x( are consid-
ered, the singularity at © = 90° (see section[2.2.2.4) is avoided. With this justification, the linearized
longitudinal dynamics is given by

1% Xy Xo 0 —g-cos(m) Vv X
a Zy  Za 1 —iE-sin(y) a Zy

= : + -n. 3.24
g My M, M, 0 q M, | " (3.24)
S} 0 0 1 0 ) 0

For the sake of clarity, the labeling of the linearized states by using ¢ is neglected and the indexes
of the state variables are not labeled. Both the derivation of the linearized longitudinal dynamics
(3:24) and the nomenclature are in accordance with [4, 40, 66].

Remark: Another possible full description of the longitudinal dynamics is achieved by replacing

the pitch angle © with the flight path angle v

The longitudinal dynamics of an aircraft be subdivided into two characteristic modes: the phugoid
mode is characterized by the continuous exchange of airspeed and altitude at constant[AoAland the
short period mode describes the fast and heavily damped oscillation about the yg-axis (under the as-
sumption that the short-period dynamics is stable) [4,l66]. Since an endgame scenario demands very
agile maneuvers within a relative short time horizon, the slow phugoid mode is of minor interest
for air-defense missiles of the type [FGS-X-03] [24]. Therefore, the following investigation based on
the linearized missile model focuses only on the short period dynamics. By extracting the dynamics
of the respective states ax and (qf;B ) p from (3.24) the short period dynamics results to

AR R R

(3.25)
— — a —
Y= a’gMU = [Zoz Zq] . |:q:| + Zn "N

with y = a!MU being the linearized acceleration output of (Z48). An equivalent description of the
linearized short period dynamics of the missile in (3.25) is given by the Laplace transform of (3.29):

6282 + bls + bo
§2 — (Za + My) s+ Zo M,

GGQVIUW(S) =

bo = —My(ZoZy+ Zy+ My) + ZgZnMy + Zo My + ZyZo M, (3.26)
by = —Zy (Zo + My) + ZoZy + Z,M,
by = Z,

Remark: The transfer function G,1mu ,(s) covers only the linearized rigid body dynamics. Thus,
no sensor or actuator model is incorporated in (3.26).
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3.2.2.2 Analysis of the Linearized Longitudinal Motion

Comparing the transfer function in (3.26) with the standard second order transfer function of an
under-damped system [85] the two characteristic parameters, natural frequency

wo,spP = Zan (3.27)

and damping ratio
— (Za + Mq)

Csp=— Tl

can be determined for the short period dynamics (3.26). Figure 3.9 and fig. depict the pole-
zero maps ([83, 185]) for the linearized short period dynamics in (3:25). Both plots show the pole
and zero changes for the three different missile configuration (table B.1)) with respect to altitude h
(fig. B9) and Mach number M (fig. B.10). All eigenvalues lie in the left-half complex plane. This is
the confirmation that the herein considered [FGS-X-03]is inherently stable.

(3.28)

In case of constant Mach number M, the poles and zeros of the short period dynamics migrate
towards the origin with higher altitude h (fig.[3.9). As already discussed in section[3.1.2] an increase
in altitude h leads to a decrease in dynamic pressure ¢ and therefore to a reduced aerodynamic
effectiveness of the missile body. This fact results in reduced agility reflected by the decreasing real
parts of the short period eigenvalues of the considered configuration.

For constant altitude h the poles and zeros of the missile’s short period dynamics exhibit a migra-
tion away from the origin (see fig. B.10). Since the dynamic pressure § ~ M? is proportional to
the squared Mach number, traveling with Mach number leads to increased dynamic performance
capabilities.
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Figure 3.9: Linearized short period dynamics (3.23) for the three different missile configurations
(see table B) at the Mach number of M = 3.7 and the total altitude range of h =
0 —11km.
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Figure 3.10: Linearized short period dynamics (3.25) for the three different missile configurations
(see table[3.]) at the altitude of h = 3.5km and a Mach number range of M = 2.5—4.4.

By carefully investigating the location of the system poles for different agile configurations, the
interested reader may ask, why an increased agility leads to short period pole pairs with reduced
absolute real part. The agility characteristics of a linear system is not only determined by the eigen-
motion described by the system’s poles, but also characterized by the input effectiveness reflected in
the plant’s zeros [83]. This is shown by the step responses in fig.B.11l FigureB.11aland fig.[3.11blshow
the response of the[AoAl a and the acceleration (aiM U)  for a elevator deflection of An = —1°,
respectively. With an increasing agility, the magnitudes and rise times of the step responses in-
crease, while the settling time decreases [85]. The faster response is due to the increased absolute
values of the zeros; the fast transient behavior is related to the smaller real parts of the system’s

conjugate pole pairs (see fig. 3.9 and fig. 3.10).
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Figure 3.11: Step responses of the linearized short period dynamics (3.25) for a fin deflection of
An = —1°at M = 3.7 and h = 3.5km.

An important parameter of an air defense missile is the bandwidth the system is physically capable
of. Fast maneuvering targets or fast altering trajectories require the missile system to exhibit high
closed-loop bandwidth. Therefore, the control law on the Flight Control System (FCS) shall be de-
signed to fully exploit the missile’s maximum bandwidth. The alteration of bandwidth and phase
shift is depicted in fig. and fig. B.13]for the three different agile configurations at a certain alti-
tude h and Mach number M, respectively. Those bandwidths are calculated for the linearized short

period dynamics by considering the acceleration (aéM U) p as output.

As the previous investigations already suggest an increase in dynamic pressure ¢ and therefore
aerodynamic effectiveness leads to an increase in maneuverability of the missile. With decreasing
altitude h and increasing traveling velocity the input/output bandwidth from elevator deflection
7 to the measured acceleration (aiM U) p increases. Comparing the magnitudes of different agile
configurations at a certain altitude or Mach number, two facts are evident: first, as expected, the
bandwidths are larger for more agile configurations due to increased DC gain and second, the reso-
nant frequency (also: cutoff frequency)

wr,sp = wo,sp\/ 1 —2C%p (3.29)

increases for less agile missile parameterizations (see table[3.1). The latter goes hand in hand with
the above described eigen dynamics, which tend to be faster in case of reduced agility (see fig.

and fig. 3.10).
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Figure 3.12: Bode plots of short period dynamics (3.25)) for the three different missile configurations
(see table B.1) at the Mach number of M = 3.7 and the total altitude range of h =
0 —11km.
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Figure 3.13: Bode plots of short period dynamics (3.25)) for the three different missile configurations
(see table[3.]) at the altitude of h = 3.5km and a Mach number range of M = 2.5—4.4.
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By considering (3:27) and (3.28), the cutoff frequency of the short period dynamics (3.29) becomes

Wy gp = \/Za My + (Zo + My)?. (3.30)

An analytical approximation of the terms Z,, and M, which determine w,. sp, explains the increased
resonant frequency for less agile configurations. Those two terms are based on an analytic lineariza-
tion of the nonlinear short period dynamics. In order to obtain an approximation of the linearized
expressions Z, and M, showing the dependencies from aerodynamic and modeling parameters,
the [AoAl and pitch dynamics are considered in the longitudinal plane (x pzp-plane). Therefore, the
rigid body states describing the lateral motion are set to zero: S = (p%B) 5= (T’EB) p=#kK =0.
Based on those assumptions, (2.5), and (2.20), the nonlinear short period dynamics result to

— <F§A)BSiDC¥K + (FSA>Bcoso¢K

. g EB
Qg = 5 + 7 COS VK + (qK )B (3.31a)
m (Vid) g (V&) &
(457, = ﬁ (MF) - (3.31b)
vy) BB

The linear approximation Z,, describes the change of the [AoAl dynamics (3.31) with respect to ax
at a certain trim point. Since the linearization is obtained at horizontal trim conditions (see sec-

tion B.1.2.1), the linearization is only valid for small [AoAl deviations (see fig. 3.2). Thus, the force
component <FmG A)B sin ai acting along the missile’s rotational axis xp can be neglected. With

this assumption, the substitution vx = © — a, and the definition of the aerodynamic force (2.33),
the approximated [EOM] of the [AoAlshort period dynamics is given by

_(C)gcosak g
- a\E a\E
m (VE) g (V&) &
The approximation sign ~ in (3.32) accounts for the neglected terms compared to (3.31a). An ap-
proximation

cos (0 — ag) + (¢£7) - (3.32)

q S’f‘e . z :
7o~ LGJ; [_ (C.) - sinag o + <a((307)3> - cos ozK,o] + % sinyro  (3.33)
m (VK )KO K (VK )K,O

of the linear expression Z,, is obtained by deriving (3.32) with respect to the [AoAl a k. The index
”0” assigns the respective variable to the horizontal trim condition. By pasting the gravity term in
(333) to the bracket, the three summands in

G0 Sre . 2(C, :
Za ~ (]071; [_ (CZ)B “sinak o + <@> - COS K0 + 7m SN YK, 0 (334)
m (v |7 S 2R T\ a @Srcs
’ oM O(10) O(10-3)

can be compared according to their order. From this investigation it becomes obvious, that the aero-
dynamic derivative 9(Cz)p/dax has a dominating effect on the linearization of (3.31a) with respect
to ak. Since the derivative of (C,)z with respect to o is negative (see appendix B.1.1.3) and
dominating the expression (3.34), it follows that Z, < 0. Considering the introduced multiplica-
tive uncertainties in table a less agile configuration leads to a reduced absolute value of Z,.
This is consistent with the expectations from flight physics: the body of an agile configuration has
increased aerodynamic effectiveness compared to a missile body of a less agile configuration. The
second factor M, describes the dependency of the pitch dynamics from the pitch rate (qf;B ) - With
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the application rule of the aerodynamic data set (see (2.36)), (3.31D) the pitch rate dynamics can be
extended to

.EB\B o queflref (QIE(B)Blref
(4k") 5 = %) (Cm,o e Vo) Crng + Conn | - (3.35)

Since the pitch rate (qIE(B ) p appears linearly in (3.35), the partial derivation 3(‘158)2/@(%’?3) , With
respect to (qIE<B ) p is trivial and gives

qo Sreflzef

G E G
2(VEo) | (I5) 5
Due to the inherently stable [FGS-X-03] C), , < 0 is negative over the entire flight envelope. There-

fore, according to (3.36) M, < 0 is negative for all trim points. In case of the moment damping
coefficients, a more agile missile configuration reduces those aerodynamic parameters.

= Cm,q- (3.36)

Since force coefficients can be estimated with higher accuracy compared to moment damping coef-
ficients, the uncertainty AC), , has a larger standard deviation compared to AC, . This affects the
linearized terms M, and Z, in an equal proportion. Due to this inherent uncertainty characteris-
tics, the resonant frequency w, sp (3.30) is more sensitive to changes in M,. Therefore, the cutoff
frequency w;. 5 p increases with reduced agility and decreases for more agile missile configurations.

The investigation so far explains the missile’s physical performance capabilities and their change
with respect to different operating points based on linearization of the missile’s rigid body dynam-
ics. To conclude the missile’s performance investigation the effect of the actuator and sensor unit
(described in section 23] on the open-loop bandwidth and phase shift is considered. The impact of
the sensor and actuator unit on the input/output characteristic of the missile provides important
information for control design.

The second order actuator dynamics explained in section 2.57] has the following linear transfer
function G, s, . (s), from the commanded §; .. to the actual fin deflection ¢;:

2

w4,
0 = = I 5 Oie = Gs,6,.(8)  Oic (3.37)
s4+ 2<finwfin + W¥in ’

Gs,.5,.(s) represents the transfer function of a single fin. Since the mapping between the aerody-
namic equivalent controls and the actual fin deflections §; is linear (see (2.46)), the same transfer
function (3.37) holds for the linearized dynamics of the commanded 7. to the actual fictive con-
trol 7) (denoted as Gy, ;. (s)). Combining the missile’s linearized short period dynamics (3.26) with
the actuator dynamics (3.37) and the transfer function of the Inertial Measurement Unit (IMU) (see
table

1
G SR S— 3.38
ag{x{gasvagMU TIMU - s+ 1 ( )
the overall system linear dynamics G ,1mu ;,(s) can be written as
Gag%lgasmc(s) = Gag%lgas,agMU . GagMUm(S) : GTN?c (s)
1 b282 + b1s + by w]%in (3.39)

T Tiuus+1 82— (Za+ My) s+ ZaMy 82+ 2 pintpin + Wiy,

Figure[3.14lcompares the frequency responses of the missile configuration with (solid line) and with-
out (dashed line) actuator and sensor subsystem at M = 3.7 and h = 3.5km. In order to see the
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attenuation effect of the sensor and actuator unit the axis scale is changed up to 100072¢/s compared
to fig. and fig.
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Figure 3.14: Bode plots of short period dynamics (3.25) for the three different missile configurations
(see table BJ) with and without sensor and actuator subsystems at the altitude of h =

3.5km and Mach number M = 3.7.

Figure[3.14] shows that the actuator transfer function introduces a further bandwidth attenuation at
w = 220rad/s. Due to the fast[MUltime constant 77s; another bandwidth reduction occurs around
w ~ 1260rad/s (see fig. B.14). Thus, both subsystem have minor influence on the bandwidth and
phase shift of the short period dynamics within the frequency domain of w = 0 — 100rad/s.

3.2.3 Roll Dynamics

Since the herein considered missile is steered in Skid-To-Turn (STT) mode, a fixed roll axis orienta-
tion is required to achieve the desired lateral and longitudinal acceleration commands. Therefore,
disturbances in the roll channel stemming from the kinematic and aerodynamic cross-coupling need
to be compensated fast. The roll angle ¢, defined in (2.I8) constitutes the control variable. This
variable is obtained by integrating the body rates (wa;B) p contribution along the velocity vector.
Considering (2.18) in combination with the restriction of ¥ < 25° it is obvious that the roll angle
¢, mainly depends on the roll rate (pEB ) - Thus, the roll rate dynamics is investigated in terms of

bandwidth and open-loop behavior for later control layout purposes.

3.2.3.1 Linearized System Dynamics of Roll Motion

A linearized representation of the roll dynamics in time

p=Lp-p+L¢-§ (3.40)
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and frequency domain

Le
s — Lp§ (3.41)
= p,§(5)§

is obtained at the calculated horizontal steady-state conditions in section 3.1.2.7]

p:

3.2.3.2 Analysis of the Linearized Roll Motion

Figure[3.15land fig. depict the pole movement of (3.47) for the three uncertainty configurations
in dependency of varying altitude A and Mach number M, respectively. Similar to the pole zero
movement in section3:2:2 high altitudes and lower Mach numbers lead to a movement of the stable
poles (left-half complex plane) towards the origin.
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Figure 3.15: Linearized roll dynamics (3.40) for the three different missile configurations (see ta-
ble[3.) at the Mach number of M = 3.7 and the total altitude range of h = 0 — 11km.
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Figure 3.16: Linearized roll dynamics (3.40) for the three different missile configurations (see ta-
ble B)) at the altitude of h = 3.5km and a Mach number range of M = 2.5 — 4.4.



3 Flight Dynamics Analysis of the[FGS-X-03 58

As already discussed in section[3.2.2] a more agile configuration entails an increased bandwidth of
the transfer function from the aerodynamic equivalent control £ to the roll rate (p%B ) - At lower
altitudes h and Mach numbers M the effectiveness of the aerodynamic control surfaces increases.

This physical property is covered by the linearized parameter L¢, which increases with enhanced
agility of the missile system.
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Figure 3.17: Bode plots of roll dynamics (3.25) for the three different missile configurations (see
table[3.) at the Mach number of M = 3.7 and the total altitude range of h = 0—11km.
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Figure 3.18: Bode plots of roll dynamics (3.25) for the three different missile configurations (see
table[3.) at the altitude of h = 3.5km and a Mach number range of M = 2.5 — 4.4.

Finally, the linear input/output characteristic of the roll dynamics is considered under the influence
of the actuator and sensor dynamics similar to the investigation at the end of section The
overall linear dynamics from the missile’s equivalent aileron control input £ to the roll rate (pr ) B
including the sensor and actuator dynamics is given by

Gpmeas,sc(s) = Gpmea37p : Gp,&(s) : Gs,sc(s)

B 1 Le Win (3.42)
Triyus+1 s— 1L, 52+ 2CrinWin + w?m'

This derivation is obtained analogously to (3.39). Similar to fig. [3.14 the bode plot of the roll dy-
namics Gy, ... ¢.(s) exhibits a bandwidth attenuation due to the actuator dynamics at w ~ 220rad/s
(fig.B.19). Like in fig. B.14] the introduces a further reduction in bandwidth.
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Figure 3.19: Bode plots of roll dynamics for the three different missile configurations (see table[3.1)
with and without sensor and actuator subsystems at the altitude of A = 3.5km and
Mach number M = 3.7.

In summary, the results of section[3.2.2]land section[3.2.3/depict a strong dependency of the dynamical
characteristics with respect to the chosen configuration and the considered flight envelope point.
Since the missile dynamics is highly nonlinear, the conclusion drawn on linearization techniques
needs to be treated with caution. The results presented in section[3.2.21and section[3.2.3 provide the
control designer with a notion about the dynamic system performance and a reference point for the
control design phase.

3.3 Nonlinear Analysis of the Missile Dynamics

Deeper insight and more accurate information about the considered missile dynamics can be ob-
tained by nonlinear analysis. Due to its limited applicability only certain aspects of the plant dy-
namics can be investigated. Within this section the dynamical properties in terms of roll, pitch
and yaw time constants are analyzed. These time constants serve as inputs for the control design
process, especially the determination of certain performance requirements. By utilizing those ac-
curate information about the nominal dynamics within the control design process, the closed-loop
response is expected to better exploit the missile’s performance capabilities.

The estimation of roll (7},), pitch (7)), and yaw (7}.) time constants is conducted via channel-wise
optimization of the error e, between the trajectory (wa;B) B (t) of the body rates obtained from

simulation output and the respective first order reference trajectory wj , (¢). The label i = 1,2, 3

. T . .. .
refers to the corresponding entry of (wf;B ) B= [p%B qZB kB ] - The continuous optimization

problem
mind®,,, = eii (3.43)

Wi
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is defined by utilizing a quadratic cost function of the error e,,, (t) = (wf?) 4 () —wir (1)

The reference w; , (t) is given by the linear first order system
Tiy * Winr (1) + wiyr () = Witrim- (3.44)

T., , constitutes the time constant and system’s input w; ¢,i, denotes the maximum trimmable body
rate of the respective channel.

By inverting the rotational dynamics (2.20), abbreviated as (d)IE(B )g = F,, (Ch w), the body-rate

w; r (t) of one of the three channels is directly mapped to the associated equivalent aerodynamic fin
deflection u. ;. Applying this as input to the missile plant model (see fig.[3.20) at trimmed condition

results in the trajectory (wi?) ; (@)

Wi trim Wi (t) Fo (@) u, ;i () Missile (Wi?) p, @)
—_— i 3
Toir w @i, Dynamics

Figure 3.20: Generating (wIE(B ) B (t) dependent on the time constant T, , of the first order linear

system.

Therefore, by solving the optimization problem (3.43) a time constant 7, . of the linear system (3.44)
is identified, which closely approximates the considered body-rate dynamics.

Figure 3.21] shows the resulting time constants of the roll (fig. 3.21a) and pitch channel (fig. [3.21b).
Due to the symmetry of the missile body, the dynamic properties of pitch and yaw dynamics can be
considered equivalent. Thus, the depiction of the yaw rate’s time constant 7. is omitted.
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(a) Time constant 7}, of approximated roll dynamics. (b) Time constant 7}, of approximated roll dynamics.

Figure 3.21: Time constant of approximated roll and pitch dynamics using a linear first order sys-
tem.

As expected, both channels exhibit a rise in the time constant for increased altitude h and reduced
Mach number M. This is in line with the expectation that a reduction of dynamic pressure ¢ leads
to a less agile response of the missile system. According to fig.[3.21] 7}, is less sensitive to changes in
dynamic pressure than 7; (and therefore 7). A significant rise in T}, can be observed only at very
low speeds M < 1.5 and high altitudes 2 > 10000m. The non-monotonic characteristics of 7}, over
M and h are attributed to numerical inaccuracies within the optimization process. The ratio of the
time constant of both control channels ranges between 7»/T, = 3 — 6 (respectively 7p/T;.).



CHAPTER 4

Mathematical Background of Nonlinear Autopilot Design and
Analysis

Imagination is more important than knowl-
edge. Knowledge is limited. Imagination en-
circles the world.

Albert Einstein

EVELOPMENTS in the field of missile subsystems lead to more agile airframe configurations,
more precise actuators, and enhanced measurement units. The perfect interplay of sensors,
data processing, actuators, and airframe design result in increased performance capabilities and an
extended flight envelope. Due to the enhanced operating domain, the dynamic description of those
systems lead to more complex nonlinear system characteristic. Since the success of classic missile
autopilot strategies ({124, 64, 186,187]) rely strongly on the design model of the considered system, an
accurate representation of the missile dynamics is necessary to meet the demanding requirements.
As already discussed in chapter [2] the identification process of the missile’s parameters increases
dramatically with an enlarged flight envelope region. In order to fulfill the performance require-
ments at the entire set of physical possible operating points and to maintain the desired closed-loop
response in cases of a large set of parametric uncertainties, an autopilot architecture is necessary,
which fully exploits the physical capabilities of the plant even under large deviations between the
plant and design model.

The inherently nonlinear, fast changing dynamics of high agile missiles in combination with un-
known dependencies in the modeled aerodynamics and a variety of parametric uncertainties (see
section [2.4) led over recent years to an increased application of novel nonlinear and adaptive con-
trol methodologies for missile autopilot design [20, 21, 38, 58]. This development was supported
by theoretical advances in the respective control methodology. In the field of nonlinear control ap-
proaches, the two most powerful techniques, Backstepping (BS) and Nonlinear Dynamic Inversion
(NDI) ([135,142]) were tailored to industry needs based on novel sensor equipment and new theoret-
ical considerations. In contrast to the basis methodologies of [BS|and advanced versions like
[41, 188] result in compact implementations and therefore perfectly suitable for control design of
complex nonlinear systems (like missiles).

On the basis of mathematical advances in control theory [63,/89,190] promising approaches evolved
from the first steps and experiences in adaptive flight control [52,153]. Reliability and applicability
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for systems with large uncertainties and changed vehicle configuration has been already proved via
various flight tests on different aeroal platforms [[91,92].

It is common in adaptive flight control architectures that the control task is distributed among two
elements: on the one hand the baseline control law, which is designed to achieve a certain perfor-
mance for the nominal design model dynamics and on the other hand the robustification of this
desired closed-loop response by the so-called adaptive augmentation (20, 58,66, |71]. Nevertheless,
holistic approaches based on an integral architecture are justifiable in cases performances is not the
main driver of autopilot design and the plant characteristics matches the theoretical requirements
of the applied methodology [49,193].

Along with the control algorithm itself, the Flight Control System (FCS) for high-agile aerial ve-
hicle may include additional elements. Figure [4.1] depicts a generalized missile autopilot scheme.
The command signal y. issued by the guidance unit (see fig. is filtered by the reference model
to obtain a smooth reference signal y, including potential derivatives y,, ... and state trajectories
Ty, Ty, .. .. Besides filtering the commanded guidance signal y., the reference model constrains the
outputs Y., Yr, . . . and forwarded reference states x,, ,, . .. in accordance to the system’s physical
capabilities at the considered operating point. Thus, the reference model shall provide the control
algorithm with a physically feasible and smooth reference signal. The motivation for shaping of
the commanded guidance signal lies in the significant workload reduction of the control algorithm,
especially integrator parts. In cases where the physical input of the plant v would result in too
complex mathematical expressions, a so-called pseudo-control variable is used(here: v) to facilitate
the control layout process. The last step within the autopilot data processing comprises of mapping
this pseudo-control variable to the physical system input (e.g. fin deflections) and forwarding it to
the actuation unit. For the purpose of missile control design it is common to assign one aerody-
namic equivalent pseudo-control variable (£, 1, {) per body axis (see section[Z5.]) instead of using
the deflections of each single fin (d;, ¢ = 1..4) [38, 140, |58]. The analytical mapping of the control
algorithm’s output v to the corresponding system input w, is realized by the control allocation.

ECS|

Control Algorithm

) Baseline
Yry Ynp ’

Yé a Reference Jrp - -}
Model T, T, ..|

Control U
Allocation l

Adaptive
—> Augmentation

Yy

Figure 4.1: Elements of a nonlinear [FCS with adaptive augmentation.

Within this chapter the theoretical background of selected control approaches is explained in detail.
In the following chapter, the theory is introduced with regard to missile control design. Proofs,
which do not provide the reader with additional information are omitted in the text. The interested
reader is referred to the cited literature for further information about the respective control theory.
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4.1 Stability of Nonlinear Systems

The underlying purpose of each control design approach is the tracking of the reference input by
respecting certain stability, robustness, and performance requirements. Since stability is a major
driver in the derivation of control methodologies, control design approaches can be categorized ac-
cording to the underlying stability theorem (e.g.: Lyapunov, contraction theory, small-gain theorem
(SGT)) [35, 142, 54, 194]. In case of linear system theory, a wide spectrum of methods and tools ex-
ist for evaluating the system’s stability characteristics. Considering the class of nonlinear systems,
only a few system characteristics can be analyzed. One of the central methods in stability analyzes
of nonlinear systems was founded by Lyapunov in 1892, the so-called Lyapunov’s direct method of
stability. While his indirect (first) method uses the linearization of the dynamics, the direct (sec-
ond) method is is inspired by energy consideration of the nonlinear system [42, |54]. This section
briefly introduces the main stability properties of dynamical systems and Lyapunov’s direct method
of stability following the notation and the concept of [42,194].

For this purpose the autonomous, nonlinear system

&= f (a) (4.1)

is introduced. The function f (x) € R™*! describes the system dynamics with x € R"*! denoting
the state vector. Since stability is a property related to a certain equilibrium point g, the equilibrium
condition of the autonomous systems (4.1) is introduced in the following.

Definition 4.1.1 (Equilibrium Point)

A state x is denoted as an equilibrium point xo of the autonomous system ([d.1) if

f(xo) =0.

4.1.1 Stability Properties of Nonlinear Systems

Before introducing different stability properties, the reader needs to be familiarized with the stan-
dard nomenclature concerning the solution of (4.1). The state trajectory, which starts from the point
@ (to) at tg > 0 is denoted as x (¢; to, x (to)) [54].

Further stability definitions, which are beyond the scope of this thesis, can be found in [42, 80, 95].
The stability characteristics of dynamical systems listed in definitions to build the basis
for Lyapunov’s direct method of stability. The main idea of the following stability definitions is
to provide some measure for the trajectory x (¢;¢o, « (to)) in relation to the equilibrium point x
and under consideration of the solution’s starting point & (t(). Without loss of generality, it can be
assumed that equilibrium xy = 0 coincides with the origin.

Definition 4.1.2 (Stable)

The equilibrium point xo = 0 is said to be stable (in the sense of Lyapunov) if for every € > 0 there
exists ad = d (€) > 0 such that

le ()| <d=|lx(t)||<e ¥Vt>D0.



4 Mathematical Background of Nonlinear Autopilot Design and Analysis 65

Definition 4.1.3 (Asymptotically Stable)

The equilibrium point x is said to be asymptotically stable if it is stable according to definition[41.2
and there exists a 6 such that
|z (0) | <d= lim x(t)=0.
t—00

Definition 4.1.4 (Unstable)
The equilibrium point x is said to be unstable if it is not stable according to definition[41.2

Definition 4.1.5 (Bounded)

The solution x (t;to, x (to)) of (@) is said to be bounded if there exists a constant =y (to, x (to)),
which may depend on each solution such that

€T (t; to, T (to)) <7 (to, €T (to)) .

The stability properties considered in definitions to are only valid within a certain state
space region containing the equilibrium. All stability conditions (definitions [4.1.2] to [£1.5) hold
globally, if the radius approaches infinity, § — 0.

4.1.2 Lyapunov’s Direct Method of Stability

One of the most important stability concepts of nonlinear system theory is Lyapunov’s direct method
of stability. Inspired by the concept of energy and its dissipation within physical systems, the method
only requires the knowledge of the system dynamics f (x). Considering the dissipation rate of this
generalized system “energy”, the stability properties can be categorized according to definitions
introduced in section .11l Thus, the exact solution  (t; tg, x (t¢)) of is not necessary to de-
termine the system’s stability.

Before defining the stability criteria of nonlinear systems according to Lypaunov’s direct method,
a few characteristics of scalar functions depending on vector arguments are introduced. Further
theoretical background and the according proofs can be found in [42,[54)].

Without loss of generality the equilibrium point of (4.1) is assumed to be in the origin, o = 0.
Definition 4.1.6 (Positive Definite Functions)

A function V (x) : R™! — R is said to be positive definite if

V(©0)=0, V(x)>0 VxecR"™\ {0}
holds.

Definition 4.1.7 (Negative Definite Functions)

A function V () : R™*! — R is said to be negative definite if —V (x) is positive definite according
to definition[41.4

Definition 4.1.8 (Semidefinite Functions)

A function V (x) : R™*! — R is said to be positive (negative) semi-definite if

Viz)>0 (V(x)<0) VaxeR™!
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holds.

With the time derivative 5
V=—rm f(z 4.2

of V (x) along the solution of (@1) Lyapunov’s direct method of stability is summarized in the
following theorem:

Theorem 4.1.9 (Lyapunov Second Theorem)

Let mathexpressiong = 0 be an equilibrium point for @1) and D C R"¥. Suppose there
exists a positive definite function V (x) : D — R with continuous first-order partial derivative V', and
V' (0) = 0. Then the following statements are true:

i) xg = 0 is stable if

V(z)>0 VxeD)\{0}
V(z)<0 YzeD

V(x)>0 VxeD)\{0}
V(z)<0 VxeD){0}

The proof can be found in [94].

Remark: Within the context of Lyapuno’s stability theory a function V (x) : R™*! — R is de-
noted as a Lyapunov candidate functionif V (tx) > 0 is positive definite and the first time derivative
1% () < 0 is negative semi-definite. Those two properties hold also for energy functions of con-
servative systems in physics: the total potential of a conservative system is (V' > 0 for all x # 0)
positive definite and systems without external energy supply conserve (V = 0) or dissipate (V < 0)
energy. Therefore, a Lyapunov function can be regarded as a generalized energy function of the
considered system.

The crucial part in proving stability with Lyapunov’s direct method is the finding of a suitable Lya-
punov function candidate V. Due to the fact that various functions satisfying the property of a
Lyapunov function, the assignment of an appropriate Lyapunov function for a certain dynamical
(linear or nonlinear) system is not unique. Due to non-uniqueness of V/, it is not possible to con-
clude system’s instability based on theorem [4.1.9

4.2 Nonlinear Control Theory

At first, the two underlying baseline control techniques, and Command Filtered Backstepping
(CEB) are introduced in section [4.2.1] and section [£.2.2] respectively. constitutes a novel mod-
ification of the [BS approach [41]. For the general purpose of introducing the two state feedback
methodologies, the general nonlinear system

z=f(x)+G(x) u

v = h(z) (4.3)
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is considered. The system (43) with the state z € R™*! and the output vector y € R™*! is affine
in the input w € R™*! and exhibits no direct feed-through. The nonlinear function f € R"*!, the
output mapping h € R™*!, and the rows of the input mapping g; € R**™,i = 1,...,n are smooth
vector fields on R™*!, It is assumed, that the number of inputs (entering the system in a linear way)
equals the number m of the outputs y to be controlled. The system is assumed to be controllable
and observable [42].

Remark: For the sake of simplicity, the term smooth denotes in this context an infinitely differen-
tiable function (class C'*°).

4.2.1 Nonlinear Dynamic Inversion (NDI)

Per definition [NDIlis not a control technique. approaches transform a nonlinear input/output
characteristics to a linear one. Therefore, a[NDI controller consists of two parts: the transformation,
which renders the input/output dynamics linear (NDI) and control suitable for the remaining lin-
ear system, which drives the control error to zero. This section focuses on the theory of and
introduces a simple example of a[NDIbased feedback controller (see section[4.2.1.4). The following
considerations will be made for € U, where U describes an open subset of R™*1 and without loss
of generality it is assumed that x is an equilibrium point for which f (z¢) = 0 and h (o) = 0
holds [42,194].

4.2.1.1 Lie Derivative and Relative Degree

An important property of nonlinear system is the so-called relative degree r. The relative degree
r; of a respective system output y; describes its dynamical dependence with respect to the input
vector u. For the purpose of deriving the relative degree and obtaining a compact notation of the
input/output transformation, the Lie Derivative is introduced in definition[4.2.1] describing the rate
of change of a scalar function A along the flow of a vector field f.

Definition 4.2.1 (Lie Derivative)

Let f € R™! be a smooth vector field and A € R be a smooth real-valued function both defined on
x € R"¥L, The derivative of \ along f is called the Lie Derivative

L e) = 2 f ()

f1
_ |0 (o2 .
fn
of A along f. The k-th repetition of the derivative of A along f is denoted as
k—1
o (L51A)

LM () = Ly Ly A (w) = e G
with

L(})\ () =A(x).
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For the sake of completeness, the Lie Derivative of A along the matrix function F () is introduced
in definition
Definition 4.2.2 (Lie Derivative)

Let F' = [fl . fm] € R™ ™ be a matrix consisting of smooth vector fields f; € R™*! and A € R
be a smooth real-valued function both defined on x € R™*!. The Lie Derivative of \ along F is defined
as

Lp)(x) = g—iF ()
= [LypA(2) ... L A(x)]
The k-th repetition of the derivative of A along F is denoted as
, I
LeX(x) = LpLy " A(x) = TF(ZIJ)

with
LY (z) = X ().

The advantage of the Lie Derivative’s compact notation becomes obvious by multiple consecutive
derivation of a scalar function (here: A\) along a vector field (here: f) or a matrix function.

Here, the introduction of the relative degree r is obtained for a Single-Input-Single-Output (SISO)
system before the theory is expanded to Multiple-Input-Multiple-Output (MIMO) systems. Consid-
ering the nonlinear SISOl system
o= f(@)+g @ u
y=h(z)

with the system state € R™*!, the output 4 € R and the affine system input u € R. The system
is described by the nonlinearity f () € R™*! and the state-dependent input vector g (z) € R"*!,
All further derivations are based on the assumption that € U, an open subset of R"*!. This subset
contains the equilibrium point g € U (f (xo) = 0) of the undriven system [42].

(4.4)

In the instance that the first time derivative of the output

._8h(w).a_j:8h(m). Oh (x)

y= ox ox ox

is independent of the input u (Lgh = 0) for all z € U, the second time derivative of y leads to

f+ -g-u=Lgh+ Lgh-u (4.5)

. OLgh . OLgh OL¢h
= 6;; ST = 65) -f+a—£-g-u:L§h+Lgth-u. (4.6)

If the second derivative of y is also not influenced by the input u (LgLsh = 0), the procedure of
deriving the output y with respect to time is repeated until the input u appears on the right-hand

side (Lg L'y 'h # 0).

L2

h . OL%h OL%Zh
Y o= Sk d= f+5- g u=L3h+ Lelihu
——
=0
: (4.7)
oL 'h . 9oL} 'h L h _
Y o= SRS e =L fr i giu=Lih+ Lyl heu
N——

£0
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The number of necessary differentiations is labeled with r, the so-called relative degree. The relative
degree r of a[SISO| system describes the number of derivations with respect to time of the output y
which are necessary until the system’s input v influences the r-th time derivative of the output (y(").
Therefore, the relative degree r can be seen as an input/output property quantifying the number of
integration steps until an input signal u is propagated to the output y of a dynamic system. At this
point it needs to be stressed, that the relative degree of a system can be influenced by a careful
selection of the regarded output y.

By utilizing the Lie Derivative (definition[4.2.1)), the relative degree r of a[SISOlsystem is defined in
the following way:
Definition 4.2.3 (Relative Degree of a system)

The nonlinear, affine[SISOl system in (4.4) is said to have a strict relative degree r in a neighborhood
0 .
xz’ eUif

LgLih(z)=0, VxeU k=0,...,r—2
0.

LgL;:lh (z°) # (48)

In case of a[MIMO| system the relative degree r is obtained in an analogue way. For the purpose of
deriving the relative degree for a system, each output y; has to be derived with respect to
time until one of the input elements u; influences the output derivative.

. oh; . _ Oh; oh;
Yi = % T = 9 (@) + G G(x)-u
= thz' + Lghiu
=0
. OLsh; . OLsh; OLsh;
Gi = S ® = S fl® + - G@)u
= L?Ehl- + LgLghiu
N——
=0
- - - 4.9)
—1 oL %h; AL %h; AL %h; (
Y = Taed = f@) + Gl
LG h + Lali’hiu
—
: oL 'hy oL h, 8L”_:1hi
W= Mhte = Yl @+ Y5t )
= Lih + Lali 'hiu
N——
#0
The overall input/output dynamics
le) L?hl (z) Lg1L}1_1h1 (@) - LgmL?_lhl () uq
; = : + : : (4.10)
ylrm) L b () Lo, Ly thi () .. Lg, Ly 'hey (@)] [t
b(x) A(z)

of the nonlinear system is described by summarizing all 7;-th derivatives of the respective
outputs y;. These time derivatives are derived in accordance to (4.9). The decoupling matrix A (x) €
R™>™ js square in case the system exhibits the same numbers m of inputs and outputs. The
vector b () € R™*! denotes the accumulation of the remaining nonlinear terms. With the above
derivations, the overall relative degree r of a[MIMOl system is defined as follows:
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Definition 4.2.4 (Relative Degree of a system)

The nonlinear [MIMQ system in (&3) has a vector relative degree of {r1, ..., } in a neighborhood
0 .
' eUif

Lo Lkhi(®)=0 VeeU 1<j<m, k<ri—1, 1<i<m
and the decoupling matrix (see (410)) is nonsingular
det A(x) #0

at x°. For the overall relative degree

m

r= ZTZ'

i=1

of a nonlinear[MIMQO system (see (4.3)) the inequality r < n holds.

In the derivation of (4.10) the distinction between the entire state space  and the neighborhood of
@ € U was dropped due to simplicity. It is important to note that for a nonlinear[MIMOJsystem the
conditions in definition[.2.4 hold only within a certain neighborhood of g € U. Leaving this set of
states can lead to uncontrollable outputs y; (e.g. sign changes of g;), which lead to rank (A) < m,
and therefore to an undefined relative degree 7.

For certain control problems an artificial modification of the input or output, which aims at a well-
defined relative degree r, exhibits advantages in terms of applying feedback linearization (e.g. output
decoupling) [80]. Especially, in the case of systems it might happen that the relative degree
of the considered input/output characteristics is undefined in a certain state space region, which
leads to singularity of the decoupling matrix A (x). By using Dynamic Extension the input/output
characteristics of the plant is altered by adding additional integrators to certain input channels [42],
[80].

4.2.1.2 System Transformation and Internal Dynamics

Within this section a coordinate transformation of the system states @ is introduced, leading to a
linear input/output dynamics of (4.3). Following the derivation of the relative degree in (4£9), a linear
coordinate transformation for the i-th output y; is given by

§ = (@) = Lih =y
: (4.11)
The so-called external states & = [E% o 5}1 2 . 532 o gxn]T only qualify as a local co-

ordinate transformation if the relative degree » = n coincides with the system order n of (43). In
case the relative degree is smaller (r < n) than the system order, n — r additional coordinates

m = &4 (x)

2 : D12 () (4.12)

Mo = Pn(x)
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need to be determined to guarantee a bijective mapping

T
e=[0 ... @ ... 0" .. Q" Dy ... Dy (4.13)
between _ _ _ _
Z1 Lghl
- L
1 f 1
2r14r2 L;f_lhg '3
o : = _ = - - (4.14)
i n
#r Ly,
Zr.Jrl CI)T-H
Zr4n | L D, yp

and the state vector z. n € R(™")*1 constitute the internal states of the system (@3). In case the
relative degree 7 < n is smaller than the system order, it is always possible to find n — 7 internal
states such that the Jacobian is nonsingular det 9®/92 # 0 at &y € U and therefore z = ® ()
establishes a local coordinate transformation [80].

Under the assumption that the system possess a vector relative degree of {r1,..., 7}, it can be
shown that the row vectors of the differentials dLl}hi () are linearly independent for 0 < k <
r; —land 1 < ¢ < m if the outputs y; are independent. Thus, if the rank equals the system order
n = r, the Jacobian of the mapping z = ® (x) has full rank (invertible) and therefore ® (x) is a
valid coordinate transformation in a neighborhood xg. In case the relative degree r < n is less than
the system order, the n — r additional coordinates (internal states 1) have to be chosen with the
purpose of rendering the Jacobian g—: non-singular at xg. It is important to note that the additional
state transformations ®,1, ..., ®,_, require to satisfy a set of n — r partial differential equations
in order to be linearly independent of (411). A detailed discussion about the choice of 1 can be
found in [80].

With the above introduced transformation (414) and the state transformation of the abbreviations

aij (§,m) = ngL;“lhi (@71 (2)) for1<i,7<m 15
bi(§;m) = Lg}hi (‘I’_l (Z)) forl1<i<m (4.15)
the dynamics

=5

2 = &

o = & - (4.16)
no = bEm X (Em) -y

=

n = q&n+XpiEnu=q&n+PEn) - u

Jj=1
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given in the coordinates z = [ET nT]T define the so-called normal form [42]. The dynamics of
the r — 1 external states &1, . .. ,E};i_l exhibit a linear structure (time derivative of 52 = 5}; 4118
defined by the previous state &}, 41 for1 <k <r;—1land1l <14 < m). The internal states 1 are
unobservable considering the output y.

4.2.1.3 Linearizing State Feedback and Zero Dynamics

In this section the dynamic relationship between the input w and the r;-th derivative of the output
elements y; is used to calculate a state feedback law

u=A"@) [v-b(x)

— A () = b(Em) @17

which renders the closed-loop input/output characteristics linear. v € R™*! constitutes the ex-
ternal reference input, the so-called pseudo-control. Considering the stability of the input/output
linearized system, the closed-loop dynamics obtained by zeroing the output y = 0 plays a crucial
role. This so-called zero dynamics is introduced in the second part of this section and the conditions
for stability of the linearized input/output dynamics (£.16) are derived.

With the decoupling matrix A (x) being nonsingular (see definition4.2.4), the static feedback law

(4.17) leads to the linearized map

ZJYI) v

= (4.18)
(rm)

Ym Vm

between the pseudo-control v and the considered output y. By considering the transformation of
the nonlinear system (4.18) in the frequency domain

1

Y1 51 O O 141
1
Yo o L ... 0 Vs
= s .2 . ST, (4.19)
: 0 : 0
Ym 0 0 - Vm

the linearized system exhibits a decoupled characteristics where the pseudo-controls v are sepa-
rated from the outputs by an integrator chain of length r; in the respective input/output channel.
Therefore, some literature calls this procedure input/output decoupling [96,197].

A system with a relative degree r = n equal the number of states is called exact input/output lin-
earizable [42]. In this case the external states £ form a coordinate transformation z = £ = ®(x)
transforming the nonlinear dynamics into a linear one:

§ =6
3 : 3 (4.20)
5 ”

T

Besides linearity, all states (§ and therefore x) are controllable and observable. On the other hand,



4 Mathematical Background of Nonlinear Autopilot Design and Analysis 73

if the relative degree is less than the system order r < n, the following dynamics

g =5
& = &
5 L (4.21)
o= &
o
n = a&mn+P(En v
with the abbreviations (see (4.16))
P(&mn) = P(En)A ' (En) (4.22)

g&mn) = q&n)—-PEn)A(En)bEmn)

results from (4.16)) by application of (4.17). Since the equilibrium point is assumed tolead to h = 0, it
follows from the state transformation in (4.11)) that £ = 0 at x(. From the representation of (£.21)) it is
straightforward to find ¢ pseudo-control laws v; = v ({i, e ,fii), which asymptotically stabilizes

the origin &' = [ﬂ e &z]T = 0 (for an example see [42, 180, 94]). Nevertheless, no conclusion
can be drawn about the stability property of the internal states 7). A sufficient condition to conclude
stability of the entire closed-loop system (4.21), require the remaining internal dynamics to be stable
at the equilibrium point [Eg nd ] T=o (1o = 0 can be assumed without loss of generality), which
coincides with the output to be zero (y = 0). Since this stability consideration of the internal
dynamics demands the output and its derivatives to be zero for all time, this regulation problem is
denoted as Problem of Zeroing the Output [80]. Therefore, the system’s input vector must solve the
set of m equations

b(0,m)+A(0,1n) - u=0 (4.23)

leading to the input law
u=-A"1(0,7)b(0,n). (4.24)

Applying ([@.24) to the system (4.21)), the external dynamics remains zero £ (t) = 0 and the internal
dynamics results to

n=4q (07 77) : (4'25)

Due to its crucial role for deriving stability properties of feedback linearized MIMO] systems, the
internal dynamics resulting by zeroing the output is called zero dynamics [42,180,194]. In case of a
linear system, the eigenvalues of the zero dynamics coincide with the zeros of the system’s open-loop
transfer function. In contrast to the case, it must be stressed that for non-exact input/output
linearizable[MIMO| systems (r < n) that the requirement of asymptotic stability is not necessary in
general [80]. A system exhibiting a stable zero dynamics is referred to as a minimum phase system:

Definition 4.2.5 (Minimum Phaseness)

The nonlinearMIMQO system in (&.3) is said to be locally asymptotically (exponentially) minimum phase
at xq if the equilibrium point of the internal states m = 0 is locally asymptotically (exponentially)
stable.

As already mentioned, the minimum phase characteristics of a linear system can be concluded from
the zeros of the open-loop plant. In the nonlinear case linearization methods are commonly used
to either calculate a linear open-loop system representation or to use Lyapunov’s direct method to
derive the stability property of the zero dynamics (4.25).

Remark: It is important to point out that the minimum phase characteristics of a system depends on
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the chosen inputs and outputs and is a property of the open-loop, uncontrolled system. Regarding
nonlinear systems (like (4.3)), the minimum phase characteristics varies over the state space of the
system. Therefore, the system can exhibit minimum phaseness at one equilibrium point and non-
minimum phaseness at an other one.

4.2.1.4 Linear Error Feedback Control Design

Applying the feedback control law (@17) to the nonlinear system dynamics (4.3) leads to (4.18), where
the r;-th derivative of the outputs y; equals the corresponding pseudo-control variables v;. Thus,
the pseudo-controls v; can be used for error feedback in order to track the reference trajectories y,.;
by the outputs y;. Since leads to a linear input/output dynamics (£.18), there exists a wide
spectrum of linear and nonlinear control approaches that can be used for minimizing the control
error

€ = Yri — Yi- (4.26)

The most intuitive approach for designing the pseudo-control laws v; is to use linear error feedback
in the form

. . T‘i—l 7"1'—1
= yﬁl) + ki (Yri —vi) +kia Grg — %) + o Kig—1 (yﬁl L ))

ri—1 . (427

_yrz +Zk1] 6

By choosing this error feedback law with the controller gains k; ; > 0, the closed-loop error
dynamics
e(ri) = _ki,O € — k?@l . éi e ki,mfl . egriil) (4.28)

(2

becomes exponentially asymptotically stable. It is important to note, that the[NDI}based control law
using a linear error feedback

i +Z” o ke
u=A"1(x)- —b(x) (4.29)
(rm + Zrm 1 ki . 6%)

is widespread in the field of nonlinear control of aerial vehicles [37, 58, 166, 71].

In many practical applications it is not possible to apply the theory with its restrictive condi-
tions like minimum phase characteristics or proper relative degree of the considered system. Thus,
several approximation techniques have been evolved over the years, to tailor this powerful
methodology to systems, which do not inherently exhibit a well-defined relative degree or a stable
zero dynamics. An overview of those approximated [NDI approaches can be found in [98,99]. The
presented [NDI| theory incorporates - like many other model based control approaches - model in-
formation to cancel the system’s nonlinearities. Therefore, the standard approach introduced here
requires a precise design model for control layout purposes. Due to the inherent and inevitable di-
vergence between the design model and the plant robustifying elements are necessary for applying
methodologies in missile autopilot design.
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4.2.2 Backstepping and Command Filtered Backstepping

is a control design methodology developed by Petar Kokotovic in the early 90s. The theory
of classic [BS] and robustifying extensions (Adaptive Backstepping) are summarized in [35]. Both
BSF and [NDI}based control laws, are nonlinear feedback approaches, which exhibit in their basic
version a similar structure. A significant advantage of[BSlcompared to[NDI control approaches is the
systematic and recursive design methodology based on Lyapunov’s direct method of stability. With
the inherent recursive design procedure,[BS|stabilizes the control error between the system’s output
y and a reference trajectory y,. The derivation of the control law is conducted layer-wise beginning
at the system’s output dynamics (y). An artificial, intermediate control variable is calculated in each
design step until the dynamic layer is reached, in which is driven by the system’s input (u).

All[BStbased control laws are designed on the basis of a specified Lyapunov function. The purpose
of the control design procedure is to render the time derivative of the Lyapunov function candidate
negative definite by selecting a suitable feedback control law uw = « (x). This special class of
Lyapunov functions are introduced in section [42.2.1] In the following section, classical BS| and
are explained starting in both cases with systems before extending the theory to
systems.

4.2.2.1 Control Lyapunov Function

Lyapunov’s direct method of stability is introduced in section[4.1.2] as a method to prove stability
of linear or nonlinear systems. Besides analyzing the closed-loop form of dynamical systems (4.1),
a Lyapunov function can also serve as a starting point for control design. The idea of a Control
Lyapunov Function (CLF) is to design a control law w = a () for the general nonlinear system

z=f(x,u) (4.30)

based on a desired Lyapunov function V (x). The Lyapunov function is selected in order that the
closed-loop system (4.I) satisfies certain closed-loop stability properties (see theorem[4.1.9).

Definition 4.2.6 (Control Lyapunov Function)

A positive definite, continuously differentiable function
Vix)>0 Vax #0 (4.31)
is called a[CLE for the system (&30) if there exists a u = o (x) such that

_v

1% D flz,a(x)) <0 Ve #0

Thus, the difference between a Lyapunov function (introduced in section[£1.2) and a[CLF is the ap-
pearance of the desired control law © = « (x) in the Lyapunov candidate function’s time derivative

V (see definition @.2.0).



4 Mathematical Background of Nonlinear Autopilot Design and Analysis 76

4.2.2.2 Backstepping for[SISO|Systems

The principle of[BSis introduced by considering a[SISOlsystem in strict-feedback form with the state
x1 being the output:

I = fi(z1) + g1 (21) - 22
T2 = fa(x1,22) + g2 (21,22) - x3
: (4.32a)
Ine1 = foo1 (@1, 20m1) F gno1 (@1, Tpo1) s T
Tn = fn(xla---axn) + gn(xla---,xn)'u
Yy = I (4.32b)

A system’s structure is denoted as strict-feedback if the state z; ;1 can be considered as the affine
control input of the dynamics ¢; and %; depends only on z1, . .., x;. The state ;1 from the follow-
ing dynamic layer is considered, in [BS}based control design approaches, as virtual control input (or
pseudo-controls). [BSis a recursive design procedure starting at the dynamics closest to the output
(outermost dynamics, here: z1-dynamics). In each design step 4, a pseudo-control law z;,1 4 = o
is designed, based on a[CLH candidate, for the considered dynamics. In the subsequent design step
i + 1, the dynamics #; is extended with the adjacent state dynamics (;41). This consecutive proce-
dure is conducted until the innermost equation of motion (EOM) is reached. In the last design step
t = n, the control law © = a1 for the physical system input is designed.

Since the missile autopilot is designed to track a certain reference trajectory, the methodology of
(and [CEB) is introduced by considering a control problem of minimizing the tracking error

€1 =Yr — T1. (4.33)
instead of stabilizing the system’s origin as described in common literature 35,42, 94]. In order to
stabilize the tracking error in (£33), the quadratic (in ;) candidate

1
Vi= §e%. (4.34)

is chosen. With the error dynamics (see (4.33))

é1 =yr—T1
. 4.35
— o~ o) — () - 439
the time derivative of V] (see (4.34)) along the trajectory of (4.33) becomes
Vl =e1 - é1
(4.36)

=e1- (U — fi(z1) — g1(x1) - 22) é Wi (e1) = —cref

W1 (e1) is selected as negative definite limiting function of V;. Thus, if a pseudo-control law Toq =
a1 (1) can be found which fulfills the inequality in (£36)), the tracking error e; = 0 is asymptotically
stable in terms of Lyapunov’s direct method (see theorem[4.1.9). In order to design a deterministic
intermediate control law x3 4 = a1 (1) for the virtual control input (state) 5, the maximum value

Vi=er (9 — filz1) — g1(z1) - 22) 2, (e1) = —cief (4.37)

of the limiting function is considered. Thus, the inequality constraint in (@36) is changed to the
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equality constraint in (£37) which is fulfilled by choosing the virtual control law as

1 (1) = = (i = i+ 1 -e1). (438)
If the state 3 follows the desired trajectory zo 4 = «; defined in (4.38), the tracking error e; con-
verges exponentially towards zero. Since x2 is a physical state of the system, which results from
the differential equation described in (£.32a), the intermediate control law cannot be directly
addressed. In order to force x3 to follow the desired trajectory x5 4 = a1, the tracking error is
extended by es = a1 — x5 within the second control design step ¢ = 2. Therefore, the considered
error system
€1 =Yr— 21

4.39
€y =1 — T2 ( )

consists of the previous error state (e1) and eg, the difference between the desired «v; and the physical
state zo9. Due to the system’s strict-feedback structure (4.32a), the dynamics of x5 is driven by the
state z3. In the same manner as x5 was considered as a virtual control for the error dynamics in the
first step, a desired intermediate control law 3 ;4 = o is calculated in the second design step for
the state 3. Adding the squared tracking error es to the Lyapunov function V; results in the
candidate

1
Vo=Vi+ 56%. (4.40)

This function candidate serves as a starting point for calculating the desired trajectory z3 4 = a2
for the state x3. By representing the state x2 = a; — e by the virtual control law from the first step
and the tracking error ey, the following error dynamics results for the subsystem (4.39):

ér =y — &1 =g — fi(z1) — g1(21) - (a1 — e2)

. . . . 4.41
ey =0q — &g =0y — fo(xr,22) — g2(x1,22) - 3 (4.41)

The intermediate control law 3 4 = o for this design step is calculated to render the time derivative

Vo = Viter é
= e1- (U — fi(z1) — g1(z1) - (01 — €2))
te2 - (1 — f2 — g2~ x3)
= e (9 — filxr) —g1(z1) - a1 + g1 - €2)
| +eg - (1 — fa— g2 - 13)
é W2 (61,62) == W1 - CQ@%

(4.42)

of negative definite via the limiting function W5 (e1, e2). By substituting «; from and
assigning the term e; - g1 - e2 to the braces of the tracking error es, (4.42) becomes

V = —C 62
2 1 , (4.43)

. !
tex-(g1-e1+ a1 — fo—g2-x3) = Wa(er,e2) = Wi (e1) — €3
The cross-coupling term e - g1 - €2 results from the discrepancy es between the desired virtual control
law x5 4 = a1 and driven state x5.

Analogue to the considerations in the first step, one possibility to calculate the desired virtual control
law 23 4 = o for the state x3 is to consider the maximum of the function W5 as the upper limit
of V5. By solving the time derivative V5 is rendered negative definite and the error dynamics
(447 is exponentially stable with respect to e; = e = 0. Therefore, the intermediate control law
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of the state x3 arise from the solution of (4.43) to
.
g (71, 72) = ;(al—fQ‘f‘CZ'eZ +g1-e1). (4.44)

Both pseudo-control laws from the first (4.38) and second step (£44)), exhibit an identical feedback
structure with the exception of the cross-coupling term e; - g1 - €2 in 23 4 = 9. The information
from the pseudo-control &9 4 = a1 of the previous step is propagated through the time derivative
&1. From (4.398) it becomes obvious that the determination of ¢v; requires the time derivative of the
dynamic parts f;, g1 and the tracking error e;.

The derivation of the of the pseudo-control laws for x4, ..., x, follows the same procedure as the
one for w3 4 = g described in design step two. The BS|procedure concludes with the derivation of
the final controllaw u = a,—1 (1, . . . , ) for the system’s physical input. Following the procedure
from the steps above, the error dynamics in the final step is given by

€1 = Yr— 21

ey, = Qp_1—Tk, k=2,....n° (4.45)
As in (434) and (@.40), the sum of the squared error states (£.45) serves as a[CLF candidate
Lo
Vn = Vo1t 56 (4.46)

The in (4.49) is the extension of the Lyapunov function candidate V,,_; = % Z?:_ll e? used in
the previous step n — 1. With the dynamics

é1 = Y — 1Y — f1(w1) — g1 (z1) - (1 — e2)
€ = Q-1 — Tk (4.47)
= dk*l_fk(m17"'7xk)_gk(xla"'axk)(ak_ekJrl)? k:27"'7n

of the error states introduced in (@.45)), the time derivative of V,, becomes

Vn = anl +en ey
= —cle% — Cge% — .. —€p_1 €pn_1—E€n-€n
— 2 2 .
= —C€] —C653 —...—€n_1" (an72 —fn1—9n-1- (Oén,1 - en))
—en - (-1 — fn — gn ) (4.48)
= —616% - 0265 — ...~ €Ep-1" (dn72 - fnfl —On—1"0p—1+ gn—1" en)
—€n - (dn—l - fn —9n - u)
!
< Whlet,. . en) =Wy 1(e1,...,en 1) — cpe.
In the same manner, the in (@.44) is extended, the limiting function W), is the extension of
Who1 = —cle% — = cn,leifl. Substituting the resulting pseudo-control law
1 .
Qp—1 = : (an—Q - fn—l +Cp-1-€n-1+gn-1-" en—l) (4~49)
gn—1
from design step ¢ = n — 1 (not shown here), rearranging the term e,,—1 - g,,—1 - €5, and considering
the maximum of the limiting function W), (e, ..., e, ) results in the equation
V. = —cle% — = cn,le%hl
—en - (gn-1-€n +an1— frn— gn - u) (4.50)

= Wplet,...,en) + Wy 1(e1,...,en 1) — cpe.
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The final control law

u (xla . axn) = gi (dnfl - fn +cpent Gn-1- enfl) (4-51)
n
is obtained by solving (4.50) for the system’s input u. The structure of (£57) is equal to the pseudo-
control laws ay, . . . , a9 derived within the auxiliary steps 2, ...,n — 1. In analogy to step ¢ = 2,
the necessary information to stabilize the intermediate subsystems is provided to the final control
law by the time derivative of ¢,,_1, obtained in step ¢ = n — 1. The calculation of this term requires
the n — ¢-th derivative with respect to time of the pseudo-controls o;, ¢ = 1,...,n — 2.

4.2.2.3 Block Backstepping for[MIMO| Systems

In case the considered system has multiple inputs and outputs, the system can be grouped in subsys-
tems of equal dynamical layers with equivalent structures (e.g. rotational, translational dynamics).
This section describes - in conformity with the derivation for the SISO case (section[4£.2.2.2)) - the BS|
procedure for a coupled [MIMO] system.

The considered system

$'1 = f1 ($1) + G1 (:El) - T2
) = fa(z1,22) + G2 (x1,x2) - T3
: (4.52a)
tn_1 = fyv-i(x1,...,xn—1) + Gy—i(x1,...,TN—1) XN
zy = fn(x1,...,zN) + Gn(x1,...,ZN) U
Y =X (4.52b)
is described in N < n interconnected subsystems with the restriction that the state vectors of each
subsequent subsystem is equal or larger in dimension x; € R™*l ny < ng < ... < ny. Since fi
and G; of each subsystem dynamics &; depend only on states from the same or preceding dynamical
layers @1, ..., x; and the previous state x;; 1 appears linearly (affine), the system (4.52) is in strict-
. . . T Lo
feedback form. The dimension of the entire set of states x = [scl cee wn} e R™*1lis given by the

summation of the subsystem dimensions: n = Zf\i 1 1. Similar to section[4.2.2.2] a control law for
the system’s input u € R™*!, m > ny is derived, for the purpose of output tracking the reference
signal y,. For the case that the input matrix G; € R"*"i+1 (G € R"~N*"m) is non-square n; <
ni+1 (ny # npy), the inverse is calculated via the Moore-Penrose-Inverse G, = (G’ZTGZ‘)f1 G;fr
(100, 101].

Since the explanation of the[MIMOIBS|follows the same didactic scheme as sectiond.2.2.2] the deriva-
tion of the MIMO|BS] control law is depicted in a brief way with highlighting the main differences
for block-wise considerations of the subsystems. Further consideration about[BS]in case of
systems can be found in 40,102,103, [104].

By defining the vector tracking error
€1 =Yr— T (4.53)

the [CLH
Vi = ef Pie; (4.54)

of the first design step is chosen as a quadratic function of the tracking error e; with the symmetric,
positive definite matrix P; € R™*"t > (. As in section[£.2.2.2] 5 4 = o1 is designed to render the
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time derivative of the [CLF negative definite. Substituting the error dynamics of the tracking error

e = Y — T

. 4.55
= Y — filz1) — Gi(x1) - T2 (4:55)
in (459) results in the time derivative
Vl = é{Plel + e{Plél
= (9, — fi(z1) — G1 (z1) - 22)" Prei+
el Py (g, — fi(z1) — Gi (z1) - z2) (4.56)

[\ =

W1 (61) = —eF{Qlel.

Under consideration of the rendering function’s (1#/1) maximum, the pseudo-control law is obtained
by
ay (z1) = G} (gr — fi(®1) + Kie). (4.57)

Substituting (£.57) in (4.55) the time derivative of the becomes

Vi = —e{K?Ple — e{PlKlel

! . (4.58)
= —e{ (KfPl + PlKl) e = —E{Qlel

Based on the positive definite symmetric matrices Q; > 0 and P; > 0 the feedback gain matrix K;
must fulfill the matrix Lyapunov equation [42]

K{Pl + P K = Q. (4.59)

Therefore, the convergence rate of the tracking error e; for the equilibrium e; = 0 depends on
the weighting matrices Q1 and P;, which determine via (459) the amplification K of the error
feedback.

In order to track the intermediate control law oy (@57) from the previous step by the physical state
variable x9, a desired pseudo-control law cs for the state x3 is designed. Following the concept
from the SISOl case section4.2.2.2] the considered error from the first design step (£53) is extended
by e, describing the difference between the desired and the real state x5. Thus, the considered error
states are

€1 = Y- I

. 4.60
€r = O] — X2 ( )

Extending the Lyapunov function V; (@54) from the first design step by the additional error state
e results in

Vo = Vi + e2TP2e2
. 4.61
= G?Plel + eQTPgeg ( )
Based on the error dynamics
ér = Y—x = Yr— fi(x1) - Gi(z1) - (a1 — e3) (4.62)
€ = -2y = a1 — folxy,x2) — Ga(x1,22) -3 '

obtained by substituting (4£52a) in the time derivative (4.60), and the definition (£.57), the pseudo-
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control law &3 4 = a2 is designed to render
VQ = ‘/1 + égPQEQ + egPQéQ
—G?Qlel + e,{PlGleQ + eQTGlTPlel + égpgeg + egpgég
. _ T
= —el'Qie1+ (61— fo— Go-z3+ Py 'GT Pie)) - Poest (4.63)
62TP2 . (a1 —fo—Gs-x3+ PzilG{Plel)

!
< Wa(er,ex) = Wi (e1) — ef Qqen

negative definite. The appearance of the term e] P, G €5 in (@63) is due to the fact that the desired
pseudo-control law a; (rendering the error e; stable) needs to be propagated through the dynamics
of xs.

Following the derivation of[BS|for the scalar case, the maximum Wy = —eF{Ql el — egQgeg of the
limiting function is considered in (4.63) for the purpose of designing the intermediate control law.
Thus, the pseudo-control law

Qo = G/Q (a1 — o+ Koeo + PzilG{Plel) , (4.64)

renders the time derivative (€.63) of the candidate

"/'2 = —e{Qlel — egKgPQQQ — egPQKQEQ
T T (KT LT T (4.65)
= —elQie1 — el (KIP+ P,Kj)es = —el Qe — e5 Qoes
negative definite if the feedback gain K> fulfills the matrix Lyapunov equation
KIP+ PK, = Q (4.66)

for P, Q5 > 0.

The derivation of the pseudo-control laws «; is conducted in an analogous manner for the design
stepsi = 2,..., N—1. Therefore, and due to reasons of clarity the derivations of the: = 2,..., N—1
intermediate control laws is representatively depicted for the N — 1-th design step with the consid-
ered pseudo-control £y = a_1. Following the procedure of the previous design steps, the error
states

€l = Y-
4.67
e, = Op—-1— Tk, /{::2,...,]\7—1,7 ( )
which are subject to stabilization around the equilibrium ey = 0,k = 1,..., N — 1, are obtained
by an extension of the error states in each design step i. The candidate
V-1 =Vn_2+ey_Pyv_1en (4.68)

used for control design within this design step, is constructed by extending the Lyapunov function
VN_g = ZZ]\SQ eZTPZ-eZ- from the previous step ¢ = N — 2 with e%APN_leN_l. Inserting the
[EOM| from in the time derivative of the error definition results in the error dynamics

é1 = Yr— T = 9 —fi—Gi- (a1 —e2)
éx = Qp_1— Ty = 1~ fr—Gp- (g —ery1), k=2,...,N—-2. (4.69)
énN-1 = Oanyo2—xN-1 = ony—2— fn-1—GN_1-TN

The derivation of the Lyapunov function (4.68) with respect to time along the trajectories of (£.69)
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leads to
Vi = Vyo+éh Py jen_1+ek Py i1én_1
= —€1TQ1€1 - eﬁ_gQNfzeNfz + 6%_2PN72GN72€N71+
el |GL Py sen o+ él, | Pyiey_1+ek Pv_1én_1
= _e{Qlel T eee T ejj\ﬂf_QQNfZeN72+ ) (4.70)

. - T
(n—2— fn-1— GN_1- TN + Pl \GY _,Py_sen_2) -Pn_ien_1+
el Pn_1-(&n_o— fvo1 — Gno1-xn + Pyl GY_yPyv_sen_»)

é Wy_1(er,...,en—1) = Wn_2(e1,...,en—2) — ek Tn_1ey_1
Considering the maximum of the limiting function Wy _1, the pseudo-control law
ay_1=GN_y (&n_2— fn_1+ Kn_1en_1 + Py' |G _yPn_sen_s), (4.71)
renders (4.70) negative definite if the matrix Lyapunov equation
Ky Py +Py 1Ky 1=Qn1 (4.72)

is fulfilled for the positive definite matrices Py_1, Qn—1 > 0. Within the last design step i = N,
the control law of the physical system input u is derived by stabilizing the error states

€1 = Y — I

€, = O_1— Tk, k::2,...,N, (4'73)

around the equilibrium e, = 0, & = 1,..., N. Based on (4.67), the error states in (@73) are ob-
tained by adding the difference ey = ay_1 — . Extending the Lyapunov function Vy_; =
Zf\;_ll el P;e; from the previous step N — 1 by e}, Pyey, the [CLH candidate for i = N becomes

VN =VNn_1+ e%PNeN. (4.74)

Substituting the state vector oy, 1, utilized as pseudo-control, in each subsystem by ;1 = o —
ep+1, k=1,..., N — 1, the error dynamics of (4.73) has the following form

ér = Yr— o = g —fi— G (a1 —e)
ey = o 1—@p = O 1—fr—Gr (o —exy1), k=2,....N—1 (4.75)
ey = an-1—xy = oany-1— fn—GnN-u.

In the final design step, the system’s input w is designed to render the time derivative of V

Vv = Vn_i+ el Pyey + el Pyén
= —€1TQ1€1 - e%,lQN—NBN—l + e%,le—1GN—1eN+
e%G%_lefleNfl + é%PNeN + e%PNéN
= —efQie1—...—ey Qn ey 1+ (4.76)
(an—1—fn —Gn-u+ PﬁlG%,lequ—l)T - Pyen+
el Py (an_1— fn — Gy -u+ Py'GL_ Py_ien_1)

|/\._

WN (61, N ,eN) = WN_1 (61, N ,eN_l) — G%TNQN
negative definite.

Assuming the maximum of the limiting function Wy = —eF{Qlel — .= e%Q Nep, the control
law
u=Gy (&n_1— fv + Kney + Py'GY_Py_1en_1) (4.77)
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renders the time derivative

VN = —G?Qlel — .. e%leN_leN_l — Q%K]EPNQN — G%PNKNGN
= —efQie; —...— ey _Qn_1en_1 — el (KL Py + PvKy) ey (4.78)
!
= —G?Qlel — ... G%QNGN

of (A75) negative definite if K fulfills the matrix Lyapunov equation

PyKy + K\ Py =Qn (4.79)

for Py, Qn > 0. Therefore, the equilibrium e = [el R N]T = 0 of the overall error states

(4.73) is asymptotically stable.
The presented classical [BS control design procedure (SISO and [MIMO) includes several degrees of

freedom considering the parametric and structural design of the control law. The selected parame-
ters and structure affect the error convergence rate and therefore the overall tracking performance
significantly. In the following, all degree of freedoms of the [BS|control design are listed:

. The BS] procedure was introduced by selecting the as a quadratic function in the
error states. This choice simplified the derivation of the pseudo-control and final control laws
for [SISOl and [MIMO cases. Besides a quadratic function, any other potential [CLF candidate is
possible. Each variation in the may result in different control structures and closed-loop
performances.

« Feedback Gains: As in any control design methodology, the gains used to feedback the system
states or tracking errors play a crucial role in terms of closed-loop robustness and perfor-
mance. In the presented [BS| control structure the increase of the controller gains lead to a
faster decay of states towards the considered equilibrium (here: e = 0). In case of the
system the controller gains cannot be defined directly but are determined via the matrix Lya-
punov function and the corresponding weighting matrices P; and Q);.

« Limiting Function: In each design step, the limiting function was chosen as a quadratic func-
tion and the upper limit was considered for the pseudo-control and final control laws. As
already discussed for the selection of the the limiting function influence the structure
(and therefore the closed-loop behavior) of the control laws in a similar way.

Remark: It is not required, that the function structure of the limiting function matches with
the one of the candidate. Any negative definite rendering function is possible.

4.2.2.4 Command Filtered Backstepping for[SISO|Systems

By considering the classical[BS procedure described in section[4.2.2.2]and section[4.2.2.3] the n —i-th
time derivative of the intermediate control law «; enters the final control law u (in case of a[MIMQOI
system the N — i-th time derivative enters the final control law ). This control structure requires
the derivation of model data and the n-th time derivative of the reference trajectory y,. In case
of systems with complex dynamics (e.g. nonlinear aerodynamics) the offline calculated derivatives
of model data may lead to extensive analytical expressions for the final control law [40]. Besides
the impracticalness of those feedback laws for real systems, the numerical derivation of tabular
data (e.g. aerodynamic data) is a significant source for mismatch between plant and design model.
Another drawback of classical BSl is its limited applicability to systems, which exhibit a feedback
form [35,194].
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In recent years, further[BStbased approaches were designed to overcome the aforementioned major
drawbacks of the theoretical methodology developed by Kokotovic in the early 1990s [105]. A collec-
tion of novel adaptive and non-adaptive approaches concerning the shortcomings of conventional
BS can be found in [48]. A promising methodology, avoiding cumbersome expressions stemming
from derivations of system dynamics, is called Command Filtered Backstepping and was published
by Farrel in 2009 [41]. The analytical expressions of the intermediate control laws with respect to
time are generated by filters [41].

This novel approach does not require the system to be in (strict) feedback form anymore. Thus, for
the purpose of introducing [CFBl the system is assumed to be in the following form

i = @)+ og(m)2
2 = fo(x) 4+ g(z) 73
: (4.80a)
Tpo1 = fao1 ($) + gn—1 (ZC) *Tn
T = fa ("B) + In (33) tu
y=m (4.80b)
with x = [xl e xn]T € R™*! being the system’s state vector, u € R is the scalar input, and

y constitutes the system’s output, which is equal to the outermost state ;. Since the methodology
of is based on[BS| a repetition of design steps which are already described in section4.2.2.2] are
omitted in this section. In contrast to Farrell’s explanation [41], the depicted derivation of isin
accordance with the recursive design procedure of the foregoing sections and[4.2.2.3

For the purpose of overcoming the tedious and impractical analytical expression of the final control
law u stemming from the consecutive time derivations of the pseudo-control laws (see (£44) or
(@.57)),[CEBlintroduces filters to calculate a filtered version « t;; ; and ¢ ¢4 ; based on the intermediate
control laws «;. For the sake of simplicity the principle of filtering the intermediate control «; is
illustrated by linear filters described in the frequency domain. Thus, for the design stepsi =1,...,n
the filtered version of the n — 1 pseudo-controls

1 /.- ~
ap = = —fitci-e€
! 9 (y.’" fite-é) R N . (4.81)
o = oo (Q-r i — fet ok Crtgpo1- 1), k=2,...,0-1
and its corresponding time derivative result as
akfi = Grik(s) - o 4.82
dk,f@'l = SGfil’k(S)-Oék, kZl,...,i—l. ( ' )

Due to the usage of filters for obtaining the intermediate control signals, two different error defini-
tions are used throughout the theory of one is the tracking error

€ = Qy_1,fil — T (4.83)

describing the difference between the filtered pseudo-control law «;_1 r; and the corresponding
state x;. In contrast to the error definition in section (see or (443)), the error with
respect to the filtered version of ;1 ¢; is labeled by using the "-symbol. The second error is called
Compensated Tracking Error (CTE)

€ = Qu_1,fi — Ti— %

4.84
= € — Z; ( )
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and describes the tracking error compensated by the unachieved portion z;. Incase of 1 = 1, ag fy =
1y holds.

This unachieved portion z; plays a crucial role in Due to the dynamic characteristics of the
command filters, the filtered intermediate control variable o; r; exhibits a delayed response com-
pared to ;. Those filtered versions o r;; replace the intermediate controls «; in the subsequent [BS]
design steps. For compensating the deviating response (unachieved portion) caused by the lagged
intermediate controls, the unachieved portion z; is removed from the tracking error é; (see (4.84)). In
contrast to classical [BS] the intermediate control variable and the dynamics of the unachieved por-
tion z; is calculated in each design step ¢ to render the control error stable in terms of Lyapunov’s
direct method.

Since follows the same recursive design methodology as classical the pseudo-control law
«; is calculated in each 7 design step. Due to the fact that the filtering of «; is part of the subsequent
design step i + 1, the unachieved portion z; (depending on the difference «; r; — ;) is considered
as zero (z; = 0) for deriving the intermediate control law «; in design step ¢. In step 7 + 1, the
pseudo-control ¢; is filtered to obtain af;; ;. Therefore, the dynamics of the unachieved portion z; is
calculated in the following design step ¢ + 1 under the restriction to render the relevant subsystem
- based on the respective - stable. According to the error definitions in (£83) and (4.84) and
under consideration of z; = 0 the and the tracking error are equal for the considered design
step ¢.

Therefore, the[CLFin the i-th design step includes the[CTElfrom the previous steps 1,...,7 — 1 and
the tracking error of the current design step i:

i—1 1
Vi = &7 + 5@? (4.85)

k=1

1
2
In order to calculate the time derivative of V;, the dynamics of the tracking error (£.83)

& = CQu_1,fil —&;
Vil 4.86)
= G150 — fi(x) —gi () - Ti1 (

and the [CTE] (4.84)
€ = Qi 1fil— Ti— %

= Qi—1,pa — fi(@) — gi (@) - Tip1 — %
are necessary. Both dynamic expressions are obtained by substituting the state EOM] from (4.80a)
into the time derivative of the respective tracking errors. Reorganizing and adding/subtracting

the respective pseudo-control «;_1, the state variable becomes

(4.87)

Ty = Q1 — € — 2+ Qi1 — Q1. (4.88)
Substituting (4.88) in (@.86) and [@.87) the tracking error and its compensated version result as
& =1, fi — fi () — gi () - (v fit — €1 — Zip1 + @5 — ) (4.89)

and
e = &1, pi — fi(®) — gi () - (v fit — €ip1 — 2ip1 + @ — ) — %, (4.90)
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respectively. Considering (4.89) and (£.90), the time derivative of the (4.85) becomes

Vi = &-(r—fi—g1- (a1 pu—62—2+o01—a1) — %)
+éo - (A, i — fo — g2 - (o, it — €3 — 23 + ag — ag) — %)
+...

+éi—1 - (dimopit — fim1 — Gi—1 - (i—1,pa — €5 + Qi1 — i—1) — Zi—1) (4.91)

+é; - (G it — fi — 9i - Tig1)
! 1 9 9
~ ~ ~ 71— ~ A
< W; (61,...761'_1,62‘) = — ) p—1Cke€ T —c;i€;.

Applying the pseudo-control laws from the design steps k < i — 1, can be written as

Vi = é-(—cr-é1— g1 (anpn— 22 —a1) — 4)
téy - (—c2- € —go- (g pa — 23 — a2) — 22)
+ ...

- « . 4.92
+Ei—1 - (—cim1-€i—1 — gi—1 - (i1, it — ¥i—1) — Zi—1) (4.92)

+6i - (Gi-1,fit + gi—1 €1 — fi — gi - Tiy1)
! ~ PR i—1 |~ A
= W;(E1,..., 65, 6) = —Y 1 Crés + —ciéz.
As discussed in the previous sections (see sections[4.2.2.21and [4.2.2.3), the maximum of the limiting
function W; is considered to facilitate the derivation of the pseudo-control laws (final control law)
and unachieved portions. For the purpose of rendering negative definite, the unachieved
portions and the desired state variable x; 4 (pseudo-control) of design step ¢ result as

e = —ckap— gk (ki — o)+ gk kg1, k=1,...,0—2
Zii1 = —Ci—1-Zi—1 — gi—1 (—1 it — @ti—1) (4.93)
Z; =0
and 1
Tittd =0 = (G it — fi+ci €+ gim1 - €i—1), (4.94)
(A

respectively. In the final design step i = n, the[CLHis extended to
1 o 1
Vo=2> &+ §ei (4.95)

and by following the same procedure as for the pseudo-control laws (see (4.86) to (4.94)), the final

control law is 1

u = g_ (dnfl,fil - fn +cp - én + gn—1" én—l) . (496)

n

Analogous to the discussion at the end of section [£.2.2.3] the structure of the the limiting
function W;, and the choice of the feedback gains determine the dynamics of the unachieved portion,
intermediate, and final control laws.

With the derivation above, the Lyapunov function guarantees only stability for the By using
the properties of singular perturbed systems [[10€], the stability of the additional states (tracking er-
ror é;, unachieved portion z;, filter states) involved within the control design process can be proven.
Since this prove is beyond the scope of this thesis, the interested reader is referred to [41].
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Figure 4.2: Block diagram of [CFBl-based control law.

4.2.2.5 Command Filtered Backstepping for MIMO|Systems

This section briefly introduces[CFBIfor the case that the considered system has the following MIMO
dynamics:

Z.Bl = f1 (ZB) + G1 (ZB) 3 )]
:tl = f2 ((E) + GQ (:13) - I3
: (4.972)
ty_1 = fyvo1(x) + Gnoi(z) N
zn = fn(x) + Gy(z)w
Y =X (4.97b)

The notations and dimensions are in accordance with the system representation (4.52Db) in sec-

tion [4.2.23] The [CFBlbased control law is derived for the considered system dynamics (4.97a) to

fulfill the tracking task y < yr. The presentation follows the same didactic structure as the control
law design described for the SISOl case (see section[4.2.2.4).

Since the main idea of [CFBlis already presented in the previous section (section[4.2.2.4), the purpose
of the depicted derivation is to highlight the main peculiarities in [CFBl control design for [MIMOI
systems.

The i-th design step requires the filtered version

ap it = Grik(s)- oy

. . 4.98
Qi = stihk(s)-ak, k‘Zl,...,Z—l. ( )
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of the N — 1 pseudo-control laws

ar = Gy — i+ K- &)

. A _ ~ . 4.99
a, = G (cp_1ya— i+ Ky e+ P 'GL_ | Py1&,1), k=2,...,i—1 (4:99)
obtained in the previous ¢ — 1 design steps. With the tracking error
é; = oG fil — X (4.100)
and its compensated version (CTE)
€ = O fil — X —Z (4.101)
= & —z '
the CLH B
i
V; = Z él Pyé;, + el Pe; (4.102)
k=1

is selected as a quadratic function including both errors, €, £ < ¢—1 and é;. As already explained in
section[d.2.2.3] P; € R™*"™ describes the positive definite weighting of the respective error states.

By analogy to section@.2.2.4land taking the system’s state space representation (£.97a) into account,
the dynamics of the tracking error and the [CTE] result to

€ = Oy_1fil — % (4.103)
= &-1,pi — fi(x) — G () - ity
and )
€ = Oyl fil —%i— % (4.104)

= &i1,a— fi(x) — Gi(x)  Tit1 — 2,
respectively. Rearranging (4101) and adding/subtracting the pseudo-control law «;_1, the state
variable ;1 in can be written as

Tip1l = QG fil — €41 — Ziy1l T @ — Q. (4.105)
Thus, the dynamics of the tracking error and the [CTEl (@.104) becomes
& =& 1pi—fi (@) — Gi(x) (qifii — €ir1 — zip1 + i — ) (4.106)

and
€ =ay 11— fi(®) = Gi(x) (a0 — €11 — 2zit1 + a — ;) — 2, (4.107)
respectively.

Based on the error dynamics (4.106), and the pseudo-control laws o, k = 1,...,¢ — 1 (see
(499)) the time derivative

. T ~ ~ 3 T ~ ~ T
Vi = e Pé +élPe +...+é_P_1&_1+¢&_1P_1€;_,
T A ~ A
+é, Pé; + eiTHei (4.108)
|
! _ . o _ R .
< WZ (ela ) ei) = - 22:1 esz‘ek - e,iTQiei
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of V; (4102) becomes:

Vi = (-Ki1-é -Gy (aypi—2z—oa)— z)" - Pé
+el' P (—Ky &1 — Gy - (o i — 20 — 1) — 21)
+...
+el Py (—Ki—1- &1 — Gio1 - (a1 pi — 0tio1) — 2i21)
+(—Ki—1- €1 —Gi_1 - (o—1,pi — aj_1) — z0) P&y - (4.109)

. 't R
+ (ai_l’f“ —fi—Gi 21 + P 1G£1Pz‘716z‘71) Pé;
I P e =

|
: ~ ~ ~ —1 ~ ~ ~ ~
< Wi(ér,....€5,86)=—>1_ engek — e;prl-eZ-

In order to be in line with the derivation in section[4.2.2.5, the limiting function’s maximum W; =
— 2;11 éngék — éZTQZ-éZ- is considered for rendering the time derivative of V; (see (4.109)) nega-
tive definite. Based on this assumption the equality constraint from (4.109) restricts the unachieved

portions and the pseudo-control law in the ¢-th design step to

Zi; = —Kk-zk—Gk(akﬁl—ak)+Gk-zk+1, k=1,...,1—2
2i1 = —Ki1-zi1—Gi—1 (g1 i — oi—1) (4.110)
zZ; = 0
and
a; =G} (&1 u—fi+ K, é+P 'GL,P_1é_,), (4.111)

respectively. Substituting (£.110) and (£.I11) in (4£.109), the time derivative of the

Vi = —Y_1€1Qrér — el (KIP,+ PK;)é @112)
| o 5 R R .
= =Yl ELQuér — el Qié
is negative definite if K}, fulfills the matrix Lyapunov equation
Kng + P K, = Qy (4.113)
for P, = P > 0,Qy, > 0.
Conducting the above described procedure for the final design step i = IV using [CLH
n—1 1
Vy = Z é} Pyéy, + §éZPnén, (4.114)
k=1
the control law results as
u = G?V (c'vN,Lfil — fN + Ky -€én + P&lG%fle_léN_l) . (4.115)

4.2.3 Reference Model and Pseudo Control Hedging (PCH)

In the flight control architecture depicted in fig.[£1]the commanded signal y., issued by the guidance
unit is filtered by the so called reference model. The resulting reference signal and its corresponding
derivatives y1 ,, U1, - - - ,ygﬁ), s Ymrs Umrs - - - ,yg?ﬁ) serve as the reference input of the subse-
quent flight control algorithm (FCS). The filtering of the commanded signal y. has the main purpose

to provide the control algorithm with a smooth trajectory, that is coherent with the physical capa-
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bilities of the aerial vehicle at the considered flight envelope point and airframe configuration. A
smooth reference trajectory y, (t), which reflects the missile’s physical characteristics reduces the
workload of the control algorithm and therefore leads to an attenuation of undesirable effects (e.g.
overshoot, undershoot, slow settling time) of the closed-loop system. Thus, the reference model in
combination with the autopilot constitutes a key element by representing the system’s performance
requirements within the algorithmic design process. Those performance requirements, which are
assigned to the and in particular to the reference model, incorporate rise time, settling time,
axes decoupling, and transmission bandwidth. For high-agile aerial systems, an ideal layout of the
reference model would guarantee the full exploitation of the system’s performance capabilities at
all operating points without violating the boundaries of the flight envelope. A reference model for
high-agile configurations (like the considered FSD Generic Surface-to-Air Missile (FGS-X-03)) shall
be able to mimic the following physical features:

« nonlinear axes coupling
« saturation effects of the actuator unit
« main nonlinear aerodynamic effects

+ non-uniform response for different command amplitudes

In common control approaches utilized in several aerial applications, the reference model is designed
as a linear dynamical system [36,137,160]. Linear reference model lack the ability to fully exploit the
aerial vehicle’s nonlinear physics over the entire flight envelope. Thus, effects like the nonlinear
kinematics or main aerodynamic effects are not represented by those classical, linear approaches.

In the context of model reference command filters, Johnson and Calise invented a method called
Pseudo Control Hedging, which has the primary purpose to compensate the actuator dynamics
[107]. Over recent years, [PCH|became a standard anti wind-up technique within autopilots of Un-
manned Aerial Vehicles (UAVk) [66]. PCHlprotects the control algorithm, especially the summation
elements, from counter-acting the actuator dynamics or actuator saturation effects. The main idea
of this anti wind-up strategy is to compensate the influence of the actuator unit by removing the
reaction deficit, caused by the difference of the commanded (u,.) and measured (estimated) actuator
deflection, (u) from the reference signal y,.0.

The theoretical background is explained based on the [NDJ control design scheme and nomencla-
ture (see section[4.2.1). Transferring the strategy of [PCHJto a Backstepping control design using a
reference model is straight forward [21].

In order to obtain a compact notation, the important expressions from section[4.2.T]are summarized
here.

Based on the nomenclature defined in section[4.2.T] the plant’s input/output characteristics is abbre-

viated by

' (@, u)
= F(z,u). (4.116)

yoom) (@, w)

Considering (@17), the NDI'based feedback control law u. = A~! (x) - [v — b (x)] fulfills
yin) (z, uc)
: = F (x,u;) = v. (4.117)

yim) (@, ue)
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Recall that the feedback control w. is designed to render the closed-loop system’s input/output
characteristic linear with the pseudo-control v constituting the input of the transformed (linear)
system (see section4.2.1.2)). This pseudo-control

vV=u,+1, (4.118)

introduced in section[4.2.1] can be separated in a feed-forward part () generated by the reference
model and a feedback signal (v,). As the feed-forward signal v, is used to guarantee fast transient
response, the feedback portion v, is designed to set up certain performance and robustness proper-
ties of the closed-loop. The control term v, is inevitable when the dynamics of the assumed design
model and the plant deviates. For introducing the principle of within this section, the control
portion v, in is not necessary and is therefore omitted from further considerations.

To fulfill the tracking control task in terms of[NDI| the system’s nonlinear input/output characteristic
F (x,u) is required to match the corresponding reference model derivatives:

(r1)

ylﬂ" (wT'7yC)
!
F(xz,u)= :
() 1 (4.119)
ymﬂ" (xT‘7yC)
=F, (ZIZT, yc) :
The reference model’s states are summarized by x, = [yLr, Yirs - - ,y&}_l), oo Ymrs Umrs - - o

y%f’;fl)]T € R™*1. Obviously, if is fulfilled, the output y = vy, tracks the reference signal
and the main control goal is fulfilled. Based on the definitions (£117) and (@.119), the reaction deficit

vy, =F(z,u.) — F (x,u)

v Flow) (4.120)

between the command wu, and the input u expressed in terms of the respective r;-th output deriva-
tive defines the[PCH}signal, v,. By rearranging the reaction deficit (4.120), the system’s input/output
characteristics can be expressed as

F(xz,u)=v—vy. (4.121)

With this result and the control goal F' (x, u) < F, (x,,y.), the input/output characteristics of the
reference signal results as
F, (x;,y.) =v — vy (4.122)

This equation depicts the main idea of the reaction deficit v, resulting from the mis-
match between u. and u is removed from the input of the reference model’s dynamics. Figure [4.3]
illustrates a including a model reference system with actuator compensation via Those
modified reference signals are forwarded to the flight control algorithm.
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[ECS]
F(x,u) i
Vhp, —
Reference Model
Vr Missile
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F Control u .
Algorithm » Actuators —>» Dynamics
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v o ——— y;r_)
1
¥4 > K (2, yo) B> f I~+->f lyT:

Figure 4.3: Block diagram of [FCS|architecture including autopilot and reference model. Remark: In
order to facilitate the scheme, it is assumed that the relative degrees v = -+ = r, =
... =17y =T are equal.

At this point it is emphasized that the feed-forward signal v, is not algebraically dependent of the
[PCH signal. v, is influenced by v}, via the interconnected (feedback) structure of the reference
model’s dynamics.

4.3 L, Adaptive Control (£, AC) - Piecewise-Constant (PWC) Adap-
tation

Due to their extensive flight envelope including high angle of attacks and large traveling speeds,[JAV]
in general and missiles in particular exhibit a wide spectrum of unmodeled and uncertain dynamics.
Even though advanced computational methods are available and wind tunnel campaigns covering a
large flight envelope are possible, the missile’s aerodynamics still poses the most significant source
of uncertainties within the modeling process.

In terms of missile autopilot design this large spectrum of parametric uncertainties and unmodeled
dynamics (e.g. phantom yaw effects [108]) demand counter measures to preserve the closed-loop
stability and desired performance characteristics. Besides classical robust control methods, which
evolved in design and analysis process during the 1980s and 1990s [124, [28, [109], novel adaptive
control theory mainly motivated by robust autopilot design for aerial platforms and experience
gained from flight tests led to a variety of adaptive control approaches [49, 53, 54, 193, [110]. Model
Reference Adaptive Control (MRAC) and [£; AC| constitute the two main adaptive schemes widely
used in the field of adaptive autopilot design.

tries to compensate the parametric uncertainties of a linear, minimum phase plant by updat-
ing (adapting) the parameters based on the error between the plant and a desired reference system.
Over the years, four different[MRAC] schemes evolved using several modification methods to modify
certain closed-loop characteristics. Only a short overview of the different[MRAC architectures and
their peculiarities are given [52,/54,/111,/112].

In classical direct[MRAQ design (see fig. [4.5) the feedback (and feed forward) gains of the controller
are the outputs of an adaption algorithm. Those adaptive gains are calculated in a dynamical process



4 Mathematical Background of Nonlinear Autopilot Design and Analysis 93

based on the error e between the states of a reference system ;.. s and the closed-loop plant . The
controller gains are modified by the adaption law to obtain an equal response between the closed-
loop system and the desired reference dynamics [52,154].

> Sl ] Mw— _>
x
© Adaptation £
Lref
r Reference Tref
Model

Figure 4.4: Block diagram of[MRAC] state feedback controller.

An indirect[MRAQ approach consists of two stages: in the first stage the uncertain plant parame-
ters are estimated considering the error between the identification model and the closed-loop plant.
Based on the estimated plant parameters, the controller gains are synthesized either using an alge-
braic relationship or a dynamic update (second stage) [52, 54, [111,112]. Composite[MRAQ describes
the combination of indirect and direct[MRACI [113]. Besides the above mentioned schemes, predictor
based[MRAQidentifies the difference between the closed-loop plant and the assumed plant dynamics
(state predictor). This difference is applied to the control input of both: the state predictor and the
plant [52,111].

In general, all schemes calculate their on-line adaptive estimate based on the error between
the plant’s state vector and the state of a dynamic system, which serves as reference or identification
system. Despite these slight variations in architecture, all [MRAC] approaches are derived based on
the same stability concept. Lyapunov’s direct method of stability (see section [£1.2) is utilized in
combination with the MIT rule for updating the adaptive parameters. The MIT rule constitute the
basic concept within methodologies [52]. This approach guarantees only stability but no
asymptotic stability of the error between closed-loop system and reference or identification model.
Therefore, Barbalat’s Lemma is used for proving asymptotic stability of the error [52].

The theory of similar to other adaptive control approaches like Adaptive Pole Placement
or Adaptive exhibit some adverse characteristics considering the dependency between the rate
of adaptation (performance) and the closed-loop robustness [114]. On the one hand, fast adaption
lead to fast compensation of the undesired uncertainties with the possible drawback of introducing
high-frequencies and large amplitudes into the control channel. On the other hand, slow adaption
may lead to an unsatisfactory uncertainty compensation and therefore to undesired closed-loop
performance.

Inspired by the concept of’ Naira Hovakimyan and Chengyu Cao developed in the late 2000s
the theory of Their concept is summarized in [63]. In a predictor-based adaption
scheme using an high learning rate is decoupled from the feedback path by a low-pass filter. This
approach does not only guarantee that the bandwidth-limited portion of the adaptive estimate is
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forwarded to the control signal u, but also allows an adaptation rate, which is only constraint by
computation capacities [63,[115]. At this point it should be noted, that both adaptive control theories
(the same holds for Adaptive Pole Placement or Adaptive [BS) are derived to minimize the control
error between the closed-loop system and the desired dynamics (reference model or state predictor).
The convergence of the adaptive estimates to the true uncertainties can only be achieved if the ex-
citation of the closed-loop system is sufficiently rich [52]. In order to fulfill the persistent excitation
(PE) condition, the reference signal is required to contain a specific set of frequencies.

Within the framework, two different estimation schemes exist: a continuous one based on
the MIT rule and a piecewise constant update law, which calculates the uncertainty estimate at a
constant frequency depending on the available [CPUl sampling time 7. Due to its inherent discrete
structure and the capability of compensating uncertainties and unmodeled dynamics with the max-
imum allowable bandwidth, £,{PWC|(see fig. [43) is perfectly suitable for agile systems exhibiting
fast varying plant uncertainties such as the [FGS-X-03]

Uy Plant Ix >

£, AC- PWC

»

u
Low Pass — > State
Filter —9 3 Predictor

Figure 4.5: Block diagram of -PWC

Adaptation

Within section [4.3] the theory of is derived and the main idea of the relevant proofs are
presented. The book [63] of Naira Hovakimyan and Chengyu Cao constitute the main source for the
following derivations and the interested reader can find the complete proofs of the herein considered
theory in there. Since - is derived without introducing the MIT rule-based update law
of beforehand, the didactic organization in presenting the control law differs from [63].

At first, the control law including the update law is derived in section 43l The derivation of the
control law is followed by the explanation of the according proofs, performance, and stability anal-
ysis section [4.3.2]

4.3.1 Derivation of Control Law

Before deriving the update and control law, the control problem including the plant’s structure and
its assumptions are defined in section [£.3.1.3] The idea of the state predictor and the resulting pa-
rameter estimate incorporating the [CPUlsampling time is depicted in section[4.3.1.2] The derivation
of the final control law concludes this section.
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4.3.1.1 Definition of Control Problem

The linear, non-autonomous system

& =Agr+ B, (Au+ A, (t,z,z.)) + BunQAum (t,z, ;)

4.123
xZ:fZ (t,.’B,(BZ) ( a)
=C
y=re (4.123b)
Y. = h'z (t7 mz)

with the desired closed-loop dynamic matrix Ag € R"*", the system’s state vector x € R"*!, the
input u € R™*!, and the output y € R™*! is subject to the uncertainties A,, : R x R” x RP — R™
and A, : R x R x R? — R(™=™) which are functions of the system state x and the unmodeled
dynamics =, € RP*!. The uncertainties are subdivided in a matched A, and an unmatched portion
A, corresponding to the constant matched and unmatched input matrices and B,,, € R"*" and
By, € R™(=m) regpectively. The matched uncertainty lies within the span of the input B,,
and can be directly compensated via the input w. In contrast to the matched uncertainty A,,, the
unmatched portion A, is mapped to a subset (via B,,,), which is not directly “accessible” by the
input u. The uncertainty of the system’s input effectiveness is labeled with A € R™*™ y, ¢ RI*1
describes the output of the nonlinear unmodeled dynamics.

For a compact notation, the index j is introduced denoting the matched (j = m) and unmatched
(j = um) version of the uncertainty A; and the corresponding input matrix Bj, respectively. The
assumptions to characterize the uncertain system dynamics depicted in (£.123). With
the assumptions [4.3.] to [4.3.4] the properties of the undisturbed, nominal system are defined. The
remaining assumptions consider the unmodeled dynamics (assumption[4.3.7), the input effectiveness
(assumption [£3.8), and the matched/unmatched uncertainties (assumptions and [£3.6) [63].

Assumption 4.3.1 (Stability and observability)

A, is a Hurwitz matrix defining the desired closed-loop eigen dynamics of the system. The system
(A4, C) is assumed to be observable.

Assumption 4.3.2 (Initial condition)

The initial condition x (0) is assumed to be in inside an arbitrary known set ||z (0)|| ., < po for an
arbitrary py > 0.

Assumption 4.3.3 (Input matrix)

For the constant matched B,,, and unmatched input matrix B, the following condition hold:
- BLB,,, =0.

e rank ([Bm Bum]) =n

Assumption 4.3.4 (Minimum phase characteristics)

The open-loop transmission zeros of the transfer matrix H,,, (s) = C (sI — Ad)f1 B,, lie in the open
left-half complex plane.

Assumption 4.3.5 (Boundedness of Aj (t, 0, 0))
There exists B;, such that ||A; (t,0,0)||.. < B; holds for allt > 0.

loo
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Assumption 4.3.6 (Semi-global Lipschitz condition)

For arbitrary 6 > 0, there exists K .5 > 0, such that

1A (t 1, 221) — Aj (t, @2, 2. 0) || o < Kjis (4.124)

L1 — T2
Lz1 — Lz2 0o

T

holds for all [ } <9,i1=1,2, uniformly int.

2,0

Assumption 4.3.7 (Stability of unmodeled dynamics)

The unmodeled x.-dynamics are bounded-input bounded-output (BIBQ) stable with respect to both
initial conditions x, (0) and input x (t), i.e. there exist L., B, > 0 such that for allt > 0

(@)l < Le el + B- (4.125)

Assumption 4.3.8 (Partial knowledge of the system input gain)

The unknown system input effectiveness matrix A fulfills the following requirements:

e strictly diagonally dominant matrix with the (known) sign of each diagonal element sgn (A;;)
withj =14,...,m.

e there exists a known compact convex set & C R™*"  such that A € Q and that a nominal
system input gain Ao € €2 is known.

In [63] is derived for a tracking problem. The adaptive control algorithm is utilized as an
augmentation of the baseline autopilot in order to increase the robustness under preserving the
nominal performance. Under this constraint the adaptive control task is reduced to stabilize the
tracking error. Therefore, the following derivation of the £;{PWC] theory is conducted under the
objective of stabilizing the state of the system (4123) at = 0.

4.3.1.2 State Predictor and Update Law

Within the class of schemes (to which belongs to), a control error is generated be-
tween the closed-loop system and the reference or identification model. This control error is pro-
cessed within the update law to calculate the considered uncertainty estimate or adaptive gain. This
dynamical model constitutes a core element within all schemes. In case of the so
called state predictor depicted in serves as an identification model for (4.123a).

& = Ayi + By, (Agu+ 61, (1)) + Bum&um (1) (4.126a)
g =Cg (4.126b)

The predicted state vector is denoted with & € R™*". &,, € R™*! and 6, € R(n—m)x1 represent
the matched and unmatched estimates, respectively. Even though the nominal system input gain
A equals the identity matrix I, x,, it is considered here for the sake of completeness.

Since both states x (t) and x, (¢) are functions of time, the respective uncertainty (matched or
unmatched)

Aj(t)=A;(tz ) (4.127)
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can be expressed as a function of time only. As mentioned above, the adaptive update law is based
on the error € = & — x between the state vector of the plant (£.123) and the one of the predictor
system (4126). Taking into account the dynamics (4.123a) and (4.126a)), the error dynamics becomes

é = Agé+ B, (&m )+ (Ao —A)u— A, (tD + Bum (&um (t) — Aum (t))

= At By (60 (1) - A <t>)A+m B (un () = Ao (1) (4128
= Ao sl ([5] - 5250))

The peculiarity of £1{PWC compared to adaption schemes using the MIT-rule, is the sample-
based error consideration and compensation. In order to derive the uncertainty effect within one
time sample Ty, the linear ordinary differential equation (ODE) of the error dynamics is
integrated (over the time t) starting at a multiple of the sample time, i7:

L Ayt s Tt Tott-N) Gm (A)
é(iTs +1t)=e " & (iTs) + etd s - [Bm Bum] - Gum (V) A
T o (4.129)
iTs+t
_/ oAd-(iTs+t=A) | [Bm Bum] ) [AAm (()‘)\)J d\

The estimates &, and &, constitute the modifiable input of the error dynamics and are
designed to compensate for undesired, measurable errors of the system (4.129).

By substituting the integration arguments with
o(N) =A—iTs & A(o) =0+ 1T,
do (4.130)
"N =—-—==1—=do=d\
o) = 0
the integration limits and function arguments result as

iTs+t 0(iTs+t)
[ rman= [T ro@) o
tls o

(7Ts) (4.131)

t
:/0 f (o+1iTy) do.

Applying the substitution with the corresponding limits (4.131)) to the error system dynamics
in (4.129) leads to

¢ - .
é (ZTS + t) _ eAd.t .é (ZTS) + / eAd-(t—Q) [Bm Bum] |:f7m (Q + ZTS) :|
0 Gum (0 + L) (4.132)
¢ X . :
_ Ai(t=0) [B. B [_Am (g—l—sz)] d
€ m um . M
/0 [ ] Aum (Q + ZTS) ¢

In order to consider the error propagation within one sampling period the integration horizon is
chosen to be t € [iT5, (i + 1)T§[. Due to the sample-based approach the estimates are assumed to
be constant &; = const within the time span of a sampling interval t € [iT5, (i + 1)Ts[. Since they
are updated at each multiple of T, they are denoted as a function of the sampling time, &; (iT).
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Thus, the error (£.132) becomes

Ts - .
e (1 — AaTs g (; Ag(Ts—o) G (iT)
eE(iTs+Ts)=e é(iTs) + /0 e [Bm Bum] [&um (iT)) do

_ (4.133)

Ts .
. Ay(Ts—o) B B |:_Am (Q + ZTS) :| d

€ m um .
/0 [ ] Aum (Q + ZTS) ¢

with é (iT;) constituting the accumulated prediction error from previous time intervals ¢ < T
(initial condition of integration). Therefore, the first addend in describes the measurable
effect of the propagated error within one sampling interval ¢ € [iT5, (i + 1)7Ts[. The second addend
constitutes the effect of the customizable estimates ;, which are constant within one sampling
interval t € [iT}, (i + 1)T|. The prediction error resulting from the matched A, and unmatched
A, system uncertainties within the considered time span is given by the third addend in (133).

The idea of £;{PWC] control is to compensate the effect of the propagated error e« s . & (iTy,),
resulting from the previous time step ¢ < 7%, by the control inputs &, and & ,,. Based on the
representation of the prediction error transient in (£133), the algebraic equation for the estimates
are

] e e B B e @ et an). s

Gum (ZTS) n—m)xm Ly—m

It is emphasized at this point that the propagated error eA4”s . & (iT}) is compensated by (@134)
only within the considered time interval ¢ € [iT, (i + 1)7Tg].

® (Ts) describes the transition matrix of the linear system dynamics (£I33):

Ts
(I,(TS):/O eAr(Ts=0) g,

— {_Agl . eAd'(Ts—Q)}

= A7 (M - T,)

T, - . (4.135)
— _ AL, [(L,A4(0) _ A (TS)
g )

Applying the update law (4.134) to (4.133), the prediction error within the interval of one time sample
T exhibits the following closed-loop form:

T < .
. * AL(Te— A, (0 +iT%)
é(iTs + T, :—/ AcTs= (B By [_ ) ]d 4.136

The remaining closed-loop error consists only of the integration of the matched and unmatched
modeling errors summarized in A,, and A, respectively. The time integration of this error over
one sampling interval constitutes the initial condition of the subsequent time step (i + 1) T and is
compensated within the following sampling period ¢ € [(i 4+ 1)Ty, (i + 2)Ts| by the adaptive law
(4.134).

Two things should be noted at the end of this section: first, the magnitude of the closed-loop error
depicted in (£.136) correlates with the length of the sampling interval 7. Therefore, it can be clearly
seen, that with smaller sampling time T the magnitude of the error é (iTs + T) decreases. Second,
the error feedback introduced via the update law of the estimates (4.134) constitutes a proportional
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feedback with the gain

I _
Kppe = — m Ormx (n—rm) (B, Bum| & ' (T.) et (4.137)

O(nfm) xm Lym

This gain increases to infinity in case the sampling time goes to zero, Ts — 0. Thus, a fast update of
the estimates (small sampling time T5) results in high gain control if this signal is directly used to
close the control loop. In common control theory, high gain control is undesirable due to negative
influence on robustness (noise amplification, limited bandwidth of actuators). Therefore, the advan-
tage of fast adaption and error compensation is accompanied by a reduced robust performance.

For the purpose of decoupling the fast estimation loop from the feedback part, theory uses
low-pass filter to guarantee a bandwidth which is in line with the physical properties of the actuation
unit and plant.

4.3.1.3 Control Law

In order to exploit the maximum possible estimation rate constrained by the used hardware without
violating desired robustness characteristics, the core idea of £;{PWC| consists in separating the
estimation loop from the system input by a low-pass filter. Based on this design philosophy, the
control signal of £,{PWClis generated by the output of the following dynamical system

u=—KD(s) (Aow+ 6y + H' (8) Hym (8) 6um) (4.138)
with
H, (s)=C (s, — Ay B, (4.139a)
Hym(s)
Hy,, (s) =C (s, — Ag) " - Bum, (4.139b)
Hyum(s)

being the input/output transfer functions of the matched and unmatched dynamics, respectively.
D (s) is a strictly proper transfer matrix leading to the strictly proper £; low-pass filter

C (s) = (Ln + AoK sy D (s)) "' KD (s) . (4.140)

Under the feasible assumption that the nominal control effectiveness equals the identity matrix
A = 1,,, and by substituting the filter equation into the final control law of £,{PWC|
is given by:

u=—C () (6m + H,,' (3) Hup (5) Gum) (4.141)

Remark: As already mentioned in section the derivation of the presented adaptive law, in
contrast to [63], does not consider any reference signal r (¢).

4.3.2 Analysis of £, controller
The analysis section contains only the major steps of the proof of the £1{PWC|control law presented
in section[4.3.1] A detailed derivation of the proofs in a more general form can be found in [63].

The proof is subdivided into three parts: first, the stability of the prediction error é (¢) is consid-
ered (sectiond.3.2.7). The second step includes the stability analysis of the ideal closed-loop refer-
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ence system and the derivation of corresponding performance bounds (section 4£3.2.2). Based on
both foregoing proofs, the last step comprises of analyzing the overall closed-loop dynamics (sec-

tion [4.3.2.3).

4.3.2.1 Stability of Prediction Error & (t)

Within this section the transient and steady-state performance of the prediction error & (iTs + T5)
is considered. This analysis leads to an upper limit of the prediction error.

For the purpose of defining a general bound for the prediction error € (¢) the following functions

_ o A
ay (1) == tén[of,ij)gs] (Jle 1) (4.142a)
t
ag (Ts) '= max </ A=) . @=L (T,) . ¢AaTs d7'> (4.142b)
te[0,Ts] 0 2
t
as (Ts) '== max </ eAa(t=7) . BmH dT) (4.142¢)
te(0,Ts] 0 2
t
ay (Ts) '= max / eAa(t=7) . BumH dr (4.142d)
te(0,Ts] 0 2

are introduced describing the input bounds of the error transient (see (£133)) with respect to the
prediction error’s initial condition é (T ), the prediction error é (i7) due to feedback by the update
law (£134), the matched and unmatched uncertainty, respectively.

With these input bounds the overall bound of the prediction error é (iTs + T) within one sampling
interval (4.133) results as

& (iTs + TS)HQ < (o (Ts) + ag (1)) - s (Ts) + as (Ts) - Ep + s (Ts) - Zum = 70 (T5) - (4.143)

Zm, and Z,,, defining the bounds of the matched and unmatched uncertainties, respectively. The
upper bound of v (7) in (#143) depends only on the sampling period 7. This relationship between
the control error é (i7s) and the sampling time 7s is one of the key results of £;{PWC|control theory.
It states that with smaller sampling time 7§ (increased computation power), which leads to faster
updates of the control estimates, the prediction error é becomes smaller. Based on the definition
of the integral functions (4.142) and -y, (7) in (4.143), this property is described mathematically by
limr, 070 (T5) = 0. With this limiting relationship a constant 7y is associated with each sample
time T; > 0 which satisfies

Y0 (Ts) < Yo. (4.144)

Based on this relationship the prediction error’s £,-norm is bounded by 7o:
ellz.. <7 (4.145)

Remark: It shall be emphasized at this point that 7y constitutes an upper bound of g (7). There-
fore, even if the upper bound does not explicitly depend on T}, an implicit dependency of 7 from
the sampling time is given via (£.144).
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4.3.2.2 Closed-Loop Reference System and Performance Bounds

In[£; ACJtheory the term closed-loop reference system defines the achievable closed-loop control ob-
jectives. It is an ideal representation of the closed-loop system dynamics assuming the uncertainties
A,, and A, are known and can be incorporated via the control law. This reference system uses
the full filter dynamics to compute performance bounds. The closed-loop reference system for the
herein considered control task (see section4.3.1.7)) is described by the following system:

Eref = AdTref + By (Atbres + Ay (8, Tref, x2)) + BumDum (6, Treg, x2) (4.146a)
Upey = A7'C () (Am + H,,' (5) Hu (5) D) (4.146b)
Yref = C$ref (4.146¢)

In the subsequent analysis part those ideal performance bounds derived from the closed-loop refer-
ence system are linked to the real closed-loop system incorporating the estimates o, and ;. This
comparison is used to establish conditions with respect to the sampling time 7T, which describe the
divergence between both system from a performance perspective. Therefore, the stability properties
of the closed-loop reference system are derived in a first step. In the following second step, those
properties of the closed-loop reference system build the basis for performance investigations on the
real closed-loop system.

Based on the input/output transfer functions (4.139), the closed-loop transfer functions of the matched
and unmatched uncertainties A,;,, Ay, to the system state x,..f is given by

G, (S) = Hypn, (8) ’ (]Im -C (S)) (4.147a)
Gum (s) = (I, — HypC (s) H,,)' (5) C) - Hyum, (4.147b)

, respectively. Using the £1-norm of G, and G, it is shown in [63] that the following stability
bounds hold for the closed-loop reference system:

Zrefll,.. < pr (4.1482)
wreflly . < Pur (4.148b)

The bounds of the prediction error and the reference system build the basis for the
proof of the closed-loop system performance bounds. Herein, only the key ideas of this proof, which
is depicted in detail in [[63], are presented. The term performance bound denotes the upper limit of
the corresponding errors between the reference and £,{PWC closed-loop system state, input, and
output. Those performance bounds are given by

ey — (. <™ (4.149a)
[wrer —ull, <72 (4.149b)
lyres = yll, <ICllem (4.149¢)

with the definitions
[ Hom (5) C (s) Hy' (5) C||
. o0 S0 + 4.150
m 1-— HGm (3)“L1mer - HGum (3)H£1 LW”Pr o /8 ( a)
Yo 1= <HA710 (S)HL1 Lynp, + HAilC (s) H;Ll (s) HQZT}L (S)Hgl Lumm) B!

+|| At e () Hy () C| 2, 0,

(4.150D)
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, where %y, defined in (4140), and [ are positive constants such that 4; > ~; describes the upper
bound of (@.150a). The definitions in are based on the transfer functions introduced in (£.139).
Considering assumption[4.3.6] the Lipschitz constant L;,, is defined as

H(Aj (t,xpef, ) — A (t, , a:z))THEOO < Lj,,

(@rer — ), || - (4.151)

In [63] the proof of the bounds (@149a) and (4.149b) follows the principle of contradiction.

4.3.2.3 Closed-Loop Stability of £; Controller

Considering the stability properties of the reference system and the performance bounds
(4150), the uniform boundedness of the system states  and the input u

lzll, <pr+T (4.152a)
lull s < pur + 72 (4.152b)
can be derived. The above mentioned link between the system’s closed-loop stability and bounded-

ness properties of the closed-loop reference system (4.149) and the prediction error (4.143) is reflected
in the composed bounds of (£152).

The proof of (4.152) underlies the mathematical concept of contradiction in a similar way as indicated
in the proof of (@.150).



CHAPTER D

Flight Control System for the [FGS-X-03/Model

Doubt is the origin of wisdom.

René Descartes

Within this chapter the architecture and parametrization of the is derived and fundamental de-
cisions concerning the control design are examined in detail. Designing a missile autopilot requires
the control engineer to have a full understanding of the physical capabilities and characteristics of
the considered system. Therefore, the derivation of the is in line with the system and perfor-
mance analysis presented in chapter[3 Before starting the control design development the first step
consists of deriving the autopilot requirements. Those requirements, listed in section[5.] are divided
in functional requirements (ERk) and non-functional requirements (NERk).

The architecture consists of the nonlinear reference model (NRM), the baseline control algo-
rithm, and an £;-Piecewise-Constant augmentation. The motivation for the usage of these
three elements within the missile’s and their evolution from the requirements considering the
missile’s physical capabilities are described in detail within section[5.2]

Since the considered approaches are model-based control methods, a suitable choice of the design
model plays a key role in designing and parameterizing the flight control algorithms. Thus, a detailed
description and derivation of the design model, which has to be compliant with system requirements
(section[5.I) and requirements stemming from control theory, is presented in section[5.3] Based on
the design model the (section 5.4) and the control algorithms (section [5.5) are parametrized
and designed in compliance to the requirements section 5.1}

5.1 Requirements

Before developing software algorithms in any field, a detailed specification is necessary, which is
subdivided in [FRk, [NFRk, and use cases. The process of defining the requirements, their dependen-
cies, and the methods to verify and validate them take up a great amount of time within the
development. Since a full requirement specification would go far beyond the scope of this thesis,
only the main driving requirements are briefly introduced within this section.

As mentioned above, the requirements for the missile’s[FCSlare subdivided into[FRk and[NEFRs. While
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specify the behavior and function of a system’s component, define criteria, property, or
quality of the entire system [[116]. In terms of interfaces to the guidance algorithm, the sensor unit,
and the fin section, the [FRk define the input and output signals of the missile’s autopilot. Since
define stability, robustness, and performance issues, they mainly influence the parameter de-
sign process. Both, [FRk and [NFRk have an impact on certain architectural design decisions. For the
purpose of signifying single requirements several key words are recommended by responsible au-
thorities like the Federal Aviation Administration (FAA) [[117]. The three key words "must”, “can”,
and ”should” are used to prioritize main requirements of the control design process [118]. Their
exact definition is given in the following:

+ The word must means that the definition is an mandatory requirement of the specification.
+ The word should denotes a recommended requirement, which is not formally tested.

« The word can indicates a permissible procedure, which facilitates the fulfillment of superior
requirements.

5.1.1 Functional requirement (ER)

The define the inputs (FR_6), sensor outputs (FR_4), and state estimates (ER_3) for controlling
the roll, lateral, and longitudinal motion (FR_2) of the missile body across the entire flight envelope

(ER10).
FR_1: The[FCYmust allow Skid-To-Turn (STT) steering.
FR_2: The[FCS must allow tracking of the following variables:
a) the roll angle about the velocity vector ¢, to control the roll channel.

b) The lateral acceleration with respect to the body frame at the Inertial Measure-

: : i1 L .
ment Unit (IMU) location (aéM U) p to control the missile’s lateral motion.

c¢) The longitudinal acceleration with respect to the body frame at the [MUllocation

11 . s . . .
(agM U) p to control the missile’s longitudinal motion.

FR_3: The[FCS must fulfill the herein specified control task even under the uncertainties and
disturbances defined in chapter[3

.1s 11
FR_4: The can utilize the sensor outputs (a’*V) (wEP

B,meas’ )B,meas'

FR_5: The[FCSlcan utilize the following missile state estimates: q, a, Bg, M.

FR_6: The [FCSlmust utilize the missile’s four aerodynamic control surfaces 91, d2, d3, d4 or
their equivalent controls &, 7, C.

FR_7: The must exhibit a modular architecture with an independent implementation of
the model reference, baseline controller, and adaptive augmentation.

FR_8: The [FCS must exhibit an independent implementation of the adaptive augmentation
with respect to the baseline controller and reference model.

FR_9: The baseline autopilot (reference model + baseline controller) must fulfill all and
requirements under nominal conditions.

FR_10: The must cover the entire flight envelope of the missile. The flight envelope is
defined as the hull of the missile’s maximum performance capabilities (see chapter [3).
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Requirement [FR_7] aims to an independent layout, separate testing, and a straightforward inter-
change of elements. To address the design philosophy of a full augmentation, [FR_9l requires
the baseline architecture to fulfill all performance and certain robustness requirements under nom-
inal conditions without an adaptive augmentation. This adaptive augmentation is meant to recover
the nominal closed-loop performance established by the baseline autopilot in the case of deviations
between design model and plant. Herein, the term baseline autopilot refers to the non-adaptive feed-
back control structure together with the reference model providing the filtered reference signals.

5.1.2 Non-functional requirement (NER)

Within the [NFRk, robustness and performance criteria are addressed. Herein overshoot (NFR_4),
bandwidth (NFR_2), rise time (NFR_5), and settling time (NFR_6) constitute the metrics to quantize
the missile’s closed-loop performance. A common linear metric for robust stability is given by the
maximum sensitivity function (NFR_9) of the linearized open-loop system. The minimum time delay
T, introduced at the system’s input at which the closed-loop system maintains stable defines the
time delay margin (NFR_7). In contrast to phase and gain margin, the time delay margin constitutes
a robustness measure for nonlinear systems.

NFR_1: The [FCSImust account for bending modes by attenuating frequencies in the range be-
tween fiending = 80H z — 100H z with a roll-off of at least 20d B /dec.

NFR_2: The must achieve for the longitudinal and lateral control channels the minimum
closed-loop crossover frequency we, > Wer min at the corresponding flight envelope
point. we, (also cut-off frequency) is defined as the frequency where the magnitude of
the longitudinal/lateral transfer function G, . 4, ;5,1 () is below 0.707 (or —3d B). The

minimum crossover frequency over Mach and altitude is depicted in fig. 5.1}

8000 10000

6000
2000 4000

Min[] S hin [m]

Figure 5.1: Minimum crossover frequency we; m:n of lateral and longitudinal acceleration channels
with respect to Mach M and altitude A.

NFR_3: The[FCSmust achieve the following decoupling properties:

a) The roll angle error of the closed-loop system must remain within ||eg, (t) || < 2°
in the event of a step input command to the lateral or longitudinal acceleration
channel. The amplitude of the acceleration command step input must not exceed
the maximum trim acceleration (see chapter[3) at the corresponding flight enve-
lope point.
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NFR_4:

NFR_5:

Figure 5.2:

NFR_6:

NFR_7:

NFR_8:

b) In the event of a step input command to the lateral or longitudinal acceleration
channel, the absolute error of the non-stimulated axis must remain below 10%

(compared to the initial value) of the step amplitude, || (Aa/M U)g ()] <0.10-

(ajl-%gp)g 1 = 14,2 J = z,y. The amplitude of the acceleration command
step input must not exceed the maximum trim acceleration (see chapter[3) at the
corresponding flight envelope point. The amplitude of the acceleration command
step input must not exceed the maximum trim acceleration (see chapter[3) at the

corresponding flight envelope point.

The undershoot/overshoot ¢; o,y = @; o1/ @i amp of the closed-loop system in the event of
a step input command to the lateral or longitudinal acceleration channel must remain
within 20% (compared to the initial value) of the step input’s amplitude a; gmy.

The rise time 7} of the nominal closed-loop system in the event of a step input com-
mand to the lateral or longitudinal axis must satisfy 7.t < Tyt maz (M, h). The maxi-
mum allowable rise time T} jmae (M, h) is depicted in fig.

0.3

0.2 4

0.15 A

Tt maz (M, ) in [s]

0.1
10000 4

5000 3
2.5

h in [m] M in []

Maximum allowable rise time Tt yqq (M, h) for lateral and longitudinal acceleration
channels with respect to Mach M and altitude h.

The time span (settling time) Ts; of the response to a step input command to the lateral
11
. . . . el 11 .
or longitudinal axis to remain within || (aZ-IMU)B (t)]] <0.1- (aIMU) L=y, 2
B

i,amp
must be Ty < 4 - T}t maa-

The time delay margin Ty at the [FCS| output must at least be Ty > 15 - T (T denotes
the sample time of the control algorithm).

The gain (GM) and phase margin (P M) at the sensor loop opening ¥, (transfer func-
tion Gy, ; o1 (5)) and the actuator loop opening u (transfer function G, o (5)) must at
least be

GM (Gy,, .01 (5)) ,GM (Gy, 01 (5)) > 6dB (5.1)

and
PM (Gy, ;.00 (5)) s PM (G 01 (5)) > 30°, (5.2)

respectively.
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NFR_9: The maximum
Mg = max |S(jw)] (5.3)
Winin SW
of the sensitivity function S(jw) [119] must exhibit an upper limit of Mg < 2.5 in the
desired frequency range wyin < w, Wpin = 0.17ad/s,

The evaluation criteria used to impose and quantify the performance requirements (e.g.
[NFRZ6) are depicted in fig. 531 The undershoot and overshoot value reflect the offset between the
amplitude of the commanded step and the considered control variable. The negative undershoot
of the acceleration signal due to the instant fin deflection is not subject to analysis. The rea-
son is the non-minimum phase characteristics of the missile and the physical inherent acceleration
undershoot in case of a fin configuration assigned to an acceleration in the opposite direction (see
t = 1s in fig. B3). Agile maneuvers demanding fast fin response lead to significant undershoot.
Restricting this kind of undershoot would collide with the requirements of a fast rise time and a

large bandwidth.

I I I I
overshoot settling range
100 - T\ -
rise time ) )
— settling time
&R 50 - |
g
=
0 ,
-50 ! ! | | |
0 0.5 1 1.5 2 2.5 3

tin [s]

Figure 5.3: Visualization of the quantifiable performance criteria undershoot, overshoot, rise time,
settling time, and settling range for a commanded step input within the acceleration
command.

5.2 [FCS| Architecture

The term architecture, related to missile autopilot design include both, the algorithmic structure of
the specific control law and the served/available interfaces. The interfaces of the[FCSare determined
on the one hand by the specified inputs and outputs of the actuator and sensor unit and on the other
hand by the available estimated states. The algorithmic design decisions of the flight control law
is mainly driven by the missile’s steering mode (see[FR_1) in combination with the selected control
variables (see[FR_2) to modify the motion of all three missile axis. Figure 5.4l illustrates the elements
of the and their interconnection.
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FCSi
Control Algorithm

CM,u,c,bs)B

Rt (Crde) Control
eference O—2"%YE Allocation _/— Us,c
Model ilteri
& Filtering

Figure 5.4: Elements, signals, and interconnection of [FCS|architecture.

The control commands

11
Ye = (az,c)B 5 (5~4)
(ay.c
calculated within the guidance laws constitute the input of the[FCSl According to the requirements

in section[5.1.7]y. contains the desired transient of the roll, longitudinal, and lateral control channel
summarized in

B

Pu

( IMU)

( IMU)FI

Z/ B

y= (5.5)

In order to reduce the workload of the controller and to provide a physical feasible reference sig-
nal sequence, the reference model also transforms the trajectory of y. to a smooth and physically
accessible reference signal y,.. Besides, the filtered version y, of the commanded variables the refer-
ence model provides the control algorithm with the reference body rate ( [E;B) B and the angular

. B
acceleration (wf;B ) B . In order to account for the varying physical performance capabilities of the

missile with respect to altitude and speed (see section [3.2)), the estimated dynamic pressure ¢ and
Mach number M are utilized to adapt the reference model dynamics to the respective flight enve-
lope point. This feedback of those two state estimates is a direct consequence of the performance
requirements listed within the [NFRk (section 5.1.2) and an example how the requirements have an
impact on the control algorithm and architecture.

As already indicated in chapter [4] the control algorithm consists of a baseline algorithm and an
adaptive augmentation. Those two elements receive the estimated missile states and the [MUl mea-
surements. The commanded aerodynamic control coefficient

Cl, ,C

(CM,u,c)B = Cm,n,c (5.6)

Cn, ,C B

constitutes the intermediate control input used for control design purposes. The reason for this
choice is the straight-forward assignment of each control input to the missile axes. This choice
facilitates the design and layout of the autopilot. Within the control allocation, those variables are
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transformed to the fin deflection commands wu; .. of the missile’s actuator system by using the inverse
of the approximated aerodynamic control coefficients and the mapping rule introduced in (2.46):

&e 13 (aKaBKaM, (Cl,f,c)B)
Usc = Ts- |n.| = |n (aKa Br, M, (Cm,n,c)B) (5~7)
Ce ¢ (aKaBKaM, (Cn,C,C)B)

Those auxiliary controls and their link to the considered system dynamics used for the layout of the
algorithmic[FCSlelements (reference model, baseline controller, adaptive augmentation) are defined
in the following section section 5.3l

The requirements [FR_7] and [FR_8] requiring modularity and independent subsystem layout, play a
crucial role in designing the baseline controller, the adaptive augmentation, and the interconnection
of the autopilot elements (depicted in fig.5.4). Those requirements demand the elements to be imple-
mented in a modular, independent, and therefore interchangeable way. This guarantees a straight
forward mapping of the requirements (see section[5.7) to the respective elements and a simplified
verification process on subsystem basis.

Remark: For the purpose of a compact notation within the control design, the indices of states,
inputs, and parameters are dropped in case the meaning of the variable is clear from context. The
reader is referred to chapter 2l for a detailed description of all relevant missile states, inputs, and
parameters.

5.3 Definition of Design Model

The development of each control algorithm starts with the definition of a reduced plant model (so-
called design model), which serves for architectural and parameterization purposes. By defining the
design model based on the plant’s model the control engineer has to face the trade-off between
modeling depth and simplification. The degree of accuracy depend strongly on the quality of the
identified parameters, the complexity of the plant model dynamics, and the chosen control approach.
Strict-feedback form in case of Backstepping (section[£.2.2.2), minimum phase characteristics in case
of Nonlinear Dynamic Inversion (NDI) (section [4.2.T)), or linear system representations in case of
linear control theory are examples of how the used control technique implies certain requirements
considering the mathematical representation of the design model.

A common approach by defining the design model is to reduce the system’s state vector to states
which have a major impact on the control variables only. An example is the reduction of the aircraft’s
nonlinear equation of motion (EOM) to the respective linear short-period dynamics, which is used
for longitudinal autopilot design and analysis.

Besides the selection of the design model dynamics, the choice of the considered control input and
output plays a crucial role from a control point of view and has to be in line with the requirements
of the control task and the selected algorithm.

Remark: The control inputs and outputs used within the control algorithm may differ from the
physical inputs (actuators) and outputs (sensors) provided by the considered system. Nevertheless,
by using different inputs and outputs for control design purposes, it has to be assured that the overall
control goals are fulfilled and the closed-loop requirements are met.

The consideration of a control input or output different from the physical one may introduce ben-
eficial properties which facilitates the layout process, fulfills certain requirements stemming from
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the applied control theory, and may lead to increased robustness and performance characteristics.
Examples for deviating control inputs and outputs can be found in [36,137,1120]. In case of civil air-
craft, a common approach for longitudinal autopilot design is to use the blending of the pitch rate
and the load factor [[121].

As already mentioned in section[£.2.1.3] classical NDIlapproaches require the system’s input/output
characteristics to be minimum phase. In general, tail-controlled missiles tend to exhibit a non-
minimum phase characteristics by considering the[MUlacceleration as output. The following section
describes a physical motivated approach for rendering the missile’s input/output characteristics
minimum phase.

5.3.1 Minimum Phase Output

Whether a system exhibits minimum phase characteristics depends on the stability properties of
the system’s zero dynamics (see section[4.2.1.3). A minimum phase system exhibits a zero dynamics
which is stable with respect to Lyapunov’s stability definition. In case of an linear time-invariant
(LTI) system, the transfer zeros of the open-loop correlate with the system’s minimum phaseness.
An[LTT system is called minimum phase if the system’s zeros lie in the left-half complex plane. Con-
sidering a nonlinear mathematical description of the respective system, the stability proof of the
remaining zero dynamics by finding an appropriate Lyapunov function candidate might be cum-
bersome. Therefore, the investigation of the zero dynamics of the linearized system dynamics of
interest is an appropriate procedure in determining the minimum phase characteristics of a nonlin-
ear system.

Commonly, the transfer characteristics of a tail-controlled missile from the aerodynamic equivalent

IMUNTT IMUNTT _
az )B,meas and (ay )B,meas’ de

pend on the location of the [MUlalong the missile body-axis, the layout of the fins, and the missile’s
operating point within the flight envelope. In order to overcome these inherent input/output char-
acteristics several approaches evolved over recent years in the field of missile autopilot design. In
[36,137] a method called output redefinition is proposed using a blend of aerodynamic angles in com-
bination with the body-rates to create an alternative, minimum phase output with equivalent prop-
erties compared to the measured acceleration. Since the aerodynamic angles (o4 and 5 4) possess
equivalent dynamical properties by exhibiting minimum phase characteristics, a common approach
is to consider those angles as control variables [59]. Both concepts require accurate information of
the aerodynamic angles, which is not feasible for high-agile missile configurations. A physically
motivated approach, presented in [58], considers the position of the acceleration measurements
(IMU] position) and its influence on the minimum phase characteristics. For a non-minimum phase
characteristics there is a point at which the impact of the forces acting in the opposite direction
are compensated by the rotational acceleration. This point is called center of percussion and
the positive distance along the xg-axis is labeled as z..,. Due to the compact and space-saving
missile’s construction the location of the is subject to requirements stemming from structural
engineering. Thus, a virtual sensor position P is calculated within the to render the missile’s
input/output transfer behavior minimum phase (see fig. 5.5).

control inputs n and ¢ to the corresponding accelerations (
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v’ 5
Figure 5.5: Location of the and the virtual sensor location P.

Based on the mathematical description of the [MUl measurements (2.48), the occurring longitudinal
and lateral acceleration at P can be calculated as

av MU\
[( Qﬁl _ [< AT
v/)B a

(a ) (y )B,m

-EB\B EB EB
- (qK )BB + (pK )B7m ’ (TK )B,m] (5 8)
-EB EB EB : '

("&%) g+ (PK )B,m - (ax )B,m
Aa,
Aay
The distance between the [MUland the virtual sensor location is labeled with /¢, p. By calculating
the acceleration at a point P ahead of the only a shift along the x g-axis is considered. This is
due to the fact that offsets between the position of the and the point P along the other body

ZP) IBI and

I . . . . .
(aéD ) p as control variables. The additional increments in (2.8) added to the acceleration are

denoted with Aa. and Aa, for longitudinal and lateral channels, respectively.

+Trmu,p - [

axes has no significant influence on the minimum phase characteristic of the outputs (a

Using the transformed acceleration signal (5.8)) as control variable to overcome the inherent non-
minimum phase characteristics of the missile requires a careful selection of the position of the virtual
point P. In order to investigate the influence of the design parameter x;y/y,p on the missile’s
minimum phase characteristics, a linearized representation of the missile’s longitudinal dynamics
is used. Due to the symmetry properties of the missile body, the longitudinal and lateral dynamics
are equivalent and analysis results obtained for one channel are also valid for the other one (see
section 3.2.2). Based on the linearized model of the short period dynamics and the acceleration
output at the virtual point P, the linear representation results as

il b Gl )
q Ma Mq q MW 7
y=al = [Zo —ximup - Mo Zg — xrvu,p - My - [

a} . (5.9)
q

+ (Zy — xrmu,p - My) 1

The design parameter 7y, p has an impact on the output equation of (5.9). In order to determine
the minimum distance necessary for rendering the longitudinal and lateral acceleration channel
minimum phase, the critical position, denoted as is calculated based on the linear longitudinal
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dynamics (5.9). Considering the transfer function of (5.9)

P
Gar(s) = oz () _ ZLS), (5.10)
; n(s)  a(s)

the transmission zeros z; 2 are defined as the roots of the second order polynomial p(s). According
to (5.9) the transfer characteristics and therefore the transmission zeros z1 » from the fin deflection
7 to the acceleration (a Z)g at the position P depend, for a given missile configuration and operating
point, only on the parameter x;y/y,p. The is determined as the distance x;vu,p = T1MU,cop
between the and the at which the real part of the conjugate complex zero z » vanishes:

R(z12(x1mu,p)) =0 (5.11)

In case there exists a distance x77,p = 10U, cop SOlving (5.11), an increase in distance x 7y, p >
T1MU,cop leads to a negative real part of the short period transmission zeros and therefore to an
acceleration signal at the virtual point P rendering the linear system minimum phase. If the point
P is located closer to the than the (xrmu,p < TIMU,cop)> the linear system representing
the longitudinal dynamics exhibits non-minimum phase characteristics.

Remark: Those characteristics of the derived from a system theory point of view is coherent
with the observations of the nonlinear acceleration equation given in (5.8). Inserting the of
the expanded pitch rate dynamics (2.20) and the acceleration into (5.8) the longitudinal accel-
eration (the same consideration holds for the lateral acceleration) becomes:

757"6
CLZP = _q ooy i (CZ,O + CZ,"’])
— l?"e
Fcog.p 7 - (que lres (Cmp +Wbero, 4 Cmm)) . (5.12)
1

—Zcog,P Ty TKPK ([xx - Izz - 1)

Since the aerodynamic data set (see section[2.3) is defined at the[cog] the distance cog, p = Teog, MU+
x1MmuU,p between the and the virtual point P has to be considered (by considering the accelera-
tion at the only the distance x7y/y, p is relevant).

At the (T1MU,P = TIMU,cop) the impact of the fin deflection 77 on af (via C ;) is compensated
by the fin induced rotational acceleration via C,, ;:

qsref

1 _
CZJZ + Teog,P - I_queflreme,n =0 (5.13)
vy

This cancellation of the aerodynamic force by the forces due to rotational acceleration acting in P
is in line with the interpretation of the transmission zero at the origin as described in (5.17).

This different input/output characteristics dependent on the design parameter x 7y, p is illustrated
in fig. 5.6l and fig. 5.71 Figure [5.6] shows pole-zero plots of the longitudinal channel with varying
distances x7yy,p = 0,...,2m and longitudinal accelerations for the three different missile
configuration introduced in chapter[3l Increases in agility and in lift (and therefore angle of attack
(AcA)) leads for a constant distance x 1/, p to a decrease of the real part of the transmission zeros
(shift to the left half complex plane). The agile configuration exhibits at almost each operating point a
minimum phase characteristics. In case of the slow configuration the considered interval x iy p =
0,...,2m for increased acceleration is too small to render the longitudinal missile dynamics at P
minimum phase.
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Figure 5.6: Poles and zeros of longitudinal missile dynamics for different[MUlaccelerations and for
variations in x 7y, p.

The critical distance z 771/, cop between the location and the for the entire flight envelope
is depicted in fig. 5.7} The illustration of the distance versus Mach and altitude for the agile config-
uration is omitted due to the fact that the acceleration at the constitutes already a minimum
phase output. It can be concluded from the discussion above that the distance x /¢, cop has its max-
imum in case no forces are acting on the missile body. Thus, fig. [5.7] depicts the critical distance
TIMU,P = TIMU,cop OVer the flight envelope for the trimmed flight at (az)jIBMU = 0. From fig. 5.7 it
can be concluded that the sensitivity of[cop|location over the flight envelope is moderate compared
to variations in trimmed acceleration.
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Figure 5.7: Critical distance x;yy,p = %1 MU,cop for nominal and slow configuration at trimmed

flight with zero acceleration (az)]IBMU = 0 plotted versus altitude and Mach.
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In summary the main influencing factors on the missile’s constitute the (trimmed) acceleration
and the missile parameter configuration leading to variations in agility. With an increase in lift
and therefore [AoA| the decreases and the transmission zeros of the linearized missile model
migrate towards the left half complex plane (see fig.[5.6). The distance between[[MUlposition and[cop]
constitutes the critical limit (x7y/17,p = T1MU,cop) at Which the acceleration at P exhibits minimum
TIMU,P > TIMU,cop OF non-minimum phase (z7yv,p < T1MU,cop) input/output characteristics.

A limiting factor by selecting the location of the virtual acceleration at the point P represents the
fact that with increased distance x7)sp, p the properties of the acceleration output (5.8) differs from
the original control variable measured by the According to section5.1.1] especially [FR_2| the
reader is reminded that the overall control goal with respect to the longitudinal and lateral acceler-
ations is to track the commanded trajectory by the corresponding acceleration channels (see
(B.3)). Considering (5.8) the acceleration at the and at the point P are equal in case the rate
accelerations for pitch (q'IE(B )§ and yaw (7'“}3;3 )g vanish and no roll cross-coupling ((p}E(B ) Bm =0
occurs. This is the case for a trimmed flight condition. Thus, the virtual shift of the acceleration
to a point P (5.8) rendering the missile minimum phase incorporates two drawbacks: First, the differ-
ence Aay, Aa, between the transient characteristics (aéMU) ZMU’ (aiMU)ﬁw and (af) g, (al’) g
depends on the choice of x7)/17, p. An increase in 717, p leads to increased divergences Aa,, Aa,
during transient response. Second, the calculation of the offset Aa,, Aa., which renders the out-

put minimum phase, requires the pitch (QIE<B )g and yaw angular accelerations (i’Ib;B ) g. Since those
angular accelerations are non-measurable, they need to be reconstructed based on model data (aero-
dynamic data) and sensor signals. In the nominal case, a suitable choice of the parameter x 7y, p
guarantees a negligible error in transient response by maintaining minimum phase characteristics
of (5.3). In case of parametric uncertainties (see section[2.4), the calculated pitch and yaw accelera-
tions lead to a virtual acceleration which does not fulfill the specified transient characteristics nor

the required properties at trimmed flight condition.

Therefore, in order to reduce the error in transient response and to match acceleration at trimmed
flight condition with the one provided at the [MU] the low-pass part (denoted with G p (s)) of the

addend [Aaz Aay] T is removed from G.3) [58]:
PN\II py\IT
Lz % z
[
(ay B, fil (ay )B

By analogy to y, defined in (3.9), the roll control variable and the minimum phase accelerations of
(5.14) are summarized to the redefined version of the primary control variable as

- [GLS o GLg (s)] ' [ﬁfﬁj (5.14)

Oy
I
y’ = (af)iju . (5.15)

T
(aZIJD)B,fz’l

With this redefined output the filter parameter and the distance 571, p need to be selected in a
suitable way to guarantee the following design goals:

+ The minimum phase input/output characteristics for the nominal missile configuration has to
be assured.

« Transient and trimmed flight properties of the redefined output (5.14) need to be coherent
with the overall control requirements stated in section5.1]
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« The filter layout and the location of the virtual point are fixed parameters over the entire flight
envelope (no scheduling required).

The acceleration increments [Aaz Aay] are filtered by a linear second order low-pass filter. With
a damping of (;,p = 0.7 and a cut-off frequency of wy,p = 10H z the filter bandwidth is in line with
the missile’s maximum transmission bandwidth investigated in section[3.2]

Based on the minimum phase characteristics investigated in fig. [5.6] and fig. 5.7] the choice of pa-
rameter x7)/y, p defining the acceleration at the virtual point P exhibits insensitive properties with
respect to the considered operating point and demanded acceleration. Thus, the parameter is se-
lected in coherence with the nominal missile configuration to x;yp,p = 1.3m.

The selection of only one parametric set over the entire flight envelope qualifies the herein presented
approach compared to the output redefinition suggested in (36, 37].

5.3.2 [EOMof Design Model

Based on the missile system dynamics described in chapter [2] the mathematical description of an
appropriate model for control design is derived in this section. The nonlinear and adaptive control
methods discussed in chapter [ require the design model to be evaluated online based on state
measurements and estimations. In case of common classical control design methods, the parameters
of the control law are calculated offline based on a linear approximation of the nonlinear system
dynamics. Thus, no online evaluation of the dynamic model (or parts of it) is required.

Due to the advantages discussed in chapter[d] the selected nonlinear and adaptive control methods
are well suited for control of high agile systems exhibiting a wide spectrum of uncertainties. Within
the family of Backstepping and the control design model plays a significant role within the
formulation of the feedback laws (see section [4.2.7] and section[4.2.2)). Therefore, the requirements
of the applied control law have to be considered by defining the design model (e.g. minimum phase
characteristics). Besides the restrictions of the considered control methodology, the selection of
the design model is also driven by the trade-off between mimicking the system dynamics and the
major nonlinear effects on the one hand side, and the reduction of the computational costs on the
other side. For the purpose of finding a design model which approximates the system dynamics
with sufficient accuracy, dynamical parts have to be identified which have minor/major impact on
the main missile characteristics compared to others. The following criteria can give the control
designer some guidelines by identifying a suitable design model for the considered control task:

« minor/major influence: Certain dynamical parts exhibit a minor/major contribution to the
considered dynamics.

« states not accessible: Due to the system’s sensor setup, reliable estimation or measurement of
states necessary for a full description of the system dynamics may not be available.

« uncertain information: Measurements or estimates of the system states or dynamical parts can
exhibit certain uncertainty characteristics which neutralize the considered dynamical effect.

« computational effort: In case the control algorithm requires parts of the design model (e.g.
Backstepping, [NDI) to be assessed onboard, each dynamical part has to be evaluated carefully
with respect to computational load.

« requirements of control methodology: The description of the design model dynamics has to be
coherent with the requirements of the applied control law.
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The manifestation of the above-mentioned criteria depend strongly on the system dynamics, the
applied control technique, and the requirements of the closed-loop system. The design model de-
scribes in general the dynamical relationship between the control variables and the specific inputs
used for autopilot design by respecting the restrictions of the utilized control law.

For the considered control task, the redefined control variable y (see (3.15)) and the aerodynamic
moment coefficients (Cpz.u,c) 5 (B.6) constitute the design model’s outputs and affine inputs, re-
spectively. In order to describe the dynamic influence of the pseudo controls (Cpzu,c)z on the
missile’s outputs, the of the control variables are derived. Starting point for the derivation
of the design model constitutes the compact notation (indices of coordinate frame dropped) of the
outer dynamics described by the roll angle (see (2.18)) and the unfiltered accelerations (see (5.3)):

by [ (cos ak - cos Bk - pi + sin Bk - qi + sinag cos B - ri) di
GSre .
azP = qrélf CZ (OéK7ﬂK7M,§,T])+1’cog7P'(_QK+pK'7aK) (516)
P q e *
Ay Ll . Cy (ak, Brs M, &, C) + Teog,p * (T + PK - qK)

In accordance with the aforementioned criteria the dynamics of the control variables (5.16)) is derived
with respect to time based by considering the following, physically motivated simplifications:

« dynamic pressure, Mach number / velocity: As indicated in chapter[2and chapter[3] the missile
dynamics constitutes of different dynamic layers which are characterized by different time
constants. Body rates, aerodynamic angles, absolute velocity, and position (altitude) dynamics
are the layers of interest in descending order of their time constant. States stemming from
environment description, like dynamic pressure and Mach number, are analytically linked
to the missile’s altitude and absolute velocity (see@.Z)). Therefore, those states evolve on a
slow time scale, too. Compared to the body rates and accelerations measured by the missile’s
sensor units and used within the feedback control algorithm, the states belonging to the slow
dynamic layer can be regarded as constant within the endgame engagement.

« constant mass properties: The missile motor is burned out and the missile is not propelled in
endgame flight phase (see section[2.4.2). This results in no alteration of mass properties (mass,
moment of inertia).

 damping moment: The relative contribution of the moment due to roll, pitch, and yaw damp-
ing is negligible compared to the moments produced by the aerodynamic angles and the fin
deflection. In case of longitudinal direction the relative magnitude of the pitch damping mo-
ment

l
c ’ et . Cqu‘
m7q

— 2V
- l
‘Cmvo‘ + ‘qg{}ef ) Cm7q’ + ’Cm777’

(5.17)

is depicted for pull-up trim configurations across the entire flight envelope in fig. 5.8l
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Figure 5.8: Relative magnitude of the pitch damping moment C,, , compared to the summed aero-

dynamic moment coefficients.

Figure 5.8l supports the assumption that the moment induced by the respective body rate has
minor influence on the overall aerodynamic moment.

o roll rate in [STT maneuver: In[STT steering mode zero roll angle ¢, is commanded to the

missile autopilot from the upstream guidance unit. It can be seen from the definition of the
roll angle ¢,, (ZI8) that cross-coupling effects causing undesired roll angles can occur at large
aerodynamic angles regimes. In order to avoid those effects, the roll rates px are restricted
low magnitudes within the compared to the maximum feasible roll rates resulting in
significant cross-coupling effects. Therefore, the influence of those roll rates on the pitch and

yaw accelerations via pg 7k (1o — 1) and prqr (Ize — Iyy) (see (2.:20)) can be neglected.

« control deflection rates: Within the autopilot design only the fin position is used. The fin

rates are not measurable. Estimating the fin rates would require a fast filtering of the fin
position measurements. This differentiating filter would result in high frequency feedback

due to measurement noise.

« filtered acceleration increments: The feedback law is derived without considering the the low-



5 Flight Control System for the[FGS-X-03 Model 118

pass filtered version of the acceleration increments [Aaz Aay] of the design model’s outer
dynamics (see (5.16))). This is due to the fact that the fast dynamics and transient character-
istics of the longitudinal and lateral accelerations at the virtual point P are only marginally
influenced by those increments.

« gravity force: Since the gravitational influence is negligible compared to the missile’s max-
imum load factors in an endgame scenario, the gravitational force (see section is ne-
glected for deriving the design model. Therefore, the flight path angles vx and pg, trans-
forming the vector of gravitational force to the K -frame (see (2.29)), are obsolete.

« influence of fin deflection on acceleration: As discussed in section 5.3.7] the longitudinal and
lateral accelerations for control design (5.16) are considered in the vicinity of the By
taking into account the neutralization of fin deflections (5.13)) within those channels, the force
C.,, and moment coefficient C,;, ;, can be neglected. Therefore, the fin deflection us is not
considered within the design model.

Based on the simplifications and assumptions described above, the outer dynamics of the design
model establishes the time derivative of the control variables (5.16):

cos i cos Bk - px +sin Bk - qx + sinag cos Bi - ri

by ;

_ GSres  (9Cz0 | 9C:0 5\ _ >

al | = m dar OK T 35, K Leog,P * 4K (5.18)
WP qSre aC ,0 . oC 0 o .

y el . Bar K T g Bk | + Tcog,P - TK

As mentioned above, changes of roll angle and roll rates are negligible due to steering. There-
fore, the influence of the roll rate on the acceleration is omitted in (5.18).

The dynamics of the [AoAl
a, - COSQK — Qg - SN«
G = —= K a K —tan Ok - (cosax - px + sinak - rg) +qx
Vi - cos B
~ (5.19)
—bg,
= b + qi

and angle of sideslip (AoS)

. —ay - cos ag sin B + ay - cos B — a - sinag cos fx .
Bk = v +sinag - pr
K

/

=, (5.20)

—COS QK ' TK
= bB — COSQK " TK

is reconstructed within the algorithm by substituting the forces with the accelerations measured at
the The usage of the axial, lateral, and longitudinal accelerations provided by the exhibits
the advantages of obtaining more reliable estimates of ¢vx and S compared to reconstruction via
uncertain aerodynamic force coefficients.

The substitutions b; and bﬁ- are introduced with the purpose of a compact notation. In order to
calculate the acceleration increments in (5.18) which accounts for the virtual accelerations at P, the
approximated acceleration increments require the estimation of the pitch

.o gSreflref . 8Cm,0 s aCm,O A
ik = I, Do 0K T B B (5.21)
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and yaw accelerations

FSreflref (acn,o
TK — . .

. aC’n,O .

OBk
Substituting the estimates (5.21), (5.22), (5.19), and (5.20) in (5.18) and separating the body rates of

each channel, the approximated input/output dynamics of the outer loop is given in abbreviated
form by '
Pu
v’ = |a

= A, WP +b,+A, (5.23)
. | S
a

Aaaviae

Fy(w?)
with the diagonal input matrix

cos ag cos B 0

_ — 1 8C’z,() xcog,Plref acm,()
Ay - 0 quef ’ (m " Darx Ly " dax

0

(5.24)
0
0

3 _ 1 aCy,0 Zco ,Pl > 8071,0
—COS A qSref - <E : agyK + gIZZ wek OBk >

and the accumulation of the system’s nonlinearities

sin Bk - qx
~ qsref acz,O . acz,O . L
by=|"m <aaK - bg + DB bﬁ COS QKT K

qSre oC aC,
g f.(ay’o.(bo'é—i_qK)‘i_ aﬁlzobﬁ>

m [ e

(5.25)
+sin g cos Bk - T

_xcog,Pqueflref X acm,() B 9Cm 0 . L . X
Ty < Doy b + DB bﬁ COS QK " TK

cog.PTSreslies | (9Cn o0,
o feenrBuetloet . (GR0 (b + qic) + G2 - by )

In order to mark the parts of the design model as an approximation of the plant dynamics, the
physical relevant terms (A;, b;, i = y, w) are labeled with ". The divergence between the design and
plant model of the respective dynamic layer is denoted by A; € R3*!, i = y, w.

The body rate dynamics

pK 1/Izm: 0 0 (LG)B
ik | = 0 1/Iyy 0 (MG)B — TKPK (Imm - Izz) (5.26)
TK 0 0 1/Izz (NG)B + PKa4K ([xx - [yy)

constitute the underlying fast dynamic layer of the outer loop dynamics (5.23). Separating the aero-
dynamic moment control effectiveness (5.6) of (5.26) diagonal input matrix

1

= 0 0
A,=10 ﬁ 0 (5.27)
0o 0 -+

IZZ
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and the inner layer nonlinearities

qs'refl'ref . Cl 0

wa
7 7S’7"€ lre
b, = q[y# : Cm,O —PK "TK " (Ixx - Izz) (5-28)
7S7‘€ lTE
q# . Cn,(] + PK 4K - (I:m: - Iyy)
describe the body rate dynamics (5.26) of the design model
PK X A
w=|dx| =Au - Crmu+b,+A, (5.29)
TK

F‘u(cM,u)

Remark: The aerodynamic force and moment coefficients are implemented within the autopilot us-

ing linear interpolation of tabulated data. Based on this aerodynamic data set, the partial derivatives

of the aerodynamic coefficients are calculated online using forward finite differences:
0Cij(x1, ... &gy, xpn)  Cij(zr,...,z+h,...,2n) —Cij(x1,..., Tk, ..., Tp)

For = - (5.30)

In (5.30) the index ¢ denotes the axis of the force or moment coefficient, j labels the category of
the respective coefficient, and h is the differentiation step size. For the calculation of all partial
derivatives within the [FCS] the step size is chosen to h = 1073,

5.4 Nonlinear Reference Model

As shown in fig. 5.4 the provides the subsequent elements within the autopilot with the re-
quired reference signals. Therefore, the reference model determines the overall performance char-
acteristics of the closed-loop system.

In section[4.2.3] general properties of reference models serving as command filters are outlined. In
common missile autopilot designs linear filters are used as reference models to represent the desired
closed-loop dynamics [36, 38, |40]. Since the nonlinear missile dynamics incorporates strong axes
coupling, saturation effects, varying dynamical properties, and nonlinear aerodynamics in combi-
nation with an extensive flight envelope, linear reference models limit the closed-loop performance
capabilities by far.

In order to avoid the deficiencies of linear reference models and to fully exploit the missile’s non-
linear dynamics across the entire flight envelope, it is inevitable to incorporate the main nonlinear
effects within the reference model.

A scheme of the reference model providing the set signals y,., w;, and w, for the presented autopilot
approach is depicted in fig. It consists of two elements, the Reference Model Control and Reference
Model Dynamics. Based on the command signal y. and the current operating point, defined via g and
M , the Reference Model Control calculates the respective fin deflections us ;. ., which are necessary to
guarantee fast tracking (of the commanded signal) by the dynamics of the reference model. Applying
those fin deflections to the Reference Model Dynamics lead to the reference model outputs y,, w,,
w, which are shaped by incorporating the main nonlinear effects, dynamics, and limitations of the
missile system within the reference model. The structure of the nonlinear terms (Fﬁy, ﬁ‘nw, Aﬁy,
Anw) approximating the missile dynamics are equivalent to those of the design model (see (5.23)
and (5.29)). The index r indicates that the terms are built up by states from the reference model’s
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State Estimation subsystem (see fig. 5.9).
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N . T
Within the Reference Model Control the acceleration vector a, = [az,c ay,c] extracted from the
command (5.4) (perpendicular to the missile’s x g-axis) is scaled according to the maximum possible
missile acceleration apqq (||@cl|5 , h, M) (see chapter[3) at the given flight envelope point:

M
Q¢ lim = H [Ha0”2 dmaz (h7 )] HOO * Qe (531)
lacll,

The maximum missile acceleration a,,,, depicted in fig. 5.10] is obtained from acceleration trim
calculations by considering the total allowable [AoAland maximum fin deflection (for further details
see chapter B} same holds for lateral acceleration).

15000
9 10000
5000

M in [] h in [m]

Figure 5.10: Maximum absolute missile acceleration over entire flight envelope with respect to
Mach M and altitude h.

A limitation of the roll angle ¢, . is not required since the missile is steered in[STTFmode, which
demands ¢, . = Orad. The desired moment coefficient C ‘M r,c for the reference dynamics are calcu-
lated in the downstream algorithm of the acceleration protection. This algorithm is subdivided into
a feedforward and an incremental feedback branch calculating Cy s ¢, and AChy . , respectively

(see fig.[5.9).

Within the feedforward branch the moment coefficients Cj ¢, c, Cpn s f,r.c» and Cy, s, are calcu-
lated for each missile axes based on the commanded (desired) acceleration a ., a, . via tabulated
trim results. Those trim results are obtained from trim calculations of the Reference Model Dynam-
ics. Therefore, the moment coefficients of the feedforward branch result in the desired steady-state
acceleration. Since the reference model is fully known and not subject to any uncertainties, the
reason for steady-state errors between the accelerations of the reference model a ,, a,, and the
commanded ones (@ ¢, ay, ) result from the linear interpolation of the tabulated data set.
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Figure 5.11: Moment coefficients Cpz s, . of reference model feedforward branch based on com-
manded accelerations a, ., a c.
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Besides the feedforward signal Cas . guaranteeing perfect steady-state characteristics, the feed-
back branch, issuing ACpy ;. , determines the transient behavior of the reference model outputs.
Due to the properties of the feedforward structure, ACys ;.. is calculated by using proportional (no
integral) error feedback only. Based on the error ey, = ¥y, ;i — Y between the commanded and the
reference signal and the time derivative y, the cascaded structure of the feedback branch is given
by

ACr . e=AL' K, (3, M) - Aw,. (5.32)

The incremental approach calculates the desired rate increment
Awre = Ayt (Kpy (7,M) ey, —5y). (5.33)

feeding back the difference ;. . — 9,-. The time derivative of the reference signals ¥, is calculated in
the preceding cascade with ;.. = K, ye,, . Since the proportional gains K, and K, establish the
desired missile closed-loop transient characteristics, their design has to be in compliance with the
required performance characteristics in section across the entire flight envelope. and
constitute the main drivers for the gain layout. The layout is accomplished using nonlinear
optimization method. Based on the linearized design model, an initial guess is obtained serving as
a starting point for the optimization problem.

The desired moment coeflicients
éM,r,c - CM,ff,r,c + A(j’M,r,c- (5-34)

result from addition of the feedforward Cpys st .. and feedback ACyy . . signal. Based on the lim-
ited version Cjz . of the moment coefficients C 'M,r,c the fin deflections us . for the simplified
actuator model (within the Reference Model Dynamics) are calculated in the downstream process by
inverting the moment coefficients of the aerodynamic dataset. In order to assure that the demanded
fin deflections u; ;. . are compliant with the missile’s maximum performance capabilities, the limita-
tion of the moment coefficients is accomplished with respect to the magnitude of the physical feasi-
ble body angular acceleration. The limits are based on acceleration trim results (see section 3.1.2.2)
depending on the current flight envelope point. The saturation of Cr .. is depicted in fig. 5.9 by the
CpyProtection block ahead of the inversion of the moment coefficients. For a detailed derivation
of the algebraic relationship between angular accelerations and aerodynamic moments acting on
the missile’s body the reader is referred to section[2.2.2.21

Since the autopilot is designed for[STT]steering mode, the control demand of pitch and yaw channel
requires prioritization compared to the roll channel. Those requirements need to be incorporated
within the reference signals for the downstream control law. In order to account for this priori-
tization within the reference model, the limitation of the moment coefficients C'as .. need to be
implemented by a different weighting of roll and pitch/yaw channel. The limits

Cliimit = Clpo (ozl: 0°, 8 = 0°, Myrim)
+25r LGy (a0 = 0%, 8 = 07, M) (5.35)
+Cl,n (Oé = Ooa ﬁ = Ooa Mtrim,f — Z|Z5°, MNtrim = 0°,< = 00) .

for the roll moment coefficient Cj are calculated based on trim results considering the roll axis as
isolated. In order to account for the minor control authority in roll channel commands, the trim
problem solves p = 0 with respect to the roll rate p4y;, for £ = £5° and with zero incidence angles
(v = 0°, B = 0°). Conducting those calculations over the entire flight envelope leads to upper and
lower limits for the roll moment coefficients Cj, depicted in fig. The lower prioritization com-
pared to the longitudinal and lateral channel is realized through allocating reduced control authority
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Figure 5.12: Lower and upper limit of absolute angular acceleration p in roll direction over Mach
M and altitude h.

For the moment coefficients in longitudinal and lateral direction the lower and upper limits are deter-
mined by considering the minimum and maximum physical feasible acceleration trim configuration.
As already discussed in section 3] such a trim configuration is characterized by the aerodynamic
angle (grims Birim ), the body rate (Girim, ririm), and the corresponding fin deflection (Mrim, Cerim)
evaluated at the considered operating point, which is described by Mach number M}, and altitude
hirim- The limits of the equivalent pitch (), and yaw moment coefficients C,, are calculated based
on (2.36). Equation (5.36) shows the calculation of the limits for the pitch channel.

Cm,limit = Cm,O (atrima /8 = 00, th’m)
riml're o
G TL Crn g (i, B = 0°5 Mirim) : (5.36)

+Cm,77 (atrim, B = 00, th’m,g = Ooa ntrim)

Due to the symmetry property of the missile body, the limits of the aerodynamic yaw moment
coefficient are calculated in analogy to fig. 513l with & = 0° and 8 = B4, The upper and lower
limits for the pitch channel versus Mach an[AoAlare depicted in an exemplary manner in fig. 5.13
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Figure 5.13: Lower and upper limit of absolute angular acceleration ¢ in longitudinal direction over
Mach M and[AoAl « at an altitude of A = 1000m.

The second part of the reference model consists of a nonlinear approximation of the missile dynamics
based on the design model derived in section 532l s, . can be considered as the input to the
Reference Model Dynamics. With the use of a simplified actuator model and the mapping rule (see
(2.46)), the fin deflections are delayed and limited according to the time constants and limits of the
actuator model introduced in section[2.5.1] The resulting aerodynamic equivalent fin deflections u,
are transformed to the aerodynamic moment coefficients by

CMJ, =Cpm (ur) . (5.37)

With those moment coefficients and the implementation of the missile’s inner (5.29) and outer dy-
namic layer (5.23), the reference model outputs result to

W, = Ay - Cary + by, (5.38a)
w, = / (Aw - Crr + Bw) dt (5.38b)
- / (Ay-w, +8,) di (5.38¢)

. As described in section[5.3.2] the nonlinear functions in (5.25) and (5.28) approximating the missile
dynamics depend on a subset of the missile’s state vector. Besides the slow entities ¢ and M describ-
ing the current flight envelope point, an online calculation of the[AoAland[AoS within the reference
model is necessary in order to compute the respective coeflicients and their partial derivatives. An
estimation of the aerodynamic angles is accomplished by using the longitudinal and lateral accel-
erations (without influence of gravity) a, 4, and ay 4, obtained within the reference model via
(5.380). These accelerations are algebraically linked to the [AoAl and by the aerodynamic force
equation (see (2.33)).

From (2.33) the accumulated aerodynamic force coefficients

a
Cop = —22T (5.392)
qmlref

Cyp = L (5.39b)
qmlref
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, in lateral and longitudinal direction of the body-frame can be calculated based on the accelerations
az A, and ay 4 stemming from the aerodynamic forces expressed in B-frame. By inverting those
aerodynamic force coefficients C, and C,, with respect to a and /3

ar = a (M, Cz,ra Cy,ra n) (5.40a)
/87" = /8 (M7 Cz,m Cy,m C) (5-4Ob)

the two aerodynamic angles are obtained. Due to the fact that both force coefficients C, and C are
monotonically increasing with respect to « and §3, the inversion is unique in the lateral and
longitudinal accelerations.

Within the design model (see section[5.3) and therefore the Reference Model Dynamics the accelera-
tions are considered without the influence of gravity. Thus, the accelerations a. , and a, , obtained
via integration of (5.23) can be directly used to estimate v and 3 by utilizing the inverse functions

(.40).

In summary, the Reference Model Control in combination with the Reference Model Dynamics shapes
the command vector y, to the physically interconnected signals y,, w,, and w, for application in
the downstream control algorithm. Since only the inner and outer loop missile dynamics is relevant
for generating the demanded reference output entities, an incorporation of velocity and altitude (or
dynamic pressure) dynamics is not required. The estimates of those two variables are used to adjust
the closed-loop dynamics of the reference model to the current flight envelope point.

Since the reference model generates the trajectory y, which is tracked by the autopilot, it primarily
determines the overall closed-loop response of the missile system. Therefore, it is inevitable that the
stand-alone reference model is compliant with requirements concerning performance and transient
response. This section is concluded by verifying the of axis decoupling (see NFR_3), over-
shoot/undershoot (see[NFR_4), rise time (see[NFR_3), and settling time (see [NFR_6) across the entire
flight envelope. For this purpose, step inputs with amplitudes close to the maximal trimmable accel-
eration of the considered operating point are applied to the longitudinal and lateral channels. The
roll angle is commanded to ¢, . = Orad. This is conducted for operating points in the Mach and
altitude range of M = 2 — 4 and h = 1 — 10km, respectively. The responses of all three channels
are depicted in fig.[5.14 In order to compare the different trajectories across the range of operating
points, the acceleration responses are normalized with respect to amplitude of the commanded step
input.
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Figure 5.14: Normalized responses of simultaneous step commands to lateral and longitudinal ac-
celeration channel. The dashed line depicts the overshoot limit.

From the evaluation of the reference model’s outputs y, (fig.5.14) it can be concluded that all accel-
eration responses of both channels stay below the maximum allowable overshoot threshold (plotted
as dashed black line at a; ,/@; amp = 1.2, 7 = ¥y, 2). The roll angle never exceeds the defined limits
of ¢, = +2° (see[NFR3). For the sake of completeness, fig. shows the overshoot/undershoot
evaluation at the considered flight envelope as a fraction of the commanded amplitude a; gpmp.

0.05

g 0 4
8

3

-0.05

10000 8000 6000

4000 2000 0 9 M in [ ]
h in [m]

Figure 5.15: Overshoot ¢, ,, and ¢, ,, of longitudinal and lateral acceleration channel calculated
from step responses (see fig. 5.14).
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Based on fig.[5.14/and the criteria depicted in fig.[5.3] the resulting rise times 7j, and T;. of the refer-
ence model’s acceleration channels are pictured in fig. over Mach and altitude. A comparison
with the maximum rise time at each flight envelope point defined in fig.[5.2] shows that the rise time
of the step responses generated by the reference model is below the maximum allowable one.
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Figure 5.16: Rise time 7;, and 7. of longitudinal and lateral acceleration calculated from step re-
sponses (see fig.[5.14).

Considering the settling time requirement defined in [NFR_G the calculated settling times of lon-
gitudinal and lateral acceleration channel are below the required threshold for all flight envelope
points.
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Figure 5.17: Settling time 7;, ; and 7T, 5 of longitudinal and lateral acceleration calculated from
step responses (see fig. [5.14).

Therefore, the evaluation of the step responses allow the conclusion that the reference model is
compliant with the transient response, decoupling, and performance requirements defined in[NFR_4]

[NFR_5] INFR_6] and [NFR_3 respectively.
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5.5 Control Algorithm

Besides the Reference Model, the Control Algorithm constitutes the second major subsystem within
the architecture (see fig.[5.4) with a dominant impact on the performance and robustness.

In short, the overall control goal of the Control Algorithm is to track the reference model’s output
vector y, even in case of unavoidable modeling and sensor errors. From a mathematical perspec-
tive, this is accomplished by minimizing the tracking error between y, and the considered output
y” under extensive variations of the plant parameters. Thus, the main challenge in missile con-
trol design is to be compliant with demanding robustness and performance requirements and the
inherent trade-off between those two across a large set of operating points.

In common missile applications one control strategy covers robustness and performance require-
ments within one integrated approach [26, 29, 40,122]. A separated, deterministic autopilot design
strategy is presented, which consists of two elements (compliant to [FR_7): a baseline control law
and an adaptive augmentation (see fig.[0.4). Thus, the auxiliary output

CM,u,c = CM,u,c,bs + CM,u,c,ad (5-41)

of the control algorithm (5.6) consists of a baseline and an adaptive portion, labeled with Caz 4 c b5
and Cpf ¢ qad> respectively (the index B denoting the body-fixed coordinate frame is dropped due
to better readability).

The advantage of a modular autopilot architecture lies in the clear allocation of certain requirements
to each element, streamlined testing, and an adaptive augmentation which is independent of the used
baseline control law. Since only the endgame flight phase is regarded, the autopilot design focuses
only on this phase (endgame mode). Nevertheless, the modular design demanded in fig. 5.4 would
allow a straightforward extension to different baseline control modes for different flight phases (e.g.
boost, midcourse) by using the same adaptive element.

The model-based control approaches introduced in section [4.2] and section [4.3] constitute the theo-
retical framework for deriving the algorithms within autopilot (see fig.[5.4). Thus, the design model
derived in section[5.3] constitutes the model used within the layout process of the baseline algorithm
as well as the adaptive augmentation.

Due to the modular structure and the clear separation of the contributing autopilot elements, certain
requirements (see section5.1) in terms of performance and robustness are assigned to the baseline
controller and the adaptive element, respectively. While the performance requirements are exclu-
sively referred to the baseline controller, the adaptive element can influence the robustness prop-
erties only within the bounds preset by the baseline control design. Therefore, it is important in
the baseline design phase to incorporate certain robustness properties which can be extended to the
desired closed-loop robustness characteristics defined in section 5.1

First of all, this section describes the derivation, analysis, and comparison of two different baseline
strategies, which are tailored to be consistent with the nonlinear structure of the reference model
(see section[n.4). In the second part, an adaptive augmentation is designed based on the theory of
L, Adaptive Control -[PWC Adaption explained in section 4.3l
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5.5.1 Baseline Control Algorithm

In order to fully exploit the physical capabilities of the missile reference model, the subsequent
control algorithm must be designed by utilizing the physically related reference model outputs.
Since the baseline controller is the key element within the control algorithm in determining the
performance characteristics, an exact tailoring to peculiarities of the reference model dynamics has
to be considered in the layout of the baseline controller. Due to the fact that the reference model
(see section[5.4)) is developed as an integrated system providing physically linked reference signals
of different dynamical layers, the classical approaches of Command Filtered Backstepping (CEB)
and has to be modified to be in line with the reference model interfaces and the beneficial
performance characteristics.

Although the main focus of the baseline control law design concentrates on being compliant with
performance requirements, robustness characteristics cannot be neglected. The robustness consid-
erations in the baseline design is due to two reasons: first, the design model derived in section[5.3]
constitutes an approximation of the missile system. Due to this reduced representation of the missile
dynamics uncertainties of significant magnitude are introduced within the closed-loop, consisting
of the baseline control law (with reference model) and the missile system. In order to be compli-
ant with all performance requirements in nominal case, the baseline controller must compensate for
the deviations between design and plant model. Second, as already mentioned above, the robustness
characteristics of the baseline controller influences the overall achievable closed-loop robustness set
up via the adaptive augmentation.

The representation of the missile nominal (A, ; = 0) inner and outer dynamical layers depicted in
(5.23) and (5.29) constitute the basis for deriving the autopilot control laws.

Even though two different control approaches are considered as baseline autopilot, the structure of
both designs consists of a proportional-integral error feedback for the outer layer variables (y) and
a proportional feedback of the inner layer variables (body rates). The usage of integral feedback for
the outer layer variables is due to the fact that the transient characteristics of the control variables
(y) are prioritized over the body rate states (see [NFR5).

5.5.1.1 [NDIlbased Baseline Control Law

In common missile and aircraft applications which utilize a[NDIFbased autopilot, the derivation of
the control law follows a layer-wise approach. For this purpose the architecture of the autopilot
consists of a cascaded structure coherent with the system’s dynamic layers, each with a defined
relative degree. The underlying assumption of this subdivision is that the dynamics of the N layers
exhibit a significant time scale separation and an appropriate relative degree (an elaborate survey of
the Singular Perturbation theory and its relevance for guidance and control problems in aerospace
applications can be found in [123]). In contrast to applying a [NDI control law to the entire system
with its full relative degree r = Zjvzl rj = n, a control design based on separated dynamic layers
facilitates the derivation, implementation, and debugging. For the majority of the systems consid-
ered in aerospace, an autopilot design using full inversion is impracticable due to complex partial

derivatives of aerodynamic data.

In case of standard implementations of [NDIlbased control design in the field of aerospace, linear
reference models separate the control loops (two loops in most applications) of the dynamic layers
(e.g. outer/inner loop) [37,138,166,(124]. The holistic reference model is used (see section[5.4) which
interconnects the relevant dynamic layers by respecting the missile’s main physical effects. Thus, the
standard two-loop architecture is not applicable in combination with the integrated reference
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model approach. This demands the modification of the[NDI| control theory (section(5.5.1.7) in order
to preserve the beneficial structure of the

The[NDIMbased autopilot is derived in two steps, beginning with the derivation of the pseudo-control
law w, s for the outer dynamics. Within the second design step this signal is integrated in the
final control law Cas 4, s under consideration of the reference model outputs. At the end of this
subsection the closed-loop error dynamics is analyzed.

Based on the design model of the outer dynamics (5.23) and by extending the control error by an
integral part, the intermediate control law exhibits the following structure:

weps = Ay - (—By + [Kyp Kyi]-By+ y'r> (5.42)
This control law is in line with the intermediate control law of the standard cascaded NDI approach
66, 124].

The error vector

P
e Yr — Y
E _ |6y } _ [ } , 5.43
Y LyJ S (yr —y")dt 649
is defined as the difference between the reference model’s output (5.38¢) and the control variables
(5.15), extended by the integral version.

Based on (5.42), the final control law for the Cpz 4, is derived in the subsequent step. Within the
final control law

CM,u,c,bs = A;l <_Bw + Kw,P T (.br) (5.44)

the angular acceleration w, stemming from the reference model constitutes the feedforward portion.
As already mentioned above, the error

€w = Weps — WED (5.45)

between the measured body rate and the desired one resulting from (5.42) describes the feedback
part of the final control law. Within standard [NDI approaches the feedforward part is given by the
time derivative w, ;s of the intermediate control (5.42).

For the purpose of analyzing the[NDI}based approach, the closed-loop error dynamics is obtained by
a layer-wise consideration. Applying (5.42) under the idealized assumption wZ? = w, s to (5.23)
the error dynamics of e, becomes

~

éy = yr —Z]P = yr - Ay <A;1 : (—By + [Ky,P Ky,[] ' Ey +yr>> - by

(5.46)
=—[Kypr Kyi] Ey
For the sake of completeness, the dynamics of e, 1 is given by
. _ P _
€yl =Yr—Y =¢€yr. (5.47)
In analogy to (5.43), both error dynamics (5.46) and (5.47) can be accumulated to
: Kyp Ky
B - _ | Ky vl g 5.48
Y [—sts 03><3} Y (5:48)

=Ky
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The error dynamics exhibits an asymptotic stable equilibrium E,, = 0 if K,, > 0 holds.

The error dynamics of the inner layer is obtained in a similar way. Under the assumption that
CnM,u,chs = Chryu (no actuator dynamics) and by adding and subtracting wy,, the body rate dy-

namics can be written as o
wrg =Ky p-e,+w, (5.49)

= Wps — Whs "‘Kw,P cey + Wy

Based on and the error definition (5.45) the closed-loop (idealized assumption) error dynamics

€, = — w,P " €uw + Whs — Wy (5.50)
L —

=g9w

contains the time and state dependent nonlinear source term g,, = wps — w;. This term describes
the difference between the angular acceleration obtained from the pseudo-control law (5.42) and the
reference model output. The appearance of this expression within the closed-loop error dynamics is
owed to the utilization of w, instead of wy; as in standard [NDI| designs [33, 66]. In order to analyze
the effect of the introduced error excitation g., on (3.50), w, s is substituted by and g, is

replaced in g, using (5.380):
g = wc,bs - wr

(wc,bs) - wr

<A;1 : (—By +[Kypr Kyl Ey+ y'r>> _ o, (5.51)

(4" (<by+ [Kyp Kyi] By + Ay, +by,)) -
Under the assumption that the reference model (see section 5.4) approximates the design model

sufficiently close and the output y? tracks the reference signal y,., the expressions Ay R A and

by s by vanish and, under consideration of (5.48)), (5.51) is reduced to

9o = wc,bs —wy
d [ +_
~ (Ayl [Kyp Kyl 'Ey>
d /. . (5.52)
’%E(Azf)'[Ky,P KyJ] Ey +A ' [ vp K ] E,
d [ +_
%E(Ay1>-[Ky7p Kyi] E,— A" [Kyp Kyi| K, E,
With the identity
A'Ay =I5, (5.53)
the matrix %A; ! can be expressed as
d .1 ~1 4 A-1
EAy =—-A AyA, . (5.54)

Substituting (0.54) in (5.52) and bracketing A, land E,, leads to

o~ ~A, - (AyA," - [Kyp Kyl + [Kyp Kyl Ky) By . (559
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In case the inequality .
Kyp> A A (5.56)

holds, (5.53) can be further simplified to
go~—-A,  [Kyp Kyi| Ky E, . (5.57)

It can be concluded from (5.57) that the term g, in (5.50) (describing the difference between wys —w;)
exhibits dynamic properties which are coincident with the outer layer error dynamics. Therefore,
the impact on the inner layer error dynamics (5.50) can be regarded as negligible.

Considering the inequality (3.56) the lower bound of the proportional feedback gain matrix can be
quantified by taking into account the structure of A, and its contributing entities. Since A, (see
(5.29)) is in diagonal form, the product A, A, ! js also a diagonal matrix with the elements

A A_1> = —tana- & —tan 8- 5 5.58a
(4va,") 5 b (5.582)
1 8202,0 . 8202,0 o Zco, ,Plref 82C’rn,() . 826’777,,0 »
Aoal Cm < 5az ¢t Bapp 5) == Teara+ aas B (5.58)
vy (2,2) o 1 . 9C:0 _ Tcog,Plref . 9Cm,0 ’
’ m  Oax Iyy dak
1 9%, 0 - 9%, 0 / Zco ,Plref a2Cn,0 . 62Cn,0 5
(A A*1> L (aaayﬁ @+ 55t > + =5 e & 5 B
YU J33) 1,900 | Teogplres  9Cno (5.58¢)
m 86}( I 8ﬁK
—tana -«

For the purpose of defining a lower bound of K p, the maximum values of (5.58) are calculated
based on numerical differentiation of the aerodynamic data set (see appendix [B.1) and the results
from trim calculation regarding acceleration (see fig.[3.6a) and body rate (see fig.[3.6b). The maximum
trimmable acceleration is used to calculated the derivatives of the aerodynamic angles via (5.19) and

(.20).

The maximum absolute values of (5.58a) and (5.58D) across the flight envelope are depicted in
fig. 518
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Figure 5.18: Maximum absolute values of (5.58) over Mach M and altitude h.

over Mach M and altitude h.

(b) Maximum value of

Due to the symmetry properties of the missile, the longitudinal and lateral acceleration channel
exhibit equivalent characteristics and dependencies. Therefore, the presentation of the maximum

absolute values of (5.58d) is omitted.

Based on the derivation from above, this section is concluded with the concatenation of the idealized
error dynamics (5.48) and (5.50). Thus, the overall closed-loop error differential equation of the inner
and outer layer is given by

€, —Ku,p 0343 03x3 ew
€y | = Ay —RByp —Byr|-| €y
€y, 033 I35 033 €yl

(5.59)
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5.5.1.2 [CFBlbased Baseline Control Law

The cumbersome analytical expression in case of nonlinear systems with system orders n > 1 and
the lack of introducing certain requirements within the holistic approach are the main drawbacks
which disqualify classical Backstepping (BS) (see [135]) approaches in the field of aircraft applications.
In case of missile applications, the nonlinear structure of the system including complex aerodynamic
data are the main drivers for utilizing a modified [BS| version, leading to a less complex and error-
prone implementation as in [40]. Over recent years different [BS approaches [41, 146, 48, [125] were
developed to account for certain drawbacks of classical theory and new developments in the field
of measurement and filtering techniques. As explained in section and section
constitutes an approach incorporating the beneficial characteristics of Backstepping (no time scale
separation) by overcoming the disadvantages of complex implementation.

The derivation of the control law for the inner and outer layer dynamics of the considered
[FGS-X-03]follows the structure presented in section

Based on (5.23), the Compensated Tracking Error (CTE) of the outer layer, including integral error,
and the control error of the inner layer are defined as

~ e z
E,=|.Y|=E,—|"7Y 5.60
Y [eyyl] Y [ZyJ (560)
and
o = Qu fil — WD, (5.61)

respectively. The filtered version of

2
Wil

Qe (5.62)

)

o JE— .
w, fil,i 52 + QCfZ'lwfils _i_w?%l

is calculated based on a second order linear system with equal parametric setup (frequency wy;; and
damping (y;;) for each entry of the pseudo control variable v, ;. In order to derive the outer loop
control law a,, the quadratic Control Lyapunov Function (CLE) of

Vi = E,P,E, (5.63)

and its corresponding time derivative

. 2T ~ ~ ~
Vi =E,P,E,+ E/P,E, (5.64)

are used. The positive definite matrix P, € R is assumed to be in diagonal form. With (5.61) and
by adding and subtracting «,, the body rate can be expressed as wIE(B = Qu, fil — €w + Oy — Q.

Substituting this expression in the time derivative of (5.60) the dynamics of the [CTEl results to

Ey _ |:yr — Ay . (aw,fz'l — éw + o, — aw) + By:| _ Zy. (5.65)
€y

Under consideration of (5.63), the intermediate control law and the dynamics of the unachieved
portion are selected to

a,=A," (—By + [Kyp Kyi] Ey+ yr> (5.66)
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and R
Z — |:_ [Kyvp K 71] : Zyz_ Ay : (aw,fil - aw):| , (567)
]
respectively. With (5.66) and (5.67) the dynamics of the G.69)
= Kyp Kyi| - A, .
Bo—_ | Ky vI|.E v . 5.68
Y {—léxs Osxs} +-[03x3} cw (568)

-K,

consists of a asymptotic linear part and the nonlinear cross-coupling term accounting for delayed re-
sponse of the physical state w? with respect to its desired value a,. Solving the matrix Lyapunov
equation

K, P,+ PyK, = Q, (5.69)
based on the positive definite matrix Q, < R6%6_ the time derivative of the (&.63) results to
A,

T ~
] P,E,+E, [Ay ] Pyé,,. (5.70)
03x3

Vi :—EngE’erég[ 0
3x3

In the second design step, the regarded system is extended by the tracking error of the inner layer
(G.61). Thus, for the purpose of designing the final control law, the (5.63) is extended by the
error state €., to become

Vo =Vi+éLP,e,. (5.71)

As in the first step, P,, € R3*3 constitutes a diagonal positive definite weighting matrix. With (5.70)
the time derivative of (5.71) becomes

~

Ay
03x3

~

T
= = A A 2T A N A
] P,E, + E} [0 v ] Pyé, + é,P.é, +eLPé,. (572)

Vo = _EngEy +él [
3x3

Based on the definition of (5.61) and under consideration of (5.29), the dynamics of tracking error

é., (5.61) becomes .
e, = dw,fﬂ — A, - CM,u —b,,. (5.73)

In order to render the time derivative (see (5.72)) of V5 negative definite, the final [CFBFbased control
law results to

~ 1T
i o 1] A ~ .
CM,u,c,bs = Awl : <_bw + K,e, + Pw ! |:03 y3:| PyEy + aw,fil) . (5.74)
X
The closed-loop error dynamics
. A 1Y .
éo=—-Kpe, — P! [0 Y ] P,E, (5.75)
3x3

of the tracking error (5.61)) is obtained by substituting the control law (5.74) in (G.73).

Under the constraint of the matrix Lyapunov equation

KLP, + PoK, = Q. (5.76)
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the Lyapunov function’s time derivative
Vo = —E]QuE, — e,Qué. (5.77)

is rendered negative definite. Besides P,,, the solution K, of (576) is driven by the matrix Q,, €
R3*3. In order to simplify the parametrization and to guarantee a channel-wise feedback of the
respective control errors via K, Q, is assumed be of diagonal form.

this section is finalized by outlining the closed-loop dynamics of the [CEB| baseline control design:

_éy _Ky Ryl Ay éy
é.yJ = X I X 0 0 €y1 (5.78)
éw —P;'[AL 053] P, —P;'[AL 03:3] Py, —K,] | é

Comparing the two baseline control approaches it becomes apparent that the intermediate control
laws and (5.66)) are equivalent. Differences between both derivations arise from the processing
of the intermediate controls w, s and o, to compute the moment coefficient Cps 4, ¢ ps. The final
control law in case of the [NDIFbased approach is calculated by utilization of w,. Considering the
autopilot, the derivative of the desired body-rates c,, is generated by the command filter (see
(5.62)). The effect of those different architectures on the closed-loop characteristics is discussed in
detail in section[6.1]

5.5.1.3 Parameters of Baseline Controllers

In combination with the respective baseline control strategies the parameters of the
control laws guarantee the conformity with the performance and robustness requirements (see sec-
tion[5.7). Since both control laws presented in section and section exhibit a certain
architectural similarity, the layout approach for the feedback gains is identical for and
Therefore, the derivation and considerations in designing the feedback gains is presented only for
the case within this subsection.

The physical insights of the missile system dynamics gained from extensive analysis in chapter 3]
provide enough information for a suitable initial guess on the basis of the linearized model dynam-
ics. Based on this initial guess, optimization routines are utilized to fulfill the multiple design goals
stemming from the (see section [5.1.2). In order to account for both, robustness and perfor-
mance design goals, a performance-based cost function is realized with constraints incorporating
robustness requirements. This approach avoids multiple phase optimization and complex weighting
amongst different metrics.

The cost function

. T
min ¢ = Cstab ‘ [ez (Tstab) €y (Tstab) ] ‘
k Loy
Ctrack * H [ez (Ttrack:) €y (Ttrack:) ] -
: (5.79)
Csettle * [ez (Tsettle) €y (Tsettle) ] ‘
subject to  |d;| < Omaz fori=1,...,4
Mg < 2.5

used for gain optimization is based on the time response of the full nonlinear dynamics of the closed-
loop system with respect to a reference acceleration trajectory a;, (t) in longitudinal and lateral
direction. Thus, the closed-loop tracking error e; (t) = a; (t) — a;, (t), i = 2,y between the refer-
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ence signal a; , () and the corresponding acceleration control variable in longitudinal and lateral
direction a; (t) is evaluated in each iteration of the optimization process. To account for different
performance goals defined in section 5.1.2] the cost function (5.79) is assembled by signal norms
of the tracking error e; within three different time sections: stabilizing 7s;qp € [0, tsiap [, tracking
Ttrack € [tstab, Lsettle [» and settling Teersie € [tsettie, tend |- tend marks the end of the time horizon
at which the cost function (5.79) is evaluated. Those three regions correspond to the signal-based
performance goals[NFR_4] [NFR_5] [NFR3| and[NFR_6l For the purpose of summarizing the norms of
different time frames to one scalar cost function (5.79), a normalization of the three parts is neces-
sary. In order to account for the different signal norms and time sections, the norms in (5.79) are
scaled by the coefficient cgtqp, Cstap, and Cstap-

Due to the missile’s symmetry, the gains of the longitudinal and lateral baseline control channel are
identical. Thus, the optimization parameters

k= [ka,P ka,[ kw,P] ) (5-80)

are mapped to the respective baseline gains by

kaz,Pa kay,P = ka,P
ka,15ka. 0 = ka1 - (5.81)
kq,Pa kr,P = kw,P

The optimization task (5.80) includes two constraints: the maximum limitations of the fin deflections
and the maximum sensitivity (5.3) denoted with Mg.

The sensitivity function
1

T 1+ P, (5)Ca. (5)

derived from the basic feedback loop in fig. constitutes a feasible metric for disturbance atten-
uation. It represents the Single-Input-Single-Output (SISO)-transfer function of the measurement
noise n,, () to the control error e, (s) where P, (s) and C,, (s) label the transfer function of the
linearized missile dynamics and controller, respectively.

Sa.(s) (5.82)

Gze o Fa (s)
Ref Model

Ca. (s)

Controller

Figure 5.19: Linear basic feedback loop for a[SISOlsystem.

In order to incorporate the maximum sensitivity constraint in (5.79), the linear transfer function (see
(5.82)) is evaluated in each iteration of the optimization process (with the current gain combination).

Remark: Since the concept of the sensitivity function is derived for the idealized linear[SISO| feed-
back loop (fig. 3.19), an application to nonlinear systems provide only limited absolute measure
about the system’s sensitivity. Using this metric as a relative measure across different flight con-
ditions provides an important and comparable characteristic estimate for closed-loop robustness
towards process variations.

The optimization problem (5.79) is solved with Mathworks’ ® genetic algorithm from the Global
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Optimization Toolbox® [124].

Figure 5.20illustrates the reference signal a, , (red) and the considered acceleration in longitudinal
direction a, (blue) in descending order of the cost function ®. Besides, the three evaluation time
frames are depicted as hatched areas.
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Figure 5.20: Different values of the cost function ® and the corresponding signals of the control
variable a, with respect to the reference trajectory (red) for different gain configura-
tions. The operating point is M = 2.5, h = 6km.

The trajectories of a, (t) are extracted from different iterations of the optimization algorithm. With
increased number of iterations (increased color intensity) the cost function ® descends until the
optimization algorithms converges and a minimum is reached under the sensitivity and fin deflection
constraints (see (5.79)). The trajectory of the resulting in the minimum cost function @ is colored in
green. From fig.[5.20lit can be concluded that the stabilizing region is less sensitive to gain variations
(5.80) compared to the closed-loop tracking and settling region.

The corresponding sensitivity functions of each iteration are depicted in fig. 521 with different line
styles (dashed and solid) to mark the compliance status (rejected and compliant) with the optimiza-
tion constraint (see (5.3)).
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Figure 5.21: Evaluation of the sensitivity function S (jw) of different iterations of the optimization
algorithm including the compliance status (rejected and compliant) and corresponding
cost function value ® (M = 2.5, h = 6km).

Applying the optimization problem (5.79) to a feasible set of equidistant flight envelope points results
in the gain parametrization for lateral and longitudinal channel (k = [k:a, P ka1 ke, p]) plotted

in fig. [5.22
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Figure 5.22: Pitch channel gain layout over flight envelope for [NDI control law.
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This section is concluded by describing the parametrization of the roll channel. The analysis in
section[3.2.3indicates that the control efficiency of the aerodynamic control £ with respect to the roll
moment is significantly high compared to longitudinal or lateral dynamics. Besides the high control
effectiveness, the large transmission bandwidth and low demands on the control variable ¢, lead
to a less critical selection of the corresponding parameters. The roll autopilot exhibits the identical
structure as the longitudinal and lateral channel. The gain design is conducted solely on basis of the
linearized roll channel dynamics. Due to the high control effectiveness and large bandwidth, a very
conservative interpretation of the performance and robustness requirements is considered.

The resulting roll channel gains are depicted in fig. 5.23
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Figure 5.23: Roll channel gain layout over flight envelope for[NDI| control law.
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5.5.2 Adaptive Augmentation based on[L; AC|-[PWC|

The derivation of the novel autopilot architecture is concluded by describing the design and pa-
rameterization of the adaptive augmentation. The layout of the adaptive augmentation is mainly
driven by and [FR_8 Those two requirements demand an independent implementation of the
adaptive augmentation and a preservation of the closed-loop characteristics, set up via the baseline
autopilot (reference model and baseline controller), in case the design model deviates from the plant.
A modular, robustifying augmentation (FR_8) requires an architecture independent of the baseline
controller. Besides the demand of a modular implementation, the impact of the specified paramet-
ric uncertainties (see section on the plant behavior are also influencing the structure of the
adaptive element. Thus, the first step in designing a suitable augmentation, which coincides with
the aforementioned requirements, comprises of analyzing the sensitivity of the closed-loop baseline
dynamics with respect to the considered uncertainties.

5.5.2.1 Sensitivity Analysis

In order to counteract deviations from the design model via an adaptive augmentation, the source
and impact of the deviations need to be determined and quantified. Due to its relevance considering
the adaption strategy and its architecture, the investigation shall provide an estimate whether the
parametric uncertainties within each layer exhibit significant influence with respect to the overall
control goal.

The baseline autopilot applied to the nominal (undisturbed) plant model constitute the desired
closed-loop characteristics. Therefore, this nominal closed-loop system serves as basis for identi-
fying the impact of the parametric system uncertainties.

Within the sensitivity analysis the variation of a suitable cost function ® (p) with respect to a defined
set of parameters p € R™*! is quantified [127]. A certain combination of the parameters according
to their distribution is called sample.

Due to the large number of considered parameters and samples, global sensitivity analysis is the
method of choice [[127]. This method allows to investigate how parametric changes affect a certain
cost function of the model outputs. In contrast to the derivative-based local sensitivity analysis the
global approach is based using Monte Carlo techniques. In case of global sensitivity analysis a
sample space is created by combining all possible parameter samples. Based on this sample space
the cost function ® (p) is evaluated sample-wise via simulation.

In order to apply global sensitive analysis to the nominal closed-loop system, the cost function

tend
(I)(lz = / (af:nom (T) - af (T))2 dTv (5~83)
t=0

of the squared tracking error e,, = al,,, (t) — aZ (t) is considered. The tracking error €, de-

scribes the difference between the nominal closed-loop response af, nom (1) and the response al” (t)
of the closed-loop system, which is subject to the respective parametric uncertainty. A step input
a, . with amplitude a 4, serves as a stimulus to the baseline autopilot. The amplitude a g, is
selected in accordance with the trimmable acceleration of the considered flight envelope point (see

section[3.1.2.2)).

Since the plant model of the[FGS-X-03|depends on a multitude of independent uncertain parameters,
a suitable selection of the sample space is required to avoid extensive cost function evaluations. In
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order to assess the effect of parametric uncertainties based on closed-loop performance metrics with
feasible computational effort, the uncertainties are subdivided in two groups:

« aerodynamic uncertainties: the multiplicative factors
Po=[AC.y AC., ACpno ACn,]

are sampled using an equidistant grid with [p; — 2 - 0y, p; + 2 - 03] (see table [Z1) as the re-
spective lower and upper bounds.

« mass and air flow related parameters: the independent parametric uncertainties
Pm = [Am AIyC; A« A(j]

of mass, moment of inertia, [AoA| and dynamic pressure are combined in a separate sample
space (see table[22land table[Z.5). An equidistant grid with [p; — 0, p; + 0;] as the upper and
lower bounds was selected.

All parameters in both sampling spaces are subject to an equidistant distribution with gird dimension
. . np 4
ng = 5. Thus, each sampling space comprises of ny” = 5 = 625 samples.

Figure depicts the scatter plots of the aerodynamic uncertainty factors (abscissa) against the
cost function ®,,. Those plots indicate (as expected) that variations ACy, ,, in the missile’s control
effectiveness C,, , have the most significant impact on the cost function ®,, and therefore on the
closed-loop characteristics. Uncertainties in the aerodynamic force AC o and moment coefficient
AC), 0 have a similar impact on the regarded metric ®,_. The consideration of AC, ,, suggests that
uncertainties in the aerodynamic force coefficient C, , have negligible impact on the closed-loop
time response of the longitudinal channel (less sensitivity of ®,, with respect to AC, ;).
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Figure 5.24: Scatter plots of the cost function ®,, with respect to aerodynamic uncertainty factors

AC: o, AC, ,, ACy 0, and ACy, , at M = 3.3 and h = 1km

For a clearer presentation of the respective aerodynamic uncertainty factors and their effect on
the closed-loop response, the correlations and partial correlations of each uncertainty factor are
illustrated in the tornado plot in fig. This plot reinforces the aforementioned categorization of
the uncertainty factors based on fig.
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Figure 5.25: Correlation and partial correlation between aerodynamic uncertainty factors AC, g,
AC; ;, ACy, 0, and AC), ,, and cost function ®,, at M = 3.3 and h = 1km

For the sake of completeness, the acceleration trajectory resulting in max @, is depicted in fig.[5.26)
p
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Figure 5.26: Normalized responses of ainom (t) and af’ (t), which result in max ®,_

p

Considering the sensitivity analysis of the second uncertainty sampling space (p,,), the scatter plots
in fig. 5.27] suggests that the closed-loop response is mainly affected by variations in[AoAl . Com-
pared to A, the uncertainty Ag exhibits a diminished impact on ®,_ but still of higher significance
compared to mass Am and moment of inertia AIZ%.
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Figure 5.27: Scatter plots of the cost function ®,_ with respect to aerodynamic uncertainties Am,
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The ranking of the uncertainties with respect to their impact on ®,, becomes more evident by
plotting the correlation and partial correlations between the variation in the respective uncertainty
and the cost function ®,_ (see fig. 5.23).
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Figure 5.28: Correlation and partial correlation between aerodynamic uncertainty factors Am,

AIG Aa,and AGat M = 3.3 and h = 1km
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In order to associate the results from above with the characteristics of the underlying time responses,
the trajectory leading to max @, is depicted in fig.
P
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Figure 5.29: Normalized responses of af,,,,, (t) and aZ (t), which result in max D,

It can be concluded from the sensitivity analysis above, that the considered parametric and estima-
tion uncertainties stemming from both dynamic layers exhibit a significant impact on the closed-
loop baseline dynamics.

Remark: Commonly, the main effect of changes in weight and balance in missile application is due
to the combustion within boost and midcourse phase. This continuous mass flow (changes) leads
to a significant change in the missile dynamics (see chapter[2). The missile is considered within the
endgame scenario, which is characterized by depleted propellant. Thus, uncertainty in weight and
balance parameters are constant over the entire missile flight.

Due to the fact that longitudinal and lateral control channels exhibit the same characteristics and
dependencies, the obtained results apply also for the control variable a, and its dependency on the
equivalent uncertain parameters and entities.

5.5.2.2 Cascaded Structure of[) AC|-[PWC|for Adaptation of the Plant Dynamics

In order to address the effect of uncertainties in both layers a cascaded structure is designed based on
[£1 AC|-[PWCltheory. An augmentation which exhibits independence in design and parametrization
of the baseline autopilot is obtained by using a nonlinear state predictor mimicking the missile
inner and outer dynamics. With the nonlinear state predictor emulating the plant dynamics and
the reduced set of tuning parameters two open problems of classical adaptive flight control are
circumvented [57].

The derivation of the adaptive -[PWC augmentation is subdivided in the estimation loops of
the two dynamical layers, the adaptive control law, and the parametrization of the relevant param-
eters.
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Outer Layer State Predictor
At first the algorithm for estimating the outer layer uncertainties, which are summarized in A, are

introduced. On the basis of (5.23), the dynamics of the outer layer is slightly modified for the usage
within the state predictor:

yP = Ay : (wbs + wad) + (By,lin : yP + By,nonl) +Ay (5~84a)

by
yr =y” (5.84b)

The nonlinear part By in (5.84) is subdivided in a portion me -y? which is affine with respect to the
output variables y* and the term By,nonl describing the remaining nonlinearities. This distribution
is conducted by separating the relevant longitudinal and lateral accelerations of the abbreviations
(E19), (5.20), and (5.25). For the purpose of clarity the body rate w = wps + wyq is separated in a
portion originating from the baseline wys and one from the adaptive augmentation, w,q. The usage
of the time integral of y within the baseline autopilot (see section [5.5.1) constitutes a dynamic

extension of the plant dynamics. Thus, (5.23) is extended by the integral part of the output variables
as well.

In order to mimic the nonlinear plant dynamics described by (5.84) the state predictor of the outer
layer exhibits the following structure:

~
~

’g = Ay ' (wbs + wad) + By,lin ' yP + by,nonl + A'y + Ky,SP : éy + Ky,I,SP : éy,] (5-853)
_ P+ A, (5.85b)

The estimated versions of y* and y¥ 7 calculated via the state predlctor( ) are labeled as §* and 9% T
respectively. Due to the separation of by in two parts (5.84), the state y” appears in an affine form on
the left-hand side of the state predictor dynamics (5.85). This leads to a better approximation of the
plant dynamlcs by the state predictor and therefore to a more accurate estimate of the uncertainties
A and Ay 1. Introducing the estimate Ay, 1 is only motivated by simplification of the following
update laws and has no physical origin (compare (5.84) with (5.83). Therefore, it has no influence
on the final control law. By using proportional feedback of the prediction error

éy=9" —y" (5.86a)

éyr =91 —Yr = / (9" —y")dt (5.86b)
in (5.83), two additional degrees of freedom (via Ky sp and K, ; gp) are introduced per control
variable. The prediction error é, (5.86a) and its integral version (5.86D) are described by the differ-

ence between the plant’s output y*” and the estimated response §". Based on (5.84) and (5.83) the
dynamics of the prediction error (5.86) becomes

[ éy] _ |:Ky,SP + by 1in Ky,I,SP] , [ éy] n [Ayf Ay] , (5.87)
€y1 I3x3 033 €y,I Ayr

Based on the time evolution of the prediction error within one sampling period, the sample-based



5 Flight Control System for the[FGS-X-03 Model 153

update law of the estimates within one sampling interval ¢t € [iT}, (i + 1)Ts] is given as

~

[éy (ZTs) } _ [H3><3 03><3} $-1 (T,) cAyspTs [f?y (ZTS) ]
Ay,r (iT5) 03x3 I3x3] ~¥ éy.1 (iTs)

(5.88)

=Ry, PWC

-1 Ay.spTs
Dy (To) = Ay gp - (0577 —Tss)
The theoretical considerations behind the update law (5.88) can be found in section4.3.1.2}

Inner Layer State Predictor

The estimation law of the inner layer uncertainties A, is derived in analogy to the previous section.
By considering the design model of the inner layer dynamics (5.26), the corresponding state predictor
dynamics results as

‘i’ = Aw : (CM,u,bs + CM,u,ad) + Bw + Aw + Kw,SP €y (5~89)

Remark: In case the effect of aerodynamic pitch damping would exhibit a more significant impact
on the inner layer dynamics (see fig.[5.8), a separation of b, in b, j;,, - w and by, y,on; - in analogy to
(5.85) - could be taken into account.

The time derivative of the prediction error
b =0 —w (5.90)

leads to .
€, = Kw,gp e+ AL — Ay (5.91)

Based on (5.91), the update law of the inner layer - in accordance to sectiond.3.1.2] - is given by

A, (iT,) = =, (T,) eXKewsPTs g, (iT))

/

~~

=K, pwc (5.92)
o, (Ts) = K;lsp ) (eKw’SPTS - H3><3) .

Control Law of Adaptive Augmentation

Both uncertainty estimates A, (5.88) and Ay (5.92) are incorporated within a cascaded version of
[£1 AC|-[PWClcontrol law. The intermediate control law for compensating the outer layer uncertain-
ties A, is obtained in accordance to the[£; AC]-[PWClstandard approach presented in section@.3.1.2

Wead = Cy (8) - <—A;1 : Ay> (5.93)

Since the outer dynamics state predictor (5.83) is designed to account for the effectiveness Ay of the
body rate w, the control law in (5.93) includes the inverse of Ay. Thus, the outer layer uncertainty
estimate is mapped to the adaptive portion of the intermediate control variable w,. 4. This follows
the same pattern as in the pseudo-control law of the baseline autopilot design (see section [5.5.7).
The low-pass filter Cy, (s) within the adaptive law is a linear. A detailed description including the
parametrization is presented in the subsequent paragraph.
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The final adaptive pseudo-control law
CM,u,ad = A;1 (_Cw (5) : Aw + Kw,SP *Wead + ‘-bc,ad) (5-94)

consists of three parts: the first term (—C,, (s) - Ay) in compensates the inner layer uncer-
tainty A,. The proportional (K, sp - W q4) and feedforward part (w. 4q) propagate the intermedi-
ate outer layer control law (5.93), and therefore the uncertainty estimate Ay, to the control variable
C M u,ad- The feedforward portion w. 4q is a product of the linear filtering process in (5.93).

In contrast to standard adaptive schemes [52,128? ], the designed architecture of the adaptive aug-
mentation does not require any feedforward terms provided by the Since those feedforward
signals determine the closed-loop bandwidth, no performance limitation is introduced through the
low-pass filtering of the adaptive signals. Thus, the closed-loop bandwidth setup via the baseline
autopilot is fully preserved.

Remark: The additional terms in resulting from the intermediate control w, 4q could also
be added to the baseline autopilot’s control signal. In this case w, qq and w, 4 are added to the
reference signals output w, and w,. This would lead to an equivalent mathematical closed-loop
characteristics.

Parameters of Adaptive Augmentation

The design parameters influencing the cascaded[; AC]-[PWC]control law, presented in section[5.5.2.2]
are depicted in table

Parameter Description

Ky sp, Ky sp, Ko, sp State predictor feedback gains to setup desired dynamical
properties of state predictor dynamics.
T Sampling time of the flight control computer.
C. (s), Cy(s) Transfer functions of inner and outer loop low-pass filters.

Table 5.1: Degrees of freedom of the -[PWC control law.

The parameters Ky sp, Ky 1, 5p, and K, sp determine the prediction error dynamics of the respec-
tive dynamic layer (see (5.85) and (5.89)) and have major impact on the gain K; py ¢ of the update
laws (5.88) and (5.92). From the error dynamics (5.87) and (5.91)), it becomes obvious that high feed-
back (K, sp and K, sp) lead to a fast decay in the considered prediction errors and therefore less
error information is passed to the corresponding uncertainty estimates. Conversely, small gains of
the state predictor feedback (K sp, K, sp) result in a small gain of the respective update law
K; pwc (see (5.88) and (5.92)) and therefore reduced amplification of the considered prediction er-
ror é;. In order to obtain a well-balanced performance of the estimation loops, the feedback gains
need to be selected by taking the plant’s dynamics - of the respective inner and outer layer - into
account. Since the tracking problem of the baseline controller also considers a stabilizing problem,
the entries Ky sp + by jin, Ky 1,5p, and K, gp of the dynamic matrix in (5.87) and (5.91) are se-
lected in accordance to (5.48) and (5.49). Thus, the closed-loop prediction error dynamics is in line
with the missile dynamical properties.

The sampling time is selected to be 75 = 0.001s. This value coincides with common missile avionic
hardware.
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Remark: The effect of the sampling time parametrizationis further investigated within the subse-
quent chapter[6

Based on the bandwidth investigations of the missile system in sections and[3.2.3.2] the struc-
ture and parametrization of the low-pass filters used in (5.93) and are depicted in

agp
C,. = 5.95
i (5) a383 + azs? +ai1s + ag (5.95a)
W
C.. (s) = (5.95b)

2
5% + 2Gu, w00, 8 + W0 w;

and table respectively.

Filter = Parameters

Cy, (s) ap =150, a; =53, ap = 8.86, az = 0.012 (cut-off frequency: w, ,, = 5.9%)
Cp(s) wop= 5Om G =V2

Cy(s) woq= 35”5“1’ G =V2

Table 5.2: Parametrization of low-pass filters used in -[PWC control law.

Figure 5301 depicts the magnitude of the different filters over frequency.
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Figure 5.30: Low-pass filter of the cascaded [£; AC|- PWC]implementation.

5.5.3 Bending Mode Filters

A band-stop filter is required in order to account for the frequency range of the first bending mode.
Due to lack of data, the modes of the missile body are not considered within the modeling chapter
(see chapter ). Even though the autopilot must attenuate the signal commanded to the missile’s
aerodynamic controls within the frequency range specified in[NFR_1] For this reason, the following
filter structure

s2 + agp

Fyang (s) = o Brp——

(5.96)
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with the parametrization ag = 3.19 - 10° and a; = 113.1 is integrated in the [FCI (see fig. [5.4) to
attenuate frequencies in the range between wy jo,, = 80H 2 to wg pign, = 100H 2. The magnitude of

the bending mode filters is depicted in fig. 5.37).
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Figure 5.31: Band-stop filter to avoid critical frequency range of first missile bending mode within
the control signal commanded to actuators.



CHAPTER 6

Analysis and Evaluation of the Flight Control System (FCS)

It is a capital mistake to theorize before one
has data. Insensibly one begins to twist facts
to suit theories instead of theories to suit facts.

Sherlock Holmes, the fictional creation of
Arthur Conan Doyle

Within this chapter the designed in chapter [3 is evaluated based on the underlying require-
ments (see section [5.1), Monte Carlo (MC) simulations, and a realistic missile scenario. Since each
element of the autopilot (Reference Model, Baseline, and Adaptive Control Law) comprises of novel
algorithmic structures and architectures, the analysis and evaluation is conducted element-wise via
a gradually approach. Thus, the two baseline control law are analyzed in section[6.T]and compared
to a classical linear implementation of the autopilot. In section[6.2] the robustification effect of the
adaptive augmentation is compared to the baseline control design.

Besides the evaluation and comparison of the autopilot elements based on quantifiable metrics, the
novel approaches are also investigated concerning the implementation complexity and the compu-
tational demand.

Since the non-functional requirements (NFRk) regarding the roll-channel (see section[5.1.2)) are less
demanding compared to the physical capabilities (fast dynamics in combination with high control
effectiveness), the analysis and evaluation is only focused on the longitudinal and lateral acceleration
channel.

Remark: Since the missile is a highly nonlinear system, linear metrics remain only valid within the
vicinity of the considered trim condition.

6.1 Evaluation and Comparison of Baseline Autopilot

In section [5.5.7] two different control laws are implemented for the baseline autopilot: a modified
Nonlinear Dynamic Inversion (NDI) approach and a standard Command Filtered Backstepping (CFB)
implementation. Apart from these two control approaches, the nonlinear reference model represents
the key element within the autopilot regarding the demanding performance requirements. This
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nonlinear reference model was designed with the motivation to realize a better exploitation of the
missile’s physical capabilities compared to linear reference models or autopilots [36, 37, 38, 40, 43].
Thus, for the purpose of performance evaluation the following linear reference system is considered:

w2

cl
L 6.1)
Qj,crQi,m 52 + 2Cclwcl - S+ wgl (

This linear dynamics in (6.1) approximates the closed-loop characteristics of the missile controlled
via a linear autopilot approach. In order to mimic the closed-loop characteristics for the herein
considered missile, the parameters w.; and (. of the linear transfer function (6.I) are calculated
based on the settling time T; (NFR_6) and overshoot requirement ; o, (NFRZ4), respectively. Since

those requirements vary with the operating point, the frequency w.; and damping (.; are functions
of Mach M and altitude h:

—1In (G,00 (M, h))
V7 0% (G0 (M. 1))

—1In <Cst 1- Ccl (M’ h)2>
Cet (M, h) - T (M, h)

Cet (M, h) = (6.2a)

Wel (M,h) = —

(6.2b)

cst describes the constant fraction of the settling time range with respect to the step input amplitude
a; .. Thus, the acceleration output stays within a; ,, < c¢s - a;c forall t > Tiy.

Besides performance investigations, the two nonlinear baseline control laws are also analyzed with
respect to robustness characteristics.

The design and parametrization strategy of the missile autopilot (see chapter () exhibits a generic
characteristics where the parameters are calculated in an automated way based on the performance
and robustness given in section[5.1.2] In order to demonstrate the generic layout approach, the
selected points at which the autopilot is evaluated are spread over a large area of the flight envelope
(fig.[63). The subset of the flight envelope is selected with the purpose to cover a wide spectrum of
agility and to demand the maximum acceleration capabilities (50¢) in the herein regarded test cases.

12 ‘ ‘

10 -

h in [km]

3.5 4 4.5

M in|]

Figure 6.1: Flight envelope points selected for evaluation (red dots) within nominal flight envelope
for different load factor levels.
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Performance and robustness of control algorithm depend strongly on their parametrization. It might
always be possible to find a parametrization which outperforms a given controller setup. Thus, the
evaluation and analysis of the closed-loop baseline missile system has two main objectives:

« automated parametrization and consistency with requirements: evaluating both approaches
and the automated parametrization (see section [5.5.1.3) with respect to fulfilling the require-
ments (section[5.1) across the entire flight envelope (section5.5.1.3).

« architectural differences: investigation of certain trends stemming from architectural differ-
ences between both approaches.

6.1.1 Performance Evaluation

Due to the nonlinear characteristics of the missile dynamics, all performance criteria (and require-
ments), except bandwidth, are evaluated based on nonlinear simulations. For this purpose the mis-
sile system controlled via the baseline autopilot is stimulated with a simultaneous step input for
both acceleration channels (lateral a, . and longitudinal a, .) over the time horizon of t;,, = 4s.

The amplitude of the overall commanded acceleration a. = /a2 . + aZ . is within the limits of the

maximum trimmable acceleration (see fig. [6.7)).

Figure [6.2] displays the normalized responses of both acceleration control channels with respect to
the aforementioned step input command for the[NDI}, [CFBl-based, and the linear reference autopilot.



6 Analysis and Evaluation of the[FCY 160

M = 2,h =1000m M = 2.7,h = 1000m M = 3,h = 6000m
1.5 1.5 1.5
»
3 N AN A 2N
RN — 1 hear — 1 }7., S
i e li g I
i/ 2 li = i
_i’-' ————— Az, NDI /az.amp § 05 g,‘ § 0.5 ||’!
I" """ * Qym,NDI /ay‘um[) i ] i 1
b — == Qe CFB/Czamp S 0 S 0 Co—
¥ """"" Gy CFB/ Az amp e - g
————— imin [ Wi amp )
-0.5 -0.5 -0.5
0 1 2 3 4 0 1 2 3 4 0 1 2 3 4
tin [s] tin [s] tin [s]
15 M =3, h =9000m 15 M = 3.3, h = 1000m 5 M = 3.3, h = 6000m
0 Rl Rl
i
AL e Sl e
i / = 1 ! =] ,’
i = i R i
h F 05 ] 205 f
li ki 3 b
i < i < :
__.7.__£, 3 0 _4_i 3 0 | prammmg
‘ i
-0.5 -0.5 -0.5
0 1 2 3 4 0 1 2 3 4 0 1 2 3 4
tin [s] tin [s] tin [s]
M = 3.7, h = 9000m M = 4, h = 6000m M = 4, h = 9000m
1.5 1.5 1.5
= 1 ;’\{Mmew — 1 Pwmmmmmu_mm_ — 1 .b'e% "
= 1 = ! = i
£ 05 I £ 05 I/ £05 i
I : ' L /
= = < i
S 0 [ S 0 o= S 0 :_;;-——,"
-0.5 -0.5 -0.5
0 1 2 3 4 0 1 2 3 4 0 1 2 3 4
tin [s] t in [s] tin [s]

Figure 6.2: Normalized step responses of both acceleration channels across entire flight envelope
for NDI| [CFB| and the linear reference autopilot.

For reasons of clarity, the respective fin deflections and the corresponding rates are given in figs.
and[6.4] respectively. Due to better readability, the sums Z§=1 |ti] < Omaz of the fin deflections and
deflection rates Z?:l |t1;| < Omaz) are depicted.
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Figure 6.3: Sum of commanded wu,. and realized u equivalent fin deflections of the corresponding
step responses (see fig.[6.2) for NDI and [CFB| baseline implementation.
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Figure 6.4: Sum of resulting % fin deflection rates of the corresponding step responses (see fig. [6.2)

forNDI and

While the sum of the fin rate deflections (see fig.[6.3) stays below the maximum deflection limit, the
control signal of both nonlinear autopilot design lead to utilization of the maximum rate limits (see

fig.[6.4). Thus, the autopilot exploits the full actuator capabilities at each flight envelope point.

In fig. [6.5 the magnitude of the linearized closed-loop transfer function ‘Gaz’c,az’ o jw)‘ of the
longitudinal control channel is depicted for the three considered baseline autopilots. The transfer
functions are calculated based on horizontal flight conditions by considering the command a, . as
input and the Inertial Measurement Unit (IMU) measurement a 7/ as output. Due to the missile’s
symmetry the same results hold for the linearized transfer function !Gay’c,ay’ o jw)! of the lateral
channel.
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Figure 6.5: Magnitude of linearized closed-loop transfer function G, ..a. ;. () at the selected
flight envelope points for [NDI| [CFB| and the linear reference autopilot.

The nonlinear closed-loop response of the acceleration outputs are analyzed based on the following
metrics:

+ overshoot: the arithmetic mean of the overshoots ; ., of both channels.

1 a t a t
Sop = — - L() + M .t <tem (6.3)
2 az,c,amp ,Coo ay7cvamp Eoo
« rise time: arithmetic mean
1
Trt = 5 : (Tz,rt + Ty,rt) (6'4)

of the smallest time values 7} ,; at which the measurement is equal or above 80% of the
commanded amplitude a; ¢ gmp:

T rt = min ¢
' i (6.5)
subject to  a;m (t) > 0.8 - a; ¢ amp
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« settling time: arithmetic mean

Tst = ' (Tz,st + T, ,st) (6~6)

DN | =

of the smallest time values 7} ,; at which the measurement a; ,,, stays within the limits 0.9 -
Qg c,amp < Qim <11 Qi c,amp*

Tt = mint
: ’ ¢ (6.7)
subjectto t € {tqg | ta€RT, 0.9 aicamp < aim (ta) < 1.1 aicamp}
« bandwidth: crossover frequency of the longitudinal control channel:
w = minw
o (6.8)

w
subjectto w € {wy | wg€RY, |Ga..a.ae(fwa)| < 3dB}

The performance evaluation based on the nonlinear simulation results (see fig.[6.2) and the closed-
loop transfer functions (see fig.[6.5) with respect to the aforementioned metrics are summarized in
the following bar charts, fig.[6.6] The statistics calculated based on the time and frequency metrics
(©3) to (6.8) are given in fig. and fig. [6.6D] respectively. The ordinate and abscissa in each
histogram contains the value of the particular metric and the corresponding flight envelope point,
respectively.
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closed-loop transfer function.

Figure 6.6: Statistics of the performance analysis based on nonlinear simulation and linearized

From fig.[6.6]it can be concluded that the modular and generic layout approach presented in chap-
ter B led to a closed-loop behavior of both baseline autopilots which is in line with the [NFRk (see
section[5.1.2). Due to the calculation of the frequency and damping parameters in (6.2b), the linear
closed-loop reference system matches with the overshoot and settling time boundary as described in
(6.2). Considering the two nonlinear autopilots (labeled with [NDI and [CFB), only the overshoot cri-
teria is violated at a small number of flight envelope points. Both nonlinear baseline autopilots (NDI
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and[CFB) exhibit significantly faster closed-loop responses in each criteria over the entire flight en-
velope compared to the linear closed-loop reference system. This is concluded by smaller rise times
T+, smaller settling times T, and a broader closed-loop bandwidth, which is indicated by the larger
crossover frequency w,, (see fig.[6.6D). By comparing the overshoot metric (see fig. [6.6a), it becomes
obvious that the superior performance of the nonlinear autopilots (NDI and [CFB) is to the detriment
of higher overshoot tendency.

Considering only the two nonlinear approaches, the[NDIbaseline control law lead to less overshoot
and reduced settling times while exhibiting similar rise time characteristics compared to the
architecture.

All in all, both nonlinear autopilots exhibit superior performance behavior compared to the linear
closed-loop reference characteristics. At (almost) all considered flight envelope points the challeng-
ing performance requirements (see section [5.1.2) are fulfilled. The minor differences in overshoot
and bandwidth characteristics can be balanced by including the filter parameters of within the
parameter optimization process (avoided here due to uniform interface of optimization algorithm).

6.1.2 Robustness Evaluation

Since both baseline autopilots are designed and parametrized to fulfill the robustness requirements
under nominal conditions, the concepts of sensitivity, phase, and gain margin is applied to the
closed-loop baseline autopilot.

Figure[6.7]depicts the evaluated sensitivity function (5.82) in steady state flight condition across the
selected flight envelope points including the upper limit of the sensitivity magnitude |.S,, maz (Jw)|-
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Figure 6.7: Magnitudes of the sensitivity function S,, (jw) at the selected flight envelope points
for [NDI and [CFBl baseline autopilots.

According to fig.[6.7] the parametrization (see section[5.5.1.3) of both approaches is perfectly in line
with the required disturbance attenuation. The gain curve characteristics of |\S,, ypr(jw)| exhibits
less magnitude compared to |S,, crp(jw)| for frequencies below f < 10%. The remaining curve
progression is almost identical. This fact leads to the conclusion that the baseline controller
exhibits a superior disturbance attenuation.

Besides the principle of sensitivity, phase PM and gain margin GM constitute another metric to
quantify the robustness of a controlled system. Gain and phase margin provide information about
how much phase lag and additional gain a linear system can tolerate. The reader is referred to
[85] for detailed information. For a complete assessment of robust stability using phase and gain
margin, the input (actuator) and output (sensor) of the plant has to be considered as a source of
possible uncertainty and delay. Therefore, phase and gain margin are calculated on two separate
loop openings: between control output and actuator (actuator cut) and at the plant’s output (sensor
cut) constituting the control variable used for feedback. A schematic of those two openings is shown
in fig. The linear transfer functions characterizing the open-loop system at actuator and sensor
opening are denoted as G, 5 (s) and G, . o (), respectively.
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Figure 6.8: Linear basic[SISOlfeedback loop with actuator (red) and sensor (green) loop openings.

The statistics of the phase and gain margin for sensor and actuator loop opening are illustrated in
fig.[6.91and fig.[6.10] respectively.
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Figure 6.9: Statistics of phase and gain margin (actuator cut) of the longitudinal channel at the
selected flight envelope points for the NDIFbased and [CEBFbased autopilot.
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Figure 6.10: Statistics of phase and gain margin (sensor cut) of the longitudinal channel at the se-
lected flight envelope points for the NDI}based and [CFBlbased autopilot.

With exception of small number of outliers, which could be traced back to numerical issues in lin-
earizing the nonlinear system, both baseline autopilots fulfill the respective robustness requirement
(NFRZ8) across the entire flight envelope. The remarkable large gain margin in comparison to the
narrow phase margin, for both control designs at both openings, lead to the conclusion that each
closed-loop system is less sensitive to uncertainties occurring at input and output as to delays of sen-
sor and actuator signals. The trend of a more robust closed-loop characteristics of the approach
compared to is confirmed by considering the phase and gain margins in figs.[6.9and [6.10l

Besides the aforementioned gain margin (see figs.[6.9and[6.10), the time delay margin obtained from
the linear model constitutes a common measure of the closed-loop sensitivity with respect to delays
in the system input path. This important robust stability measure quantifies the maximum allowable
time delay between autopilot and actuator a closed-loop system can tolerate. The evaluation of the
time delay margin across the selected flight envelope points is depicted in fig.
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Figure 6.11: Statistics of time delay margin (sensor cut) of the longitudinal channel at the selected

flight envelope points for NDI and

From fig. it can be deduced that the [CEFBFbased autopilot provides a higher tolerance of delays
within the control signal compared to the NDI version.

This section is concluded by investigating the impact of the virtual [MUllocation =1, p, denoting
the distance between the and the virtual point P (see section [5.3.1), with respect to the ro-
bustness metrics. Based on the extensive analysis of the missile’s minimum phase characteristics in
section[5.3.1] this parameter is selected as constant (x7y77,p = 1.3m) over the entire flight envelope.
In order to investigate how variations in the location of P influences the robustness properties of the
closed-loop system, the aforementioned metrics (sensitivity analysis, gain, and phase margins) are
calculated for a distance ranging between the nominal value 7y, p = 1.3m and z i, p = 2.6m.
Since the qualitative characteristics of the effect is independent of the considered baseline autopilot,
the evaluations are based on the [NDI approach. The magnitude |S,_ npr(jw)| of the sensitivity
function S, npr(jw) and the phase PM and gain margins GM at the missile’s input and output
for different distances x sy, p are depicted in fig. and fig. respectively.
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Increasing the distance between the [MU and P lead to a reduction of the sensitivity crossover
frequency and an increase of the maximum magnitude (see fig. [6.12).

= 50 - - Sensor Cut

ﬁ 40 |:| Actuator Cut

g — Requirement

= 30

80

= 20 -

=

210

=

~ | | | | | |
1.3 1.56 1.82 2.08 2.34 2.6

TIMU,P in [m]

w
[e=)
|

[\
(e}
T

—_
o
I

Gain Margin in [dB|

DB EN mE
1.3 1.56 1.82 2.08 2.34 2.6
.’IZ‘[MU)p in [m]

o

Figure 6.13: Statistic of phase and gain margin for different virtual locations z 7y, p of the
longitudinal channel at the flight envelope point M = 3, h = 6km for the [NDI au-
topilot.

From fig.[6.13]it becomes obvious that with increased distance x5/, p phase and gain margin at the
sensor and actuator location decreases.

It can therefore be concluded from fig. [6.12 and fig. [6.13] that an increase in z7py,p lead to less
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robustness of the closed-loop system.

6.1.3 Summary of Baseline Autopilot Evaluation and Analysis

Within this section a detailed performance (section[6.1.1) and robustness analysis (section[6.1.2) are
conducted for the two baseline approaches including the novel structure of the nonlinear reference
model. Since the parameter optimization for both autopilot versions is based on identical metrics,
a comparison regarding general characteristics and trends between the and approach is
feasible.

The results show that the undertaken design decision lead to closed-loop systems which are in line
with the robustness requirement and outperform the stringent performance requirements.

In order to demonstrate the benefit of the nonlinear control strategies within the baseline autopilots
in terms of performance a linear closed-loop system is considered as reference. The purpose of this
reference system is to represent the closed-loop missile system characteristics of a conventional lin-
ear autopilot design. Thus, the layout of the linear transfer function is aligned to the settling time
and overshoot performance requirements. The results in section[6.1.9] show that the nonlinear struc-
ture of the baseline autopilots (NDI and [CFB) exhibits less overshoot, shorter rise, and settling times
compared to the behavioral model of the linear autopilot. In terms of performance, the au-
topilot displays less overshoot and slightly improved settling times across the entire flight envelope
compared to the version. Since both approaches incorporate the identical nonlinear reference
model (see section [1.4), the rise time statistics reveal no significant differences. Considering the
bandwidth of both autopilots (see fig. [6.6D), the controlled missile exhibits increased closed-
loop bandwidth compared to the autopilot. The increased bandwidth of the autopilot is to
the detriment of larger overshoots (see fig. [6.6a). From those results, it can be assumed that under
equal overshoot characteristicsINDI would exhibit a larger closed-loop bandwidth compared to[CFB]

In terms of sensitivity, the [NDI autopilot leads to reduced magnitudes (see fig.[6.7) in low frequency
ranges (f < 10rad/s) by featuring similar crossover frequency and maximum sensitivity compared
to the [CFBl version. Considering the robust stability metrics, it becomes obvious that the con-
trol law provides increased robustness with respect to input amplification (see fig. [6.9) but reduced
tolerance towards time delay (see fig. [6.17).

At last the influence of the parameter x;) p rendering the missile minimum phase (see sec-
tion[5.3.7) is presented for the sensitivity, phase, and gain margin at one representative flight enve-
lope point. From fig. and fig. it becomes obvious that x 7/, p has considerable impact on
the closed-loop system regarding robust performance (sensitivity, see fig.[6.12)) and stability (phase
and gain margin, see fig.[6.13). This underlines the importance of an elaborate analysis phase (see
section[5.3.7) in the selection of this parameter.

6.2 Analysis and Evaluation of the Adaptive Augmentation

By developing the missile autopilot architecture the purpose of the adaptive augmentation consists
in the preservation of the nominal closed-loop response which is set up via the baseline autopilot.
Therefore, the analysis and evaluation of the adaptive element is predominantly orientated toward
robustness investigations. The assessment of the augmentation is separated in two parts: first, an
analysis based on linear metrics which also investigates the influence of the parametrization with
respect to robust performance and stability (section [6.2.1); and second, nonlinear simulations (sec-
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tion [6.2.2) are conducted under consideration of measurement noise and extensive analysis at
different flight envelope points.

6.2.1 Linear Robustness Analysis and Evaluation of Adaptive Augmentation

One of the advantages of the applied £;-Piecewise-Constant (PWC) augmentation is its linear char-
acteristics in contrast to conventional adaptive control laws presented in [35, 52]. Therefore, the
entire spectrum of linear metrics can be applied to analyze stability and robustness. For the linear
analysis the metrics belonging to the Gang of Four are utilized [[71,/129]. The Gang of Four captures
the main properties concerning disturbance rejection based on the linear feedback loop (see
fig. 5.19). The sensitivity functions and their interpretation are listed in the following:

« the sensitivity function S,_(s) =
to measurement noise 7,_.

1 .
TFP, (50 (3)° Tesponse of the measurement output a. ,,

Coz (5) y: response of the actuator command

« the noise sensitivity function Sy q_(s) = TP ()0

7). to measurement noise 7, .

Paz (5) : response of the measure-

« the load disturbance sensitivity function Sy, 4, (s) = TP ()00 )

ment output a. ,, to input disturbances noise d_ .

Paz (S)Caz (8)

« the complementary sensitivity function Sc 4 (s) = TP, (500, (3)

command 7). to input disturbances noise d,, .

: response of the actuator

The reader is referred to [[119] for a more detailed explanation and interpretation of those four trans-
fer functions.

6.2.1.1 Comparison of Adaptive and Baseline Autopilot

For the purpose of a qualitative statement based on the Gang of Four, only the two flight envelope
points M = 2, h = lkm and M = 4, h = 9km from fig.[6.Tlare considered in the analysis. The [NDI
baseline autopilot is used throughout all the investigations. Results with the baseline exhibit
similar characteristics.

First, the magnitudes of the Gang of Four sensitivity functions are depicted in fig. [6.14 and fig. [6.15]
for the different missile configurations (slow to agile) introduced in section[3.2]
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Figure 6.15: Gang of Four for [NDI baseline autopilot and its £;{PWC augmented version consid-
ering the three different missile configurations (slow, nominal, and fast) at the flight
envelope point M = 4, h = 9km.

By comparing the two Gang of Four plots in fig. and fig. evaluated at different flight enve-
lope points, the curve characteristics is identical independent of the flight envelope point.

From the magnitudes in fig. and fig. it can be concluded that the adaptive augmentation
leads to a response which is closer to the nominal response compared to the baseline autopilot. This
becomes particularly obvious regarding the noise and complementary sensitivity function. Gen-
erally, the augmented autopilot (blue curves) exhibits better attenuation of input d,, and output
ng, disturbances with respect to the measurement a. ,, output (sensitivity and load disturbance
sensitivity). Those enhanced robustness properties of the measurement are to the detriment of the
closed-loop noise sensitivity, which exhibits minor amplifications compared to the baseline response
(red curves). Considering the attenuation of the input disturbance d,_, with respect to the autopilot’s
output 7). (complementary sensitivity), no clear trend can be identified. In some frequency ranges
the augmented autopilot shows better noise rejection while in other ranges the baseline attenuates
the disturbance d,_ to a larger extent.

Besides the Gang of Four, the phase and gain margins of actuator and sensor cuts conducted for the
nominal missile configuration are depicted in fig.[6.16 and fig.[6.17
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Figure 6.17: Statistics of phase and gain margin (sensor cut) of the longitudinal channel at the se-

lected flight envelope points for the NDItbased and augmented autopilot.

Independent of the considered loop opening (sensor and actuator cuts), the phase margins of the

basel
the b

ine and adaptive controller exhibit minimal differences. In terms of the actuator input gain,
aseline autopilot exhibits larger margins compared to the adaptive version (see fig.[6.16). Nev-

ertheless, the gain margins (actuator cut) of the augmented autopilot fulfill the required minimum
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margin defined in[NFR_8 for all flight envelope points.

The robust stability investigation of the adaptive augmentation is concluded by comparing the time
delay margins at the actuator location of both autopilot versions (see fig. [6.18).
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Figure 6.18: Statistics of time delay margin (sensor cut) of the longitudinal channel at the selected
flight envelope points for the NDIlbased and augmented autopilot.

The maximum tolerable time delay at the actuator input (estimated via the linearized open loop
system) of the £1{PWC|augmented controller is slightly decreased at the majority of the considered
flight envelope points. Nevertheless, the adaptive autopilot exhibits a more uniform time delay
margin across the entire flight envelope. Thus, the time delay requirement[NFR 7] is fulfilled for all
considered operating points.

6.2.1.2 Parameters of £;{PWC|and their Impact on Robustness

As presented in section[5.5.2.2] the £,{PWC|augmentation introduces additional degrees of freedom
(parameters), which influence the robustness properties of the closed-loop (and open-loop) system.
The key parameters of the adaptive augmentation and their impact on robustness properties are
analyzed based on the aforementioned metrics belonging to the Gang of Four.

First, the gains K gp for shaping the predictor dynamics are investigated. For this purpose all
feedback gains Ky sp, Ky 1 s5p, Ko sp in section[5.5.2.2 are varied simultaneously based on the
nominal (labeled with K; 5p) parametrization by

K sp=1sp  Kisp. (6.9)

The multiplier s p ranges between ygp = [0.1,...,1].

Figure[6.19and fig.[6.20illustrate the sensitivity functions obtained by variation of the state predictor
feedback gains for the envelope points M = 2, h = 1km and M = 4, h = 9km, respectively.
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Figure 6.19: Gang of Four of the [NDIl baseline and its £1{PWCl augmented version considering

fractions g p of the nominal feedback gains K; gp at the flight envelope point M = 2,
h = 1km.
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Figure 6.20: Gang of Four of the [NDIl baseline and its £1{PWCl augmented version considering
fractions g p of the nominal feedback gains K; gp at the flight envelope point M = 4,

h = 9km.

Figure and fig. indicate that the state predictor feedback gains have almost no influence
on the sensitivity and noise sensitivity functions. Thus, the impact of the output disturbance n,,
with respect the measurement a, ,, and the controller output 7. can not be altered through the
choice of K; gp. By contrast, the load disturbance and complementary sensitivity depend strongly
on the feedback gains of the prediction errors. From fig. and fig. it can be concluded that
an increase in K; gp lead to a reduced complementary sensitivity which is closely interlinked with
an increased of the load disturbances in designated frequency ranges.

As mentioned in section [5.5.2] the autopilot’s sampling time 7T influences the parametrization of
the adaptive update law (see (5.88)). This dependency with respect to the Gang of Four is depicted
in fig.[6.21] and fig. [6.22

Remark: It should be stressed here that the sampling time is determined by the utilized [FCSl and
usually not arbitrarily selectable in the autopilot tuning process.
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Figure 6.21: Gang of Four of the [NDIl baseline and its £1{PWCl augmented version considering
different sampling times 7T at the flight envelope point M = 2, h = 1km.
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Figure 6.22: Gang of Four of the [NDI baseline and its £1{PWCl augmented version considering
different sampling times 7T at the flight envelope point M = 4, h = 9km.

A larger sampling interval (increase in 7) results in better output disturbance n,_ attenuation re-
garding the measurement output a, ,, (sensitivity function) and an amplification towards the control
output 7. (noise sensitivity function) compared to the non-augmented autopilot. Faster sampling
(smaller T%) leads to a considerable suppressing of input disturbances d,,, with respect to the output
measurement a ,, (load disturbance sensitivity function). On the downside, fast processing times
T increase the frequency range of the complementary sensitivity magnitude. As a consequence,
the control signal 7. becomes more sensitive to input disturbances d,, .

At last, the bandwidth wy 4 of the longitudinal inner loop filter C; (s) (see table[5.2) is varied from
rad rad
wo,qg = [3.5%4¢, ... 35194],
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Figure 6.23: Gang of Four of the [NDIl baseline and its £1{PWCl augmented version considering
different inner loop filter bandwidths wy 4 at the flight envelope point M = 2, h =

1km.
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Figure 6.24: Gang of Four for[NDIIbaseline and its £;{PWClaugmented version considering differ-
ent inner loop filter bandwidths wy 4 at the flight envelope point M = 4, h = 9km.

From the magnitude plots in fig.[6.23|and fig.[6.24] it can be concluded that a variation in wg 4 has no
impact on the sensitivity and noise sensitivity transfer function. This characteristics is in analogy
to the variation of K; gp (see fig.[6.19and fig. [6.20).

6.2.1.3 Summary of Linear Robustness Evaluation and Analysis

The detailed linear analysis of the augmented baseline autopilot conducted within this section re-
vealed some beneficial robustness properties compared to the non-augmented baseline version. In
general, the given architecture exhibits considerable attenuation of input d,, and output distur-
bances n,, towards the sensor output a ,,,. The improved robustness in those transfer functions is
obtained at the cost of less attenuated noise sensitivity (see section[6.2.1.7). In terms of the inves-
tigated robust stability metrics (gain, phase, and time delay margin) the results in figs. to
based on the linearized open loop dynamics show that significant differences occur only in actua-
tor gain and time delay margin. As discussed in [71, 130] the time delay margin is mainly driven
by the selection of filter bandwidth C,, (s), Cy (s) and sampling time T of the algorithm.
With the selected sampling time Ts = 0.001s and corresponding cut-off frequencies of the low-pass
filters (see section5.5.2.2) satisfying and uniform robust stability properties across the entire flight
envelope are achieved.
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Besides the general robustness comparison with respect to the baseline autopilot, the tuning pa-
rameters of the augmentation and their impact on closed-loop robustness are investigated in sec-
tion[6.2.1.2] The degree of freedoms (DOFk) of the augmentation can be categorized in three groups:
the sampling time 7§, the feedback K; sp of the state-predictor dynamics, and the bandwidth of the
low-pass filter.

From the results in section it is notable that only the sampling time 7 has a significant
influence on all four robustness metrics (see figs. and [6.22). Variation of the filter bandwidth
wo,q and the inner/outer loop feedback gains K; gp show that these parameters have no impact on
noise attenuation characteristics (see figs. and[6.24). With those parameters only the
transfer characteristics from input disturbances d,, to the command 7). and the sensor measurement
., can be modified. Thus, the attenuation of measurement noise depends solely on the selected
sampling time 7.

6.2.2 Nonlinear Simulations

The linear metrics in sections[6.1land [6.2] are all evaluated by linearizing the nonlinear system with
the given parametrization at the steady-state flight condition of the considered flight envelope point.
Those linear metrics provide sufficient indications and are perfectly suitable for incorporating ro-
bustness metrics within parameter optimization and assessment of the closed-loop verification pro-
cess. Nevertheless, for a complete performance and robustness analysis of the closed-loop missile
system the conduct of nonlinear simulations are inevitable.

For investigating and analyzing the robustness of the nonlinear closed-loop via[MClsimulations, de-
manding Skid-To-Turn (STT) commands are applied. Both acceleration channels are stimulated with
simultaneous step inputs over a time span of T;,,, = 7s. The commanded signal of roll channel, nor-
malized longitudinal, and normalized lateral acceleration (with respect to the step input amplitude)
are depicted in fig.
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Figure 6.25: Normalized command sequence of roll, lateral, and longitudinal acceleration channel
serving as stimuli for nonlinear simulations.

6.2.2.1 Measurement Noise Analysis

As explained in section[2.5.2] the measurement process of the[[MUlis subject to noise. For the purpose
of investigating the noise sensitivity and to support the linear analysis in section[6.2.1.2] the influence
of measurement noise with respect to the autopilot’s output u, (actuator command) is considered.
In order to evaluate the effect of acceleration and body rate measurement noise independently, two
sets of simulation are performed at the selected flight envelope points (see fig.[6.1). Each simulation
set is conducted with the baseline (NDI) autopilot and the augmented baseline version. To stimulate
the adaptive augmentation, all simulations realized with a defined set of parameter uncertainties.

The time responses of the adaptive and non-adaptive autopilot across the selected flight envelope
points is depicted for the case of acceleration and body rate measurement noise in figs. and[6.27]
respectively.

For better illustrations of the measurement noise influence on the accumulated actuator commands
Z?:l |ui |, only the first step T;p, = [1.4s,2.455] of the command sequence (see fig. [6.25) is de-
picted for acceleration and body measurement noise in figs. and respectively. For
evaluating the Root Mean Square (RMS) of each signal’s noise component the smoothed version
Z?:1 |8 c.smooth | Of the autopilot’s output u; . is calculated [[131].

From the time responses in figs. and[6.27it can be concluded that the peak-to-peak noise level
in case of the adaptive and baseline autopilot is similar.
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Figure 6.26: Actuator responses of the closed-loop baseline autopilot and the augmented version.
Noise is applied to the [MU] acceleration measurements. The plots illustrate the ac-
cumulated actuator response at the selected flight envelope points within T§;,, =

[1.4s,2.45s].
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Figure 6.27: Actuator responses of the closed-loop baseline autopilot and the augmented version.
Noise is applied to the [MU| body rate measurements. The plots illustrate the ac-
cumulated actuator response at the selected flight envelope points within T§;,, =

[1.4s,2.45s].

To evaluate the noise component of the signals, the RMSis calculated based on the summed differ-
ence Z?:l Ui, c — Uj c,smooth | Detween the actuator command u; . and its smoothed version w; ¢ smooth-
The statistics for acceleration and body rate sensor noise are depicted in figs. [6.28] and [6.29] respec-

tively.
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Figure 6.29: Statistics of the RMS of the actuator responses with noise applied on [MU body rate
measurements.

The statistics of reveal no significant difference in terms of noise attenuation between the
augmented and non-augmented autopilot implementation at the considered flight envelope points.
The different[RMS| values across the flight envelope points (figs.[6.28 and [6.29) result from numerical
properties of the smoothing algorithm. Thus, the used to analyze the simulation snapshot is
only a metric for comparing two simulation runs at one particular operating point.

6.2.2.2 Monte Carlo Analysis

[MC simulations are a standard method to evaluate models (here: tracking accuracy) over a large
set of probabilistic distributed model parameters (see section [2.:4) with respect to a designated cost
function. [MC methods are commonly applied within the verification and analysis procedure to
investigate the impact of statistically distributed model parameters on the model output. Since the
number of model runs for one [MC| simulation correlates with the number of examined parameter
combinations,[MC methods can lead to computational extensive simulation campaigns [132].

As discussed in section[2.4] the missile system exhibits a wide spectrum of parametric uncertainties.
The ability of preserving the nominal performance even under severe plant variations (uncertain-
ties) plays a key role within the autopilot design of high agile missile systems and is assigned in
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section[5.5.2] to the £;{PWC] element. This robust performance property of the augmented autopi-
lot is analyzed with respect to the non-augmented baseline controller by evaluating the deviation
from the nominal closed-loop response. For those investigations, the autopilot is selected as
the baseline control law.

Remark: the term nominal closed-loop designates the closed-loop missile system consisting of the
baseline autopilot and the undisturbed (no uncertainties) missile dynamics.

Monte Carlo Simulations

One simulation campaign at a given flight envelope point comprises of n = 1000 runs with
both autopilot configurations (2 - n = 2000 runs per flight envelope point): the baseline and
the £,{PWC augmented version. The sequence depicted in fig. serves as command vector for
the three control channels. The amplitude of the acceleration channels is scaled with respect to the
maximum achievable acceleration.

The uncertainties and disturbances defined in section[2.4lare normally distributed in each simulation
run with respect to the defined limits. In order to guarantee repeatability of single runs out of the[MC|
simulations and establish equal parametrization for both autopilot configurations, a deterministic
stream of random variables is used.

Monte Carlo Evaluation Criteria

For the purpose of analyzing and quantifying robust performance properties of the augmented au-
topilot, both acceleration channels are evaluated considering several performance and tracking met-
rics:

« The truncated £9-norm

H6ai7nomH£2 = / (ai,m (t) — A4, m,nom (t))2 dt (610)

eval

of the deviation ey, nom between the respective acceleration signal a; ,,, (t) and the corre-
sponding time response @; y, nom of the nominal closed-loop evaluated over the time horizon

teval .

« Categorization of the acceleration signal quality a;,, based on three different signal regions
determined by overshoot, settling time, and steady-state error requirements (see section[5.1.2))
of the respective flight envelope point.

« Settling time T;: considered only for signals within signal category 1 and 2.
« Rise time 7};: considered only for signals within signal category 1 and 2.

+ Overshoot/undershoot ¢; ,,: considered only for signals within signal category 1 and 2.

The above mentioned metrics are evaluated for the time interval ¢, = [4, 5.2s], which incorporates
the second commanded step sequence (see fig. [6.25).
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Monte Carlo Evaluation

Since the performed [MC| simulations exhibit similar characteristics for all flight envelope points in
fig.[6.1] the comprehensive evaluation of the[MClsimulations is presented only for the flight envelope
point at M = 2 and h = 1km. An acceleration of a, 4mp = ayamp = 10g (total acceleration

[az,amp ay,amp] T) is commanded to the longitudinal and lateral axes, respectively. This operating
point is representative for the entire missile flight envelope. To analyze the difference between the
two autopilot configurations, the cumulative distribution of each metric is depicted in addition to
its (normalized) probability density.

For evaluating the ability of preserving the nominal closed-loop response, the truncated £5-norm
(see (@10)) is considered for both acceleration channels. In fig. and fig. the probability
distribution and the cumulative version of [|€q; nom| -, are depicted for the baseline (red) and the
adaptive augmented autopilot (blue). Both cumulative probability graphs (fig. [6.30bl and fig. [6.30b)
show in case of the adaptive autopilot higher probabilities that the value of [|€q; nom/| -, is below
a certain threshold. For example, considering the |4, noml| -, of longitudinal channel: 59.7% of
all runs obtained with the baseline autopilot lie below 300 [Z], while 66.1% of the simulations
obtained with the adaptive augmentation lie below the same threshold (see fig. [6.30D). In case of
the lateral acceleration (see fig.[6.31D), 57.1% of the runs obtained with the baseline autopilot and
66.1% of the simulations based on the augmented autopilot lie below 300 [S%] .
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obtained from[MCl analysis executed at the flight envelope point M = 2, h = 1km.
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Figure 6.31: Probability and cumulative probability of the truncated £o-norm of the error a, ., —
@y, m nom obtained from [MC] analysis executed at the flight envelope point M = 2,

h = 1km.

Based on different settling time, overshoot, and defined steady state error levels, the four different
regions (fourth region is outside the others) for categorizing the closed-loop performance are shown

in fig. [6.32]
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Figure 6.32: Signal regions for categorizing step responses at the flight envelope point M = 2,
h = 1km.

In order to show the proportions of the categories with respect to the acceleration trajectories, both,
the commanded acceleration and its nominal closed-loop response are illustrated in fig. The
regions are defined by the time intervals tcyq1 st> teval,on and signal ratios ¢; s, G; ov for settling time
and overshoot (with respect to the acceleration amplitude a; gmp), respectively. These parameters,
which are in line with the performance requirements section[5.1.2] are listed in table

Criteria Cat1 Cat 2 Cat3
teval,st in[s] [4.7,5.2] [5.0,5.2] 5.3

Leval ,0V in [5] [4, 43] [4, 44] [4, 45]
Gist 1N H 0.03 0.08 0.12
Siovin[] 0.25 0.35 0.45

Table 6.1: Parameters defining the regions for categorizing signal quality of longitudinal and lateral
acceleration time responses.

For the purpose of verification of the automated categorization routines and to show the different
signal trajectories fulfilling category 1, the respective responses of the simulations are exem-

plarily depicted in fig.
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Figure 6.33: Responses of[MClanalysis of baseline (NDI) and augmented autopilot at the flight enve-
lope point M = 2, h = 1km fulfilling signal category 1; nominal closed-loop response
(yellow) serves as a reference.
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Categorizing each[MCl simulation run into the categories of fig. lead to the probability distribu-
tions and the cumulative probability graphs of the four categories shown in fig. and fig.
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Figure 6.34: Probability and cumulative probability of the signal region categories of the longi-

tudinal acceleration channel a, ,, obtained from [MC| analysis executed at the flight
envelope point M = 2, h = 1km.
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Figure 6.35: Probability and cumulative probability of the signal region categories of the lateral
acceleration channel a, ,,, obtained from [MCl analysis executed at the flight envelope
point M = 2, h = 1km.

Although those results constitute only a rough categorizations of the[MClsimulations, they reinforce
the trend of the normed error (see fig. and fig. [6.31): the response of the augmented autopilot
lead to a (slightly) better closed-loop response compared to the baseline controlled missile.

The distribution of the settling time T, of the MU runs is depicted in fig. and fig. for the
longitudinal and lateral acceleration channel, respectively.
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Figure 6.36: Probability and cumulative probability of settling time T; of the longitudinal acceler-

ation channel a ,, obtained from [MC analysis executed at the flight envelope point
M =2,h =1km.
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Figure 6.37: Probability and cumulative probability of settling time 7T of the lateral acceleration
channel a, ,, obtained from[MC analysis executed at the flight envelope point M = 2,
h =1km.

Based on the cumulative probability of both channels (see fig. and fig. [6.37), the adaptive aug-
mented autopilot lead to significant better signal convergence (reduced settling time T§;) compared
to the non-augmented autopilot. Considering Ts; = 0.4s as threshold for example, 43.3% of the
[MC simulations exhibit a smaller settling time in both channels for the baseline autopilot. In case
of the adaptive augmented autopilot, 68.4% (a.) and 67.2% (a,) are below T, = 0.4s.

In case of the rise time evaluation shown in fig. [6.38] and fig. [6.39] both autopilot concepts exhibit
almost identical probability distributions in each channel.
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Figure 6.38: Probability and cumulative probability of rise time 77 of the longitudinal acceleration
channel a, ,, obtained from[MCanalysis executed at the flight envelope point M = 2,

h = 1km.
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Figure 6.39: Probability and cumulative probability of rise time 75, of the lateral acceleration chan-

nel a, ,, obtained from [MC analysis executed at the flight envelope point M = 2,
h =1km.

The evaluation of the[MC|simulations with respect to overshoot is illustrated in fig.[6.40land fig. [6.41]
for the longitudinal and lateral channel, respectively.
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Figure 6.40: Probability and cumulative probability of overshoot ¢, ,, of the longitudinal acceler-

ation channel a ,,, obtained from [MC analysis executed at the flight envelope point
M =2,h=1km.
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(b) Cumulative probability of overshoot g, o, of the lateral acceleration channel ay .

Figure 6.41: Probability and cumulative probability of overshoot ¢, ,, of the lateral acceleration
channel a, ,, obtained from[MC analysis executed at the flight envelope point M = 2,
h =1km.

The cumulative probability exhibits for both acceleration channels (a. and a,) over the range 0.1 <
Si.ov < 0.25 an almost constant offset between the baseline and the adaptive autopilot. Around 60%
of simulations runs obtained with the adaptive autopilot and ca. 50% resulting from the closed-loop
system via the baseline controller lie below ¢; ,,, = 0.25.

6.2.2.3 Summary of Nonlinear Simulations

In accordance with the linear analysis in sections[6.2.1.11and [6.2.1.2] the nonlinear simulations con-
sidering [MU] measurement noise exhibit expected responses of both autopilot versions. This char-
acteristics is mainly due to the less progressive layout of the low-pass filters (see section[5.5.2.2).
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Section[6.2.2.2] presents the evaluation of the 1000 closed-loop simulations (see section [6.2.2.2))
for each autopilot configuration based on the metrics summarized in section

The closed-loop system incorporating the adaptive augmentation exhibits a more uniform response
of the controlled signals in comparison to the non-augmented version. Therefore, the augmented
autopilot leads to smaller deviations from the nominal closed-loop transients in both acceleration
channels (see figs. [6.30 and [6.37). The categorization of the signals according to their quality with
respect to different levels of performance requirements (see table[6.T) confirm this tendency in a less
significant way. In contrast to the rough categorization of the signal quality in figs.[6.34and[6.35] the
illustrations of the truncated £y error norm provide a more precise picture of the quantity the ad-
vantageous effect of the augmented autopilot by preserving the nominal response figs.[6.30land[6.37]

The evaluation with respect to overshoot and settling time reinforce the advantageous properties
of the augmented autopilot for maintaining the desired nominal performance even in cases of a
large spectrum of uncertainties and disturbances. Especially in terms of settling time (see figs.
and[6.37), the augmented autopilot version shows much faster convergence of a, and a, with respect
to the commanded acceleration (a, ., ay,c)-

6.3 Summary

The analysis and evaluation within this chapter has two main goals: first, to assess whether the
deterministic parametrization and physically motivated architecture of the control laws and the
upstream reference model fulfill the demanding requirements (defined in section across the
entire flight envelope. Second, to analyze whether the adaptive augmentation is able to preserve
the nominal performance for the large spectrum of possible model uncertainties. Furthermore, the
impact with respect to robust performance and stability criteria (Gang of Four) is investigated for
the parameters of the novel £;{PWClarchitecture.

From the evaluation in section [6.1] it can be concluded that the novel baseline autopilot architec-
ture, incorporating the reference model and the baseline controller, leads to a increase in terms of
closed-loop performance properties compared to the linear reference closed-loop system. Regarding
the actuator responses in figs.[6.3and [6.4] the novel approaches fully exploit the missile’s actuator
capabilities and therefore makes use of the missile’s maximum performance potential. Considering
the evaluation of the two baseline autopilots in section it can be seen that slightly increased
closed-loop bandwidth of the autopilot goes hand-in-hand with significant disadvantageous
overshoot characteristics (see fig. [6.6), reduced robust stability margins (see fig. [6.9), and (slightly)
increased affinity to noise sensitivity (see fig. [6.7). The affinity to increased noise amplification of
is due to the differentiation of the intermediate control variable «,, (see (5.66)) and their us-
age (of av,, r;) within the final control law (5.74). In case of (see (5.44)), the derivative of the
intermediate control law is replaced with the desired angular accelerations w; from the reference
model.

The investigations in section and section analyzes the autopilot’s robustness properties
by covering a large set of linear and nonlinear robustness metrics. The baseline controller serves
for this evaluation as a reference. In order to analyze the robust performance, sensitivity functions
incorporated in the Gang of Four metric are used for the linearized closed-loop (see section [6.2.7),
while Monte Carlo analysis and simulations including measurement noise are considered for the
nonlinear case (see section [6.2.2). Robust stability is investigated via time delay, phase, and gain
margins of the linear system (see section[6.2.1.T). Based on those metrics, it can be concluded that
the adaptive augmentation exhibits advantageous characteristics in terms of load disturbance and
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sensitivity (see section [6.2.1.7). Remarkable in this context is that the herein designed adaptive
augmentation exhibits similar noise characteristics as the baseline autopilot (see section [6.2.2.7).
This behavior is in accordance with the linear investigations of noise sensitivity (see section[6.2.1.7).
By evaluating the simulations in section[6.2.2.2]the £{PWC augmentation shows its beneficial
property of a uniform closed-loop response even in case of major deviations from the nominal plant.
Since in contrast to the standard architectures of £ adaptive control [63], the augmentation strategy
presented herein (see section [5.5.2) is intentionally designed without the low-pass filtering of any
feedforward signals. This circumstance preserves the closed-loop bandwidth set up via the baseline
autopilot.

In terms of robust stability, the augmented version leads to uniform time delay margin which is
mostly smaller compared to the baseline controlled missile (see [6.2.1.1). Besides the time delay
margin, only the gain margin at the actuator location is significantly reduced by still maintaining
the requirements.

The novel architecture tailored to the missile’s dynamics and the specific control task in combination
with the careful considered parameter optimization (which is in accordance with the main speci-
fication), lead to a closed-loop response which fulfills the challenging performance and robustness
requirements across the entire flight envelope.



CHAPTER 7

Summary, Conclusion, and Outlook

I am a slow walker, but I never walk back.

Abraham Lincoln

HIS thesis is concluded by summarizing the main results and discussing its major contributions,
limitations, and important directions of future research. The chapter is subdivided into two
sections: Within section[Z]] a brief summary of the autopilot design process is given, focusing on
its underlying assumptions and motivations. The key ideas introduced in section[I.4] are discussed
in section[Z2 including further research recommendation.

7.1 Summary

Within this thesis an innovative, systematic approach of designing a modular autopilot architecture
for a representative surface-to-air missile (SAM) benchmark model is presented. This novel autopilot
structure provides convincing results in terms of baseline performance and robustification.

The entire development process, analysis, and verification of the autopilot was conducted based on
the generic simulation model of the tail-controlled FSD Generic Surface-to-Air Missile (FGS-X-03)
described in chapter[2] The detailed analysis in chapter[3imarks the starting point of the development
process. Based on the information of the missile dynamics and the scenario, the functional and non-
functional requirements of the closed-loop missile system were derived in section[5.1} Novel control
techniques introduced in chapter @ build the foundation of the missile autopilot design presented
in chapter[dl The verification and analysis of the autopilot with respect to the defined requirements
was conducted in chapter[6l

The main focus of the autopilot design lies in fully utilizing the missile’s performance capabilities
by respecting standard robustness criteria. In common missile autopilot designs (see [22, 124, 27, 128,
37, 138, 139, 140]), holistic architectures are used. Therefore, the entire set of the mutual conflicting
performance and robustness requirements needs to be fulfilled by the integral autopilot.

Herein, the autopilot is subdivided into three elements: reference model (see section 5.4), baseline
controller (see section[5.5.1)), and adaptive augmentation (see section[5.5.2). In case of the reference
model, a nonlinear, integrated approach is selected considering both dynamical layers. Therefore,
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the reference signal trajectories represent the major nonlinear effects of the nominal missile model.
For the purpose of the control algorithm of the subsequent baseline autopilot, a Nonlinear Dynamic
Inversion (NDI)-based version is compared to a Command Filtered Backstepping (CFB)-based ap-
proach. To account for the nonlinear reference model and the prerequisites of the underlying con-
trol theory, physically motivated customization and simplification are conducted in section[5.3]and
section[5.5.3] One major modification of the underlying design model constitutes the virtual sensor
location ahead of the missile’s center of percussion to avoid non-minimum phase characteristics (see
section5.3.7). The parametrization of the reference model and baseline control law were conducted
based on standardized optimization routines by incorporating the main performance and robustness
requirements. This leads to an automatic parameter layout process across the entire flight envelope.

For the purpose of preserving the baseline performance in case of the large spectrum of uncertainties
(see section[2.4), an adaptive layer based on L;-Piecewise-Constant is selected. In contrast
to other adaptive control methodologies like Model Reference Adaptive Control (MRAC), classical
L1 Adaptive Control, or Adaptive Backstepping (BS), £;{PWC]exhibit special features which makes
this approach perfectly suitable for missile autopilot design. Reasons for this are (discussed in[4.3),
inter alia, the absence of basis functions, the straightforward tuning process, and the applicability
of linear metrics for analyzing and verification of the control algorithm.

Linear and nonlinear metrics are used for evaluating and verifying the missile autopilot design over
the entire flight envelope by using nine representative operating points (see chapter[6). The analysis
phase is subdivided into two parts: first, the two novel baseline architectures are compared and
evaluated under nominal conditions (see[6.); second, the robustness characteristics of the adaptive
element are assessed (see section[6.2).

Besides fulfilling the challenging requirements (under nominal conditions), both baseline autopilots
lead to superior performance behavior (e.g. rise time, bandwidth) compared to conventional linear
autopilots represented by a closed-loop reference transfer characteristics (see section [6.1.1). The
main reason for the major performance improvement can be traced back to the nonlinear, coupled
reference model providing demanding, but physically feasible, reference signal trajectories.

For analyzing the effect of the adaptive layer and its parametrization, the augmented autopilot is
evaluated based on linear metrics (see section[6.2.1)) and nonlinear simulations (see section[6.2.2). The
linear analysis revealed that robust performance properties are mutually conflicting amongst each
other. Considering the nonlinear Monte Carlo (MC) simulations, the augmented autopilot exhibits a
more uniform transient response of the control variables compared to the non-augmented version.

7.2 Conclusion and Outlook

The main contributions of the herein developed autopilot design and layout process are presented
in the following paragraphs. Possible improvements and future research tasks, which are beyond
the scope of this thesis, are addressed.

Modular autopilot architecture

With the subdivision of the autopilot, a direct and unique mapping of certain requirement subsets
(see section[5.7) to the respective autopilot element is possible. This modular design enables sepa-
rate execution of the design, tuning, and verification phase for each of the three elements. Due to
its generic and interchangeable characteristics, the herein derived autopilot architecture is not re-
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stricted to Skid-To-Turn (STT)[SAMltypes. The application of certain elements or the entire modular
approach to any flying platform exhibiting nonlinear characteristics, will yield significant advan-
tages over conventional holistic, linear designs.

Physical motivated tailoring of design model

Any autopilot design process starts with the definition of a suitable representation (design model)
of the system of interest (plant model). The selection process of the design model is subject to trade
offs between accuracy, requirements of the underlying control methodology, and limited onboard
processing power. In terms of accuracy, the design model shall mimic the most significant plant
characteristics with sufficient accuracy. Herein, all three autopilot elements incorporate a represen-
tation of the plant dynamics within their algorithm. The design model was thus carefully selected
based on scenario insights, minimum phase input/output characteristics, and a detailed analysis of
the missile physics. The accuracy of the design model with respect to the plant model was evaluated
based on the consideration of certain aerodynamic effects (see section5.3).

Metrics quantifying the accuracy of the design model with respect to the plant model offer additional
potential for improving the selection process.

Increased performance due to nonlinear reference model

The superior closed-loop performance can be traced back to the representation of the major nonlin-
ear characteristics within the reference model. The coupled reference signals provided to the down-
stream error control algorithm lead to an autopilot which fully exploits the missile’s performance
capabilities. Due to the modular architecture, an independent consideration of the reference model
was possible, facilitating the design procedure and allowing for automatic testing and verification.

The herein designed reference model mimics the nominal missile dynamics. In case the missile
dynamics deviates from the assumed reference dynamics, the closed-loop performance does not
match the performance capabilities of the plant. An online adaptation scheme updating the reference
model to match the plant’s characteristics would therefore lead to a more suitable reference model
behavior. This feature could be inevitable in case the nonlinear reference model is applied to aircraft
with the tendency to exhibit severe degradation.

Baseline autopilots

In order to realize the beneficial performance properties of the reference signal, the baseline control
algorithm was designed with regard to perfect tracking under adherence of the robustness require-
ments. For this task modern baseline control techniques were considered which are suitable for
highly nonlinear applications fulfilling demanding tracking tasks. Nevertheless, only a customiza-
tion of the classic[NDIland [CFBl schemes led to extended bandwidth and tracking capabilities of the
baseline algorithm. The command filters in case of led to slightly increased implementation and
tuning effort (increase in degree of freedom) compared to the compact structure of the [NDI scheme.

The separate selection of the design model for the purpose of control layout was not considered
herein. A detailed modification may result in beneficial robustness and stability properties of the
closed-loop. Continuing research should consider a physically-motivated selection of the underlying
design model with respect to certain robustness and performance metrics.
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Cascaded adaptive structure using nonlinear state predictor models

Detailed analysis of the closed-loop sensitivity (see section[5.5.2.T) suggested a novel cascaded adap-
tive architecture compensating uncertainties in both dynamical layers. The nominal missile model
is considered as reference (state predictor) within the adaptation law. Therefore, the layout and
parametrization of the adaptive element is independent of the baseline autopilot (see section[5.5.2).
Since the missile dynamics constitute the considered dynamics within the adaptive scheme, bandwidth-
limiting filtering of any feedforward signal is avoided. The closed-loop bandwidth of the baseline
autopilot is thus preserved. Common control architectures incorporating a £1{PWC augmentation
amplify measurement noise in a significant manner [[71]. The herein presented adaptive architec-
ture changes the noise level sensitivity at the autopilot’s output with respect to measurement noise.
With the given architecture incorporating the nonlinear state predictor and considering the missile
system instead of the baseline closed-loop dynamics, tedious and complex scheduling of the state
predictor dynamics (reference dynamics) is avoided. This addresses one of the open problems in
modern adaptive flight control design [57].
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A.1 Coordinate Frames
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Figure A.1: Orientation of body-fixed frame with respect to NEDHrame described by Euler angles
®, ©,and ¥ [4].
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Figure A.2: Orientation of kinematic frame with respect to[NEDIHrame described by the path angles
~ and x [4].
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Figure A.3: Orientation of body-fixed frame with respect to kinematic frame described by angles
ax, Br, and pg [4].
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B.1 Aerodynamic Data Set

B.1.1 Aerodynamic Force Coefficients

B.1.1.1 Axial Aerodynamic Force Coefficients
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Figure B.1: Aerodynamic coefficient (C; o) 5 plotted versus its dependencies a4, 54, and M at the
configuration 8 = 5.0° and M = 0.9.
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(¢) Aerodynamic coefficient (C; ¢)  plotted versus (d) Aerodynamic coefficient (C. ¢) 5 plotted versus
Yaandnat M =4.0,§ = —-15.0°,( =4.0° Y4 and (at M = 4.0, = —15.0°, n = 20.0°

Figure B.2: Aerodynamic coefficient (C; ¢) 5 plotted versus its dependencies ¥ 4, M, &, 1, and ¢ at
the configuration ¢ = —15.0°, M = 4.0, n = 20.0°, ¢ = 4.0°.

B.1.1.2 Lateral Aerodynamic Force Coefficients
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Figure B.3: Aerodynamic coefficient (C, o) 5 plotted versus its dependencies a4, 54, and M at the
configuration § = —25.0° and M = 1.0.
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Figure B.4: Aerodynamic coefficient (U, ¢) ; plotted versus its dependencies as, 84, M, §, and ¢
at the configuration 54 = —6.0°, M = 1.75, £ = 22.0°, { = —12.0°.

B.1.1.3 Longitudinal Aerodynamic Force Coefficients
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Figure B.5: Aerodynamic coefficient (C. ) 5 plotted versus its dependencies a4, 84, M at the con-

figuration 84 = 5.0°, M = 1.3.
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Figure B.6: Aerodynamic coefficient (C. ;) 5 plotted versus its dependencies a4, 54, M, &, and ¢
at the configuration 54 = 6.0°, M = 1.6, £ = 11.0°, { = 2.5°.
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B.1.2 Aerodynamic Moment Coefficients

B.1.2.1 Axial Aerodynamic Moment Coefficients
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Figure B.7: Aerodynamic coefficient (Cj ) 5 plotted versus its dependencies cv4, 34, and M at the
configuration 54 = 5.0°, M = 3.0.
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Figure B.8: Aerodynamic coefficient (C ;) 5 plotted versus its dependencies a4, 34, and M at the
configuration 84 = 4.0°, M = 2.5.
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Figure B.9: Aerodynamic coefficient (Cj ¢) 5 plotted versus its dependencies a4, 84, M, , and ¢
at the configuration 54 = 6.0°, M = 1.2, £ = 10.0°, n = 6.0°, { = 17.0".



B Appendix 218

B.1.2.2 Longitudinal Aerodynamic Moment Coefficients
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Figure B.10: Aerodynamic coefficient (Ciy ) 5 plotted versus its dependencies s, 84, and M at
the configuration 54 = 0.0°, M = 1.6.
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Figure B.11: Aerodynamic coefficient (C,, ) 5 plotted versus its dependencies a4, 84, and M at
the configuration 54 = —15.0°, M = 1.6.
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Figure B.12: Aerodynamic coefficient (Cy, ;) 5 plotted versus its dependencies s, 84, M, £, and
( at the configuration 54 = 5.0°, M = 3.0, £ = 8.5°, n = —2.5°.

B.1.2.3 Lateral Aerodynamic Moment Coefficients
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Figure B.13: Aerodynamic coefficient (Cy,0) 5 plotted versus its dependencies a4, 4, and M at

the configuration 84 = 5.0°, M = 3.0.
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Figure B.14: Aerodynamic coefficient (C), ) 5 plotted versus its dependencies s, 54, and M at
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