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Abstract 

This thesis resides in the area of fault-tolerant flight control. It was inspired by the 
idea to combine a Conventional Flight Control System (CFCS) with an active fault-
tolerant one. The latter is only activated in case that the conventional FCS is no 
longer able to provide an acceptable closed-loop performance, e.g. due to severe 
aircraft damage. Such an approach would potentially permit keeping the Active 
fault-tolerant FCS (AFCS) largely outside certification scope and thus help to 
avoid/limit problems that may arise from the immature certification experience with 
respect to AFCS. Furthermore it will allow to augment the existing certified and 
proven CFCS of operational aircraft instead of replacing them entirely, thus leading 
to significantly reduced costs and development risks. Of course such a setup war-
rants reliable means to detect a CFCS problem that is severe enough so that it war-
rants switching to the AFCS. This thesis suggests a possible approach to this fault 
detection problem utilizing a model-based approach. The major focus to this effect is 
in the task of residual evaluation, which, in general has only been very sparsely investi-
gated in the past (cf. Ding, 2013, p. 17).  
Driven by the certification requirement the primary goal of this work was to provide 
an approach that guarantees a user selectable False Alarm Rate (FAR). A false alarm 
would lead to an inadvertent activation of the AFCS and is therefore certification 
relevant. A secondary objective was to limit conservatism in the assumptions in or-
der to provide a fault detection performance that promises practical benefits of the 
suggested system. Both goals have, to the author’s opinion, been achieved. Concern-
ing the secondary objective several potential additional improvements have been 
identified, that could be investigated in a follow-on work. The suggested approach 
has been tested in a linear simulation case study based on a public F-16 model pro-
vided e.g. by Klein and Morelli (2006). 
 
The primary research contributions provided by this thesis are: 

 The idea of combining a CFCS with an AFCS, albeit not complete new, has 
only been very sparsely investigated in the past and none of the work known 
to the author (cf. chapter 1.4) do treat the problem of how to define a usea-
ble switching logic/threshold beyond mentioning its existence. This thesis 
focusses especially on the switching, i.e. fault detection, algorithm. The above 
mentioned reasoning chain implies that the possibility that the fault-tolerant 
flight control system is inadvertently activated must be very remote, i.e. the False 
Alarm Rate (FAR) must be very low. To judge the possibility for inadvertent 
activation, the FAR must be quantifiable by a number. This work uses a strict, 
state of the art FAR-based design approach, as suggested by Ding (2013), and ap-
plies it to the aircraft fault detection problem on hand. This strict FAR-based 
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design approach is, to the author’s knowledge, new in the context of aircraft 
fault detection. 

 Most of the current Fault Detection and Diagnosis (FDD) work treats the 
problem detecting faults in the uncontrolled plant. In case of aircraft, and 
potentially in many other applications, the user (e.g. pilot) is much more in-
terested in the closed-loop performance of the system, because that is what is 
visible to him/her. The author therefore suggests to model the acceptable closed-
loop performance, directly derived from the respective flying qualities standards, as determin-
istic model uncertainties of reference model used for fault detection. The approach to 
use the flying quality standard derived CAP-𝜁ௌ௉ combination to define the 
parameter polytope of acceptable reference model uncertainties and conse-
quently derive the norm-based residual threshold based on this reference 
model was developed by the author and is, to the author’s knowledge, new.  

 The aforementioned approach for the fault detection system required the ex-
tension of the combined stochastic/norm-based fault detection approach for 
deterministic and stochastic unknown inputs, as suggested by Ding (2013, pp. 
339-345), to the much more complex case of deterministic/stochastic un-
known inputs and deterministic model uncertainties. Several extensions are sug-
gested in this work with respect to the aircraft application discussed above. 
The work thus adds research results to the, as highlights by Ding (2013, p. 
17), very sparsely investigated FDD research area of residual evaluation. 

 The FD system proposed in this thesis is to author opinion, very flexible to 
adapt to different practical demands. Adaptations are easily done by just 
changing the range of acceptable closed-loop natural frequencies and damping 
ratios. Most important, those two parameters can be readily interpreted in 
physical and flying quality context and they allow a direct comparison with 
the flying quality standards MIL-F-8785C (US DoD, 1996) and 
MIL-STD-1797B1 (US DoD, 2012). To the author’s opinion this is a signifi-
cant practical advantage and gives the aerospace engineer a direct under-
standing what the effect of the parameter changes are.  

 
Furthermore the work provides several secondary contributions, which are summa-
rized in chapter 1.5. 
 

                                              
1 Restricted distribution, therefore information from MIL-F-8785C is used within 
this text. 
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𝑑௜ Decision function with respect to 𝑖 

𝑑መ௜ Decision function with respect to 𝑖 based on generalized likelihood 
ratio estimate 

𝒅 Deterministic disturbance input vector 

𝑒, 𝒆 Scalar/vector error signal 

𝑬௜ Disturbance input matrix for input 𝑖. Affecting state equation. 

𝒇 Fault input vector 

𝐹𝐴𝑅 False Alarm Rate 

𝐹𝐴𝑅෣ False Alarm Rate estimated from simulation 

𝑭௜ Disturbance input matrix for input 𝑖. Affecting output equation. 

൫𝑭ሬሬ⃗ ிௌ
ோ௉൯

ேி
 Force of type FS applied at reference point RP and listed in notation 

frame NF. 

𝑔 Earth gravitational acceleration 

𝒈ሬሬ⃗ ଴ Gravitational acceleration in the 0 notation frame. 

𝐺௬௨, 𝑮௬௨ Transfer function/matrix from input 𝑢 to output 𝑦. 

ℎ஺ Pressure altitude 

ℎ௉ Angular momentum of engine 

𝐻௤ Feed-forward gain 

𝑯଴, 𝑯ଵ Null hypothesis and alternative hypothesis 

ℋஶ ℋஶ ≡ ฮ𝑮௥௤೎೘೏
ฮ

ஶ
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Symbol Description 

ℋஶ,௠௔௫ Maximum ℋஶ,୫ୟ୶-norm of all systems inside model uncertainty pa-
rameter polytope, i.e. ℋஶ,௠௔௫ ≡ ฮ𝑮௥௤೎೘೏

ฮ
ஶ,௠௔௫

 

𝑰 Identity Matrix 

𝐽௧௛ Fault detection threshold (general) 

𝐽௧௛,ோெௌ Deterministic fault detection threshold based on RMS-value 

𝐽௧௛,ఞమ Integrated stochastic/deterministic fault detection threshold 

𝐽ሚ௧௛,ఞమ Integrated stochastic/deterministic fault detection threshold for col-
ored-noise corrected variance 

ሺ𝑱ோ௉ሻ௑௒ Moments of inertia around point RP with coordinate system of input 
vector X and coordinate system of output vector Y. 

𝑘 Sample number 

𝑲௜  Controller gain 

𝒦 System gain 

𝐿௪ೈ
 Turbulence scale length 

𝑳 Observer gain matrix 

𝑀𝑎஺ Mach Number 

𝑚 Mass of air vehicle 

𝑚ఞమ Degree of freedom of chi-square distribution 

𝑀௜ Aerodynamic dimensional pitch moment coefficient of reference val-
ue 𝑖. 

൫𝑴ሬሬሬ⃗ ெௌ
ோ௉ ൯

ேி
 Moment of type MS around reference point RP and listed in notation 

frame NF. 

𝑴௑௒ Transformation matrix with coordinate system of input vector X and 
coordinate system of output vector Y.  

ሺ𝑛௭ሻேி Normal load factor. Abbreviation for ൫𝑛௄,௭
ீ ൯

ேி
 given in notation 

frame NF. 

𝑁௜ Number of samples used with respect to 𝑖 

𝑁ሺ𝑠ሻ Transfer function nominator 

𝒩ሺ𝝁, 𝜮ሻ Gaussian normal distribution with mean 𝝁 and covariance 𝜮 

𝑝ఏ Probability of parameter 𝜃 

𝑝 Roll component of ሺ𝜔ሬሬ⃗ ௄
ை஻ሻ஻ 

𝑷௜ Co-variance matrix for system 𝑖 

𝑃௔ Actual power level of engine 
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Symbol Description 

𝑃௖ Commanded power level of engine 

𝑞∗ Dimensionless pitch rate 

𝑞௄ Pitch component of ሺ𝜔ሬሬ⃗ ௄
ை஻ሻ஻ 

𝑞௖௠ௗ (Pilot) pitch rate command input 

𝑞ු௖௠ௗ (Pilot) pitch rate command amplitude 

𝑞ത஺ Dynamic pressure 

𝑸ഥ  Discrete state-covariance of residual dynamic system 

𝑟 Yaw component of ሺ𝜔ሬሬ⃗ ௄
ை஻ሻ஻ 

𝒓෤, 𝑟̃௜ Vector residual signal 𝒓෤ with components 𝑟̃௜ at residual post filter 
input 

𝒓ු, 𝑟̌௜ Vector residual signal 𝒓ු with components 𝑟̌௜ at residual post filter 
output 

𝒓, 𝑟௜ Vector residual signal 𝒓 with components 𝑟௜ at variance scaling filter 
output 

ሺ𝒓ුௗ௘௧ሻ௦௜௠ Residual deterministic signal amplitude 

𝑠 Continuous time Laplace operator 

𝑠ሺ𝑦௜ሻ Log Likelihood Ratio (LR) for sample 𝑦௜ 

𝑆ሺ𝒀ሻ Log Likelihood Ratio (LR) for sample vector 𝒀 

𝑆መሺ𝒀ሻ Log Likelihood Ratio (LR) estimate for sample vector 𝒀 

𝑆 Wing reference area 

𝑡்ூ Time. Time identifier TI (see table below). 

𝑇்ூ Time constant. Time identifier TI (see table below). 

𝑇௪ೈ
 Turbulence period 

𝒖 Input vector (general context) 

𝑉஺ True airspeed (TAS). Abbreviation for 𝑉஺ ൌ |ሺ𝒗ሬሬ⃗ ஺
ீሻ஺|. 

𝑉ா஺ௌ Equivalent Air Speed (EAS). 𝑉ா஺ௌ ൌ 𝑉஺ ∙ ඥ𝜌஺ሺℎ஺ሻ 𝜌஺,ூௌ஺ ௌ௅⁄ . 

𝑉ሺ𝒙ሻ Lyapunov function 

𝑽ഥ Discrete time residual variance scaling filter matrix 

𝒱௜ Vertex system 𝑖 (see polytopic model uncertainties) 

𝒱ஶ,௠௔௫ The vertex that leads to ฮ𝑮௥௤೎೘೏
ฮ

ஶ,௠௔௫
  

𝑦, 𝒚 Scalar/vector system output 

𝑦ො, 𝒚ෝ Scalar/vector system output estimate 
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Symbol Description 

𝑥, 𝒙 State scalar/vector 

𝑥ො, 𝒙ෝ State scalar/vector estimate 

𝑥଴, 𝒙𝟎 Initial state 

ሺ𝑥ீሻ஻ Position of the centre of gravity in the B coordinate system, com-
monly referred to as CG position. 

𝑋௜ Aerodynamic dimensional X-force coefficient of reference value 𝑖. 

𝑧 Discrete time Laplace operator 

𝑍௜ Aerodynamic dimensional Z-force coefficient of reference value 𝑖. 

‖. ‖ଶ 2-Norm of signal 

‖. ‖ோெௌ Root Mean Square (RMS) value of signal 

‖. ‖ஶ Peak norm of signal for a vector, ℋஶ-Norm for a transfer matrix 
 
Greek letters: 
 
Symbol Description 

𝛼ேி Angle of attack. Notation is NF. 

𝛼଴ሺ𝑑ሻ  Size or level of significance of statistical test, i.e. False Alarm Rate 
(FAR) of test 𝑑 

𝛼ଵሺ𝑑ሻ Missed Detection Rate (MDR) of test 𝑑 

𝛽ேி Angle of sideslip. Notation is NF. 

𝛽ሺ𝑑ሻ Power of test 𝑑 

𝛾ேி Flight path angle 

𝛿் Thrust lever position 

𝜹, 𝛿௜ Parameter vector with components 𝛿௜ 

Δ Deviation from trim condition (if preceding sinal/value) 

𝚫 Model uncertainty identifier (if preceding matrix) 

𝜀௜ Error correction factor for reference value 𝑖 

𝜁௜ Damping ratio of dynamic system 𝑖. 

𝜁ሚ௜ Damping ratio of dynamic system 𝑖 for model uncertainty polytope 
approximation. 

𝜂 Elevator deflection angle 

𝜽௜ Parameter vector for reference value 𝑖 

𝜽ప
෡  Estimate of parameter vector 𝜽௜ 
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Symbol Description 

𝜅 Flap deflection angle 

𝜆ఞమ Non-centrality parameter of chi-square distribution 

𝜇, 𝝁 Scalar/vector arithmetic mean 

𝜇ఞమ Mean of chi-square distribution 

𝝂௉ Process noise in state space context 

𝝂ெ Measurement noise in state space context 

𝝂ே White noise (N for normal distribution) 

𝝂௜ , 𝝂ሬሬ⃗ ௜ Noise vector of reference value 𝑖 in sensor context 

𝜮௜ Co-variance matrix of reference value 𝑖. 

𝜮𝑷 Process noise covariance matrix of process 𝑖 (Kalman filter) 

𝜎௜ Standard deviation of reference value 𝑖  

𝜎௠௔௫ Maximum singular value 

Σ Variance 

Σ෨ఞమ Estimated variance of chi-square distribution 

Σ෠ఞమ Colored noise corrected variance of chi-square distribution 

𝛷௜ Power spectral density for signal 𝑖 

𝜒௠
ଶ  Central chi-square distribution with 𝑚 degrees of freedom 

𝜒௠
ଶ ሺ𝜆ሻ Non-central chi-square distribution with 𝑚 degrees of freedom and 

non-centrality parameter 𝜆  

𝜔௜ Angular rate of system 𝑖 

ωℋಮ,೘ೌೣ
 ωℋಮ,೘ೌೣ

≡ ωቛ𝑮ೝ೜೎೘೏ቛ
ಮ,೘ೌೣ

 

𝝎ሬሬሬ⃗ ௄,஽ௌ Abbreviation of ሺ𝜔ሬሬ⃗ ௄
ை஻ሻ஻.  

𝝎ሬሬሬ⃗ሶ ௄,஽ௌ Abbreviation of ൫𝜔ሬሬ⃗ ሶ
௄
ை஻൯

஻

஻
.  

ሺ𝝎ሬሬሬ⃗ ெ்
௑௒ ሻேி Angular rate of the axis system Y around the axis system X and listed 

in notation frame NF. Type of Motion MT. 

൫𝝎ሬሬሬ⃗ሶ ெ்
௑௒ ൯

ேி

௓
 Angular acceleration of the axis system Y around the axis system X 

derived in coordinate system Z and listed in notation frame NF. Type 
of Motion MT. 
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Indices for Reference Points (RP): 
Index Description 

𝐸଴ Origin of ECEF Frame 𝐸 (center of earth) 

𝐺 Centre of Gravity 

𝑁଴ Origin of Navigation Frame 𝑁 
 
Indices for Motion Types (MT), Force Sources (FS) and Moment Sources (MS): 
Index Description 

𝐴 Aerodynamic 

𝐺 Gravitational 

𝐾 Kinematic 

𝑃 Propulsive 
 
Indices for notation frames (X, Y, Z, NF): 
Index Description 

0 Local NED system 

𝐴 Aerodynamic 

𝐵 Air vehicle body coordinate system 

𝐸 ECEF coordinate system 

𝑁 Navigation Frame 

W Wind 
 
System, Signal and Value identifiers: 
Index Description 

∞ Stationary value for 𝑡 → ∞. 

lim Limit value 

det Deterministic signal 

max Maximum value 

cmd Command input 

env Signal envelope (obtained by envelope detector) 

nom Nominal value 

FD Fault Detection 

FCS FCS Override Activation 

L1 𝜔ௌ௉ and 𝜁ௌ௉ bounds derived from L1 flying qualities requirements 
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Index Description 

req Requirement 

RMS Root Mean Square Signal 

PF Residual Post Filter 

F Fault Occurence 

W Wind System 

HP High Pass 

LP Low Pass 

OL Open-loop system 

CL Closed-loop system 

SP Longitudinal short period system 

u Unknown input 

k Known input 

No index True value 

0 Trim value 

10% 𝜔ௌ௉ and 𝜁ௌ௉ bounds derived from allowing 10% deviation from 
nominal values 

 
Indices for Times (TI): 
Index Description 

𝑛௭ ൌ 1 Time when ሺ𝑛௭ሻ௄ = 1 g has been reached/passed during recovery 

𝑞௞ ൌ 0 Time when the pitch-up rotation has been stopped during recovery 

2 Time to double 

D Delay 

F Time of Fault occurrence 

FCS Time of CFCS Override Activation 

FD Time of Fault Detection 

s Sample time 

𝜂 Time when the elevator has reached its full recovery deflection 
 
 
Citations and quotations rules and style follow the citation guideline of the “Tech-
nische Universität München” (TUM UB, 2014). 
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Definitions of Terms 

Agility  
The ability of the air vehicle to change its flight path vector ሺ𝒗ሬሬ⃗ ௄

ீ ሻா  rapidly. 
 
Flight Control System (FCS) 
The term flight control system, as used in this text, refers to modern digital full authority 
control architectures where no direct mechanical connection between the input el-
ement (e.g. stick) and the control effector (e.g. the aerodynamic control surface) 
exists. Those systems are typically also called fly-by-wire or fly-by-light flight control 
systems. 
 
Active fault-tolerant Flight Control System (AFCS) 
The term active fault-tolerant flight control system refers to flight control systems which 
are able to adapt themselves to changes of the plants dynamic behaviour that have 
not been pre-modelled (e.g. structural damage of the air vehicle).  
 
Conventional Flight Control System (CFCS) 
The term conventional flight control system, as used in this text, refers to flight control 
systems which are only able to react on changes of the plants dynamic behaviour 
that have been pre-modelled. Those changes can, for example, result from different 
flight conditions (e.g. dynamic pressure, angle of attack, Mach number) or failures of 
system components (e.g. sensors, actuators).  
 
Flying Qualities vs. Handling Qualities 
This text uses the following definition: 
Flying qualities are the characteristics, or the dynamics, of the airplane. 
Handling qualities are the characteristics, or the dynamics, of the pilot plus airplane. 
 
Fault:  
“An unpermitted deviation of at least one characteristic property or parameter of 
the system from the acceptable / usual / standard condition.” (R. Isermann & Ballé, 
1997, p. 710) 
 
Failure:  
“A permanent interruption of a system's ability to perform a required function un-
der specified operating conditions. (R. Isermann & Ballé, 1997, p. 710) 
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Error:  
“A deviation between a measured or computed value (of an output variable) and the 
true, specified or theoretically correct value.” (R. Isermann & Ballé, 1997, p. 710) 
 
Disturbance: 
“An unknown (and uncontrolled) input acting on a system.” (R. Isermann & Ballé, 
1997, p. 710) 
 
Residual: 
“A fault indicator, based on a deviation between measurements and model-
equation-based computations.” (R. Isermann & Ballé, 1997, p. 710) 
 
Fault detection: 
“Determination of the faults present in a system and the time of detection.” (R. 
Isermann & Ballé, 1997, p. 710) 
 
Fault isolation: 
“Determination of the kind, location and time of detection of a fault. Follows fault 
detection.” (R. Isermann & Ballé, 1997, p. 710) 
 
Fault identification: 
“Determination of the size and time-variant behaviour of a fault. Follows fault isola-
tion.” (R. Isermann & Ballé, 1997, p. 710) 
 
Fault diagnosis: 
“Determination of the kind, size, location and time of detection of a fault. Follows 
fault detection. Includes fault identification.” (R. Isermann & Ballé, 1997, p. 710) 
 
Analytical redundancy: 
“Use of two or more (but not necessarily identical) ways to determine a variable, 
where one way uses a mathematical process model in analytical form.” (R. Isermann 
& Ballé, 1997, p. 710) 
 
Safety:  
“Ability of a system not to cause danger to persons or equipment or the environ-
ment.” (R. Isermann & Ballé, 1997, p. 710) 
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1 Introduction 

The topic of this thesis resides in the large research field of fault-tolerant control 
which is mainly composed of the three research areas of Fault Detection and Diag-
nosis (FDD), Robust Control and Reconfigurable Control (Figure 1). This work 
picks up the only very sparsely investigated idea of augmenting a contemporary 
conventional flight control system with a fault-tolerant one. Beside the important 
practical and economic advantage that such a system could relatively easily be retro-
fitted to existing flight control systems it also has, to the author’s opinion, some 
significant advantages with respect to certification. The reader may imagine it would 
be possible to develop a fault detection system that only activates the fault-tolerant 
flight control system when the conventional one is no longer able to deliver a suffi-
cient closed loop performance.  In this case  we could argue that this should never 
happen in the certified envelope and only in case of a malfunction that was not 
foreseen during design and certification phase (e.g. severe structural damage). A re-
spective fault detection system would of course be obliged to have a very low false 
alarm rate in order to ensure that the risk of unintentionally activating the fault-
tolerant system is sufficiently low. This thesis addresses the question of how to ap-
proach the design of such a system using state of the art FDD techniques. It pro-
poses a new way to fault detection based on monitoring of the closed-loop aircraft 
response to pilot commands. However, before going into the details of fault detec-
tion in dynamic systems, it is worth discussing the importance of fault-tolerant flight 
control in general as well as some more details on the motivation for this thesis.  
 

 
 

Figure 1 Areas of fault-tolerant control (based on Patton, 1997, p. 1035) 
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1.1 Why Fault-Tolerant Flight Control? 
 
In the last three decades so called fault-tolerant flight control systems have drawn 
significant attention of the research community, authorities, and industry. The term 
fault-tolerant thereby refers to the potential of those systems to tolerate faults that 
cannot be dealt with by conventional flight control systems therefore reducing the 
risk of losing an aircraft due to loss of control. 
Before looking at the fault-tolerant flight control systems it is worth discussing the 
different reasons why the loss of an aircraft must be prevented by all available 
means. The first, and most important one, is obvious for manned aircraft. The lives 
of the occupants must be protected by all feasible means. However one must not 
forget that an aircraft crash even in sparsely populated areas also poses a significant 
risk to people on ground. This risk is the same for manned and unmanned aircraft2. 
As the hazard of being injured must be the same or even less for uninvolved per-
sons on ground than for those on-board, the loss of an aircraft must be prevented 
for both, manned and unmanned systems. The second reason, why losing an aircraft 
is unacceptable, is related to financial considerations. Both manned and unmanned 
aircraft are getting more and more expensive. This is above all true for military sys-
tems due to their, compared to civilian ones, low production quantities and more 
complex on-board systems. The loss of two RQ-4A Global Hawk UAVs in 2001 
and 2002, for example, was quoted at $40.6 million each (USAF, 2001, 2002), and 
the loss of a B-2A stealth bomber in 2008 at $1.4 billion (USAF, 2008). Moreover 
the air segments of current UAS are comparatively simple designs but they will, es-
pecially with the introduction of Unmanned Combat Aerial Vehicles (UCAV), be-
come significantly more complex and thus expensive. Therefore, also from a finan-
cial point of view, it will be less and less acceptable to lose an air vehicle neither a 
manned nor an unmanned one. Finally, in a military context, the complete loss of an 
air vehicle results in a significant tactical and strategic disadvantage, especially in a 
large scale conflict, where the amount of aircraft damaged and lost tend to be very 
high at the beginning of the crisis (Pywell, Alonze, Hurricks, & Wellings, 1999, p. 
23-6). Pywell et al. point out that “since the accumulative damage and loss rates 
could be very high, aircraft availability is critical. This emphasises the need to avoid 
damage as far as is practical and the equally important need to conserve and re-cycle 
valuable damaged aircraft. It is essential that damaged aircraft can return to base and can 
be repaired quickly. [emphasis added] Remembering that the purpose of the aircraft is 
to generate successful combat missions, survivability is fundamental to this aim.” To 
the author’s opinion, the situation is even worse nowadays and will continue to 

                                              
2 The risk is the same when comparing manned and unmanned aircraft that have the 
same reliability and physical characteristics i.e. mass, dimensions. 
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worsen in the future because, as mentioned before, military systems become more 
and more expensive and thus the total numbers of units produced are constantly 
decreasing. An extreme example is again the B-2 fleet. Only 21 B-2s have been built 
and only 20 of them are in operational service with the USAF. Loosing just a single 
airplane hence already leads to a significant reduction of the B-2 fleets fighting pow-
er.  
While this shows that everything possible must be done to prevent the complete 
loss of an aircraft the question remains how the later can be avoided i.e. the surviva-
bility of the system can be increased. In principal two basic concepts exists: to avoid 
damage or to make the system more tolerant to possible damage. Both terms have 
been coined by the military community in the more specific context of man-made 
threats as “Battle Damage Avoidance” and “Battle Damage Tolerance” but can be 
readily extended to the more general case of avoiding or tolerating damage in gen-
eral, no matter what the reason for it is i.e. damage avoidance and damage tolerance. 
Examples for damage avoidance provisions are anti-collision systems like the Traffic 
Alert and Collision Avoidance System (TCAS), self-defence systems, engine fire 
extinguishers, armoured protection or weather radars. Damage tolerance is typically 
increased by hardware redundancy (e.g. duplication of engines, important sensors, 
actuators, and structural load paths) or more intelligent use of the existing on-board 
resources (e.g. smarter logics and algorithms). Under the latter fall fault-tolerant 
flight control systems as defined in the first paragraph of this chapter 
So what is the difference between conventional flight control systems and fault-
tolerant ones? It is certainly true that also the former are able to react on faults. 
However fault detection and identification is limited on detecting failures of certain 
system components. Continuous system operation, after a fault, is then achieved by 
using a redundant backup system (e.g. flight control computer, sensor, and actuator) 
or by switching to a pre-defined backup mode where the failed system is not re-
quired. An example for the latter would be a gain scheduled Angle of Attack (AoA) 
command system that, after detecting an AoA measurement failure, switches to a 
rate command pitch attitude hold demand systems and to AoA-independent con-
troller gains. The current industrial state-of-the-art is also well summarized by 
Goupil and Marcos (2010, p. 522): 
 

The state-of-practice for an aircraft manufacturer to diagnose and to tolerate 
faults, and then to obtain full flight envelope protection under all possible ex-
ternal disturbances, is to provide high levels of hardware redundancy. Relying 
on this strong redundancy, fault detection is mainly performed by cross 
checks, consistency checks, voting mechanisms and built-in test techniques of 
varying sophistication […]. Fault tolerance relies mainly on hardware redun-
dancy, stringent safety analysis, dissimilarity, physical installation segregation 
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and hardware/software reconfiguration. Here reconfiguration means automat-
ic management following a failure. 

 
This conventional approach to fault tolerance has certain disadvantages. First of all, 
as Goupil and Marcos point out, it requires a comparably high amount of hardware 
redundancy but, more important, it cannot deal with faults that have not been fore-
seen or were too complex to be pre-modelled during flight control system design. 
The most illustrative example is an air vehicle subject to some form of structural 
damage. If, for example due to a mid-air collision, a part of a wing is torn off the air 
vehicle it is virtually impossible to foresee and detect all possible wing structure fail-
ures, build a plant model, and design a control system in advance for it. In addition 
it is also not possible to switch to a redundant backup system because that would 
require a backup airframe, which is, for obvious reasons, not available. Fault-
tolerant control systems approach this deficiency by accounting for that kind of 
damage either during the controller off-line design i.e. passive fault-tolerant control or 
by installing means that allow controller adaptation to unforeseen dynamic behav-
iour during controller operation i.e. active fault-tolerant control. The advantages and 
disadvantages of both approaches will be discussed in more detail in chapter 2.3 
however it must be noted here that the possibilities of passive fault-tolerant control, 
which is based on robust control, are limited as there is fundamental trade-off be-
tween robust stability and robust performance. Furthermore the separation between 
passive fault-tolerant control and conventional control is diffuse. Of course also for 
the design of conventional control systems parameter uncertainties have to be taken 
into account. However those uncertainties have classically been relatively small 
model uncertainties related to the fact that even the model of the undamaged air-
craft will not be perfect. In contrast, with passive fault-tolerant control, the concept 
of model uncertainty has been systematically applied to explicitly treat air vehicle 
damage. 
Before moving on it is important to note that historically there has always been an 
active fault-tolerant control element inside the aircraft: Pilots in a manned aircraft 
can, within their physiological limits, adapt to the changed dynamics of even severe-
ly damaged aircraft. This has been demonstrated several times in the past (cf. 
Edwards, Lombaerts, & Smaili, 2010, pp. 21-38). Probably the most noteworthy 
events where the landing of an IDF F-15 (no. 957) which lost the whole right wing 
due to a mid-air collision (Aloni, 2006, p. 70; Mason, 1985, p. 29; Tomayko, 2003, 
pp. 1-4), American Airlines flight UA232 where the crew managed to fly the aircraft 
for approximately 45 min even after a complete hydraulic failure only by engine 
thrust modulation (NTSB, 1990, pp. 1-5), and the very well documented B-52H (no. 
61-023) test flight on Jan 10, 1964 where the aircraft vertical stabilizer was torn off 
as a result of strong clear air turbulences (Hartnett, 2006; USAF, 1964). The possi-
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bility for successful pilot intervention will however be more and more limited. First 
of all due to the growing number of unmanned air systems, where the pilot is on 
ground and therefore virtually outside the control systems inner loops, and second 
due to the many air vehicle configurations that cannot be controlled by a pilot with-
out the help of a control system i.e. strongly unstable aircraft. This means that fault-
tolerant flight control systems, besides being just a valuable aid to the pilot, will be-
come more and more essential to sustain the damage tolerance of stable contempo-
rary manned aircraft configurations. 
This chapter tried to show that human safety, financial and military considerations 
force us to prevent the loss of an aircraft by all feasible means. Furthermore the 
increasing numbers of unmanned aircraft and naturally unstable configurations, 
which cannot be controlled without the aid of a flight control system, limit the pos-
sibility of active fault-tolerant control by human pilots. Hence fault-tolerant flight 
control becomes an important cornerstone of sustaining and increasing air systems 
survivability.  
 
 
  

  

Figure 2 IDF F-15 (no. 957) after landing without right wing. The right wing was 
nearly completely torn off by a mid-air collision (Unknown, 2014) 
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Figure 3 USAF B-52H (no. 61-023) after losing its vertical stabilizer on a test flight 
to investigate the effects of clear air turbulence on the fin structure (Unknown, 

1964). Lateral stability was augmented by increasing the drag aft of the Centre of 
Gravity (CG). Hence only the aft landing gear was lowered, till shortly before land-
ing, and the outboard speed brakes were deflected. In addition a forward CG posi-
tion was maintained by pumping fuel from the aft to the forward fuel groups. Fur-

thermore the angle of sideslip was actively controlled by differential thrust.  
(USAF, 1964). 

 

1.2 Motivation for this Thesis 
Despite their advantages fault-tolerant flight control systems have not yet seen 
widespread use beyond the scope of experimental aircraft, small UAVs, and a few 
fault-tolerant elements to detect actuator and sensor failures in production aircraft. 
One of the rare examples of the latter is the actuator oscillatory failure detection 
algorithm implemented in the Airbus A380 flight control system as described by 
Goupil (2010) and Lavigne, Cazaurang, Fadiga, and Goupil (2014).  
To the author’s opinion there exist two major reasons for the current situation: 
 

1. Most active fault-tolerant methods are not yet compatible to the certification 
demands. Although there have been recently some improvements in this re-
gard, the certification experience remains limited. 

2. Most current approaches aim at replacing the certified conventional flight con-
trol systems already installed in current production aircraft or aircraft fami-
lies. 
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Let us discuss the certification aspect first. In aviation, and many other industries, 
certification is an inevitable requirement for all safety critical systems and the certifi-
cation requirements with respect to a catastrophic failure, i.e. one that causes multi-
ple fatalities, are quite demanding. For large aeroplanes, for example, EASA 
AMC 25.1309 requires that the average probability of any catastrophic failure is less 
than 10ିଽ per flight hour (EASA, 2013, p. 2-F-45). This probability includes hard-
ware failures (e.g. a flight control computer malfunction) but also “design” failures 
(e.g. the inability of an algorithm to deal with a certain situation). EASA 
AMC 25.1309 further states that, “the required substantiation of the proper func-
tioning of equipment, systems, and installations under the operating and environ-
mental conditions approved for the aeroplane may be shown by test and/or analysis 
or reference to comparable service experience on other aeroplanes.” (EASA, 2013, 
p. 2-F-46). Those requirements pose a problem for many active fault-tolerant meth-
ods because they adapt the controller during system operation in an autonomous way. 
This shall be illustrated by the following example: For the same operating point3, a 
conventional gain scheduled control system will always use the same gain, as long as 
scheduling variables are correctly measured. The system behaviour is very predicta-
ble hence validation and verification will simply aim at showing that the gain value is 
correct and that measurements, used for gain scheduling, are sufficiently accurate 
and reliable. An active adaptive controller, on the other hand, will autonomously cal-
culate the gain based on the system behaviour observed during operation. This de-
pendence on the observed behaviour is desired because it is the basis for the sys-
tems fault-tolerance, but it also makes it less predictable. The number of required 
validation and verification test points is now in principle unlimited. Furthermore the 
control system by itself, and not only the plant, is non-linear and cannot be approx-
imated as quasi-LTI. As a result there is only limited use of the well-developed linear 
control theory to backup any reasoning which might be used to overcome the testa-
bility problem. Non-linear control theory, on the other hand, is not as well devel-
oped yet because it covers a much larger and complex group of systems. This finally 
leads to the situation that correct functioning of the system in many cases cannot 
sufficiently be proven “by test and/or analysis”. In other words there often exists a 
validation and verification “gap” and this gap cannot be closed yet. The severity of 
this gap depends on the active fault-tolerant control method chosen. In comparison 
to adaptive methods, so called projection based methods rely on the identification of 
pre-modelled faults to activate a pre-modelled controller. In this case the controller 
behaviour becomes better predictable because there is just a limited, and therefore 
testable, set of controller/model combinations for the faulty and the nominal situa-
tions. However, in this case, the correct function of the Fault Detection (FD) algo-

                                              
3 normally given by angle of attack, Mach number and dynamic pressure 
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rithm, required to select the appropriate controller, must be proven to achieve a 
false alarm rate lower than 10ିଽ per flight hour, so that at least no fault is detected 
if the system operates under non-fault operating conditions. Passive fault-tolerant 
control systems do not suffer from the same problems because there is just one of-
fline designed, fixed gain or gain scheduled, controller that covers the nominal as 
well as the fault situation. From a certification point of view that would be ideal but 
unfortunately passive methods are hardly able to deliver the required performance 
even for the case of comparably small modelling uncertainties. Thus they are nor-
mally not able to deliver the required control performance when they are made ro-
bust enough to cover fault situations (see also chapter 2.3.4) 
The second reason mentioned is related to economic aspects and those are, for a 
practical application, as important as the first one. Most of the current research fo-
cusses on the development of the fault-tolerant methods in a way that aims at re-
placing current industry practices of how control systems are designed. While this is 
certainly a valid long-term goal it neglects an important practical truth: There already 
exist many excellent, certified, and operational proven conventional flight control 
systems installed in current production aircraft that have been designed by classical 
control methods. Virtually no aircraft manufacturer will consider replacing them 
completely by new systems or developing a new FCS by solely relying on new con-
trol approaches. Why not? Because for industry the development of a completely 
new flight control system means mainly two things: an enormous financial effort 
and a significantly increased risk that something goes wrong, possibly with a cata-
strophic outcome. The financial aspect may be illustrated by the development of the 
Eurofighter flight control system. The active development began in 1982 with the 
Experimental Aircraft Programme (Kaul, Sella, & Walker, 1985) for a first flight of 
the Eurofighter prototype in 1994 and this first flight, by far, did not mark the end 
of the operational FCS development. For civil transport aircraft another important 
aspect to be considered is that a major part of the flight control system is common 
within an aircraft family. The flight control systems of the A380/A340/A330, for 
example, are in large parts based on the A320 one, with only small continuous im-
provements for every new family (Brockhaus, Alles, & Luckner, 2011, pp. 878-880). 
The increase in risk when developing a new flight control system is unfortunately 
well documented by some FCS induced accidents. Examples are the PIO related 
accidents of the Saab Gripen in February 1989 and April 1990 as well as the YF-22 
accident in April 1992 (NATO RTO, 2000, pp. 12-18). This means that from an 
industry point of view the complete replacement of an existing FCS by an entirely 
new developed system is in nearly all cases not a realistic option. Some exceptions to 
this might exist for small UAV and/or purely experimental projects like the X-36 
(see for example J. S. Brinker & Wise, 2001) but virtually not for larger scale pro-
duction aircraft programmes.  
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Because of the described certification challenges and economic constraints it is the 
author’s strong believe that any change can thus only come in the form of FCS addi-
tions to existing systems and careful introduction of fault-tolerant control methods 
in certain areas of the classical control system design process. 
The idea for this work arose from a review of fault-tolerant control methods that 
could increase the aircraft survivability in case of structural damage. The focus was 
placed on structural damage because an increased FCS tolerance against it would 
mean a significant extension of current systems capabilities. No doubt also fault-
tolerant control research on actuator and sensor faults is an important aspect but 
many of those faults are already covered by hardware redundancy in existing flight 
control systems. A high level of hardware redundancy is certainly not desirable be-
cause of weight, cost, and maintenance constraints but at least a solution exists for 
those kinds of problems. Structural damage on the other hand can, for obvious rea-
sons, normally not be covered by hardware redundancy because that would mean a 
backup airframe is required. The risk of structural damage is certainly relatively low 
for civil transport aircraft. It is increased for military aircraft during peacetime, 
mainly because of mid-air collisions during close formation flying and close-in com-
bat training but it is, for obvious reasons, significant during wartime.  Increasing the 
aircraft survivability against loss of control due to structural damage would therefore 
form an important aspect for a noteworthy increase of aircraft survivability which 
leads to a major tactical and strategic advantage (cf. chapter 1.1).  
The considerations above lead the author to the idea of combining the advantages 
of a conventional and fault-tolerant flight control systems with the goal of an in-
creased damage tolerance of the overall systems. The idea is to augment a conven-
tional control system that can be or is already certified according to standard certifi-
cation procedures by a fault-tolerant control system that will only be activated if the 
conventional flight control system can no longer handle the situation. This should 
never happen in the certified operating envelope if the conventional FCS was cor-
rectly designed. As the active fault-tolerant FCS will never be activated for the certi-
fied operating conditions, i.e. for the undamaged aircraft, it should be possible to 
keep it largely outside of the certification scope and thus help to avoid/limit prob-
lems that may arise from the immature certification experience with respect to 
AFCS. Furthermore it will allow to augment the existing certified and proven CFCS 
of operational aircraft instead of replacing them entirely, thus leading to significantly 
reduced costs and development risks. To be able to use the described argumentation 
chain, it is important to find a reliable and certifiable switching logic, i.e. fault detec-
tion system. The latter would of course be obliged to have a very low false alarm 
rate, given by the applicable certification requirements, in order to ensure that the 
risk of unintentionally activating the fault-tolerant system is sufficiently low. This 
thesis addresses the question of how to approach the design of such a system using 
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state of the art FDD techniques. It proposes a new way to fault detection based on 
monitoring of the closed-loop aircraft response to pilot commands. 
The author later discovered that the idea of combing a conventional FCS with an 
active fault-tolerant one by itself is, even if only sparsely investigated in the past, not 
new. However earlier work did either not focus on the required switching logic 
(Wohletz, Paduano, & Annaswamy, 1999; Wohletz, Paduano, & Maine, 2000) or 
selected an approach where the fault-tolerant flight control system always works in 
parallel to the conventional one (for example D. G. Ward & Monaco, 2005) which 
has certain advantages but inhibits a clear segregation of both systems. The differ-
ences between this work and the existing contribution of others will be discussed 
further in Chapter 1.4. The research contributions of this thesis are summarized in chapter 5.2. 

1.3 Problem Statement and Objectives 
This work mainly investigates two ideas, one that has been only sparsely investigated 
in the past and one that, to the author knowledge is a new idea or questions: 
 

1. The dynamic behaviour that we want to achieve in case of aircraft is most of 
the time fairly simple, i.e. the response of a conventional aircraft beside the 
unconventional configuration of modern airframes. For the longitudinal axis 
the goal can be described by linear second or fourth order system. 

2. There exist many certified aircraft with certified conventional flight control 
systems. While those flight control systems are very reliable as long as the 
plant behaviour matches the model behaviour, the ability of those systems to 
react on unforeseen faults is limited. It is important to realise that conven-
tional flight control systems do not measure or check the dynamic perfor-
mance of the aircraft in flight. They assume that the latter is correct because 
the model has been correct. Fault-tolerant control systems on the other hand 
can better deal with unforeseen faults because they measure the dynamic re-
sponse of the aircraft during operation and, if required, adapt themselves in 
order to achieve the desired control performance. However there exists only 
limited experience how to certify such systems that change their behaviour 
during operation and they also tend to be less reliable because they are more 
complex. Therefore it seems reasonable to the author to combine both ap-
proaches in order to try to profit from the respective advantage. This could 
be achieved by using a conventional flight control system during fault-free 
operation and switching to a fault-tolerant, adaptive flight control system if a 
fault is detected that could not be dealt with by the conventional flight con-
trol system. 
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To keep the approach consistent with typical design demands, the following re-
quirements have been identified by the author and shall be investigated in detail: 
 

Requirement 1-1: The probability that the AFCS is inadvertently activated by the 
fault detection system shall be equal or less 10ି଺ per flight hour. This shall be prov-
en by stochastic and/or logical reasoning that supports a possible certification. 

Rationale: Using the assumption that only the CFCS has been certified it must be 
ensured that the probability that the AFCS is inadvertently activated is small enough 
to fulfil typical safety requirements. 

Requirement 1-2: The developed architecture must be able to be retrofitted to a 
conventional flight control systems. 

Rationale: As explained above the approach relies on a CFCS being used during 
fault-free operation. Thus the fault detection system must be retrofitable to existing 
CFCS. Furthermore, as mentioned in chapter 1.2, certification challenges and eco-
nomic constraints make an extension of an existing system more interesting than its 
entire replacement. 

Requirement 1-3: The architecture shall allow safe and efficient flight testing. 

Rationale: Verification of the correct function of architecture in a laboratory setup 
up will most likely be difficult, as it incorporates the real system behaviour that can 
only be partly simulated. Therefore flight test will form an important part of verifi-
cation testing. 

Requirement 1-4: The fault detection system shall minimize the amount of meas-
urements required to function correctly. 

Rationale: With an increasing number of measurements the reliability of the system 
will be reduced as more measurements must be accurate and available for the system 
to work correctly i.e. the failure probabilities multiply. 

Requirement 1-5: The fault detection system should not require angle of attack 
measurements to work correctly. 

Rationale: Angle of attack measurement probes are prone to damage because of 
their exposed position. Furthermore accurate measurements can normally only be 
obtained by model-based estimation/calibration algorithms. The validity of those 
models in a fault case cannot be assured. 
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Requirement 1-6: The system shall not rely on an off-line defined set of failure 
models. 

Rationale: It is very unlikely that different forms of faults can be modelled accurately 
enough with a reasonable number of pre-defined failure models. Furthermore there 
is no proof that such a system would work properly in case of a combination of the 
different faults. 

Requirement 1-7: The fault detection must not rely on the AFCS. 

Rationale: As the AFCS is deemed not certified this would make the certification 
argumentation chain invalid. 

Requirement 1-8: The fault detection by the fault detection system shall be fast 
enough to give the active fault-tolerant flight control system a realistic chance to 
recover control of the air vehicle. 

Rationale: Activation of the AFCS does not help if it is too late for the AFCS to 
recover the aircraft to a safe flight condition. 

Requirement 1-9: The fault detection by the fault detection system shall be fast 
enough to give the active fault-tolerant flight control system a realistic chance to 
recover control of the air vehicle within acceptable normal load factor limits. 

Rationale: Activation of the AFCS does not help if it is too late for the AFCS to 
recover the aircraft within acceptable normal load factor limit, i.e. the structure fails. 
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1.4 Related Work 
Large scale work on fault-tolerant flight control systems began in 1984 with the 
USAFs Self-Repairing Flight Control System (SRFCS) program (Chandler, 1984). 
Inspired by the idea of reducing hardware redundancy the program only focussed 
on control effector failures. Flight control reconfiguration was based on a pseudo-
inverse approach with explicit Fault Detection and Identification (FDI). Early flight 
test where conducted in 1985 on the NC-131H Total In-Flight Simulator (TIFS) 
aircraft. The program was finished in 1990 with 25 flight tests on NASA Dryden’s 
F-15 HIDEC (Highly Integrated Digital Electronic Control, Figure 4). It confirmed 
the effectiveness of the pseudo-inverse approach for cases where the FDI worked 
properly (Steinberg, 2005, pp. 265-267). Steinberg points out that “both reconfigu-
ration and pilot-alert were dependent on reliable FDIE [Fault Detection Isolation 
and Estimation] and that was the least successful part of the program. FDIE re-
quired substantial tuning of threshold parameters and it was difficult to get both fast 
detection and low false alarm rates”. This highlights the fact that the system was far 
from working reliable and also far from being certifiable. Boeing later also looked 
into extending their approach, developed for effector damage during SRFCS, to 
incorporate structural damage but has not been successful (Tomayko, 2003, p. 31). 
Another significant milestone for fault-tolerant flight control for a very specific 
damage case came in the form of the Propulsion Controlled Aircraft (PCA) pro-
gramme. The programme was driven by the American Airlines UA232 accident in 
Sioux City, already mentioned in chapter 1.1, and the related NTSB recommenda-
tion to “encourage research and development of backup flight control systems for 
newly certificated wide-body airplanes that utilize an alternative source of motive 
power separate from that source used for the conventional control system” (NTSB, 
1990, p. 102). The PCA approach only focussed on a complete hydraulic system loss 
and was based on a second FCS using only the engines as control effectors. The 
system was supposed to be switched on by the pilot. In 1993 a successful landing 
without using any of the aerodynamic control surfaces was demonstrated on 
NASAs F-15 HIDEC (Figure 4) (Steinberg, 2005, p. 267). Later more demonstra-
tions followed on a MD-11 transport aircraft which successfully conducted two ILS 
and one piloted landing (J. Burken, Maine, Burcham, & Kahler, 1996). To the au-
thor’s opinion the PCA architecture could be certifiable as the FDI function is allo-
cated to the pilot and both control systems, the regular one and the one using only 
the engines, can be designed off-line using conventional control design techniques. 
However the very limited scope on complete loss of hydraulics and concerns about 
the effectiveness with different CG position probably prevented the concept from 
entering into production aircraft (Steinberg, 2005, p. 267). 
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Figure 4 NASAs F-15A HIDEC during a landing for the PCA programme (NASA, 

1993) 
 
The beginning of the 1990s saw the introduction of the first adaptive approaches to 
fault-tolerant flight control. One of the first architectures flight tested was devel-
oped during the USAFs Self-Designing Flight Control System (SDFCS) programme 
and based on the Self Tuning Controller (STC) or indirect adaptive principle that 
relies on accurate online estimation of the plant model parameters. The identified 
plant model is then used to calculate the controller gains during system operation. 
The process is therefore comparable to conventional off-line control design howev-
er the online parameter estimation is anything but straight forward. The main prob-
lem is related to insufficient excitation which leads to bad estimation results. Many 
approaches have been suggested to deal with the problem by halting the estimation 
process when the excitation is insufficient. To the author’s knowledge all of them 
rely on tuning parameters, like “forgetting factors”, that must be determined in an 
iterative, empirical way (Chandler, Pachter, & Mears, 1995; Klein & Morelli, 2006, 
pp. 285-286; D. G. Ward, Barron, Carley, & Curtis, 1994). Proving reliability of a 
flight control system based on this approach seems therefore cumbersome if not 
impossible (cf. Steinberg, 2005, p. 268). Therefore, with the online parameter esti-
mation methods available today, it is unlikely that such a system can be certified. 
Nevertheless a STC system based on the Modified Sequential Least Square (MSLS) 
algorithm (D. G. Ward et al., 1994) and a Receding Horizon Optimal Controller 
(RHOC, D. G. Ward & Barron, 1995) has been successfully flight tested on the 
VISTA F-16 aircraft during the SDFCS programme (J.  Monaco, Ward, Barron, & 
Bird, 1997; David G. Ward, Monaco, & Bodson, 1998).  
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Figure 5 USAFs F-16 VISTA (left, USAF, 2012) and NASAs X-36 (right, NASA, 
1997) 

 
In 1993 the DLR in Germany conducted flight tests on the ATTAS (Advanced 
Technologies Testing Aircraft System, Figure 6) research aircraft using an active 
fault-tolerant control system based on an explicit model-following approach. The 
controller adaptation was limited to the feed-forward path to prevent any stability 
problems which might be encountered with feedback path adaptation. By the use of 
direct feed-forward control gain identification, inverting the control matrix (𝑩) was 
prevented. A “genetic algorithm” was used to update the reference model and the 
feedforward controller. The configuration has been flight tested for a simulated fail-
ure case where the elevator effectiveness (𝑀ఎሻ was reduced by 50%. The system 
notably reduced the pitch angle tracking error but adaptation was comparably slow 
(Baumgarten, Buchholz, & Heine, 1995; Buchholz, Heine, & Baumgarten, 1996). 
Heine (1999, p. 12-4) later states: “Nevertheless the growing computational burden 
when trying to cover additional failure cases and necessary certification efforts make 
it unlikely to combine genetic online optimization with current control law design 
and its certification process.” In 2008 another test flight of a model-following archi-
tecture augmented by an MPC/RHOC controller was conducted on the ATTAS. 
The goal was to optimize tracking of a pre-defined trajectory under a control effec-
tor fault. The setup relied on an accurate FDI system that has not been implement-
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ed for the flights. Instead perfect knowledge of the control effector status was as-
sumed. The system demonstrated satisfactory performance with a simulated aileron 
fault. Simulator studies did also demonstrate the use of differential thrust as active 
control element in case of a rudder and aileron failure. (F. de Almeida & Leißling, 
2009; F. A. de Almeida & Leißling, 2010). 
 

 
 

Figure 6 DLRs VFW614 ATTAS (DLR, 2008) 
 
Another adaptive control approach has been developed under the USN Intelligent 
Flight Control (IFC) program and was based on an adaptive neural network control 
law (Anthony Calise, Kim, Kam, & Azam, 1992; Kim & Calise, 1997). It was applied 
to the Boeing’s Tailless Advanced Fighter Aircraft (TAFA) high-fidelity simulation 
under the USAF RESTORE programme (J. Brinker & Wise, 1998; A.  Calise, Lee, 
& Sharma, 1998; Wise et al., 1999) and in 1999 flight tested on the X-36 (J. Brinker 
& Wise, 2000; J. S. Brinker & Wise, 2001).  
In parallel McDonnell Douglas and NASA teamed to develop the so called Intelli-
gent Flight Control System (IFCS). The system was supposed to be tested on a 
highly modified F-15B prototype. The aircraft was equipped with a full authority 
digital fly-by-wire control system, canards and two dimensional thrust-vectoring and 
thrust-reverse capable nozzles and subsequently became the NASA F-15B ACTIVE 
(Advanced Control Technology for Integrated Vehicles, Figure 7). The first set of 
IFCS flights occurred in March and April 1999. They were intended to proof the 
concept of the Stochastic Optimal Feed-forward and Feedback Technique (SOFFT) 
based flight controller. The later was in principle an on-line LQR implementation 
that uses a plant model, in this case 26 stability and control derivatives, to calculate 
the correct surface commands. For the 1999 flights the derivatives were provided by 
a static Pre-Trained Neural Network (PTNN) obtained from wind-tunnel measure-
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ments. A second set of flights was finished in 2003 with an on-line parameter identi-
fication and neural network-based learning functionality implemented. However the 
on-line identified plant model was not actually used by the SOFFT controller i.e. the 
control system was not yet adaptive. The system setup was subsequently named 
“Gen 1” (Hageman, Smith, & Stachowiak, 2003, pp. 1-3; Williams-Hayes, 2004, p. 
2).  
The situation in the early years of 2000 is appropriately described by Steinberg 
(2005, p. 271) from the USN: 
 

By the end of the 1990s, continuously adaptive and intelligent control tech-
niques had been flight tested successfully for reconfigurable flight control. 
Progress had been made on many key areas. However, the flight testing had 
been fairly limited in many respects and concerns still remained about factors 
such as how to do flight certification to ensure safety, how to set design pa-
rameters that impact on adaptation, and how to incorporate all of the many 
qualitative and quantitative requirements that go into practical flight-control 
design. Although the potential benefits were significant, control designers in-
terested in using these approaches on production aircraft would still need to 
be cautious. 

 
NASA meanwhile continued their efforts in the IFCS programme with a direct 
adaptive control architecture based on dynamic inversion augmented by a neural 
network. This architecture was subsequently named “Gen 2” (J. J. Burken, Williams-
Hayes, Kaneshige, & Stachowiak, 2006; Williams-Hayes, 2005). In comparison to 
the indirect “Gen1“ architecture “Gen 2” is based on a modified version of the di-
rect neural network approach developed by A.  Calise et al. (1998) for the above 
mentioned TAFA simulation study. The configuration has also been applied by 
Rysdyk and Calise (1998) to the XV-15 tilt rotor aircraft simulation. In 2006 flight 
testing of the “Gen 2” IFCS started on the F-15B ACTIVE. The flights included a 
simulated failure case where the stabilator was stuck (Buschbacher & Maliska, 2006). 
The results were mixed (J. T. Bosworth & Williams-Hayes, 2007). In 2008 some 
more flights where conducted this time using the canards to destabilize the plant in 
the longitudinal axis (J. Bosworth, 2008). Bosworth summarized the results as fol-
lows: “The convergent properties of this initial system warrant additional improve-
ment since continued maneuvering caused continued adaptation change. Compared 
to the non-adaptive system the adaptive system provided better closed-loop behav-
ior with improved matching of the onboard reference model.” (J. Bosworth, 2008, 
p. 1). Because of the mixed results during the “Gen 2” flights with the simulated 
stabilator failure the system was modified and entitled “Gen 2a”. Subsequent flight 
test have shown a significant improvement over the “Gen 2” system (J. Burken, 
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Hanson, Lee, & Kaneshige, 2009). With the retirement of the F-15B ACTIVE in 
January 2009 the largest active fault-tolerant flight test program came at least to a 
preliminary end. 
 
 

 
 

Figure 7 NASAs F-15B ACTIVE (NASA, 1998) 
 
While all those flight test projects, without any doubt, have been remarkable 
achievements and very important milestones for active fault-tolerant flight control 
none of them sufficiently matured the technology for a large scale use on produc-
tion aircraft.  
By the year 2000 a limited number of researchers started to bring up the idea of 
augmenting existing conventional flight control systems with an active fault-tolerant 
one. To the author’s knowledge the first to discuss this thought were (Wohletz et al., 
1999) and (Wohletz et al., 2000). They suggest a Retrofit Control Module (RCM) as 
shown in Figure 8 that is based on a Model Reference Adaptive Controller (MRAC) 
and a LOES reference model inferred from on-line parameter estimation.  
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Figure 8 Retrofit architecture suggested by Wohletz et al. (1999, left) and Wohletz et 

al. (2000, right) 
 
For estimation the MSLS algorithm flight tested on the F-16 VISTA was used (D. 
G. Ward et al., 1994; David G. Ward et al., 1998). More important than the actual 
mechanization of the fault-tolerant controller is however the idea that the nominal 
controller, i.e. the certified production control system, must be clearly separated 
from the fault-tolerant system as indicated by the switch in Figure 8: “It [the RCM] 
must also introduce no command signals in the unfailed case; we presume that the 
primary control laws work well when no failures exist. This also helps encapsulate 
the verification and validation task.” (Wohletz et al., 1999, p. 996). The author fully 
agrees with this segregation idea. However the mechanization of the switching (or 
better activation) logic is not sufficiently addressed in both papers. They suggest to 
use the difference between the measured angular accelerations and the reference 
angular accelerations from the reference model i.e. the input error as base for 
switching (Wohletz et al., 2000, p. 5). This choice probably came naturally during 
design of the adaptive controller because they use an input error approach as sug-
gested by Bodson and Groszkiewicz (1997). The author independently came up 
with the same idea but based on physical reasoning: Any deviation from a desired 
movement must first show up in a deviation of the actual from the desired accelera-
tions i.e. the transfer function from the disturbance to the acceleration has a pole-
zero-difference of zero (cf. Brockhaus et al., 2011, p. 341). Unfortunately the 
switching logic suggested by Wohletz et al. has two weak points: First of all no sug-
gestion is made how to determine the switching threshold and second the parame-
ters of the LOES model are estimated online. The latter, to the author’s opinion, is 
as of today not certifiable because of the problems involved online parameter esti-
mation. Furthermore the on-line estimation of the LOES model must be halted 
once a failure occurs. This requires another logic that has to be certifiable. Finally 
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the work only covered open-loop stable plants and control effector failures. This 
text will also use the idea of combining a conventional certified control system with 
an active fault-tolerant control system by keeping the fault-tolerant control system 
inactive if no fault occurs but will focus on the switching logic as this is the most im-
portant aspect concerning certifiability.  
J. D. Boskovic and Mehra (2002) later slightly modified the architecture of Wohletz 
et al. by using the nominal controller output 𝑢ே (Figure 9) instead of the measured 
control surface position 𝛿 (Figure 8). They furthermore used a different approach 
for designing the fault-tolerant controller. However again the problem of how to 
design the switching or activation logic was not addressed: “The switch shown in 
the Figure [Figure 9] is used to disconnect the ARRC [Adaptive Retrofit Reconfigu-
rable Control] module in the case with no failures, while in the case of failures, a 
suitably chosen detection mechanism is used to connect the ARRC module.” (J. D. 
Boskovic & Mehra, 2002, p. 1257). Moreover the paper only addresses a loss of ef-
fectiveness of the control effector as fault case.  
 

 
Figure 9 Retrofit architecture suggested by J. D. Boskovic and Mehra (2002) 

 
In subsequent work the switch is removed from the architecture and the approach is 
extended to a larger group of fault cases and more sophisticated algorithms (J. 
Boskovic, S. Bergstrom, et al., 2005; J. Boskovic, Prasanth, & Mehra, 2005; J. 
Boskovic, Redding, & Knoebel, 2009; J. D. Boskovic, S. Bergstrom, & R. K. Mehra, 
2005; J. D. Boskovic, S. E. Bergstrom, & R. K. Mehra, 2005; Jovan D. Boskovic, 
Prasanth, & Mehra, 2007; Jovan, Joshua, & Raman, 2007; Jovan, Ravi, & Raman, 
2006). The architecture was subsequently entitled FLARE (Fast on-Line Actuator 
Reconfiguration Enhancement). The problem of validation and verification for cer-
tification is not suitably addressed beside the following remark: “An alternative solu-
tion [to designing a new control system] is to retain the nominal controller and add a 
retrofit feedback control module that is active only if the system state leaves the 
nominal state set. Such an augmented controller would need to be tested only for 
the operating regimes for which the retrofit module was designed.” (Jovan D. 
Boskovic et al., 2007, p. 703). This statement is only true if it can be proven that the 
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system cannot interfere with the nominal controller during nominal i.e. fault-free 
operations. However this topic is not addressed. 
In 2002 A. J. Calise, Bong-Jun, and Craig (2002, p. 1549) realize that “particularly 
within the aircraft and automobile industries, there is a legacy of experience with 
existing control system architectures, and these industries would much prefer to 
augment their plants with an adaptive process, rather than replace them with a total-
ly new architecture.” As discussed in chapter 1.2 the author fully agrees with this 
statement. They propose to compensate the output error between an online plant 
model and the real plant by a neural network based adaptation algorithm. Later they 
largely extended the concept of augmenting an existing linear controller by an adap-
tive neural network one. However none of the papers addresses the problem of val-
idation, verification, and certification. 
Idan, Johnson, and Calise (2002, p. 1013) suggest retrofitting an adaptive neural 
network based control system to an existing conventional flight control system to 
deal with actuator failures. They state that “a central feature of the proposed hierar-
chical flight control architecture is its capability to enhance the safety of conven-
tional, previously certified flight control systems. The secondary control channels of 
this methodology can simply be added to an existing system, without intervening 
with its normal operation. The hierarchical switching between the various secondary 
channels will be introduced only after a failure occurs and has been identified.” No 
details on the implementation of the “hierarchical switching” are given, even if the 
switching logic is very important because it ensures that the non-certified “second-
ary channel” is not intervening with the certified conventional flight control system 
during fault-free operation. Again certification is mentioned but not really ad-
dressed. 
Another interesting retrofit approach was initially suggested by Jeffrey Monaco, 
Ward, and Bateman (2004) and later refined by D. G. Ward and Monaco (2005) for 
an in-flight demonstration on the F/A-18 (Figure 10). According D. G. Ward and 
Monaco (2005, p. 64) the F/A-18 was selected because “the F/A-18 technology 
roadmap has listed fault-tolerant control as an important future capability for the 
aircraft.” The fault-tolerant control law works in parallel to the production control 
law but the AFCS interferes via the reference signal 𝑟 and not directly via the actua-
tor input 𝑢. 
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Figure 10 Retrofit architecture suggested by D. G. Ward and Monaco (2005, p. 64) 
 

The fault-tolerant control system itself is based on the STC approach. The actual 
aircraft closed-loop behaviour is described by a time-varying Low Order Equivalent 
System (LOES). The LOES model parameters are estimated on-line. A set of off-
line estimated LOES models describes the desired system behaviour i.e. forms the 
reference model. A RHOC is used to minimize the tracking error between the refer-
ence model and the measured aircraft behaviour. The MSLS algorithm, used for on-
line parameter estimation, and the RHOC are largely based on the ones developed 
for the F-16 VISTA flight tests described above (D. G. Ward & Barron, 1995; D. G. 
Ward et al., 1994; David G. Ward et al., 1998). According to D. G. Ward and 
Monaco (2005, p. 64) it was the aim “to balance certification requirements and re-
configuration performance of revolutionary flight control designs.” Assuming that 
fault-tolerant retrofit control system cannot be certified, the author is sceptical that 
such a setup would be really certifiable. Even if the possible inputs of the retrofit 
system are limited by the protection mechanisms of the production control system, 
the retrofit system has full authority within the operational envelope and it is always 
activated. For example an erroneous full-nose down command by the retrofit con-
trol system may not lead to overstressing the structure but can be highly safety criti-
cal during the approach and landing phase. Four flights on an F/A-18C have been 
conducted out of the Naval Test Center at Patuxent River. Page, Monaco, and 
Meloney (2006, p. 15) summarize the results as follows: 
 

The results validate the performance benefits of the retrofit system as com-
pared with the baseline system for a range and variety of simulated surface 
failures. Although several compromises were required for flight test imple-
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mentation, the retrofit system was shown to be capable of improving post-
failure handling qualities. 

 
They furthermore conclude: 
 

Most importantly, significant additional work to address certification issues is 
necessary. The current work presents a candidate flight control architecture 
that is theoretically more amenable to use in a flight critical role. However, the 
focus of the research has been to establish performance bounds of such a sys-
tem rather than address the methods that must be undertaken to complete the 
verification and validation process. 

 
This suggests that the author’s concerns related to certifiability of the architecture 
are not arbitrary. Besides that, to the author’s opinion, the architecture is a very in-
teresting approach to optimize the undamaged aircraft performance of a conven-
tional control system by compensating for small modelling uncertainties or differ-
ence between individual productions aircraft in a fleet. In such a case the authority 
of the system might be limited to a level that is acceptable from a flight safety point 
of view. 
By 1998 some active fault-tolerant flight control system elements have entered into 
the F/A-18E/F production programme. However the algorithm only deals with one 
specific horizontal stabilizer actuator failure case. Steinberg and Tomayko report 
that the system has demonstrated its effectiveness in flight test as well as with a real 
actuator failure during one of the development flights (Steinberg, 2005, pp. 263, 
272; Tomayko, 2003, p. 46). Another comparable example of fault-tolerant control 
technology that entered into a production aircraft is the actuator oscillatory failure 
detection algorithm implemented in the Airbus A380 flight control system as de-
scribed by Goupil (2010). 
The discussion of this chapter focused on fault-tolerant control approaches that 
have been flight tested on larger scale aircraft and on research dealing with so called 
retrofit architectures because both areas are closely related to the topic of this text 
i.e. how to combine a conventional with an active fault-tolerant control system and 
how to approach the certification problem of active fault-tolerant control systems 
for production aircraft. This, of course, only scratches on the surface of all the great 
work conducted on fault-tolerant, robust, and adaptive control in general. The last 
years have also seen remarkable in-flight demonstrations on smaller unmanned air 
vehicles like Rockwell Collins demonstration of a damage tolerant control system on 
a subscale F-18 model (Jourdan, Piedmonte, Gavrilets, Vos, & McCormick, 2010) 
and the L1 adaptive control test on NASAs AirSTAR subscale transport aircraft 
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model (Gregory, Cao, Xargay, Hovakimyan, & Zou, 2009; Gregory, Xargay, Cao, & 
Hovakimyan, 2010) to mention just a view of them.  
Despite all those efforts fault-tolerant flight control systems have not seen wide-
spread use in production systems. This is also summarized by Lombaerts, Smaili, 
and Breeman (2010, p. 40) who state that 
 

Reconfigurable flight control systems have been successfully flight tested […] 
and evaluated in manned simulations […], but up to date, no RFTFC [Recon-
figurable Fault-Tolerant Flight Control] has been certified or applied in both 
commercial and military aircraft. 

 
To the authors opinion a major reason for this is the fact that current research fo-
cuses on replacing conventional flight control systems instead of, at least in the first 
instance, augmenting them. Looking at the history of aviation nearly all successful 
advances were made in small well-defined steps. Flight controls are no exception to 
this. The first production autopilot was developed by Sperry in 1912 for the 
Curtiss F Flying Boat. It lowered the pilot workload by introducing a control system 
in the “outer loop”. In 1942 the first control element found its way into the “inner 
loop” in form of yaw damper in the Me 262. It augmented the mechanical flight 
control system but did not replace it. In 1974, with the introduction of the F-16, the 
mechanical flight control system was the first time replaced by a full authority fly-
by-wire one. The introduction of active fault-tolerant control systems will have to be 
done in a stepwise approach as well. It is therefore the author’s opinion that re-
search should more focus on how to augment existing conventional flight control 
systems with active fault-tolerant ones. To use a conventional flight control system, 
that can be qualified and certified with well proven means, when the aircraft is not 
or just slightly damaged and the fault-tolerant flight control system only in the case 
when the aircraft is severely damaged seems to be the most promising way to foster 
the larger scale, i.e. production, use of fault-tolerant flight control technology.  
While such an approach would relieve the certification and qualification require-
ments on the fault-tolerant control system it puts the fault detection algorithm into 
certification focus. To the author’s knowledge the aspects of when the switching 
shall occur and how the reliability, i.e. the false alarm rate, of such an algorithm can 
be quantified has not been investigated in detail before. This question forms the 
heart of this thesis.  
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1.5 Research Contributions 
This chapter shall give a short summary of the research contributions provided by 
this thesis. A more detailed discussion can be found in chapter 5.2. 
 
Primary research contributions: 

 The idea of combining a CFCS with an AFCS, albeit not complete new, has 
only been very sparsely investigated in the past and none of the work known 
to the author (cf. chapter 1.4) do treat the problem of how to define a usea-
ble switching logic/threshold beyond mentioning its existence. This thesis 
focusses especially on the switching, i.e. fault detection, algorithm. The above 
mentioned reasoning chain implies that the possibility that the fault-tolerant 
flight control system is inadvertently activated must be very remote, i.e. the False 
Alarm Rate (FAR) must be very low. To judge the possibility for inadvertent 
activation, the FAR must be quantifiable by a number. This work uses a strict, 
state of the art FAR-based design approach, as suggested by Ding (2013), and ap-
plies it to the aircraft fault detection problem on hand. This strict FAR-based 
design approach is, to the author’s knowledge, new in the context of aircraft 
fault detection. 

 Most of the current Fault Detection and Diagnosis (FDD) work treats the 
problem detecting faults in the uncontrolled plant. In case of aircraft, and 
potentially in many other applications, the user (e.g. pilot) is much more in-
terested in the closed-loop performance of the system, because that is what is 
visible to him/her. The author therefore suggests to model the acceptable closed-
loop performance, directly derived from the respective flying qualities standards, as determin-
istic model uncertainties of reference model used for fault detection. The approach to 
use the flying quality standard derived CAP-𝜁ௌ௉ combination to define the 
parameter polytope of acceptable reference model uncertainties and conse-
quently derive the norm-based residual threshold based on this reference 
model was developed by the author and is, to the author’s knowledge, new.  

 The aforementioned approach for the fault detection system required the ex-
tension of the combined stochastic/norm-based fault detection approach for 
deterministic and stochastic unknown inputs, as suggested by Ding (2013, pp. 
339-345), to the much more complex case of deterministic/stochastic un-
known inputs and deterministic model uncertainties. Several extensions are sug-
gested in this work with respect to the aircraft application discussed above. 
The work thus adds research results to the, as highlights by Ding (2013, p. 
17), very sparsely investigated FDD research area of residual evaluation. 
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 The FD system proposed in this thesis is to author opinion, very flexible to 
adapt to different practical demands. Adaptations are easily done by just 
changing the range of acceptable closed-loop natural frequencies and damping 
ratios. Most important, those two parameters can be readily interpreted in 
physical and flying quality context and they allow a direct comparison with 
the flying quality standards MIL-F-8785C (US DoD, 1996) and 
MIL-STD-1797B4 (US DoD, 2012). To the author’s opinion this is a signifi-
cant practical advantage and gives the aerospace engineer a direct under-
standing what the effect of the parameter changes are.  

 
Furthermore the work provides some secondary contributions: 

 To overcome the problem of a non-convex model uncertainty parameter 
space, the author suggests the use of an approximated parameter polytope. 
In terms of the problem on hand, i.e. the aircraft longitudinal short period 
motion, this means that the allowable range of damping ratios 𝜁ௌ௉ is slightly 
reduced. However it is ensured that the approximation stays in the area of 
the desired level of flying qualities, i.e. on the “safe side”. To the author’s 
knowledge using such an approach in the context of a flying quality model is 
also new. 

 Due to the incorporation of model uncertainties into the reference model, al-
so known system inputs affect the residual dynamics. A new adaptive 
threshold (threshold generator) in the form of an input energy signal enve-
lope detector is suggested to account for this effect. 

 The approach chosen for deterministic fault detection uses the signal energy 
or RMS-value. Of course the practical application warrants a limited observa-
tion time. This violates the theoretical definition of the energy and RMS-
signal. To the author’s knowledge the implications for fault detection when 
using a limited RMS-window size are not discussed in current FDD litera-
ture. This work will discuss the implications and suggest a possible solution 
in form of the input energy detector mentioned above.  

 This work incorporates the known colored noise Kalman filter extensions in 
the residual generation process in order to deal with colored process noise 
from atmospheric disturbances. This extension is to the author’s knowledge, 
also new in a fault detection context. 

                                              
4 Restricted distribution, therefore information from MIL-F-8785C is used within 
this text. 
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 The aircraft application warrants the use of a residual band-pass post filter to 
supress the impact of steady and very low frequency gains on the residual 
and to limit the higher frequency noise. Unfortunately, due to auto-
correlation, the filtered residual noise is no longer white but colored, there-
fore violating one of the underlying assumptions of the 𝜒ଶ-distribution re-
quired for stochastic residual evaluation.. In this regard the author suggests 
the use of a colored noise corrected variance together with the normal distri-
bution approximation of the 𝜒ଶ-distribution as a possible solution to the is-
sues resulting from the colored noise. 

 

1.6 Summary and Outline 
Chapter 1.1 discussed why fault-tolerant flight control systems are important, while 
chapter 1.2 explained the motivation for the topic of this, i.e. to investigate a fault 
detection system to combine a Conventional Flight Control System (CFCS) with an 
active fault-tolerant one while ensuring a user selectable False Alarm Rate (FAR). 
Chapter 1.3 summarized the goals for this thesis. A brief outline of larger scale fault-
tolerant flight control programs was given in chapter 1.4. Finally chapter 1.5 gave a 
résumé of the research contribution provided by this thesis. 
The remainder of the text will be structured as follows: We will start with an intro-
duction on typical design goals and architectures for conventional flight control sys-
tems, a high-level overview of common Fault-Tolerant Control (FTC) approaches, 
and a discussion of different approaches to fault detection and diagnosis (Chapter 
2). Chapter 3 summarizes the theoretical studies conducted with respect to contem-
porary model-based fault detection and finally describes the fault detection system 
proposed in this work (chapter 3.5) including the detailed research contributions by 
the author. The results of the simulation case study, conducted to verify the theoret-
ical results and to demonstrate the performance of the fault detection system for a 
realistic failure case, are described in chapter 4. Chapter 5 will discuss the overall 
results as wll as the research contributions and summarize possible areas for a fol-
low on work. Finally a summary and concluding remarks are given in chapter 6. 
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2 Basic Aspects of Fault-Tolerant Control and Fault 
Detection and Diagnosis 

2.1 Motivation and Scope of Discussion 
Fault-tolerant control systems in general are highly integrated systems. Therefore 
the activities lumped together under the term fault-tolerant control in fact touch 
many different research areas that historically have been considered more or less sepa-
rate from each other, namely: Fault Detection and Diagnosis (FDD), Robust Con-
trol, and Reconfigurable/Adaptive Control (Figure 11).   
 

 
 

Figure 11 Areas of fault-tolerant control (based on Patton, 1997, p. 1035)  

 
Chapter 2.2.1 will give a brief outline why digital flight control systems have become 
so important in contemporary aircrafts. Typical primary design goals for the aircraft 
longitudinal motion, especially the Control Anticipation Parameter (CAP) as one the 
most important flying qualities metrics for this axis, will be discussed in chap-
ter 2.2.2. Because of its importance the CAP forms the basis of the fault detection 
algorithm proposed in this text (chapter 3.5). The considerations made for the CAP 
are therefore very important for the remainder of this work. Chapter 2.2.3 briefly 
outlines redundancy setups in current production flight control systems in order for 
the reader to understand the difference to model-based redundancy as introduced in 
chapter 2.4. Some important FTC methods are introduced in chapter 2.3. This chap-
ter is, to author’s opinion, important to understand the basic idea behind different 
FTC approaches as well as the difference to conventional FCS. Chapter 2.4 will then 
have a closer look on the subject of FDD which is major focus of this text.  
  

Fault Detection & 
Diagnosis

Robust Control
Reconfigurable

Control
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2.2 Thoughts on Typical Conventional Production Flight 
Control Systems 

2.2.1 Typical Challenges of Modern Aircraft Designs 

As already mentioned in the introduction (chapter 1.1) many modern airframe de-
signs yield unfortunate dynamic behaviours up to instability.  Therefore a control 
system is required to achieve  
 

 stabilisation and 
 the desired dynamic behaviour, i.e. flying qualities 
 

Static instability in the longitudinal axis, for example, is a common design feature of 
many modern military aircraft. There are two major reasons for this situation. The 
first one is related to aerodynamic performances. A statically unstable design, when 
compared to a stable one, provides a lower trimmed drag coefficient for the same 
lift coefficient as well as a higher maximum lift coefficient. This leads to a signifi-
cantly better ability to change the flight path vector, commonly referred to as agility. 
The latter is of special importance for fighter aircraft and becomes particularly ap-
parent in a considerable increase of the sustained and instantaneous turn perfor-
mance. Overall this means a significant size/mass decrease for the same perfor-
mance requirements or a significant performance increase for the same aircraft 
size/mass (NATO AGARD, 1991b, pp. 52-53). The second reasons is related to 
some modern combat aircraft design features, like for example stealth, that lead to 
aircraft shapes that are unstable, e.g. the B-2 (Britt, Volk, Dreim, & Applewhite, 
2000). The most obvious implication for flight control system design is that the air-
craft becomes uncontrollable5 without the FCS and thus high reliability of the latter 
has to be achieved for flight safety reasons. However of same importance, even if 
less obvious, are the more stringent requirements on the accuracy of sensor meas-
urements, the pitch control power and its build up rate as well as the sensitivity to 
time delays. Those requirements increase with the worst-case time to double of the 
open loop plant, i.e. the time till the angle of attack 𝛼 doubles after it has been per-
turbed from its equilibrium point (Brockhaus et al., 2011, pp. 820-821; NATO 
AGARD, 1991a, p. 22-21). Table 1 shows some values of the worst-case time to 
double for some modern fighter-type aircraft (NATO RTO, 2000). 
  

                                              
5 in a flying quality sense 



2 Basic Aspects of Fault-Tolerant Control and Fault Detection and Diagnosis 

31 

Table 1 Pitch motion worst case time to double of some modern fighter-type air-
craft (NATO AGARD, 1991b; NATO RTO, 2000, p. 22) 

Aircraft Worst Case Time to Double 

X-29 0,15 sec 

FBW-Jaguar 0,25 sec 

EAP 0,18 sec 

Rafale A 0,40 sec 

F-16C 1,5 sec 

 

2.2.2 Typical Design Goals for the Longitudinal Axis 

In all cases the control goal for the inner loop of a flight control system is to achieve 
an aircraft response that ensures good flying qualities. There exist certain standards 
that relate the goodness of flying qualities to certain design parameters. For manned 
aircraft by far most widely used ones are MIL-F-8785C (US DoD, 1996) and 
MIL-STD-1797B6 (US DoD, 2012). To the author’s knowledge there exist no com-
parable standard for unmanned aircraft however it is reasonable to assume that in 
many cases the flying quality requirement for unmanned aircraft, in terms of aircraft 
dynamic response, will be comparable to the ones of manned aircraft. This text, 
which deals with longitudinal motion, will therefore refer to the requirements of the 
above-mentioned documents for the dynamics of the short period motion.  
It is worth noting that the basic flying quality requirements have not changed with 
the introduction of highly augmented fly-by-wire aircraft although their flight con-
trol system would allow creating response types that are very different from conven-
tional ones. It seems that the pilots can best handle the conventional response types. 
One reason might be that this is simply the type of response they are most used to. 
The implication for flight control design is thus, in the vast majority of cases, the 
goal is to achieve a response fairly similar to that of a conventional aircraft with 
good flying qualities (Hodgkinson, 1999, p. 14; NATO RTO, 2000, p. 33). To un-
derline this important point the author wants to cite NATO RTO (2000, p. 34): 
 

Summary of F-22 Flying Qualities: The F-22 control law design was based on 
goals derived from the guidelines provided by existing alternate handling quali-
ties/PIO metrics, with specific control law architecture changes made to satis-

                                              
6 Restricted distribution, therefore information from MIL-F-8785C is used within 
this text. 
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fy these goals. In particular, the F-22 was designed to have a low order, classical aircraft 
response [accentuation added]. Elimination of integrator dynamics from the 
closed-loop response of the aircraft allowed the designer to increase the 
bandwidth of the system, lower equivalent system time delay and achieve satis-
factory performance trends with respect to these handling qualities/PIO met-
rics.  

   
The goal for the reference control system designed for this case study was therefore 
to create a closed loop pitch rate response close to that of a linear second order sys-
tem with damping ratio 𝜁ௌ௉ ൌ 0,707 and a natural frequency to achieve  𝐶𝐴𝑃 ൌ  1, 
where 𝐶𝐴𝑃 stands for the so called Control Anticipation Parameter. The CAP is 
defined at the ratio of the immediate pitch rate acceleration to the quasi-stationary 
normal acceleration  
 

 𝐶𝐴𝑃 ൌ
𝑞ሶ ሺ𝑡 → 0ሻ

𝑛௭ሺ𝑡 → ∞ሻ
ൌ

Δ𝑞ሶ଴
Δ𝑛௭,ஶ

 (2-1)

 
For most contemporary aircraft only the elevator is used as primary control input 
for the longitudinal axis, i.e. for rapid control. Flaps (if not combined with the eleva-
tor, i.e. flaperon) and slat settings for example rather follow manual control inputs 
or a certain schedule and the thrust response is normally to slow for controlling the 
short period motion. Therefore it is a common assumption to ignore the effect of 
flaps and thrust inputs when dealing with the short period related CAP. Further-
more with classical elevator configurations the direct influence of Δ𝜂 on the force in 
z-direction is rather low, i.e. 𝑍ఎ ൎ 0. Under those assumptions the CAP can be writ-
ten as (Heller, 2013, p. 3-122; Holzapfel, 2011, p. 69/94) 
 

 𝐶𝐴𝑃 ൌ െ
𝑔𝜔ௌ௉

ଶ

𝑉஺,଴𝑍ఈ
ൌ

𝑔
𝑉஺,଴

𝜔ௌ௉
ଶ 𝑇஀ଶ (2-2)

 
where, under the assumptions made, 𝑇஀ଶ is the numerator time constant of the 
transfer function Δ𝜂 to Δ𝑞. Within the time horizon of the short period motion  𝑍 ఈ 
and 𝑇஀ଶ are normally assumed to be constant for a certain flight condition. While 
this has been proven in practice as an acceptable assumption it has to be carefully 
checked for the aircraft system under consideration, especially if an angle of attack 
feedback is used with a 𝑍ఎ which is significant.  
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From (2-2) we can deduct the following: 
 The CAP relates short period natural frequency to the short period numera-

tor zero time constant 𝑇஀ଶ. Together with the damping ratio requirements 
𝜁ௌ௉ (Figure 12) it therefore defines the allowable relative position of the 
short period transfer function poles and zero. 

 The typical control approach to influence the CAP is to modify the short pe-
riod natural frequency 𝜔ௌ௉ according to the flight condition and configura-
tion (cf. Heller, 2013, p. 3-124). The goal is to keep the CAP in the areas al-
lowed by the flying quality specifications and preferably close to constant to 
ensure a similar aircraft response over the flight envelope. 

 
For a certain trim condition and desired CAP the corresponding natural frequency 
𝜔ௌ௉ for the short period motion can be calculated from (2-2): 
 

 𝜔ௌ௉ ൌ ඨെ𝐶𝐴𝑃 ∙
𝑉஺,଴

𝑔
∙ 𝑍ఈ (2-3)

 
Nevertheless, as pointed out by Heller (2013, p. 3-124 & 3-125) and mentioned 
above, care must be taken when using (2-3) for modern highly augmented aircraft 
configurations. 

Remark 2-1: Extensive pilot in the loop simulations in industry have furthermore 
shown that the CAP-based 𝜔ௌ௉ should be upper bounded. Good handling quality 
results were obtained 𝜔ௌ௉,௠௔௫ ൑ 6.5 rad/s (cf. Heller, 2013, p. 3-124). This is also 
the upper bound chosen in this thesis for the nominal (“desired”) 𝜔ௌ௉. Different 
values exist for the lower bound. MIL-F-8785C (US DoD, 1996) gives a minimum 
𝜔ௌ௉,௠௜௡,ெூ௅ = 1.0 rad/s for CAT A flight phases. Nevertheless experience has 
shown that this leads to a sluggish response. Heller (2013, p. 3-124) suggest 
𝜔ௌ௉,௠௜௡ ൒  1.9 rad/s based on the above mentioned simulation trails. A third lower 
bound can be derived from the now widely accepted requirement 
𝑛௭ 𝛼⁄ ൒  2.3 1/rad (Brockhaus et al., 2011, p. 463). Plugging this into (2-3) for a 
target CAP = 1 gives 𝜔ௌ௉,௠௜௡ ൒  1.5 rad/s though it should be clear that the latter 
can normally not be directly influenced by the FCS inner-loop7. In other words ei-
ther the configuration obtains this 𝑛௭ 𝛼⁄  or it does not. For this thesis a 
𝜔ௌ௉,௠௜௡ ൒  1.7 rad/s has finally been chosen, which lies in the middle of those two 
approaches. 

                                              
7 An exception might be systems with direct lift control. 
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Figure 12 relates the CAP - 𝜁ௌ௉ combinations, for Category A flight phases, to the 
three different levels of flying qualities as defined by MIL-F-8785C (Table 2). Cate-
gory A flight phases are “nonterminal Flight Phases that require rapid maneuvering, 
precision tracking, or precise flight-path control” (US DoD, 1996, p. 2). This in-
cludes flight phase typical for fighter aircraft e.g. air-to-air combat, ground attack 
and formation flying. As it can be readily seen the design goal 𝐶𝐴𝑃 ൌ  1 lies in the 
middle of the Level 1 region. 
The above mentioned design goals of creating a certain  CAP - 𝜁ௌ௉ combinations is 
not exclusively academic rather it is the basic longitudinal flying quality design goal 
for the most advanced fighter aircraft that fly today like the F-22 (NATO RTO, 
2000, p. 15) and the Eurofighter Typhoon (Moritz & Osterhuber, 2006, p. 6; 
Oelker, Osterhuber, & Hanel, 2009, p. 4). It was therefore also chosen for the refer-
ence control system developed for this case study. Nevertheless the task of achiev-
ing good flying qualities is fairly complex and the flight control system itself gives 
rise to many secondary effects, e.g. Pilot Induced Oscillations (PIO). Thus it must 
be mentioned that achieving a certain CAP - 𝜁ௌ௉ combination alone does not guar-
antee good flying qualities. The interested reader is referred to NATO RTO (2000) 
for an excellent treatment on the best practices of modern flight control system de-
sign including the relevant handling/flying quality criteria. A good summary of the 
latter is also found in Brockhaus et al. (2011, pp. 455-475), Heller (2013),  Gibson 
(1999) and Hodgkinson (1999).  Oelker et al. (2009) give an overview over the flying 
and handling quality criteria applied in the Eurofighter Typhoon program.  
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Figure 12 Allowable CAP - 𝜁SP regions for the short period motion during  
Category A flight phases (bases on  US DoD, 1996, pp. 13-14)  

 

Table 2 Level of flying qualities as defined by MIL-F-8785C (US DoD, 1996, p. 4) 

Level of flying qualities Description 
Level 1 “Flying qualities clearly adequate for the mission Flight 

Phase” 
Level 2 “Flying qualities adequate to accomplish the mission 

Flight Phase, but some increase in pilot workload or deg-
radation in mission effectiveness, or both, exists” 

Level 3 “Flying qualities such that the airplane can be controlled 
safely, but pilot workload is excessive or mission effec-
tiveness is inadequate, or both. Category A Flight Phases 
can be terminated safely, and Category B and C Flight 
Phases can be completed.” 
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2.2.3 Redundancy in Current Production Aircraft Flight Control Systems – 
 An example  

All of today’s large production aircraft mainly rely on hardware based redundancy 
schemes. Four redundancy structures are common in aircraft flight control systems: 
the quadruplex, triplex, duo-duplex and duplex arrangements. The interested reader 
is referred to Moir and Seabridge (2013, pp. 219-226) and Rolf Isermann (2006, pp. 
347-354) for general information on those redundancy architectures. An old but, to 
the author’s opinion, rather complete treatment of redundancy structures especially 
for digital flight control systems is also found in Rice and McCorkle (1979). 
Most FCS put into effect a mixture of those structures. This shall be explained at 
the example of the Eurofighter Typhoon FCS based on the information published 
by Kaul (1992). The Typhoon is a representative example of a last generation fighter 
aircraft. In the subsonic flight regime it is highly unstable in the longitudinal axis 
which means that it is only controllable with the help of the stabilization functions 
of the FCS. The latter was specified based on the requirements of MIL-F-9490D 
(US DoD, 1975) which has now been absorbed in AS94900 (SAE, 2007). AS94900 
and MIL-F-9490D define so called Operational States (OS) to separate different 
stages of flight control system degradation due to faults and failures. The major 
meaning of those states is given in Table 3. AS94900 and MIL-F-9490D further-
more give two definitions which are important for the following discussions: 
 

Essential FCS functions […] A function is Essential if loss of the function re-
sults in an unsafe condition or inability to maintain FCS Operational State III. 
(SAE, 2007, p. 15) 
 
Noncritical FCS Functions […] A function is noncritical if loss of the function 
does not affect flight safety or result in control capability below that required 
for FCS Operational State III. (SAE, 2007, p. 16) 

 
For more detailed information the interested reader may consult AS94900 (SAE, 
2007). The application of the OS from MIL-F-9490D to the Eurofighter Typhoon 
FCS design lead to the implications summarized in Table 4. 
In OS I and II the probability that mission has to be aborted must be smaller than 
𝑥 ∙ 10ିଷ per mission. All essential functions must be intact. A first failure (transition 
from OS I to OS II) has no effect on essential, and no or just a very limited effect 
on noncritical functions (e.g. loss of the airbrake functionality). This means that es-
sential functions must be Fail-Operative8 (FO) and noncritical functions must either 

                                              
8 Fail-operative means that a fault or failure has no effect on system functionality 
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be implemented FO or Fail-Safe9 (FS) depending on their impact on the mission. 
The same is true for a second failure (transition from OS II to OS III); however 
now the mission, and consequently the flight envelope, is reduced to safe cruise, 
descent, and landing (cf. Table 3). Because of the reduced mission, more noncritical 
functions become non-mission-relevant and can be lost. It is important to note that 
after the second failure occurred the recovery from the full flight envelope (e.g. 
manoeuvring flight) to the more restricted OS III envelope must remain possible. A 
third failure (transition from OS III to OS IV) may lead to Loss-Of-Control (LOC) 
and therefore a loss of the aircraft. The probability of LOC must be smaller than 
𝑦 ∙  10ି଺ per flying hour. For the Typhoon FCS architecture this meant that the 
essential avionic components (e.g. sensors, data busses, flight control computers, 
actuator control) had to be implemented in a quadruplex structure. Every Flight 
Control Computer (FCC) controls its own lane (sensor to actuator) and every FCC 
is monitoring the other FCCs for faults and failures (cross-monitoring). The actua-
tors of the primary control surfaces are controlled and monitored by all four lanes 
and powered by two hydraulic circuits. The quadruplex structure ensures that, even 
after two failures, the essential functions remain available (FO-FO). Non-essential 
hardware is implemented with less redundancy. The airbrake system, for example, is 
powered by just one hydraulic circuit, controlled simplex and monitored duplex. It 
therefore exhibits a FS behaviour. It is interesting to note that duplex monitoring, in 
this case, is achieved by analytic (software) redundancy. This kind of redundancy 
will be discussed further in chapter 2.4.6. 
The treatment of the Typhoon FCS aimed at giving an example of how redundancy 
is implemented in current production aircraft. It will form an important basis for the 
discussion of non-hardware related redundancy approaches in the next chapters. 
More information of the Eurofighter Typhoon FCS can be found in Kaul (1992). 
Typical FCS realizations for transport aircraft are described for example in Bartley 
(2001); Yeh (1996, 1998, 2001) for the Boeing 777 and in Brière, Favre, and 
Traverse (2000) as well as in Traverse, Lacaze, and Souyris (2004) for the Airbus 
family. 
 
 
  

                                              
9 Fail-safe means that after a fault or failure has occurred the system reverts to a safe state 
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Table 3 FCS Operational States (extract from SAE, 2007, p. 15) 

Operational State Major Statement 
for details see AS94900 (SAE, 2007, p. 15) 

I 
Normal Operation 

“The normal state of FCS performance, safety and relia-
bility.” 

II 
Restricted Operation 

“The state of less than normal equipment operation or 
performance, which involves degradation, or failure of 
only a non-critical portion of the overall FCS. A moderate 
increase in crew workload and degradation in mission ef-
fectiveness may result from a limited selection of normally 
operating FCS modes available for use; however, the in-
tended mission may be accomplished including aerial re-
fueling and landing at the destination of original intent.” 

III 
Minimum Safe  
Operation 

“The state of degraded FCS performance, safety or relia-
bility which permits safe termination of precision tracking 
or maneuvering tasks, and safe cruise, descent, and land-
ing at the destination of original intent or alternate but 
where pilot workload is excessive or mission effectiveness 
is inadequate” 

IV 
Controllable to an  
Immediate Emergency 
Landing 

“The state of degraded FCS operation at which continued 
safe flight is not possible; however, sufficient control re-
mains to allow engine restart attempt(s), a controlled de-
scent and immediate emergency landing.” 

V 
Controllable to an 
Evacuable Flight  
Condition 

“The state of degraded FCS operation at which the FCS 
capability is limited to maneuvers required to reach a 
flight condition at which crew evacuation may be safely 
accomplished.” 
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Table 4 Implications of MIL-F-9490D operational states for the Eurofighter  
Typhoon flight control system (based on Kaul, 1992, p. 1327) 

Operational 
state 
acc. AS94900/ 
MIL-F-9490D 

Implication for 
Eurofighter Typhoon 
FCS 

Quantitative requirements 
Eurofighter Typhoon 

I Full functionality Probability that mission has to be 
aborted must be smaller than 
𝑥 ∙ 10ିଷ per mission. 

II Non-critical functionality 
reduced 

III Essential functions sus-
tained 

Probability of LOC must be small-
er than 𝑦 ∙ 10ି଺ per flying hour. 
 
Failures to considered: e.g. sensors, 
avionics, actuators, hydraulic and 
electric power supply 

IV Loss-Of-Control (LOC) 
V 

 
 

2.3 Introduction to Fault-Tolerant Control (FTC) 

2.3.1 Motivation and Scope of Discussion 

The preceding chapter has reviewed typical challenges, design goals, and redundancy 
setups for contemporary production flight controls systems. This chapter aims at 
giving a compact high-level overview of some important fault-tolerant control meth-
ods, especially to give the reader a feeling for the difference to conventional FCS. In 
the last decade FTC has been a very active field of research thus it is not possible, 
and not the purpose of this text, to discuss the methods in detail or to list all meth-
ods available. For more information the reader is referred to the relevant literature.  
First of all if we think about how an ideal flight control system would look like, we 
would find that this would be a fixed structure, fixed gain control system that deliv-
ers the desired performance at all possible operating conditions, i.e. dynamic pres-
sures, Mach numbers, angle of attacks, faults. Such a system would render any adap-
tation or reconfiguration during operation unnecessary, being it a scheduled one 
(e.g. gain scheduling) or an automatic one (e.g. adaptive control). The system would 
hence be very reliable as it would be a) less complex and b) would require fewer 
inputs to work properly (e.g. no gain scheduling variables). This is exactly what pas-
sive fault-tolerant control aims for. Unfortunately there is fundamental trade-off 
between allowable uncertainties and control performance. While appealing in theory 
passive fault-tolerant control, will most likely not deliver the required performance 
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to achieve real fault-tolerance. This is the reason why active fault-tolerant control is 
important.  
The following discussion is largely based on the ones in Verhaegen et al. (2010); 
Alwi, Edwards, and Pin Tan (2011, pp. 1-27); and Zhang and Jiang (2008). 

2.3.2 Introduction and Overview 

Figure 13 gives an overview of some important fault-tolerant control methods. In a first 
step they are broadly classified in active FTC and passive FTC (Eterno, Weiss, 
Looze, & Willsky, 1985). The former works by detecting a fault and then taking 
some appropriate control system actions to react on the fault. For the later the fault 
is treated as model uncertainty in a robust control sense and the control system is 
designed in a way that the fault lies within the robust stability and acceptable per-
formance limits. Therefore, once a fault occurs, no active actions have to be taken 
during controller operation; hence this is called passive FTC.  
 

 

Figure 13 Classification of FTC with some selected methods 
(based on Alwi et al., 2011, p. 15) 

2.3.3 Concept of Sets 

Sets are a useful tool to discuss the different approaches to fault-tolerant control. In 
Verhaegen et al. (2010, p. 67) the concept of a model set is used to analyse the Mul-
tiple Model Switching and Tuning (MMST) approach to FTC. It is extended here in 
order to support the discussion on most of the FTC methods. To do so the follow-
ing definitions are required:   
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Definition 2-1 (Plant Model Set) based on Verhaegen et al. (2010, p. 67). Let 𝒢 be 
a set of 𝑁 linear models  
 
 𝒢 ∶ ሼ𝐺ଵ, … , 𝐺ேሽ (2-4)
 
that represent all possible damaged and undamaged plant local operating conditions 
such that 
 

 𝐺௜ ∶ ൜
𝑥పሶ ൌ 𝐴௜𝑥௜ ൅ 𝐵௜𝑢௜
𝑦௜ ൌ 𝐶௜𝑥௜ ൅ 𝐷௜𝑥௜

 (2-5)

 
Definition 2-2 (Set of nominal controllers). Let furthermore 𝒞 be a set of 𝐿 con-
trollers  
 
 𝒞 ∶ ሼ𝐶ଵ, … , 𝐶௅ሽ (2-6)
 
designed to be stable and to meet the nominal performance requirements when 
combined with the nominal design model 𝑀௟ ∈ ℳ as defined below. 
 
Definition 2-3 (Set of models that result in stable closed-loop systems). Let 𝒮௟ 
be a set of 𝐽 models of 𝒢, i.e. 𝒢 ⊆ 𝒮௟, 
 
 𝒮௟ ∶ ൛𝑆ଵ, … , 𝑆௃ൟ (2-7)
 
that create a stable closed-loop system when combined with a controller 𝐶௟ ∈ 𝒞 in a 
feedback control system. 
 
Definition 2-4 (Set of nominal design models).  Let ℳ be a set of 𝐿 models of 
𝒮, i.e. 𝒢 ⊆ 𝒮 ⊆ ℳ, 
 
 ℳ ∶ ሼ𝑀ଵ, … , 𝑀௅ሽ (2-8)
 
where 𝑀௟ is used to design controller 𝐶௟ ∈ 𝒞. 
 
Definition 2-5 (Plant without fault).  Let the linear model 𝐺 ∈  𝒢 represent the 
nominal plant i.e. without fault. 
 
Definition 2-6 (Plant with fault).  Let the linear model 𝐺௙ ∈  𝒢 represent the plant 
with fault. 
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For the following discussion it shall be noted that static stability of the controlled 
system is a strict requirement for a control system however this does not mean that 
an acceptable control performance is achieved i.e. the systems fulfils its purpose.  
For the sake of simplicity the following discussion takes only stability into account 
however the reader shall keep in mind that there exist more strict acceptable per-
formance requirements however the concept remains the same. 

2.3.4 Passive Fault-Tolerant Control (PFTC) 

As said above in PFTC a fault is treated like a model uncertainty. As long as the 
damaged system is within the robustness of the controller no adaptation of the con-
troller gains or structure is necessary. 

2.3.4.1 𝐻ஶ - Robust Control 

The 𝐻ஶ - Robust Control approach to PFTC is graphically displayed in Figure 14. 
Before the failure occurs the real plant behaviour is represented by model  𝐺 ∈ 𝒮ଵ. 
When the failure occurs the plant transitions from 𝐺 to 𝐺௙ ∈ 𝒮ଵ. Because  𝐺, 𝐺௙, 
and the “transition trajectory” lie in 𝒮ଵ there is no need for any controller adapta-
tion. Unfortunately there is a fundamental trade-off between achievable robustness 
and achievable performance. This means that if 𝒮ଵ gets large, e.g. to accommodate 
significant faults, the controller performance is getting worse which is the reason 
why fault tolerance based only on robust control theory will most likely not be able 
to deal with larger faults. 
  

𝒮1
𝑀1

𝒢 

𝐺𝑓  
𝐺

 

Figure 14 Concept of ℋ∞-Robust Control 
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2.3.4.2 Sliding Mode Control (SMC) 

In most of the fault-tolerant control literature SMC is categorized as robust control 
method. Its approach to robustness however is fundamentally different to what is 
widely known as robust control theory, especially because it uses a discontinuous 
switching function.   
As Slotine and Li (1990) explain, the basic motivation behind SMC is the fact that a 
first order system is easier to control than a higher order problem. The idea is there-
fore to substitute the higher order system by an equivalent first order system, i.e. 
neglecting the higher order dynamics. For the first order system it can be shown 
that, in theory, perfect tracking performance can be achieved no matter how large 
the uncertainties are. This, however, would require the controller to have a very 
large bandwidth which is a) most of the time not achievable, especially not for me-
chanical systems, and b) will excite the higher order modes that have been neglect-
ed. This practical limitation results in a trade-off between tracking performance and 
allowable uncertainties. As discussed above the basic idea of any robust control 
method is to treat system faults as uncertainty. This means that, especially for struc-
tural aircraft damage, the uncertainties are large compared to those typically result-
ing from model imperfection and the required bandwidth can therefore not be 
achieved. For more details on SMC the reader is referred to Slotine and Li (1990, 
pp. 276-306). 

2.3.5 Active Fault-Tolerant Control (AFTC) 

AFTC methods can be categorized into two major groups: projection and online 
controller redesign/adaptation based methods. The former have in common that 
they rely on fault models that have been constructed offline. After fault detection 
the appropriate pre-defined action is taken e.g. a scheduled change of controller 
gains or the selection of a controller that has been designed for the relevant fault 
case. Online controller adaptation based methods on the other hand aim at identify-
ing the faulty plant behaviour and designing a controller for this new plant model so 
that the closed-loop system achieves the control goals. 

2.3.5.1 Projection Based Methods 

Projection based methods have in common that they rely on pre-defined offline 
fault models. They are thus not reliably able to handle faults that have not been pre-
modelled. However it is quite often the case that it is practically impossible to pre-
model all damage scenarios. If, for example due to a mid-air collision, a part of a 
wing is torn off the air vehicle (cf. F-15 incident, chapter 1.1) it is virtually impossi-
ble to foresee and detect all possible wing structure failures, build a plant model, and 
design a control system in advance for it. 
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2.3.5.1.1 Scheduling 

Scheduling in general refers to a technique where the control systems are adapted in 
a feed forward manner, that is a change in the system is detected and a control sys-
tem is activated that has been designed for that case. Because of that, scheduling 
clearly is a projection-based method that can only reliably deal with faults that have 
been anticipated during the control system design phase. An important difference 
to, for example the multi-model based approaches discussed in the next chapter, is 
that the changes are normally not detected by a change of the dynamic behaviour of 
the system. In fact, in most of the cases, the fault information comes from conven-
tional hardware redundancy. A faulty angle of attack measurement, detected by sen-
sor hardware redundancy, for example could lead to scheduled reconfiguration of 
the flight control system to a backup mode that is only based on rate feedback. 
Fault-tolerant control based on scheduling is the major method to achieve fault tol-
erance in today’s production flight control systems.  
Under the category of scheduling fall the special cases of gain scheduling, where the 
controller structure remains unchanged and only the controller gains are adapted. 
Gain scheduling is also used in nearly all production flight control systems to select 
the appropriate controller gains for the actual flight condition e.g. dynamic pressure, 
Mach number, angle of attack, and aircraft configuration. 

2.3.5.1.2 Linear Parameter Varying Control (LPV) 

LPV systems are a special class of non-linear systems that can be expressed as 
 

 
𝒙ሶ ൌ 𝑨൫𝜹ሺ𝑡ሻ൯𝒙 ൅ 𝑩൫𝜹ሺ𝑡ሻ൯𝒖 

𝒙ሺ0ሻ ൌ 𝒙𝟎
(2-9)

 
 𝒚 ൌ 𝑪൫𝜹ሺ𝑡ሻ൯𝒙 ൅ 𝑫൫𝜹ሺ𝑡ሻ൯𝒖 (2-10)
 
where 𝜹ሺ𝑡ሻ represents the time-varying parameters. Because the system parameters 
are no longer constant like for LTI system, LPV systems are non-linear even if the 
equation structure of (2-9) and (2-10) is linear.  
In the “classical” gain scheduling approach, LTI controllers are designed for a grid 
of operating points. The resulting gains are then interpolated between those operat-
ing points based on the measured scheduling variables. This approach implicitly as-
sumes slowly varying scheduling variables, without properly defining what slow in 
this case means. The difficulty is that, for sufficiently fast varying scheduling varia-
bles, neither stability nor performance of the “classical” gain scheduled control sys-
tem can be guaranteed with LTI theory (J. S. Shamma & Athans, 1992). Inspired by 
this gain scheduling problem Jeff S. Shamma (1988) introduced the concept of LPV 
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control design which nowadays allows a systematic theoretical treatment of many 
aspects of LPV systems. With respect to FTC, LPV control is interesting because 
also faults can be modelled as system parameter variations and consequently LPV 
control theory provides tools to design a control system. However, as LPV control 
belongs to the projection-based methods, it relies on pre-defined offline fault mod-
els. It is thus not reliably able to handle faults that have not been pre-modelled. For 
more information on the subject of LPV systems analysis and control the interested 
reader is referred to the monograph of Mohammadpour and Scherer (2012) and the 
recent work of Briat (2015).  

2.3.5.1.3 Multi Model (MM) Based Approaches 

The basic idea of the multi model based approaches is to construct a plant model 
for every anticipated failure case, for example based on the set failures identified 
during a Failure Mode and Effect Analysis (FMEA). For every failure model a con-
troller is designed offline. During operation the models run in parallel to the plant 
and the output error of each model is monitored. The controller for the model with 
the smallest output error is activated. 
The concept described above is called Multi Model Switching (MMS) because dif-
ferent controllers are virtually switched on and off. This is illustrated in Figure 15. 
In the failure free case control 𝐶ଵ designed for model 𝑀ଵ is activated. When the 
failure occurs the plant behaviour described by 𝐺௙ is better modelled by design 
model 𝑀ହ thus controller 𝐶ହ is switched on and controller 𝐶ଵ is switched off. Of 
course, during the transition from 𝐺௙ to 𝐺௙ other controller might be activated, e.g.  
𝐶ସ for the scenario sketched in Figure 15.  
 

 
Figure 15 Concept of Multi Model Switching (MMS) 
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The switching is normally achieved by forming a linear combination of the weighted 
controller outputs 𝑢஼೔

 (Verhaegen et al., 2010, p. 64): 
 

 𝑢ሺ𝑘ሻ ൌ ෍ 𝜇஼೔
ሺ𝑘ሻ

௅

௜ୀଵ

𝑢஼೔
ሺ𝑘ሻ, ෍ 𝜇஼೔

ሺ𝑘ሻ
௅

௜ୀଵ

ൌ 1  (2-11)

 
The coefficients 𝜇஼೔

 are determined in a way that the coefficient for the model that 
is closest to 𝐺 or  𝐺௙ has a weighting factor 𝜇஼೔

 close to unity while all other 
weighting factors are close to zero. This is often implemented by a bank of Kalman 
filters, each one using one of the models 𝑀௜ ∈ ℳ for the prediction step. From 
(2-11) it is clear that any unanticipated fault will lead to some kind of linear combi-
nation of 𝑢஼೔

ሺ𝑘ሻ that has not been analysed during the design stage. The result 
might be an unacceptable closed loop performance or even instability. 
In many cases the pure MMS approach is extended by adaptive elements. The idea 
is to perform some kind of adaptive tuning of the controller to optimize the closed-
loop performance after the controller switching because of the fault occurred. The 
concept is normally referred to as Multi Model Switching and Tuning (MMST). 
Strictly speaking, in view of the classification suggested by Figure 13, it is a combi-
nation of a projection and online controller redesign based method however it is 
normally included in the former group because the MMS-part is the primary source 
of fault tolerance. The advantage of MMST over a pure adaptive approach is that 
the whole control system reconfiguration tends to be faster. The major disadvantage 
of MMS and MMST is the fact that they rely on offline pre-computed fault models 
and therefore 

 are unable to reliably handle unanticipated faults and  

 lead to high design efforts because for every fault a models and the related 
controller has to be constructed 

A method called Interacting Multiple Models (IMM) seeks to overcome this disad-
vantage by forming a model 𝑀௙ of the faulty plant from a convex combination of 
the design models 𝑀௜ ∈ ℳ, i.e. 
 

 𝑀௙ሺ𝑘ሻ ൌ ෍ 𝜇ெ೔
ሺ𝑘ሻ

௅

௜ୀଵ

𝑀௜ , ෍ 𝜇ெ೔
ሺ𝑘ሻ

௅

௜ୀଵ

ൌ 1  (2-12)

 
with 𝜇ெ೔

∈ ℝ ∧ 𝜇ெ೔
൐ 0 (Verhaegen et al., 2010, p. 68). It becomes clear that IMM 

is a parameter estimation based method where the weighting coefficients 𝜇ெ೔
ሺ𝑘ሻ 

have to be estimated. Therefore it is sometimes also called Multiple Model Adaptive 
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Estimation (MMAE). The identified model 𝑀௙ can then be used as estimated plant 
model to perform the online design of the appropriate controller.  The result of this 
approach to fault-tolerant control is therefore in fact a mixture between multi model 
and indirect adaptive control. However, as IMM still requires offline pre-designed 
fault models 𝑀௜ ∈ ℳ it is normally classified as projection based method. As stated 
by Verhaegen et al. (2010, p. 69) a major disadvantage of IMM is that “it is still an 
open question how to choose this model set [ℳ] or when the assumption that the 
failure model can be written as a convex combination of the models in the set, is 
valid.” For more details on multi-model based approaches the reader is referred to 
Verhaegen et al. (2010, pp. 66-69), on which the discussion above was largely based 
on, and Alwi et al. (2011, pp. 16-18). 

2.3.5.2 Online Controller Adaptation Based Methods 

This group of methods has in common that they do not rely on pre-defined offline 
fault models. Instead the control system is able to detect and identify changes in the 
systems dynamic behaviour and to redesign the control system online in such a way 
as to achieve the control goals. 

2.3.5.2.1 Model Reference Adaptive Control (MRAC) 

For the MRAC approaches the output 𝑦 of the closed-loop system is compared to 
the output of a reference model 𝑦௠, which describes the desired closed-loop system 
performance. The goal is to adapt the controller gains in such a way as to minimize the 
output 𝑒. The adaptation is driven by the output error signal itself. In contrast to 
fixed gain control systems, where the feedback signal is multiplied by a constant 
feedback gain, it is now multiplied by another signal. Therefore the control system is 
necessarily non-linear as the superposition principle does no longer hold (cf. Smith, 
2003, pp. 96-97). The principle control structure is shown in Figure 16. 
 

 

Figure 16 Model Reference Adaptive Control (based on Slotine & Li, 1990, p. 315) 

𝜽෡



2 Basic Aspects of Fault-Tolerant Control and Fault Detection and Diagnosis 
 

48 

2.3.5.2.2 Self-Tuning Controller (STC) 

To discuss the STC approach it is worth reviewing the two major steps of classical 
offline controller design. Those are a) creation of a model for the uncontrolled plant 
and b) computation of a controller so that controller plus plant model meet the con-
trol requirements. The indirect STC methods use the same approach but conduct 
the two steps online, i.e. during system operation. The resulting architecture is 
shown in Figure 17. An on-line parameter estimation/identification algorithm is 
used to create a plant model 𝛉෡. The latter is then used to calculate a controller, ap-
propriate to meet the control requirements. Like for the MRAC approach the feed-
back gains are no longer constant, thus also the STC approach leads to a non-linear 
control system.  
The advantages of the STC in comparison to the MRAC concept are a  

 better physical interpretation of the plant changes because the plant model 𝛉෡ 
is explicitly calculated and 

 greater flexibility in the system design because, at least in theory, the identifi-
cation/estimation algorithm can be chooses independently form the adapta-
tion algorithm 

In return a control system based on the STC principle tends to be more complex 
and stability and performance is generally more difficult to guarantee.  
On-line parameter estimation in itself is a vast research topic (cf. e.g. Jategaonkar, 
2006; Klein & Morelli, 2006; Tischler & Remple, 2012). One of the major difficul-
ties is to ensure that the on-line estimated parameters always converge to their true 
values with the major questions of estimating time-varying parameters and data in-
formation content or persistence of excitation (Klein & Morelli, 2006, pp. 285-286; 
D. G. Ward & Monaco, 2005, p. 66-67). Obviously, if they do not, neither stability 
nor performance of the control system can be ensured.  
Because of their inherent non-linearity all adaptation-based approaches have the 
drawback that the well-established linear control theory cannot be used for their 
design. While there has been significant progress with respect to non-linear control 
theory in recent years, certification experience remains limited. Besides that adaptive 
control promises to be the most powerful FTC approach, because, especially in 
comparison to robust control, it offers the possibility to ensure control system per-
formance even with large faults. This was for example impressively demonstrated in 
Jourdan et al. (2010) where control of a subscale F-18 model is maintained even 
after a major part of the wing was lost. In comparison to active projection based 
FTC methods they have the advantage of being able to deal with faults that have 
not been pre-modelled. 
The approach of this work, which aims at combining a conventional and fault-
tolerant control system and switch to FTC only if the conventional control system is 



2 Basic Aspects of Fault-Tolerant Control and Fault Detection and Diagnosis 

49 

no longer able to deliver an acceptable closed loop performance, perfectly harmo-
nizes with adaptive FTC, especially the MRAC approach. As we will see later on, the 
fault detection algorithm, also builds on a reference model of the desired closed-
loop performance. As explained in chapter 1.2, the combined approach has, to the 
author’s opinion, some significant advantages with respect to economic considera-
tions and will help to make certification of active, e.g. adaptive, FTC easier. It there-
fore addresses the biggest drawback of adaptive FTC with respect to its practical 
implementation in production aircraft flight control systems. For a good introduc-
tion to adaptive control the interested reader is referred to Slotine and Li (1990, pp. 
311 ff.). 
 
 

 
 

Figure 17 Self-Tuning Controller (based on Slotine & Li, 1990, p. 320) 

  

𝜽෡ 
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2.4 Introduction to Fault Detection and Diagnosis (FDD) 

2.4.1 Motivation and Scope of Discussion 

The last chapter gave an overview of some important FTC methods. This chapter 
will give an introduction to Fault Detection and Diagnosis (FDD) in dynamic sys-
tems and therefore to the heart of this work. As explained before the central focus 
of this thesis is the Fault Detection (FD) algorithm to activate a fault-tolerant flight 
control system in case the conventional flight control system is no longer able to 
deliver the appropriate performance. The approach chosen for fault detection in this 
thesis is the so-called model or analytic redundancy based approach. The discussion of this 
chapter aims at giving the reader a high-level introduction to the field off FDD in 
order to allow integrating the former into the bigger picture of FDD. Chapter 3 will 
then discuss the details of the theoretical studies conducted for the fault detection 
problem of this work. 

2.4.2 Introduction and Overview 

The process of Fault Detection and Diagnosis (FDD) consists of three major steps:  

 Fault Detection 

 Fault Isolation 

 Fault Identification (sometimes also referred to as fault analysis) 

The terminology in the field of FDD is still not fully harmonized. However a now 
widely accepted set of definitions was developed by the Technical Committee of the 
IFAC Symposium on Fault Detection, Supervision and Safety for Technical Process 
(SAFEPROCESS).  Those definitions, published in R. Isermann and Ballé (1997, p. 
710), will be used throughout this text:  
 

Fault detection:  
Determination of the faults present in a system and the time of detection. 
 
Fault isolation:  
Determination of the kind, location and time of detection of a fault. Follows 
fault detection. 
 
Fault identification:  
Determination of the size and time-variant behaviour of a fault. Follows fault 
isolation. 
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Fault diagnosis:  
Determination of the kind, size, location and time of detection of a fault. Fol-
lows fault detection. Includes fault isolation and identification. 

 
In some literature FDD is sometimes also referred to as Fault Detection and Isola-
tion (FDI) or Fault Detection Isolation and Analysis (FDIA).  
Ding (2013, p. 5) suggests classifying FDD into four groups: hardware redundancy, 
plausibility test, software/analytical redundancy, and signal processing schemes 
(Figure 18). They will be discussed in more detail in the following chapters. 
 

 

Figure 18 Classification of FDD methods (Ding, 2013, p. 5)  

 

2.4.3 Hardware Redundancy Scheme 

The basic principle of hardware-based FDD is shown in Figure 19. Two compo-
nents work in parallel and are fed by the same input. The output of both compo-
nents is compared. If the result, the so-called residual, is close to zero10 the system is 
declared fault-free. If it deviates strongly from zero a fault is detected (Ding, 2013, 
p. 4). In the duplex setup shown in Figure 19 a fault can be detected but not isolated 
i.e. it is not possible to determine which of the two components is faulty. Fault iso-

                                              
10 Because of component tolerances the residual will most of the time not be exactly 
zero. 
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lation can only be achieved by introducing more redundant components i.e. a tri-
plex, quadruplex or dual-duplex setup (majority voting, cf. chapter 2.2.3) or by tak-
ing the results of component build in tests into account. The latter is normally not 
done for essential equipment (cf. Kaul, 1992, p. 1323). As discussed in chapter 2.2.3, 
hardware redundancy based FDD is currently the most widely used form of FDD 
for aerospace systems. 
 

 

Figure 19 Hardware redundancy scheme (Ding, 2013, p. 5)  

 

2.4.4 Signal Processing Scheme 

The signal processing scheme, as shown in Figure 20, aims at extracting features 
from the output signal of a system that are characteristic (symptoms) for a certain 
fault (Ding, 2013, p. 5). A simple example could be the use of a high pass filter to 
monitor the output of an actuator for unwanted high-frequency oscillations. In a 
fault-free case the output of this high-pass filter should be close to zero. In a fault 
case high frequency oscillations will show up. The symptom can be further analysed 
by time domain, frequency domain, or statistical methods (symptom analysis). Ap-
plication of the signal processing scheme is normally only suitable for simple pro-
cesses and well defined, known faults. 
 

 
 

Figure 20 Signal processing based scheme (Ding, 2013, p. 6)  
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2.4.5 Plausibility Test Scheme 

The plausibility test scheme (Figure 21) relies on checking if a process is compliant 
to the underlying physical laws (Ding, 2013, p. 5). If one of the latter is violated a 
fault is declared. Application of the plausibility test scheme is normally only suitable 
for simple processes. 
 

 

Figure 21 Plausibility test scheme (Ding, 2013, p. 6)  

 

2.4.6 Model-based Scheme or Software Redundancy 

As motivating example we shall reconsider the duplex hardware redundancy setup 
of Figure 19. In this scheme the hardware component must be duplicated to detect 
a fault. This increasing number of components leads to a significant increase in 
mass, costs, and maintenance requirements. The idea of the model-based or soft-
ware redundancy scheme is to replace hardware by a suitable model of the process 
to avoid duplication of hardware components just for FDD purposes. A second 
aspect is that for some components it is not at all possible to provide hardware re-
dundancy. Structural airframe damage, for example, can, for obvious reasons, nor-
mally not be covered by hardware redundancy because that would require a backup 
airframe. 
The basic idea of the model-based scheme is shown in Figure 22. The output of the 
process (measurement) is compared to the output of a process model. The resulting 
signal is called residual and the associated task is called residual generation.  
The residual is used to detect and analyse a fault. This act is referred to as residual 
evaluation. If the process model would be a perfect representation of the real process 
without faults, than the residual is zero if no fault is present and non-zero if a fault 
occurred. Unfortunately, in a practical application, the model is always just an ap-
proximation of the real process, because of model uncertainties and unknown (not 
measurable) inputs. In fact nearly all the research on model-based FDD deals with 
the question how to create a FDD system that minimizes incorrect fault diagnosis in 
view of the above-discussed fact. The model-based fault detection scheme has the 
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advantage of being capable of dealing with unknown, not pre-modelled faults, as 
well as complex processes. It is furthermore more easily integrateable into the hard-
ware redundancy scheme due to its structural similarity, i.e. a hardware component 
is replaced by its software model. 
 
 

 

Figure 22 Model-based fault diagnosis scheme (Ding, 2013, p. 7)  

 

2.5 Summary 
The preceding chapter gave an overview of typical primary design goals for flight 
control systems in general, as well as the most important FTC and FDD methods. 
Chapter 2.2 discussed one of the most important flying quality parameters for the 
longitudinal aircraft motion, i.e. the Control Anticipation Parameter (CAP). Because 
of its importance the CAP forms the basis of the fault detection algorithm proposed 
in this text (chapter 3.5). The considerations made are therefore very important for 
the remainder of this work. 
In chapter 2.3 it has been shown that FTC can be broadly categorized in passive and 
active FTC. The latter can be further split into projection-based methods, which rely 
on an offline pre-defined failure model, and adaptation-based methods that adapt 
the controller during system operation based on the output error. In contrast to the 
former, the latter have the advantage of not requiring offline pre-designed failure 
models. They can thus account for failures which cannot be pre-modelled, e.g. se-
vere structural airframe damage. While appealing in theory passive fault-tolerant 
control will most likely not deliver the required performance to achieve real fault-
tolerance. This is the reason why active fault-tolerant control methods are worth in-
vestigating. The approach of this work, which aims at combining a CFCS and 
AFCS, and switch to the latter only if the former is no longer able to deliver an ac-
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ceptable closed loop performance, perfectly harmonizes with adaptive FTC, espe-
cially the MRAC approach. As we will see later on, the fault detection algorithm, 
also builds on a reference model of the desired closed-loop performance. The com-
bined approach has, to the author’s opinion, some significant advantages with re-
spect to economic considerations and will help to make certification of AFTC easier 
(cf. chapter 1.2). It therefore addresses the biggest drawback of active FTC with 
respect to its practical implementation in production aircraft flight control systems. 
Chapter 2.4 gave a brief overview of contemporary approaches to FDD. The most 
widespread method for production aircraft is the hardware redundancy scheme. A 
high level of hardware redundancy is certainly not desirable because of weight, cost, 
and maintenance constraints but has historically been the most straight forward so-
lution. Model-based or software redundancy aims at replacing hardware, only used 
for FDD purposes, by a software model of that component. In comparison to other 
software based FDD approaches, namely the signal processing and plausibility test 
scheme, it has the advantage of being capable of dealing with unknown, i.e. not pre-
modelled faults, as well as complex processes. It is therefore the FDD approach 
selected for this work. 
The following chapter will initially discuss contemporary model-based FDD meth-
ods, as far as relevant for this text, and finally describe the fault detection system for 
the aircraft longitudinal axis proposed in this work. 
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3 Theoretical Study on Model-Based Fault Detection 

3.1 Motivation and Scope of Discussion 
The fault detection system for the aircraft longitudinal axis proposed in this work, 
which is finally described in chapter 3.5 builds on the model-based fault detection 
approach. Chapter 3 thus forms the heart of this thesis. It describes the theoretical 
considerations made that finally lead to the proposed fault detection system archi-
tecture. 
The whole research on model-based fault detection focuses on minimizing the False 
Alarm Rate (FAR) and the Missed Detection Rate (MDR). As mentioned before, 
because of model uncertainties and unknown (not measurable) inputs, the model is 
always just an approximation of the real process. For a reliable FD those uncertain-
ties and unknown inputs must therefore be accounted for. They can be determinis-
tic or stochastic in nature. Chapter 3.2 will discuss how to model technical systems 
as dynamic systems with unknown inputs, model uncertainties, and faults.  The con-
temporary approach on residual generation, as far as relevant for this text, is de-
scribed in chapter 3.3. State of the art residual evaluation is covered in chapter 3.4. 
Both, residual generation and evaluation will be treated in a stochastic and determin-
istic context, leading finally to an integrated approach that combines both of it. As 
mentioned above chapter 3.5 finally introduces the fault detection architecture cho-
sen for this work including the research contributions by the author. 
Special emphasis is placed on the residual evaluation part. As explained in chap-
ter 1.3 the approach of this work is to take the relatively simple desired closed loop 
dynamics derived from the flying quality specifications as a reference model for fault 
detection. As the model is simple it does not cover all real world effects. Thus, also 
in a fault free case, the residual will not be zero. It follows that more emphasis has 
to be put on calculating a proper fault detection threshold for the residual with a 
guaranteed FAR, i.e. on residual evaluation. In contrast, the majority of classical work 
on fault detection focuses on residual generation, i.e. on creating a residual signal 
that is as close as possible to zero in the fault-free case. Unfortunately this leads to 
more and more complex models for fault detection. The disadvantages of such 
complex models are to the author’s opinion mainly twofold: 
 

1. A complex model normally needs more measurement inputs. With an in-
creasing number of measurements the reliability of the system will be re-
duced as more measurements must be accurate and available for the system 
to work correctly. Especially for a damaged aircraft this is not a very robust 
starting point for proper fault detection. The fault detection system proposed 
in chapter 3.5 in contrast uses only angular accelerations and rates that nor-
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mally come from inertial sensors that are located, relatively well protected, 
deep inside the airframe.  

2. Using a complex higher order dynamic model as reference for fault detection 
when the goal of the closed-loop system is to achieve a simple low order type 
response poses the problem of deciding which high order response is ac-
ceptable. There is simply no basis for proper judgement. As explained in 
chapter 2.2.2 the typical design goal for nearly all modern flight control sys-
tems is to achieve a classical aircraft response beside the unacceptable natural 
dynamic behaviour of the airframe, e.g. due to stealth or static instability. 
Classically acceptable flying quality specifications are given as low order sys-
tem response with a certain allowable parameter range, e.g. CAP, natural fre-
quency and damping ratio ranges. The idea of this text is thus to use this low 
order flying quality model, including its allowable parameter range, as a refer-
ence model for fault detection. It will be shown that this allowable parameter 
range can be naturally modelled as reference model uncertainties.  

 
To the author’s opinion the described approach finally leads to a very clear situation. 
The reference model defines what closed-loop system response we nominally try to 
achieve plus the acceptable parameter variations. As well as important the parame-
ters and their variations are directly interpretable in a flying quality context and can 
be directly compared to the relevant specifications. We acknowledge, because this is 
simply the truth, that even during fault-free operation we will not achieve this nom-
inal response, due to e.g. unknown inputs (turbulence), build tolerance, and higher 
order dynamics. The residual reflects this situation and will thus not be zero even in 
the fault free case. Instead we focus on establishing a reasonable threshold with a 
guaranteed False Alarm Rate (FAR) that takes into account model uncertainties and 
unknown inputs. When the closed-loop system performance becomes unacceptable 
the residual signal reaches the threshold and we have to switch to a fault-tolerant 
flight control system. 
The view of the author that not enough focus is placed on the residual evaluation 
part of FDD is also shared by others. Ding (2013, p. 14) for example states that: 
 

Another misunderstanding of the observer-based FDI schemes is concerning 
the role of the observer. Often, the observer-based FDI system design is un-
derstood as the observer design and the FDI system performance is evaluated 
by the observer performance. This leads to an over-weighted research focus 
on the observer-based residual generation and less interest in studying the re-
sidual evaluation problems. 
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Ding (2013, p. 17) furthermore highlights that: 
 

Despite of the fact that an FDI system consists of a residual generator, a re-
sidual evaluator together with a threshold and a decision maker, in the observ-
er-based FDI framework, studies on the residual evaluation and threshold 
computation have only been occasionally published. There exist two major re-
sidual evaluation strategies. The statistic testing is one of them, which is well 
established in the framework of statistical methods. Another one is the so-
called norm-based residual evaluation.  

Contribution 3-1: This work will emphasize residual evaluation and applies and extents 
the latest residual evaluation techniques (a combination of norm-base and statistical meth-
ods) to the problem on hand which is a fault-detection system to activate an active 
fault-tolerant flight control system, when the conventional certified flight control 
system is no longer able to deliver an acceptable closed-loop performance. To the 
author’s knowledge this application and the related extensions are new. The work 
furthermore adds research results to the, as highlighted by Ding (see above), very 
sparsely investigated research area of residual evaluation.  
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3.2 Linear Models for Technical Systems 
The discussions of this chapter are largely based on Ding (2013, p. 22-29). 

3.2.1 Nominal Deterministic Linear System 

The two system representations used throughout this text are the state space and the 
transfer function representation.  
For the continuous-time linear system without modelling uncertainties, faults, meas-
urement and process noise, herein called nominal system, the state space representa-
tion is given by 
  

 
𝒙ሶ ሺ𝑡ሻ ൌ 𝑨𝒙ሺ𝑡ሻ ൅ 𝑩𝒖ሺ𝑡ሻ 

𝒙ሺ0ሻ ൌ 𝒙𝟎
(3-1)

 
 𝒚ሺ𝑡ሻ ൌ 𝑪𝒙ሺ𝑡ሻ ൅ 𝑫𝒖ሺ𝑡ሻ (3-2)
 
where 𝒙 ∈ ℝ௡ is called state vector with its initial conditions 𝒙𝟎, 𝒖 ∈ ℝ௞ೠ is called 
input vector and 𝒚 ∈ ℝ௠ is called output vector. For the sake of an easier presenta-
tion the variable 𝑡 will be omitted as long as this does not risk causing confusion. 
For the discrete-time case (3-1) and (3-2) are transformed into 
 

 
𝒙ሺ𝑘 ൅ 1ሻ ൌ 𝑨𝒙ሺ𝑘ሻ ൅ 𝑩𝒖ሺ𝑘ሻ 

𝒙ሺ0ሻ ൌ 𝒙𝟎
(3-3)

 
 𝒚ሺ𝑘ሻ ൌ 𝑪𝒙ሺ𝑘ሻ ൅ 𝑫𝒖ሺ𝑘ሻ (3-4)
 
As contemporary signal processing is done with digital computers, the remainder of 
this text will largely focus on the discrete-time case. 
The second representation used is the transfer function form. It is a pure input-
output description of the system in the frequency domain. The system output is 
given by 
 
 𝒚ሺ𝑠ሻ ൌ 𝑮௬௨ሺ𝑠ሻ𝒖ሺ𝑠ሻ (3-5)
 
 𝒚ሺ𝑧ሻ ൌ 𝑮௬௨ሺ𝑧ሻ𝒖ሺ𝑧ሻ (3-6)
 
where 𝑮௬௨ሺ𝑠ሻ, 𝑮௬௨ሺ𝑧ሻ ∈ ℒℋஶ

௠௫௞ೠ is the matrix of the corresponding transfer func-
tions while 𝑠 and 𝑧 represent the continuous and discrete time frequency domain 
operators. 𝑮௬௨ can be obtained from (3-1) and (3-2) by  
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 𝑮௬௨ሺ𝑠ሻ ൌ 𝑪ሺ𝑠𝑰 െ 𝑨ሻିଵ𝑩 ൅ 𝑫 (3-7)
 
for the continuous time case and by (3-3) and (3-4) 
 
 𝑮௬௨ሺ𝑧ሻ ൌ 𝑪ሺ𝑧𝑰 െ 𝑨ሻିଵ𝑩 ൅ 𝑫 (3-8)
 
for the discrete time case (cf. eg. The MathWorks Inc., 2017b, p. 1-11539). 

3.2.2 Nominal Linear System with Unknown Stochastic and Deterministic Inputs 

To model unknown deterministic inputs, as well as stochastic process and meas-
urement noise the discrete deterministic state space model can be extended to 
 

 
𝒙ሺ𝑘 ൅ 1ሻ ൌ 𝑨𝒙ሺ𝑘ሻ ൅ 𝑩𝒖ሺ𝑘ሻ ൅ 𝑬𝒅𝒅ሺ𝑘ሻ ൅ 𝑬ఔು

𝝂௉ ሺ𝑘ሻ 
𝒙ሺ0ሻ ൌ 𝒙𝟎

(3-9)

 
 𝒚ሺ𝑘ሻ ൌ 𝑪𝒙ሺ𝑘ሻ ൅ 𝑫𝒖ሺ𝑘ሻ ൅ 𝑭𝒅𝒅ሺ𝑘ሻ ൅ 𝑭ఔಾ

𝝂ெ ሺ𝑘ሻ (3-10)
 
where 𝝂௉ ∈ ℝ௞ഌು  is called process and 𝝂ெ ∈ ℝ௞𝝂ಾ  measurement noise. Through-
out this text 𝝂௉ and  𝝂ெ will be modelled as zero mean, Gaussian white noise pro-
cess, i.e. 𝝂௉ ~ 𝒩൫𝟎, 𝚺ఔು

൯ and 𝝂ெ ~ 𝒩൫𝟎, 𝚺ఔಾ
൯. Unknown deterministic inputs are 

represented by the vector 𝒅 ∈ ℝ௞೏ which influences the states 𝒙 and outputs 𝒚 by 
the corresponding matrices 𝑬𝒅 ∈ ℝ௡௫௞೏ and 𝑭𝒅 ∈ ℝ௠௫௞೏. 
In contrast to normal system input 𝒖,  𝝂 and 𝒅 are normally not known. Most often 
this is due to fact that, under practical considerations, they are not measureable. 
Consequently they are called unknown inputs. An important aircraft related example 
for unknown stochastic inputs are atmospheric turbulences. 

3.2.3 Linear System with Unknown Stochastic and Deterministic Inputs and 
Model Uncertainty 

A real system, even without faults and unknown inputs, will never exactly behave 
like the modelled system. This is due to the fact that the model parameters are only 
known with certain accuracy and that not all physical aspects are contained in the 
model. Those model uncertainties are included into (3-9) and (3-10) by introducing 
uncertainty matrices Δ𝑨 ∈ ℝ௡௫௡ , Δ𝑩 ∈ ℝ௡௫௞ೠ, Δ𝑪 ∈ ℝ௠௫௡, Δ𝑫 ∈ ℝ௠௫௞ೠ , 
Δ𝑬𝒅 ∈ ℝ௡௫௞೏ and Δ𝑭𝒅 ∈ ℝ௠௫௞೏ which add to the respective nominal system ma-
trices. 
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𝒙ሺ𝑘 ൅ 1ሻ
ൌ ሺ𝑨 ൅ Δ𝑨ሻ𝒙ሺ𝑘ሻ ൅ ሺ𝑩 ൅ Δ𝑩ሻ𝒖ሺ𝑘ሻ ൅ ሺ𝑬𝒅 ൅ Δ𝑬𝒅ሻ𝒅ሺ𝑘ሻ
൅ 𝑬ఔು

𝝂௉ ሺ𝑘ሻ 
𝒙ሺ0ሻ ൌ 𝒙𝟎

(3-11)

 

 
𝒚ሺ𝑘ሻ

ൌ ሺ𝑪 ൅ Δ𝑪ሻ𝒙ሺ𝑘ሻ ൅ ሺ𝑫 ൅ Δ𝑫ሻ𝒖ሺ𝑘ሻ ൅ ሺ𝑭𝒅 ൅ Δ𝑭𝒅ሻ𝒅ሺ𝑘ሻ
൅ 𝑭ఔಾ

𝝂ெ ሺ𝑘ሻ 
(3-12)

 
If required matrices  Δ𝑬ఔು

∈ ℝ௡௫௞ഌು  and Δ𝑭ఔಾ
∈ ℝ௠௫௞ഌಾ  could be defined in a 

similar way however this is not common because for practical applications it is often 
hard to do a quantitative judgment concerning those uncertainties. 
Different ways exists how the uncertainties given by Δ𝑨, Δ𝑩 Δ𝑪, Δ𝑫, Δ𝑬𝒅 and Δ𝑭𝒅 
are modelled themselves. To this end the most common approaches are the norm-
bounded, polytopic, and stochastic ones (cf. Ding, 2013, pp. 26-27).  
In the case of aircraft model uncertainties are pervasive. They come for example 
from  

 uncertainty in the mass model due to build tolerances and limited knowledge 
of the true fuel state 

 uncertainty in the aerodynamic model due to build tolerances and changing 
environmental conditions  

 the fact that the model was created using calculations and/or a laboratory 
setup e.g. an aerodynamic model deduced from testing of a subscale aircraft 
model in a wind tunnel 

 higher order dynamics not modelled e.g. structural modes 
 the use of linear models for non-linear processes 

 

3.2.4 Linear System with Unknown Stochastic and Deterministic Inputs Subject  
to Faults 

Two groups of faults must be distinguished: so called additive and multiplicative 
faults. The differences and similarities are discussed in the following chapters. 
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3.2.4.1 Additive Faults 

Additive faults can be represented as system inputs. To model additive faults the 
discrete LTI system given by (3-9) and (3-10) is extended to 
  

 
𝒙ሺ𝑘 ൅ 1ሻ ൌ 𝑨𝒙ሺ𝑘ሻ ൅ 𝑩𝒖ሺ𝑘ሻ ൅ 𝑬𝒅𝒅ሺ𝑘ሻ ൅ 𝑬ఔು

𝝂௉ ሺ𝑘ሻ ൅ 𝑬𝒇𝒇ሺ𝑘ሻ 
𝒙ሺ0ሻ ൌ 𝒙𝟎

(3-13)

 
 𝒚ሺ𝑘ሻ ൌ 𝑪𝒙ሺ𝑘ሻ ൅ 𝑫𝒖ሺ𝑘ሻ ൅ 𝑭𝒅𝒅ሺ𝑘ሻ ൅ 𝑭ఔಾ

𝝂ெ ሺ𝑘ሻ ൅ 𝑭𝒇𝒇ሺ𝑘ሻ (3-14)
where vector 𝒇 ∈ ℝ௞೑ is the fault vector. It influences the states 𝒙 and outputs 𝒚 by 
matrices 𝑬𝒇 ∈ ℝ௡௫௞೑ and 𝑭𝒇 ∈ ℝ௠௫௞೑ respectively.  
An important point to realise is that additive faults do not affect the stability of the 
system as they do not influence matrix 𝑨. However the reader may keep in mind 
that for practical application 𝒇 could be a hidden i.e. unknown or unmodelled func-
tion of the states 𝒙. 

3.2.4.2 Multiplicative Faults 

Multiplicative or parametric faults affect the system matrices 𝑨, 𝑩, 𝑪 and 𝑫. The 
faults are modelled as fault matrices 𝑨𝒇 ∈ ℝ௡௫௡ , 𝑩𝒇 ∈ ℝ௡௫௞ೠ, 𝑪𝒇 ∈ ℝ௠௫௡  and 
𝑫𝒇 ∈ ℝ௠௫௞ೠ  that add to the respective nominal system matrices. Introducing those 
matrices in (3-9) and (3-10) leads to 
  

 
𝒙ሺ𝑘 ൅ 1ሻ

ൌ ൫𝑨 ൅ 𝑨𝒇൯𝒙ሺ𝑘ሻ ൅ ൫𝑩 ൅ 𝑩𝒇൯𝒖ሺ𝑘ሻ ൅ 𝑬𝒅𝒅ሺ𝑘ሻ ൅ 𝑬ఔು
𝝂௉ ሺ𝑘ሻ 

𝒙ሺ0ሻ ൌ 𝒙𝟎

(3-15)

 

 
𝒚ሺ𝑘ሻ

ൌ ൫𝑪 ൅ 𝑪𝒇൯𝒙ሺ𝑘ሻ ൅ ൫𝑫 ൅ 𝑫𝒇൯𝒖ሺ𝑘ሻ ൅ 𝑭𝒅𝒅ሺ𝑘ሻ ൅ 𝑭ఔಾ
𝝂ெ ሺ𝑘ሻ 

(3-16)

 
 
From (3-15) it is clear that 𝑨𝒇 has a direct effect on the system proper motion and 
stability. 
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3.3 Contemporary Residual Generation 
As mentioned in chapter 2.4.6, the fundamental idea of model-based redundancy is 
that, if the model is a perfect representation of the real fault-free process, the differ-
ence 𝒓ሺ𝑠ሻ (now in the frequency domain) between the real process output 𝒚ሺ𝑠ሻ and 
model output 𝒚ෝሺ𝑠ሻ, i.e. 
 
 𝒓ሺ𝑠ሻ ൌ 𝒚ሺ𝑠ሻ െ 𝒚ෝሺ𝑠ሻ (3-17)
 
shall be zero in a fault free case and unequal to zero in the fault case. 𝒓ሺ𝑠ሻ is called 
the residual and the process of calculating 𝒓ሺ𝑠ሻ is called residual generation. 
Unfortunately, in a practical sense, the model can only be an approximation of the 
real process because model uncertainties and unknown (immeasurable) inputs can-
not be avoided i.e. the model is no perfect representation of the real process. Fur-
thermore differences in the initial states will influence the result. Let’s assume the 
real process is LTI, and described by  
 

 
𝒚ሺ𝑠ሻ

ൌ ሾ𝑪ሺ𝑠𝑰 െ 𝑨ሻିଵ𝑩 ൅ 𝑫ሿ ∙ 𝒖ሺ𝑠ሻ ൅ 𝑪ሺ𝑠𝑰 െ 𝑨ሻିଵ𝒙ሺ0ሻ ൅ 𝚫𝒚ሺ𝑠ሻ
ൌ 𝑮𝒚𝒖ሺ𝑠ሻ ∙ 𝒖ሺ𝑠ሻ ൅ 𝑪ሺ𝑠𝑰 െ 𝑨ሻିଵ𝒙ሺ0ሻ ൅ 𝚫𝒚ሺ𝑠ሻ 

(3-18)

 
where the term 𝑪ሺ𝑠𝑰 െ 𝑨ሻିଵ𝒙ሺ0ሻ represents the influence of the initial states and 
𝚫𝒚ሺ𝑠ሻ the practically inevitable output because of model uncertainty and unknown 
inputs. The model-based estimate of 𝒚ሺ𝑠ሻ can be expressed as 
 
 𝒚ෝሺ𝑠ሻ ൌ ሾ𝑪ሺ𝑠𝑰 െ 𝑨ሻିଵ𝑩 ൅ 𝑫ሿ ∙ 𝒖ሺ𝑠ሻ ൌ 𝑮𝒚𝒖ሺ𝑠ሻ ∙ 𝒖ሺ𝑠ሻ (3-19)
 
The design goals for a perfect residual generator, which cannot necessarily be 
achieved in a practical application, can be summarized as (Ding, 2013, p. 73) 
 

Design Goal 3-1: 

 𝒓ሺ𝑠ሻ ൌ 𝒚ሺ𝑠ሻ െ 𝒚ෝሺ𝑠ሻ ൌ 0 for all 𝒖ሺ𝑠ሻ (3-20)
 
Rationale: In a fault-free case the output of the model shall be equivalent to the 
output of the process for all possible inputs 𝒖ሺ𝑠ሻ.  



3 Theoretical Study on Model-Based Fault Detection 

65 

Design Goal 3-2: 

 lim௧→ஶ൫𝒚ሺ𝑡ሻ െ 𝒚ෝሺ𝑡ሻ൯ ൌ 𝟎 for all 𝒙ሺ0ሻ (3-21)
 
Rationale: In a fault-free case, no matter what the initial states 𝒙ሺ0ሻ are, the residual 
𝒓ሺ𝑡ሻ ൌ 𝒚ሺ𝑡ሻ െ 𝒚ෝሺ𝑡ሻ shall converge to zero with time, i. e. 𝒚ෝሺ𝑡ሻ must be an unbiased 
estimate of 𝒚ሺ𝑡ሻ. 
 

Design Goal 3-3: 

 The convergence rate must be arbitrarily assignable. (3-22)
 
Rationale: The convergence rate must be assignable to make sure that it is sufficient 
for the application under consideration 
 

Design Goal 3-4: 

 The influence of 𝚫𝒚ሺ𝑠ሻ should be as far as possible supressed. (3-23)
 
Rationale: In a practical sense the model can only be an approximation of the real 
process because model uncertainties and unknown inputs that lead to 𝚫𝒚ሺ𝑠ሻ cannot 
be avoided. Of course the influence of 𝚫𝒚ሺ𝑠ሻ should be as far as possible supressed, 
so that 𝒓ሺ𝑠ሻ is close to zero in a fault-free case. We will see however that there is a 
case-by case trade–off between model complexity and quality of suppression. If we 
allow a higher 𝚫𝒚ሺ𝑠ሻ we have to adapt our threshold accordingly to keep the same 
FAR. Threshold calculation performs part of the process of residual evaluation 
which is discussed in detail in chapter 3.4. In general, in a practical application, 
𝚫𝒚ሺ𝑠ሻ cannot be supressed completely therefore a threshold (residual evaluation) is 
always required.  
 
The discussion of chapter 3.3 are largely based on Ding (2013, pp. 72-74). 
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3.3.1 Deterministic Open-Loop Scheme 

The easiest approach to analytic redundancy is a model-based parallel computation 
of the monitored measurement (Ding, 2013, p. 72) as graphically shown in Figure 
23. Substituting (3-18) and (3-19) in (3-17) results in 
 
 𝒓ሺ𝑠ሻ ൌ 𝑪ሺ𝑠𝑰 െ 𝑨ሻିଵ𝒙ሺ0ሻ ൅ 𝚫𝒚ሺ𝑠ሻ (3-24)
 
It is obvious that Design Goal 3-2 to Design Goal 3-4 are not fulfilled. The reason 
is the open-loop or feed forward computation of 𝒓ሺ𝑠ሻ. 
 

 

Figure 23 Residual Generation - Open-loop scheme (D = 0) 

 

3.3.2 Deterministic Observer-Based Scheme 

The disadvantages of the open loop system can be overcome by introducing a feed-
back term in (3-19):  
 
 𝒚ෝሺ𝑠ሻ ൌ 𝑮𝒚𝒖ሺ𝑠ሻ ∙ 𝒖ሺ𝑠ሻ ൅ 𝑳ሺ𝑠ሻ൫𝒚ሺ𝑠ሻ െ 𝒚ෝሺ𝑠ሻ൯ (3-25)
 
With the help of coprime factorization it can be shown (Ding, 2013, p. 73) that 𝑳ሺ𝑠ሻ 
must be selected as 
 
 𝑳ሺ𝑠ሻ ൌ 𝑪ሺ𝑠𝑰 െ 𝑨ሻିଵ𝑳 (3-26)
 
with 𝑳 being a user definable feedback gain matrix.  
  

𝒚ෝ𝒙ෝ

𝒓 

∆𝒚 

𝒖 𝒙 𝒚
න

න

𝒙ሺ0ሻ
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Substituting (3-26) in (3-25) results in 
 
 𝒚ෝሺ𝑠ሻ ൌ 𝑮𝒚𝒖ሺ𝑠ሻ ∙ 𝒖ሺ𝑠ሻ ൅ 𝑪ሺ𝑠𝑰 െ 𝑨ሻିଵ𝑳൫𝒚ሺ𝑠ሻ െ 𝒚ෝሺ𝑠ሻ൯ (3-27)
 
Furthermore, substituting (3-18) and (3-27) in (3-17), gives 
 

 
𝒓ሺ𝑠ሻ ൌ 𝑪ሺ𝑠𝑰 െ 𝑨 ൅ 𝑳𝑪ሻିଵ𝒙ሺ0ሻ 

൅ሺ𝑰 െ 𝑪ሺ𝑠𝑰 െ 𝑨 ൅ 𝑳𝑪ሻିଵ𝑳ሻ𝚫𝒚ሺ𝑠ሻ
(3-28)

 
Thus, by a suitable selection of 𝑳, Design Goal 3-1 to Design Goal 3-4 can be 
achieved given that the pair ሺ𝑪, 𝑨ሻ is observable. It is furthermore possible to show 
(Ding, 2013, p. 74) that 𝒚ෝሺ𝑠ሻ can be expressed as 
 

 
𝒚ෝሺ𝑠ሻ

ൌ ሾ𝑫 ൅ 𝑪ሺ𝑠𝑰 െ 𝑨 ൅ 𝑳𝑪ሻିଵሺ𝑩 െ 𝑳𝑫ሻሿ𝒖ሺ𝑠ሻ
൅ 𝑪ሺ𝑠𝑰 െ 𝑨 ൅ 𝑳𝑪ሻିଵ𝑳𝒚ሺ𝑠ሻ

(3-29)

 
Writing (3-29) in the continuous state space form gives 
 
 𝒙ෝሶ ൌ 𝑨𝒙ෝ ൅ 𝑩𝒖 െ 𝑳ሺ𝒚 െ 𝑪𝒙ෝ െ 𝑫𝒖ሻ (3-30)
 
 𝒚ෝ ൌ 𝑪𝒙ෝ ൅ 𝑫𝒖 (3-31)
 
Or in discrete form 
 
 𝒙ෝሺ𝑘 ൅ 1ሻ ൌ 𝑨𝒙ෝሺ𝑘ሻ ൅ 𝑩𝒖ሺ𝑘ሻ െ 𝑳൫𝒚ሺ𝑘ሻ െ 𝑪𝒙ෝሺ𝑘ሻ െ 𝑫𝒖ሺ𝑘ሻ൯ (3-32)
 
 𝒚ෝሺ𝑘ሻ ൌ 𝑪𝒙ෝሺ𝑘ሻ ൅ 𝑫𝒖ሺ𝑘ሻ (3-33)
 
This is the Luenberger or state observer, well-known from modern control theory 
(cf. e.g. Müller, 1996, p. 65). The corresponding block diagram is given in Figure 24. 
The utilization of the observer however is different for control and FDD problems. 
In control design emphasis is placed on reconstructing the states of the system to 
enable full state feedback control. In contrast to that FDD problems require the 
reconstruction of the outputs of a system in a way that Design Goal 3-1 to Design 
Goal 3-4 are achieved. The state observer provides one widely used, numerical solu-
tion to the residual generation problem, but it is not the only one (Ding, 2013, pp. 
74-75). The considerations up to this point covered deterministic problems. The 
next chapter will discuss the extension to stochastic systems. 
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Figure 24 Residual Generation – Observer-based scheme (D = 0) 
(based on Müller, 1996, p. 65) 

 

3.3.3 Stochastic Observer-Based Scheme – The Kalman filter 

The Kalman filter is in structure similar to the deterministic observer as shown in 
Figure 24. However, in contrast to the latter, the Kalman filter takes into account 
uncertainty in the measurement and the dynamic model. Those uncertainties are 
modelled as additive zero mean Gaussian white noise processes which renders the 
deterministic observer problem into a stochastic one. For systems subject to process 
noise 𝝂௉ ~ 𝒩൫𝟎, 𝚺஝ౌ

൯  and measurement noise 𝝂ெ ~ 𝒩൫𝟎, 𝚺஝౉
൯, the classical ap-

plication of the Kalman filter is thus 

 Maximum likelihood estimation of the states not measured (e.g. to enable full 
state feedback control) 

 Maximum likelihood estimation of the system output (e.g. to improve the ac-
curacy compared to the measured system output) 

 
Especially the last point led to the great practical success of the Kalman filter. How-
ever, for the FDD problem of this text, we are interested in a residual signal that 
indicates how far the measured system output deviates from the model output. As it 
will be discussed below this forms an integral part of the Kalman filter and is also 
known as innovation process. 

𝒚ෝ𝒙ෝ

𝒓
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𝒖 𝒙 𝒚
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The discrete Kalman filter algorithm consists of two parts, the so-called prediction 
and correction step. The prediction step is given by 
 
 𝒙ෝሺ𝑘|𝑘 െ 1ሻ ൌ 𝑨𝒙ෝሺ𝑘 െ 1|𝑘 െ 1ሻ ൅ 𝑩𝒖ሺ𝑘 െ 1ሻ (3-34)
 
 𝒚ෝሺ𝑘|𝑘 െ 1ሻ ൌ 𝑪𝒙ෝሺ𝑘|𝑘 െ 1ሻ ൅ 𝑫𝒖ሺ𝑘 െ 1ሻ (3-35)
 
 𝑷ሺ𝑘|𝑘 െ 1ሻ ൌ 𝑨𝑷ሺ𝑘 െ 1|𝑘 െ 1ሻ𝑨் ൅ 𝑬஝ౌ

𝚺஝ౌ
ሺ𝑘 െ 1ሻ𝚺஝ౌ

்  (3-36)
 
and the correction step by 
 
 𝑺ሺ𝑘ሻ ൌ 𝑪𝑷ሺ𝑘|𝑘 െ 1ሻ𝑪் ൅ 𝚺ఔಾ

ሺ𝑘ሻ (3-37)
 
 𝑳ሺ𝑘ሻ ൌ 𝑷ሺ𝑘|𝑘 െ 1ሻ𝑪்𝑺ሺ𝑘ሻିଵ (3-38)
 
 𝑷ሺ𝑘|𝑘ሻ ൌ 𝑷ሺ𝑘|𝑘 െ 1ሻ െ 𝑳ሺ𝑘ሻ𝑪𝑷ሺ𝑘|𝑘 െ 1ሻ (3-39)
 
 𝒙ෝሺ𝑘|𝑘ሻ ൌ 𝒙ෝሺ𝑘|𝑘 െ 1ሻ ൅ 𝑳ሺ𝑘ሻ൫𝒚ሺ𝑘ሻ െ 𝒚ෝሺ𝑘|𝑘 െ 1ሻ൯ (3-40)
 
Substitution of (3-34) in (3-40) gives 
 

 
𝒙ෝሺ𝑘|𝑘ሻ

ൌ 𝑨𝒙ෝሺ𝑘 െ 1|𝑘 െ 1ሻ ൅ 𝑩𝒖ሺ𝑘 െ 1ሻ
൅ 𝑳ሺ𝑘ሻ൫𝒚ሺ𝑘ሻ െ 𝒚ෝሺ𝑘|𝑘 െ 1ሻ൯ 

(3-41)

 
With the notational change ሺ𝑘|𝑘ሻ ≜ ሺ𝑘 ൅ 1ሻ and ሺ𝑘 െ 1ሻ ≜ ሺ𝑘ሻ the equitations 
(3-41) and (3-35) become 
 
 𝒙ෝሺ𝑘 ൅ 1ሻ ൌ 𝑨𝒙ෝሺ𝑘ሻ ൅ 𝑩𝒖ሺ𝑘ሻ ൅ 𝑳ሺ𝑘ሻ൫𝒚ሺ𝑘ሻ െ 𝒚ෝሺ𝑘ሻ൯ (3-42)
 
 𝒚ෝሺ𝑘ሻ ൌ 𝑪𝒙ෝሺ𝑘ሻ ൅ 𝑫𝒖ሺ𝑘ሻ (3-43)
 
Using (3-43), (3-42) can thus be re-written as  
 
 𝒙ෝሺ𝑘 ൅ 1ሻ ൌ 𝑨𝒙ෝሺ𝑘ሻ ൅ 𝑩𝒖ሺ𝑘ሻ ൅ 𝑳ሺ𝑘ሻ൫𝒚ሺ𝑘ሻ െ 𝑪𝒙ෝሺ𝑘ሻ െ 𝑫𝒖ሺ𝑘ሻ൯ (3-44)
 
Comparison of (3-44) to (3-32) confirms that the Kalman filter is similar in structure 
to the Luenberger observer however, in the non-steady state version, the Kalman 
filter gain is time varying. Furthermore the Kalman gain calculation according (3-36) 
to (3-38) is based on statistic reasoning while the gain choice of the Luenberger ob-
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server is arbitrary. This means that the Kalman filter provides an optimal solution 
for a linear system subject to measurement or process noise, as defined by (3-9) and 
(3-10), in the form that it “is the only observer that results in an independent se-
quence of residuals, namely the innovations.” (Basseville & Nikiforov, 1993, p. 214). 
For stochastic stationary processes, i.e. 𝚺஝౉

, 𝚺஝ౌ
~ 𝑐𝑜𝑛𝑠𝑡, the Kalman filter gain 

converges to a constant value that can be calculated by solution of the Riccati equa-
tion (cf. e.g. Ding, 2013, p. 179): 
 
 𝑷 ൌ 𝑨𝑷𝑨் െ 𝑳൫𝑪𝑷𝑪் ൅ 𝚺ఔಾ

൯𝑳் ൅ 𝑬஝ౌ
𝚺஝ౌ

𝑬ఔು
்  (3-45)

 

3.3.4 Dynamics of the Observer-Based Residual Signal without Model Uncertainties 

We consider a full state observer, e.g. a steady state Kalman filter, given by 
 
 𝒙ෝሺ𝑘 ൅ 1ሻ ൌ 𝑨𝒙ෝሺ𝑘ሻ ൅ 𝑩𝒖ሺ𝑘ሻ ൅ 𝑳൫𝒚ሺ𝑘ሻ െ 𝒚ෝሺ𝑘ሻ൯ (3-46)
 
 𝒚ෝሺ𝑘ሻ ൌ 𝑪𝒙ෝሺ𝑘ሻ ൅ 𝑫𝒖ሺ𝑘ሻ (3-47)
 
and the process model with unknown stochastic and deterministic inputs subject to 
faults, i.e. (3-13) and (3-14): 
 

 
𝒙ሺ𝑘 ൅ 1ሻ ൌ 𝑨𝒙ሺ𝑘ሻ ൅ 𝑩𝒖ሺ𝑘ሻ ൅ 𝑬ௗ𝒅ሺ𝑘ሻ ൅ 𝑬ఔು

𝝂௉ ሺ𝑘ሻ ൅ 𝑬௙𝒇ሺ𝑘ሻ 
𝒙ሺ0ሻ ൌ 𝒙𝟎

(3-48)

 
 𝒚ሺ𝑘ሻ ൌ 𝑪𝒙ሺ𝑘ሻ ൅ 𝑫𝒖ሺ𝑘ሻ ൅ 𝑭ௗ𝒅ሺ𝑘ሻ ൅ 𝑭ఔಾ

𝝂ெ ሺ𝑘ሻ ൅ 𝑭௙𝒇ሺ𝑘ሻ (3-49)
 
By introducing the state estimation error 
 
 𝒆ሺ𝑘ሻ ൌ 𝒙ሺ𝑘ሻ െ 𝒙ෝሺ𝑘ሻ (3-50)
 
it follows that 
 
 𝒆ሺ𝑘 ൅ 1ሻ ൌ 𝒙ሺ𝑘 ൅ 1ሻ െ 𝒙ෝሺ𝑘 ൅ 1ሻ (3-51)
 
and finally by substituting (3-46) to (3-49) into (3-51) 
 

 
𝒆ሺ𝑘 ൅ 1ሻ

ൌ ሺ𝑨 െ 𝑳𝑪ሻ𝒆ሺ𝑘ሻ ൅ ሺ𝑬ௗ െ 𝑳𝑭ௗሻ𝒅ሺ𝑘ሻ ൅ 𝑬ఔು
𝝂௉ ሺ𝑘ሻ

൅ 𝑳𝑭ఔಾ
𝝂ெ ሺ𝑘ሻ ൅ ൫𝑬௙ െ 𝑳𝑭௙൯𝒇ሺ𝑘ሻ 

(3-52)
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Furthermore by using the definition of the residual according to (3-17) 
 
 𝒓ሺ𝑘ሻ ൌ 𝒚ሺ𝑘ሻ െ 𝒚ෝሺ𝑘ሻ (3-53)
 
and by inserting (3-47) and (3-49) it follows that 
 
 𝒓ሺ𝑘ሻ ൌ 𝑪𝒆ሺ𝑘ሻ ൅ 𝑭ௗ𝒅ሺ𝑘ሻ ൅ 𝑭ఔಾ

𝝂ெ ሺ𝑘ሻ ൅ 𝑭௙𝒇ሺ𝑘ሻ (3-54)
 
The dynamics of the residual are thus given by the following state space system 
 

 
𝒆ሺ𝑘 ൅ 1ሻ

ൌ ሺ𝑨 െ 𝑳𝑪ሻ𝒆ሺ𝑘ሻ ൅ ሺ𝑬ௗ െ 𝑳𝑭ௗሻ𝒅ሺ𝑘ሻ ൅ 𝑬ఔು
𝝂௉ ሺ𝑘ሻ

൅ 𝑳𝑭ఔಾ
𝝂ெ ሺ𝑘ሻ ൅ ൫𝑬௙ െ 𝑳𝑭௙൯𝒇ሺ𝑘ሻ 

(3-55)

 
 𝒓ሺ𝑘ሻ ൌ 𝑪𝒆ሺ𝑘ሻ ൅ 𝑭ௗ𝒅ሺ𝑘ሻ ൅ 𝑭ఔಾ

𝝂ெ ሺ𝑘ሻ ൅ 𝑭௙𝒇ሺ𝑘ሻ (3-56)
 
Using (3-55) and (3-56)  and the fact that 𝝂௉ ~ 𝒩൫𝟎, 𝚺ఔು

൯ and 𝝂ெ ~ 𝒩൫𝟎, 𝚺ఔಾ
൯, 

i.e 𝝂௉ and 𝝂ெ are zero mean, the mean 𝒆ത and 𝒓ത in steady state are given by  
  

 
𝒆തሺ𝑘 ൅ 1ሻ

ൌ ሺ𝑨 െ 𝑳𝑪ሻ𝒆തሺ𝑘ሻ ൅ ሺ𝑬ௗ െ 𝑳𝑭𝒅ሻ𝒅ሺ𝑘ሻ ൅ ൫𝑬௙ െ 𝑳𝑭௙൯𝒇ሺ𝑘ሻ 
(3-57)

 
 𝒓തሺ𝑘ሻ ൌ 𝑪𝒆തሺ𝑘ሻ ൅ 𝑭ௗ𝒅ሺ𝑘ሻ ൅ 𝑭௙𝒇ሺ𝑘ሻ (3-58)
 
To separate the influence of 𝒅ሺ𝑘ሻ and 𝒇ሺ𝑘ሻ on the residual we can split 𝒓തሺ𝑘ሻ into  
 
 𝒓തሺ𝑘ሻ ൌ 𝒓തௗሺ𝑘ሻ ൅ 𝒓ത௙ሺ𝑘ሻ (3-59)
 
It follows from (3-6), (3-8), (3-57) and (3-58) that 
 

 
𝒓ௗሺ𝑧ሻ ൌ ሾ𝑪ሾ𝑧𝑰 െ ሺ𝑨 െ 𝑳𝑪ሻሿିଵሺ𝑬ௗ െ 𝑳𝑭ௗሻ ൅ 𝑭ௗሿ 𝒅ሺ𝑧ሻ

ൌ 𝑮௥ௗ𝒅ሺ𝑧ሻ 
(3-60)

 

 
𝒓௙ሺ𝑧ሻ ൌ ൣ𝑪ሾ𝑧𝑰 െ ሺ𝑨 െ 𝑳𝑪ሻሿିଵ൫𝑬௙ െ 𝑳𝑭௙൯ ൅ 𝑭௙൧ 𝒇ሺ𝑧ሻ

ൌ 𝑮௥௙𝒅ሺ𝑧ሻ 
(3-61)

 
In the fault-free case, i.e. 𝒇 ൌ 𝟎, it is therefore obvious that 𝒓തሺ𝑘ሻ ൌ 𝒓തௗሺ𝑘ሻ.  
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This is a very important result, because, as we will show in chapter 3.4.2, it means 
that, without model uncertainties, the energy of the residual signal in the fault free 
case is bounded by   
 
 ‖𝒓ௗ‖ଶ ൑ ‖ሾ𝑧𝑰 െ ሺ𝑨 െ 𝑳𝑪ሻሿିଵሺ𝑬ௗ െ 𝑳𝑭ௗሻ ൅ 𝑭ௗ‖ஶ‖𝒅‖ଶ (3-62)
 
It shall be noted here that the considerations made above hold true for a Luen-
berger observer as well as a steady state Kalman filter because, as discussed in chap-
ter 3.3.2 and 3.3.3, both are similar in structure and only differ in the way the gain 𝑳 
is calculated. However, as the problem of this text is a stochastic one, it is reasona-
ble to use the Kalman filter approach for the calculation of 𝑳. This chapter followed 
in large parts Ding (2013, pp. 340-341). 

3.3.5 Dynamics of the Observer-Based Residual Signal with Model Uncertainties 
and Unknown Inputs 

To consider just additive disturbance inputs is unfortunately not sufficient. As dis-
cussed before the model is always just an approximation of the real process dynam-
ics. Especially for this work, in which it was decided to use a relatively simple refer-
ence model, it is imperative to take into account model uncertainties. 
In contrast to Ding (2013, pp. 292-293) we want to approach this problem slightly 
differently. First of all, for our case we also have to consider stochastic unknown 
inputs. Secondly, to keep all inputs separately, to the author’s opinion hides clarity 
of what we are doing. For the residual dynamics it is important to distinguish be-
tween known and unknown inputs. Therefore we will group all inputs in a known 
input vector  𝒖𝒌 and an unknown input vector 𝒖௨. In doing so we get a general sys-
tem model for all model uncertainties and unknown inputs (cf. chapter 3.2.3). 
The system model with model uncertainties and unknown inputs was introduced in 
chapter 3.2.3. We know group and generalize it in the above mentioned way 
 

 
𝒙ሺ𝑘 ൅ 1ሻ

ൌ ሺ𝑨 ൅ Δ𝑨ሻ𝒙ሺ𝑘ሻ ൅ ሺ𝑩௞ ൅ Δ𝑩௞ሻ𝒖௞ሺ𝑘ሻ ൅ ሺ𝑩௨ ൅ Δ𝑩௨ሻ𝒖௨ሺ𝑘ሻ 
 

(3-63)

 

 
𝒚ሺ𝑘ሻ

ൌ ሺ𝑪 ൅ Δ𝑪ሻ𝒙ሺ𝑘ሻ ൅ ሺ𝑫௞ ൅ Δ𝑫௞ሻ𝒖௞ሺ𝑘ሻ ൅ ሺ𝑫௨ ൅ Δ𝑫௨ሻ𝒖௨ሺ𝑘ሻ 
(3-64)
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With 
 

𝒖௞ ൌ 𝒖 𝒖௨ ൌ ൦

𝒅
𝒇

𝝂௉
𝝂ெ

൪ 𝒙ሺ0ሻ ൌ 𝒙଴ 

 
The model for the full state observer, i.e. (3-46) and (3-47), remains unchanged. By 
introducing the state estimation error 
 
 𝒆ሺ𝑘ሻ ൌ 𝒙ሺ𝑘ሻ െ 𝒙ෝሺ𝑘ሻ (3-65)
 
it follows again that 
 
 𝒆ሺ𝑘 ൅ 1ሻ ൌ 𝒙ሺ𝑘 ൅ 1ሻ െ 𝒙ෝሺ𝑘 ൅ 1ሻ (3-66)
 
and finally by substituting (3-47) and (3-64) in (3-46) and the result as well as (3-63) 
into (3-66) 
 

 
𝒆ሺ𝑘 ൅ 1ሻ

ൌ ሺ𝑨 െ 𝑳𝑪ሻ𝒆ሺ𝑘ሻ ൅ ሺΔ𝑨 െ 𝑳Δ𝑪ሻ𝒙ሺ𝑘ሻ ൅ ሺΔ𝑩௞ െ 𝑳Δ𝑫௞ሻ𝒖௞ሺ𝑘ሻ
൅ ሾ𝑩௨ ൅ Δ𝑩௨ െ 𝑳ሺ𝑫௨ ൅ Δ𝑫௨ሻሿ𝒖௨ሺ𝑘ሻ

(3-67)

 
Furthermore by using the definition of the residual according to (3-17) 
 
 𝒓ሺ𝑘ሻ ൌ 𝒚ሺ𝑘ሻ െ 𝒚ෝሺ𝑘ሻ (3-68)
 
and by inserting (3-47) and (3-64) we get 
 
 𝒓ሺ𝑘ሻ ൌ 𝑪𝒆ሺ𝑘ሻ ൅ Δ𝑪𝒙ሺ𝑘ሻ ൅ Δ𝑫௞𝒖௞ሺ𝑘ሻ ൅ ሺ𝑫௨ ൅ Δ𝑫௨ሻ𝒖௨ሺ𝑘ሻ (3-69)
 
Finally we want to add a residual post filter 𝑹ሺ𝑧ሻ, that will be required later on. 
Thus (3-69) becomes 
 

 
𝒓ሺ𝑧ሻ

ൌ 𝑹ሺ𝑧ሻሾ𝑪𝒆ሺ𝑘ሻ ൅ Δ𝑪𝒙ሺ𝑘ሻ ൅ Δ𝑫௞𝒖௞ሺ𝑘ሻ
൅ ሺ𝑫௨ ൅ Δ𝑫௨ሻ𝒖௨ሺ𝑘ሻሿ

(3-70)
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By using the state space realization of 𝑹ሺ𝑧ሻ with matrices 𝑨௉ி, 𝑩௉ி, 𝑪௉ி, 𝑫௉ி the 
dynamics of the residual for a system with model uncertainties can thus be ex-
pressed as the following state space system 
 
 𝒙௥ሺ𝑘 ൅ 1ሻ ൌ 𝑨 ௥𝒙௥ሺ𝑘ሻ ൅ 𝑩௥,௞𝒖௥,௞ሺ𝑘ሻ ൅ 𝑩௥,௨𝒖௥,௨ሺ𝑘ሻ (3-71)
 
 𝒓ሺ𝑘ሻ ൌ 𝑪௥𝒙௥ሺ𝑘ሻ ൅ 𝑫௥,௞𝒖௥,௞ሺ𝑘ሻ ൅ 𝑫௥,௨𝒖௥,௨ሺ𝑘ሻ (3-72)
 
with 
 

𝒙௥ ൌ ൥
𝒙
𝒆

𝒙௉ி

൩     𝒙௥ሺ0ሻ ൌ ൥
𝒙଴
𝒆଴

𝒙௉ி,଴

൩   

 

𝒖௥,௞ ൌ 𝒖  𝒖௥,௨ ൌ ൦

𝒅
𝒇

𝝂௉
𝝂ெ

൪ with 𝝂௉ ~ 𝒩൫𝟎, 𝚺ఔು
൯, 𝝂ெ~ 𝒩൫𝟎, 𝚺஝౉

൯ 

 

𝑨௥ ൌ ൥
𝑨 ൅ Δ𝑨 𝟎 𝟎

Δ𝑨 െ 𝑳Δ𝑪 𝑨 െ 𝑳𝑪 𝟎
𝑩௉ிΔ𝑪 𝑩௉ி𝑪 𝑨௉ி

൩    

 

𝑩௥,௞ ൌ ൥
𝑩௞ ൅ Δ𝑩௞

Δ𝑩௞ െ 𝑳Δ𝑫௞
𝑩௉ிΔ𝑫௞

൩   𝑩௥,௨ ൌ ቎
𝑩௨ ൅ Δ𝑩௨

ሺ𝑩௨ ൅ Δ𝑩௨ሻ െ 𝑳ሺ𝑫௨ ൅ Δ𝑫௨ሻ
𝑩௉ிሺ𝑫௨ ൅ Δ𝑫௨ሻ

቏ 

 
𝑪௥ ൌ ሾ𝑫௉ி𝚫𝑪 𝑫௉ி𝑪 𝑪௉ிሿ    
 
 
𝑫௥,௞ ൌ 𝑫௉ிΔ𝑫௞         𝑫௥,௨ ൌ 𝑫௉ிሺ𝑫௨ ൅ Δ𝑫௨ሻ         
    

3.3.6 Summary 

Chapter 3.3 started with a discussion of different residual generation schemes, 
namely the open loop, the deterministic observer-based, and the stochastic observ-
er-based scheme (Kalman filter). It was discussed that, although the most simple 
approach, the open-loop scheme does not fulfil the important design goals of su-
pressing process input signals and the process initial conditions in the residual sig-
nal. To overcome these shortfalls the concept was therefore extended by a feedback 



3 Theoretical Study on Model-Based Fault Detection 

75 

term leading to the observer-based scheme and to the full state or Luenberger ob-
server.  
Unfortunately, in case of aircraft, we have to take into account stochastic process 
noise (e.g. atmospheric turbulence) and measurement noise from our sensors. The 
introduction of both finally led to the stochastic observer known as Kalman filter. 
Luenberger observer and Kalman filter are similar in structure and just differ in the 
way the feedback gain is implemented. The feedback gain calculated by the Kalman 
filter can be time varying and represents an optimal solution to the stochastic ob-
server problem with additive zero mean, white process and measurement noise. For 
stochastic stationary processes the Kalman gain converges to a constant value, lead-
ing to the steady state Kalman filter with constant gain. As it will be discussed in 
chapter 3.5.3.1, the Kalman filter was selected as residual generator for this work, as 
it perfectly fits our aircraft problem with process (atmospheric turbulence) and 
measurement noise (sensors). 
Chapter 3.3.4 was dedicated to derive the residual dynamics for a system with un-
known inputs and no model uncertainties. Chapter 3.3.5 finally extended the residu-
al dynamics to the case of model uncertainties and unknown inputs. The next chap-
ter will deal with contemporary residual evaluation, i.e. the calculation of a threshold 
for the residual signal which triggers a fault detection alarm. To calculate this 
threshold it is of outmost importance to understand the dynamics of the residual 
signal especially the influence of unknown inputs (disturbances) and model uncer-
tainties. 
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3.4 Contemporary Residual Evaluation 

3.4.1 Motivation and Scope of Discussion 

The basic idea of residual evaluation for fault detection, is that an evaluation feature 
𝐽 of the residual 𝑟 is compared against a threshold 𝐽௧௛. If the evaluation feature is 
larger than the threshold a fault is detected. In other words the task of fault detec-
tion is in fact the task of finding an appropriate threshold 𝐽௧௛ or as explained by 
Ding (2013, p. 291) “the tolerant limit of disturbances and model uncertainties un-
der fault-free operation conditions”, i.e. 
 

 𝐽௧௛ ൌ 𝑠𝑢𝑝
௙ୀ଴,ௗ,୼

𝐽 (3-73)

 
Typical evaluation features are the peak value 𝐽௣௘௔௞, the trend 𝐽௧௥௘௡ௗ , the RMS value 
𝐽ோெௌ and the signal energy 𝐽ଶ (i.e. the signal 2-norm). In order for the fault detection 
system to work properly the following influences must be considered when compu-
ting the threshold (Ding, 2013, p. 291): 

 Deterministic model uncertainties and unknown inputs with their respective 
bounds 

 Stochastic model uncertainties and/or unknown inputs with their respective 
bounds 

 The dynamics of the residual, i.e. the dynamics of the process plus observer 
(cf. chapter 3.3.4 and 3.3.5) 

 
The following chapters will discuss the details of how the above-mentioned aspects 
are taken into account. 

3.4.2 Deterministic Residual Evaluation Based on Signal and Systems Norms 

3.4.2.1 Norms of LTI Systems 

3.4.2.1.1 Important Properties of Norms 

Signal and system norms have become an integral part of control system engineer-
ing especially in the field of robust control.  As discussed, for example in Müller 
(1996, p. 101), a norm is used to express the “size” of a multidimensional signal by a 
real number. Within this work norms will be used in the context of residual signal 
evaluation, to compare a norm of the residual signal to a threshold.  
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The important properties of norms are: 
 
 ‖𝒖‖ ൒ 0 (3-74)

 ‖𝒖‖ ൌ 0 ⇔   𝒖 ൌ 𝟎 (3-75)

 ‖𝑎𝒖‖ ൌ |𝑎|‖𝒖‖   ∀ 𝑎 ∈ ℝ (3-76)

 ‖𝒖 ൅ 𝒗‖ ൑ ‖𝒖‖ ൅ ‖𝒗‖ (3-77)
 
with 𝒖 ∈ ℝ௞ೠ and 𝒗 ∈ ℝ௞ೡ . 

3.4.2.1.2 Signal Norms 

The signal norms used within this text are the 𝐿ଶ-Norm and the RMS-Norm. The 
discrete time 𝐿ଶ-Norm is defined as  
 

 ‖𝒖‖ଶ,ௗ௘௙ ൌ ඩ෍ 𝒖்ሺ𝑘ሻ𝒖ሺ𝑘ሻ
ஶ

௞ୀ଴

 (3-78)

 
and the Root Mean Square (RMS) -Norm as 
 

 ‖𝒖‖ோெௌ,ௗ௘௙ ൌ ඩ
1
𝑘

෍ 𝒖்ሺ𝑘ሻ𝒖ሺ𝑘ሻ
ஶ

௞ୀ଴

ൌ
1

√𝑘
‖𝒖‖ଶ,ௗ௘௙ (3-79)

 
For a practical application it is undesirable to calculate the 𝐿ଶ-Norm over a steadily 
increasing number of samples. Instead it is common practice to just take into ac-
count a certain time interval/window, i.e. a limited number of samples 𝑁, i.e.   
 

 ‖𝒖‖ଶ ൌ ඩ෍ 𝒖்ሺ𝑘ሻ𝒖ሺ𝑘ሻ
ே

௞ୀଵ

 (3-80)

 
The 𝐿ଶ-Norm can be interpreted as energy of the signal (cf. Ding, 2013, pp. 165).  
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In practice it is often more interesting to evaluate average value of the signal energy 
which is the RMS- norm.  
 

 ‖𝒖‖ோெௌ ൌ ඩ
1

𝑁ோெௌ
෍ 𝒖்ሺ𝑘ሻ𝒖ሺ𝑘ሻ

ேೃಾೄ

௞ୀଵ

ൌ
1

ඥ𝑁ோெௌ

‖𝒖‖ଶ (3-81)

 
If the maximum value instead of the energy is of interest, the so called Peak- or 
𝐿ஶ-Norm is used 
 

 ‖𝒖‖ஶ ൌ max
ଵஸ௞ஸே

ඥ𝒖்ሺ𝑘ሻ𝒖ሺ𝑘ሻ (3-82)

 

3.4.2.1.3 LTI System Norms 

Analog to signal norms it is possible to define norms for systems. The input-output 
relation of a LTI system can be described by the relation (cf. chapter 3.2.1) 
 
 𝒚ሺ𝑝ሻ ൌ 𝑮ሺ𝑝ሻ𝒖ሺ𝑝ሻ (3-83)
 
Where 𝑝 stands for the continuous and discrete time frequency domain operators 𝑠 
and 𝑧 respectively.  We will omit both for the rest of this chapter to simplify nota-
tion. The operator 𝑮 maps the input vector 𝒖 to the output vector 𝒚. The operator 
norm is an induced norm defined by the relation of an output to an input norm 
 

 ‖𝑮‖ ൌ sup
𝒖ஷ଴

‖𝒚‖
‖𝒖‖

ൌ sup
𝒖ஷ଴

‖𝑮𝒖‖
‖𝒖‖

 (3-84)

 
Within this text the 𝐿ଶ-Norm or RMS-Norm induced 𝐻ஶ-Norm is used 
 

 ‖𝑮‖ஶ ൌ sup
𝒖ஷ଴

‖𝒚‖ଶ

‖𝒖‖ଶ
ൌ sup

𝒖ஷ଴

‖𝒚‖ோெௌ

‖𝒖‖ோெௌ
ൌ sup

௣
𝜎௠௔௫൫𝑮ሺ𝑝ሻ൯ (3-85)

 
where 𝜎௠௔௫ሺ𝑮ሻ refers to the maximum singular value of 𝑮. From engineering point 
of view it can be interpreted as the “maximum gain” of 𝑮.  

Remark 3-1: In this context it is important to understand that, in the MIMO case, 
maximum system gain ‖𝑮‖ஶ is only achieved for a specific input direction and fre-
quency (Boyd & Lall, 2014, p. 15-21; Brockhaus et al., 2011, p. 556). The maximum 
input direction is obtained by the Singular Value Decomposition (SVD) of  
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𝑮൫𝑝‖𝑮‖ಮ
൯ where 𝑝‖𝑮‖ಮ

 is the frequency that corresponds to the maximum gain (cf. 
(3-85) ). From the SVD it follows that  

 𝑮൫𝑝‖𝑮‖ಮ
൯ ൌ 𝑼𝚺𝑽𝑻 (3-86) 

 
where the diagonal matrix 𝚺 contains the singular values on its diagonal in descend-
ing order, the column vector 𝒗௜ of 𝑽 the corresponding input and the column vec-
tors 𝒖௜ of 𝑼 the corresponding output directions. The maximum gain 𝜎௠௔௫ ൌ 𝜎ଵ is 
thus achieved for input direction 𝒗ଵ (cf. e.g. Boyd & Lall, 2014, pp. 15-25 to 15-31).  
 
For more information on norms for signal and systems the interested reader is re-
ferred to e.g. Müller (1996). 
 

3.4.2.2 Norm-Based Threshold Computation for LTI Systems Subject to Unknown 
Deterministic Inputs (Disturbances) 

Eq. (3-85) relates the energy of an arbitrary input signal to the maximum energy of 
the output signal. This property is of great importance for the deterministic, i.e. 
norm-based residual evaluation. For the threshold computation we assume an un-
known but energy bounded input signal 𝒅 (e.g. disturbances) and are interested in 
the resulting energy bound (threshold) for the residual 𝒓 (i.e. output signal). The 
solution to this problem follows directly from (3-85) 
 

 𝐽௧௛,ோெௌ ൌ sup
𝒇ୀ𝟎,𝒅ஷ𝟎

‖𝒓ௗ‖ோெௌ ൌ ‖𝑮௥ௗ‖ஶ‖𝒅‖ோெௌ (3-87)

 
where 𝑮௥ௗ is the transfer matrix from input 𝒅 to output 𝒓. Of course, the same 
principle applies for the 𝐿ଶ-Norm 
 

 𝐽௧௛,ଶ ൌ sup
𝒇ୀ𝟎,𝒅ஷ𝟎

‖𝒓ௗ‖ଶ ൌ ‖𝑮௥ௗ‖ஶ‖𝒅‖ଶ (3-88)

 
The transfer matrix 𝑮௥ௗ follows from the dynamics of the residual signal (3-60) and 
was derived in chapter 3.3.4 in its discrete time form as 
 
 𝑮௥ௗሺ𝑧ሻ ൌ ሾ𝑪ሾ𝑧𝑰 െ ሺ𝑨 െ 𝑳𝑪ሻሿିଵሺ𝑬ௗ െ 𝑳𝑭ௗሻ ൅ 𝑭ௗሿ  (3-89)
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The fault decision rules follow as  
 

 𝑑‖𝒓‖ೃಾೄ
ሺ𝒓ሻ ൌ ൜

  0 𝑖𝑓 ‖𝒓ௗ‖ோெௌ ൑ 𝐽௧௛,ோெௌ ⇒ 𝑛𝑜𝑓𝑎𝑢𝑙𝑡
1 𝑖𝑓 ‖𝒓ௗ‖ோெௌ ൐ 𝐽௧௛,ோெௌ ⇒ 𝑓𝑎𝑢𝑙𝑡

 (3-90)

 
and 
 

 𝑑‖𝒓‖మ
ሺ𝒓ሻ ൌ ൜

 0 𝑖𝑓 ‖𝒓ௗ‖ଶ ൑ 𝐽௧௛,ଶ ⇒ 𝑛𝑜𝑓𝑎𝑢𝑙𝑡
1 𝑖𝑓 ‖𝒓ௗ‖ଶ ൐ 𝐽௧௛,ଶ ⇒ 𝑓𝑎𝑢𝑙𝑡

 (3-91)

 
For the sake of completeness it shall be mentioned here that there exist other than 
signal energy based thresholds in practice. Thresholds based, for example, on the 
signals peak value and not the energy are also common (Ding, 2013, pp. 293-295). 
In principal system theory gives rise to many possible approaches (cf. Müller, 1996, 
p. 113). 
 

3.4.2.3 Norm-based Threshold Computation for LPV Systems Subject to 
Unknown Deterministic Inputs (Disturbances) and Time-Varying Polytopic 
Model Uncertainties 

We now extend the norm-based residual evaluation scheme to include polytopic 
model uncertainties. The reason for the name is due to fact that they can be defined 
as polytope in the parameter space. It is important to realize that we now want to 
discuss time-varying model uncertainties. In other words we do not know the pa-
rameters and the parameters are changing with time. This problem leads to a so-
called Linear Parameter Varying (LPV) system that can be expressed as  
 

 
𝒙ሶ ൌ 𝑨൫𝜹ሺ𝑡ሻ൯𝒙 ൅ 𝑩൫𝜹ሺ𝑡ሻ൯𝒖 

𝒙ሺ0ሻ ൌ 𝒙଴
(3-92)

 
 𝒚 ൌ 𝑪൫𝜹ሺ𝑡ሻ൯𝒙 ൅ 𝑫൫𝜹ሺ𝑡ሻ൯𝒖 (3-93)
 
where 𝜹ሺ𝑡ሻ represents the time-varying parameter vector. 
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3.4.2.3.1 Lyapunov and Quadratic Stability 

Due to the structural similarity of LPV systems with LTI systems one might be 
tempted to apply the stability and performance results of the control theory for LTI 
systems also to the LPV system (3-92). However as for example Slotine and Li 
(1990, p. 114) show it is very simple to create an autonomous LPV system like 
 

 𝒙ሶ ൌ 𝑨൫𝜹ሺ𝑡ሻ൯𝒙 ൌ ቂെ1 𝑒ଶ௧

0 െ1
ቃ ቂ

𝑥ଵ
𝑥ଵ

ቃ (3-94)

 
that has negative eigenvalues, i.e. should be stable according to LTI theory, but is 
not stable as the upper right element of 𝑨൫𝜹ሺ𝑡ሻ൯ increases exponentially with time.  
One of the consequences of the non-applicability of LTI theory for residual evalua-
tion is the fact, that calculating ‖𝒓ௗ‖ଶ  according (3-88) is no longer possible for 
LPV systems as the transfer function based 𝐻ஶ-Norm is only defined for LTI sys-
tems. Therefore we have to look for a way to calculate the worst case system gain of 
a LPV system. Fortunately there is some help in form of Lyapunov’s direct method. 
Laypunov’s underlying idea is nicely summarized by Slotine and Li (1990, p. 57): 
 

The basic philosophy of Lyapunov's direct method is the mathematical exten-
sion of a fundamental physical observation: if the total energy of a mechanical 
(or electrical) system is continuously dissipated, then the system, whether linear 
or nonlinear, must eventually settle down to an equilibrium point. Thus, we may 
conclude the stability of a system by examining the variation of a single scalar 
function. 

 
This simple idea leads to several powerful stability analysis and control design meth-
ods for linear and non-linear systems including the Linear Matrix Inequality (LMI) 
approach. The above-mentioned concept can be expressed in a more strict form by 
the following definition (based on Slotine & Li, 1990, p. 61): 

Definition 3-1 (Lyapunov Function) If a function 𝑉ሺ𝒙ሻ is positive definite and has 
continuous partial derivatives, and if its time derivative along any state trajectory of 
system (3-92) is negative semi-definite, i.e., 𝑉ሶ ሺ𝒙ሻ ൑ 0, then 𝑉ሺ𝒙ሻ is said to be a 
Lyapunov function for the system (3-92). 
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Lyapunov’s theorem for global (asymptotic) stability furthermore states (based on 
Slotine & Li, 1990, p. 65): 

Theorem 3-1 (Global Asymptotic Stability) Assume that there exists a scalar func-
tion 𝑉ሺ𝒙ሻ, with continuous first order derivatives such that 

 
 𝑉ሺ𝒙ሻ  ൐ 0 
 𝑉ሶ ሺ𝒙ሻ  ൏ 0 
 𝑉ሺ𝒙ሻ  → ∞ as ‖𝒙‖  → ∞ (i.e. 𝑉ሺ𝒙ሻ is radially unbounded) 

 
then the equilibrium at the origin is globally asymptotically stable. 

Remark 3-2: For LTI systems asymptotic stability is always global and implies expo-
nential stability (cf. Slotine & Li, 1990, p.52).  

For LTI and LPV systems, we can say that 
 
 𝑉ሺ𝒙ሻ ൌ 𝒙்𝑷𝒙 ൐ 𝟎 (3-95)
 
 ⇒ 𝑷 ൐ 0 (3-96)
 
Furthermore by differentiating (3-95) and substituting (3-92) we get (𝜹ሺ𝑡ሻ will be 
omitted for simplicity) 
 

 
𝑉ሶ ሺ𝒙ሻ ൌ 𝒙ሶ ்𝑷𝒙 ൅ 𝒙்𝑷𝒙ሶ ൌ ሺ𝑨𝒙ሻ𝑻𝑷𝒙 ൅ 𝒙்𝑷ሺ𝑨𝒙ሻ ൌ 𝒙்ሺ𝑨𝑻𝑷 ൅
𝑷𝑨ሻ𝒙 ൏ 0  

(3-97)

 
 ⇒ 𝑨𝑻𝑷 ൅ 𝑷𝑨 ൏ 0 (3-98)
 
Eq. (3-98) is the so-called Lyapunov equation. (3-96) and (3-98) yield a set of inequali-
ties that can be expressed as LMI: 
 

 ൤
െ𝑷 0

0 𝑨்൫𝜹ሺ𝑡ሻ൯𝑷 ൅ 𝑷𝑨൫𝜹ሺ𝑡ሻ൯൨ ൏ 0 (3-99)

 
If a system fulfils (3-99) it is also said to be quadratically stable, as stability analysis is 
based on the quadratic Lyapunov function 𝑉ሺ𝒙ሻ. Furthermore, if a system is quad-
ratically stable, it means that it is stable for arbitrary fast time-varying parameters (cf. 
Scherer & Weiland, 2016, p. 7/25). This is a very powerful result, however, as a 
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consequence, the quadratic stability test can be overly conservative for systems with 
slowly varying parameters. This will be discussed further in chapter 3.5.4.3. 

3.4.2.3.2 Polytopic Model Uncertainty 

We have not yet specified the set 𝒟 of possible parameters 𝜹. While (3-99) remains 
valid no matter how it looks like it becomes practically infeasible to find a solution 
for  𝑷 if we do not impose certain limitations on set 𝒟. A common simplification is 
to assume that the system matrices 𝑨ሺ𝜹ሻ, 𝑩ሺ𝜹ሻ, 𝑪ሺ𝜹ሻ, 𝑫ሺ𝜹ሻ , … are affine in 𝜹 and 
that the parameters variations are contained in a convex polytope in parameter 
space, i.e. 𝓓 ൌ 𝑐𝑜ሼ𝛿ଵ, … , 𝛿ேሽ (Scherer & Weiland, 2015, p. 5/25). 
For affine systems the system matrices can be expressed in the form (Gu, Petkov, & 
Konstantinov, 2013, p. 223)  
 
 𝑨ሺ𝜹ሻ ൌ 𝑨଴ ൅ 𝛿ଵ𝑨ଵ ൅ 𝛿ଶ𝑨ଶ ൅ ⋯ ൅ 𝛿ே𝑨ே (3-100)
 
 𝑩ሺ𝜹ሻ ൌ 𝑩଴ ൅ 𝛿ଵ𝑩ଵ ൅ 𝛿ଶ𝑩ଶ ൅ ⋯ ൅ 𝛿ே𝑩ே (3-101)
 
 𝑪ሺ𝜹ሻ ൌ 𝑪଴ ൅ 𝛿ଵ𝑪ଵ ൅ 𝛿ଶ𝑪ଶ ൅ ⋯ ൅ 𝛿ே𝑪ே (3-102)
 
 𝑫ሺ𝜹ሻ ൌ 𝑫଴ ൅ 𝛿ଵ𝑫ଵ ൅ 𝛿ଶ𝑫ଶ ൅ ⋯ ൅ 𝛿ே𝑫ே (3-103)
 
A typical parameter polytope is shown in Figure 25 for two parameters. The poly-
topic model uncertainty is fully defined by the systems that correspond to the pa-
rameter combination of the corners of the polytope, i.e. Πଵ,…,ସ in the case of two 
parameters. 
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Figure 25 Parameter polytope in parameter space for two parameters  
(based on Gu et al., 2013, p. 227) 

The concept of polytopic model uncertainty perfectly fits our needs of this text. For 
aircraft the desired closed loop performance derived from the flying quality specifica-
tions like MIL-STD-1797A (US DoD, 2004) is normally expressed as low-order 
linear dynamic systems (cf. chapter 2.2.2). For this work here we restrict ourselves 
to the longitudinal short period motion. In this case the desired closed-loop perfor-
mance can be defined as linear second order system, thus the parameter space is 
two-dimensional. This will be discussed in detail in chapter 3.5.4.3. 

3.4.2.3.3 LMI-Based Bound on the Energy Gain 

Quadratic stability in itself does not yet help us for our residual evaluation problem, 
but it implies another result, that is a bound on the worst case system gain for the 
LPV system, comparable to the 𝐻ஶ-Norm for LTI systems (Scherer & Weiland, 
2016, pp. 61/79-62/79). The LMI-based calculation for a discrete residual system as 
given for example with (3-71) and (3-72) is described in Ding (2013, pp. 300-301). 
While the approach is appealing from a theoretical point of view, it has finally not 
been implemented for the fault detection system of this thesis. As for quadratic sta-
bility the results are very conservative, i.e. the gains and therefore the fault detection 
thresholds become very large. Furthermore we do not want to allow arbitrarily fast 
parameter variations in the fault-free case as they constitute a dynamic in them-
selves. As a result the author found that there is no practical use for the aircraft fault 
detection problem of this text. This aspect will be discussed further in chap-

𝛿1

𝛿2 
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ter 3.5.4.3.1. Nevertheless the idea of polytopic model uncertainty has been adopted, 
thus the discussions of chapter 3.4.2.3 remain important herein. 

3.4.3 Stochastic Residual Evaluation 

3.4.3.1 Statistical Hypothesis Testing 

We consider the simple statistical model  
 
 𝑦 ൌ 𝜃 ൅ 𝜈 (3-104)
 
with output 𝑦 ∈ ℝ, a constant 𝜃 ∈ ℝ and noise 𝜈 ~ ℕሺ0, 𝜎ଶሻ. Our goal is finding a 
threshold  𝐽௧௛to decide if 𝜃 ൌ 𝜃଴ or 𝜃 ൌ 𝜃ଵ. The null hypothesis 𝑯଴ and alternative 
hypothesis 𝑯ଵ can thus be defined as  
 

 
𝑯଴ ∶ 𝜃 ൌ 𝜃଴ 
𝑯ଵ ∶ 𝜃 ൌ 𝜃ଵ

(3-105)

 
We have obtained 𝑁 samples (observations) of signal 𝑦, i.e. the random variable 
𝒀 ൌ ሾ𝑦, 𝑦ଵ, … , 𝑦ேሿ். A sample 𝑦௜ is also called realisation of  𝒀. The sample mean 
 

 𝐸ሺ𝒀ሻ ൌ 𝑦ത ൌ
1
𝑁

෍ 𝑦௜

ே

௜ୀଵ

 (3-106)

 
will serve as a testing statistic. We furthermore specify our decision rule 𝑑ሺ𝒀ሻ as 
 

 
𝑑௬തሺ𝒀ሻ ൌ 𝑑 ൌ ൜

0 𝑖𝑓 |𝑦ത| ൑ 𝐽௧௛; 𝑯଴ 𝑖𝑠 𝑐ℎ𝑜𝑠𝑒𝑛
1 𝑖𝑓 |𝑦ത| ൐ 𝐽௧௛; 𝑯ଵ𝑖𝑠 𝑐ℎ𝑜𝑠𝑒𝑛

 

 
(3-107)

where 𝐽௧௛ is the threshold we have to calculate. We now get the probability for a 
Type I fault, i.e. deciding for 𝑯ଵ if 𝑯଴ is true, as 
 
 𝑝ሺ|𝑦ത| ൐ 𝐽௧௛|𝜃 ൌ 𝜃଴ሻ ൌ 𝛼଴ሺ𝑑ሻ (3-108)
 
Analogously we can define the probability of a Type II fault, i.e. deciding for 𝑯଴ if 
𝑯ଵ is true, as  
 
 𝑝ሺ|𝑦ത| ൑ 𝐽௧௛|𝜃 ൌ 𝜃ଵሻ ൌ 𝛼ଵሺ𝑑ሻ (3-109)
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In a statistical context 𝛼଴ሺ𝑑ሻ is called size or level of significance of test 𝑑, while 
𝛽ሺ𝑑ሻ ൌ  1 െ 𝛼ଵሺ𝑑ሻ is referred to as power of test 𝑑. 𝛼଴ሺ𝑑ሻ and 𝛼ଵሺ𝑑ሻ will be deter-
mined by the user for the respective application (Tartakovsky, Nikiforov, & 
Basseville, 2015, p. 90). Table 5 relates the failure probabilities to the outcome of 
the hypothesis test as well as to the failure notations used in statistics and FDD. 

Table 5 Outcome of a two hypothesis test with related  
probabilities/statistics and FDD failure notations 

 𝑯଴ is true 
i.e. no fault occurred 

𝑯ଵ is true 
i.e. a fault occurred 

Hypothesis test 𝑑  
decides for 𝑯଴  

(no fault occurred) 

Correct decision 
Probability: 1 െ 𝛼଴ሺ𝑑ሻ 

 

Wrong decision 
Type II failure (MDR) 
Probability11: 𝛼ଵሺ𝑑ሻ 

Hypothesis test 𝑑  
decides for 𝑯ଵ  

(a fault occurred) 

Wrong decision 
Type I failure (FAR) 
Probability: 𝛼଴ሺ𝑑ሻ 

(size, level of significance 
of test 𝑑) 

Correct decision 
Probability:  

𝛽ሺ𝑑ሻ ൌ 1 െ 𝛼ଵሺ𝑑ሻ 
(power of test 𝑑) 

 
In the context of fault detection the probability of a Type I failure, i.e. deciding for 
𝑯ଵ (a fault occurred) if 𝑯଴ (no fault occurred) is true, will be referred to as False 
Alarm rate (FAR). On the other hand the probability of deciding for 𝑯ଵ if 𝑯଴ is 
true, i.e. conducting a Type II failure, is known as Missed Detection Rate (MDR). In the 
FDD case 𝑦 will be the fault detection signal i.e. the residual 𝑟, with |𝑟̅| being small 
for the fault-free case and large if a fault occurred, that is 𝜃଴ ≪ 𝜃ଵ (cf. chapter 3).  
For more details on the topic of this chapter the interested reader may consult 
Tartakovsky et al. (2015) and Ding (2013) on which this discussion is based on. 

3.4.3.1.1 Likelihood Ratio – Simple Hypothesis Testing 

If 𝜃଴  and 𝜃ଵ are known we speak about simple hypothesis testing. Based on model 
(3-104) and hypothesis (3-105) we define the log Likelihood Ratio (LR) 𝑠ሺ𝑦௜ሻ for 
sample 𝑦௜ as 
 

 𝑠ሺ𝑦௜ሻ ൌ 𝑙𝑛
𝑝ఏభ

ሺ𝑦௜ሻ

𝑝ఏబ
ሺ𝑦௜ሻ

 (3-110)

                                              
11 The probability of a Type II failure is sometimes also referred to as 𝛽 instead of 
𝛼ଵ (cf. e.g. Tschirk, 2014, p. 67). However here the convention as for example in 
Tartakovsky et al. (2015) has been adopted. 
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Because 𝜈 ~ ℕሺ0, 𝜎ଶሻ it follows that 
 

 𝑝ఏሺ𝑦௜ሻ ൌ
1

√2𝜋𝜎
𝑒ି

ሺ௬೔ିఏሻమ

ଶఙమ  (3-111)

 
and therefore 
 

 
𝑠ሺ𝑦௜ሻ ൌ ln

𝑝ఏభ
ሺ𝑦௜ሻ

𝑝ఏబ
ሺ𝑦௜ሻ

ൌ ln
𝑒ି

ሺ௬೔ିఏభሻమ

ଶఙమ

𝑒ି
ሺ௬೔ିఏబሻమ

ଶఙమ

ൌ െ
ሺ𝑦௜ െ 𝜃ଵሻଶ

2𝜎ଶ ൅
ሺ𝑦௜ െ 𝜃଴ሻଶ

2𝜎ଶ

ൌ
1

2𝜎ଶ
ሾሺ𝑦௜ െ 𝜃଴ሻଶ െ ሺ𝑦௜ െ 𝜃ଵሻଶሿ 

(3-112)

 
For 𝑁 samples we get 
 

 

𝑆ሺ𝒀ሻ ൌ ෍ 𝑠ሺ𝑦௜ሻ
ே

௜ୀଵ

ൌ
1

2𝜎ଶ ෍ሾሺ𝑦௜ െ 𝜃଴ሻଶ െ ሺ𝑦௜ െ 𝜃ଵሻଶሿ
ே

௜ୀଵ

ൌ
𝜃ଵ െ 𝜃଴

𝜎ଶ ෍ ൬𝑦௜ െ
𝜃ଵ ൅ 𝜃଴

2
൰

ே

௜ୀଵ

 

(3-113)

 
Therefore, for a fixed sample size 𝑁, the decision rule becomes 
 

 𝑑௅ோሺ𝒀ሻ ൌ ൜
  0 𝑖𝑓 𝑆ሺ𝒀ሻ ൑ 𝐽௧௛; 𝑯଴ 𝑖𝑠 𝑐ℎ𝑜𝑠𝑒𝑛
  1 𝑖𝑓 𝑆ሺ𝒀ሻ ൐ 𝐽௧௛; 𝑯ଵ 𝑖𝑠 𝑐ℎ𝑜𝑠𝑒𝑛

 (3-114)

 
A test of two simple hypotheses based on the LR is referred to as Most Powerful 
Test (MP) as it minimizes the probability 𝛼ଵ of a Type II failure for an allowable 
maximum probability 𝛼଴ of a Type I failure. This is a direct consequence of the 
Neyman-Pearson lemma (Neyman & Pearson, 1933) which shows that an optimal 
most powerful test must be based on the LR (Basseville & Nikiforov, 1993, pp. 111-
112; Tartakovsky et al., 2015, p. 91). The LR test for two simple scalar hypotheses is 
therefore often also called Neyman-Pearson test. In FDD words the likelihood ratio 
based test 𝑑௅ோ is optimal in the sense that it minimizes the MDR for a given FAR, 
which is a very powerful result for designing a fault detection system (McDonough 
& Whalen, 1995, p. 187). 
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3.4.3.1.2 Generalized Likelihood Ratio (GLR) – Composite Hypothesis Testing 

In some practical fault detection application, 𝜃ଵ is unknown and must therefore be 
estimated. This case is called composite hypothesis testing problem and we have to use 
the Generalized (log) Likelihood Ratio (GLR) method. The GLR replaces 𝜃ଵ by its 
Maximum Likelihood (ML) estimate 𝜃෠ଵ. In this sense we effectively obtain an esti-
mate of the log likelihood ratio (Basseville & Nikiforov, 1993, p. 47; Tartakovsky et 
al., 2015, p.111)  
 

 𝑆መሺ𝒀ሻ ൌ 𝑙𝑛
sup

ఏభ

𝑝ఏభ
ሺ𝒀ሻ

𝑝ఏబ
ሺ𝒀ሻ

 (3-115)

 
The decision rule for the GLR becomes 
 

 𝑑መீ௅ோሺ𝒀ሻ ൌ ቊ
  0 𝑖𝑓 𝑆መሺ𝒀ሻ ൑ 𝐽௧௛; 𝑯଴ 𝑖𝑠 𝑐ℎ𝑜𝑠𝑒𝑛
  1 𝑖𝑓 𝑆መሺ𝒀ሻ ൐ 𝐽௧௛; 𝑯ଵ 𝑖𝑠 𝑐ℎ𝑜𝑠𝑒𝑛

 (3-116)

 
The precise optimality conditions of test 𝑑መீ௅ோሺ𝒀ሻ are not known (Tartakovsky et 
al., 2015, p. 111) but it can be seen as a kind of suboptimal solution because the un-
kown 𝜃ଵ is replaced by its ML estimate 𝜃෠ଵ (Ding, 2013, p. 326). 
As shown in Ding (2013, pp. 319-320), for the practically relevant case that 𝜃଴ ൌ 0 
and 𝜃ଵ is unknown, using (3-113) we get  
  

 

𝑆መఏబୀ଴ሺ𝒀ሻ ൌ sup
ఏభ

 
1

2𝜎ଶ ෍ሾሺ𝑦௜ሻଶ െ ሺ𝑦௜ െ 𝜃ଵሻଶሿ
ே

௜ୀଵ

ൌ
1

2𝜎ଶ ቎
1
𝑁

൭෍ 𝑦௜

ே

௜ୀଵ

൱

ଶ

െ 𝑁ሺ𝜃ଵ െ 𝑦തሻଶ቏ 

(3-117)

 
where 𝑦ത is the arithmetic mean according (3-106). From (3-117) it is obvious that 
 

 𝜃෠ଵ ൌ arc sup
ఏభ

𝑆መఏబୀ଴ሺ𝒀ሻ ൌ 𝑦ത (3-118)

 
Substituting (3-118) and afterwards (3-106) back into (3-117) results in  
 

 𝑆መఏబୀ଴ሺ𝒀ሻ ൌ
1

2𝜎ଶ

1
𝑁

൭෍ 𝑦௜

ே

௜ୀଵ

൱

ଶ

ൌ
𝑁

2𝜎ଶ
ሺ𝑦തሻଶ (3-119)
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This leads to the following conclusions (Ding, 2013, p. 320): 
 

 The ML estimate of 𝜃ଵ is the arithmetic mean 𝑦ത 
 Eq. (3-119) shows that the GLR is always non-negative 
 As 𝑦ത is normally distributed with zero mean it follows from (3-119) that 

𝑆መఏబୀ଴ሺ𝒀ሻ is central 𝜒ଶ-distributed with degree of freedom one (cf. Basseville 
& Nikiforov, 1993, pp. 70-71; Klein & Morelli, 2006, p. 447; Koch, 1999, pp. 
126-127) 

 

3.4.3.1.3 Vector-Valued Generalized Likelihood Ratio (GLR) 

The considerations made above for scalars can be extended to the multidimensional 
case (cf. Ding, 2013, pp. 320-322). The vector model is given by 
 
 𝒚 ൌ 𝜽 ൅ 𝝂 (3-120)
 
with output 𝒚 ∈ ℝ௠, a constant 𝜽 ∈ ℝ௠ and noise 𝝂 ~ ℕሺ𝟎, 𝚺ሻ. The multivariate 
Gaussian probability density is given by 
 

 𝑝𝜽,𝚺ሺ𝒚௜ሻ ൌ
1

ඥሺ2𝜋ሻ௡ detሺ𝚺ሻ
𝑒ି

ଵ
ଶሺ𝒚೔ି𝜽ሻ೅𝚺షభሺ𝒚೔ି𝜽ሻ (3-121)

 
Following the approach of (3-112), the multivariate log LR becomes 
 

 𝑠ሺ𝒚௜ሻ ൌ
1
2

ሾሺ𝒚௜ െ 𝜽଴ሻ்𝚺ିଵሺ𝒚௜ െ 𝜽଴ሻ െ ሺ𝒚௜ െ 𝜽ଵሻ்𝚺ିଵሺ𝒚௜ െ 𝜽ଵሻሿ (3-122)

 
Again for the case that 𝜽଴ ൌ 𝟎 and 𝜽ଵ is unknown, using (3-131) we get the GLR 
by   
  

 
𝑆መ𝜽బୀ𝟎ሺ𝒀ሻ ൌ sup

𝜽భ

 
1
2

൥෍ 𝒚௜
்𝚺ିଵ𝒚௜

ே

௜ୀଵ

െ ෍ሺ𝒚௜ െ 𝜽ଵሻ்𝚺ିଵሺ𝒚௜ െ 𝜽ଵሻ
ே

௜ୀଵ

൩

ൌ sup
𝜽భ

1
2

ሾ𝑁𝒚ഥ்𝚺ି𝟏𝒚ഥ െ 𝑁ሺ𝒚ഥ െ 𝜽ଵሻ்𝚺ିଵሺ𝒚ഥ െ 𝜽ଵሻሿ 

(3-123)

 
with vector mean 

 𝐸ሺ𝒀ሻ ൌ 𝒚ഥ ൌ
1
𝑁

෍ 𝐲௜

ே

௜ୀଵ

 (3-124)
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and  𝒚ഥ~ ℕሺ𝟎, 𝚺 𝑁⁄ ሻ (e.g. Klein & Morelli, 2006, p. 446). As for (3-123) it is obvious 
that 
 

 𝜽෡ଵ ൌ arc sup
𝜽భ

𝑆መ𝜽బୀ𝟎ሺ𝒀ሻ ൌ 𝒚ഥ (3-125)

 
Substituting (3-125) and afterwards (3-124) back into (3-123) results in  
 

 𝑆መ𝜽బୀ𝟎ሺ𝒀ሻ ൌ
𝑁
2

𝒚ഥ்𝚺ି𝟏𝒚ഥ (3-126)

 
As from (3-126) it is clear that 𝑆መ𝜽𝟎ୀ𝟎ሺ𝒀ሻ is the sum of squares of m zero mean 
normal distributed random variables it follows that 𝑆መ𝜽𝟎ୀ𝟎ሺ𝒀ሻ is central 𝜒ଶ-
distributed with 𝑚 degree of freedoms (cf. e.g. DasGupta, 2011, pp. 210-211) 

3.4.3.2 Threshold Computation for Stochastic Unknown Inputs (Disturbances) 

In a fault detection application the testing statistic is calculated online, based on ob-
tained residual signal samples, and compared against a threshold 𝐽௧௛. In this text the 
GLR will be used for the purpose of composite hypothesis testing. The above con-
siderations give rise to the following algorithm to calculate the threshold  𝐽௧௛ given a 
fixed false alarm rate and the following hypothesises 
 
 𝑯଴ ൌ ሼ𝜃:  𝜃 ൌ 0ሽ and 𝑯ଵ ൌ ሼ𝜃: 𝜃 ് 0ሽ (3-127)
 
From (3-116) and (3-119) it follows for the scalar case that 
 

 
𝑑መீ௅ோሺ𝒀ሻ

ൌ ቊ
0    𝑖𝑓 𝑆መఏబୀ଴ሺ𝒀ሻ ൑ 𝐽௧௛; 𝑯଴ 𝑖𝑠 𝑐ℎ𝑜𝑠𝑒𝑛 ⇒ 𝑛𝑜𝑓𝑎𝑢𝑙𝑡

  1    𝑖𝑓  𝑆መఏబୀ଴ሺ𝒀ሻ ൐ 𝐽௧௛; 𝑯ଵ 𝑖𝑠 𝑐ℎ𝑜𝑠𝑒𝑛 ⇒ 𝑓𝑎𝑢𝑙𝑡
 

(3-128)

 
and from (3-116) and (3-119) for the vector case that 
 

 
𝑑መீ௅ோሺ𝒀ሻ

ൌ ቊ
0    𝑖𝑓 𝑆መ𝜽బୀ𝟎ሺ𝒀ሻ ൑ 𝐽௧௛; 𝑯଴ 𝑖𝑠 𝑐ℎ𝑜𝑠𝑒𝑛 ⇒ 𝑛𝑜𝑓𝑎𝑢𝑙𝑡

  1    𝑖𝑓  𝑆መ𝜽బୀ𝟎ሺ𝒀ሻ ൐ 𝐽௧௛; 𝑯ଵ 𝑖𝑠 𝑐ℎ𝑜𝑠𝑒𝑛 ⇒ 𝑓𝑎𝑢𝑙𝑡
 

(3-129)
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If 𝒀~ ℕሺ𝟎, 𝚺ሻ,  it follows that 𝒚ഥ~ ℕሺ𝟎, 𝚺/Nሻ (e.g. Klein & Morelli, 2006, p. 446) 

and therefore that  𝑆መ𝜽బୀ𝟎ሺ𝒀ሻ ൌ ே

ଶ
𝒚ഥ்𝚺ି𝟏𝒚ഥ  is central 𝜒ଶ-distributed with 𝑚 degrees 

of freedom.  
In the more general case, which will become relevant in chapter 3.4.4, where 
 𝒀~ ℕሺ𝝁, 𝚺ሻ,  it follows that 𝒚ഥ~ ℕሺ𝝁, 𝚺/Nሻ and therefore that  𝑆መ𝜽బୀ𝟎ሺ𝒀ሻ ൌ
ே

ଶ
𝒚ഥ்𝚺ି𝟏𝒚ഥ  is non-central 𝜒௠

ଶ ሺ𝜆ሻ-distributed with 𝑚 degrees of freedom and 

non-centrality parameter 
 
 𝜆 ൌ 𝝁்𝚺ିଵ𝝁  (3-130)
 
(Basseville & Nikiforov, 1993, pp. 70-71; Koch, 1999, pp. 126-127; Tartakovsky et 
al., 2015, p. 108). As a result we have to solve 
 
 𝑝൫𝜒 ൐ 𝜒ఈబ

൯ ൌ 𝛼଴ (3-131)
 
where 𝛼଴ is the significance level or in a fault detection context the FAR (cf. chap-
ter 3.4.3) for 𝜒ఈబ

. The threshold is then obtained by  
 

 𝐽௧௛ ൌ
𝜒ఈబ

2
 (3-132)

 

3.4.4 Integration of Norm-Based and Stochastic Threshold Computation for 
Deterministic and Stochastic Unknown Inputs (Disturbances)  

‖𝒓ௗ‖ଶ  according (3-62) gives an energy bound for the residual signal for an arbitrary 
unknown input signal with known energy bound ‖𝒅‖ଶ. Selecting the threshold  
 

 𝐽௧௛,ଶ ൌ sup
𝒇ୀ𝟎,𝒅ஷ𝟎

‖𝒓‖ଶ ൌ ‖𝑮௥ௗ‖ஶ‖𝒅‖ଶ ൌ ‖𝒓ௗ‖ଶ (3-133)

 
therefore solves the fault detection problem for deterministic unknown inputs with known 
energy bound (cf. chapter 3.4.2.2), but does not take into account any stochastic unknown 
inputs. However, we can easily recast the statistic fault detection problem (3-127), 
which aims on detecting a change in the mean of the residual signal into a problem 
that tries to decide, in the presence of noise, if the energy of the residual signal 
measured is higher than the energy of the residual signal due to unknown determin-
istic disturbances, i.e. ‖𝒓‖ଶ ൐ ‖𝒓ௗ‖ଶ. 
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In this case the hypotheses become 
 
 𝑯଴ ൌ ሼ𝜽: ‖𝜽‖ ൌ 0ሽ and 𝑯ଵ ൌ ሼ𝜽: ‖𝜽‖ ൒ ‖𝒓ௗ‖ଶሽ (3-134)
 
Using (3-80) we can rewrite (3-134) into  
 
 𝑯଴ ൌ ሼ𝜽: 𝜽𝑻𝜽 ൌ 0ሽ and 𝑯ଵ ൌ ሼ𝜽: 𝜽𝑻𝜽 ൒ ‖𝒓ௗ‖ଶ

ଶሽ (3-135)
 
It follows that the test statistics becomes 
 

 𝑆መ‖𝜽𝟎‖ୀ଴ሺ𝑹ሻ ൌ
𝑁
2

𝒓ത்𝚺𝒓
ିଵ𝒓ത (3-136)

 
with vector mean 
 

 𝐸ሺ𝑹ሻ ൌ 𝒓ത ൌ
1
𝑁

෍ 𝐫௜

ே

௜ୀଵ

 (3-137)

 
However now, as 𝒓ത~ ℕሺ𝒓ௗ, 𝚺௥/Nሻ in the boundary case, it follows with the consid-
erations made in chapter 3.4.3.2, that 𝑆መ‖𝜽𝟎‖ୀ଴ሺ𝑹ሻ is non-central 𝜒௠

ଶ ሺ𝜆ሻ-distributed 
with 𝑚 degrees of freedom and non-centrality parameter  
 
 𝜆 ൌ 𝒓ௗ

்𝚺௥
ି𝟏𝒓ௗ (3-138)
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3.5 The Fault Detection System Proposed in this Thesis 
and Related Research Contributions 

3.5.1 Introduction to the Fault-Detection System Proposed in this Thesis 

Figure 26 schematically illustrates the fault detection system proposed in this thesis 
in combination with the closed-loop plant.  
The closed-loop plant consists of the open-loop plant and the Conventional Flight 
Control System (CFCS). For the purpose of this text a simplified CFCS with pro-
portional feed-forward and feedback control was modelled as 𝑞௖௠ௗ-system. This 
was a choice for this work, which has the goal of proving principal feasibility of the 
proposed FD system. The suggested FD system architecture itself can be easily 
adapted to different more complex closed-loop plant setups. The plant is subject to 
process noise 𝜈௉ from atmospheric turbulence as well as measurement noise 𝝂ெ 
from the sensors. The details of the plant will be discussed in chapter 3.5.2. 
The model-based FD system is built from a residual generation and a residual evalu-
ation part. The former is based on a Kalman filter as residual generator, a band-pass 
residual post filter to supress low frequency effects and high frequency noise, as well 
as a variance scaling filter. The latter ensures the right stochastical properties of the 
residual signal for the integrated deterministic/stochastic fault detection. Chap-
ter 3.5.4 will discuss the details of residual generation. 
The residual evaluation part consists of a recursive sliding window RMS generator 
to obtain ‖𝑞௖௠ௗ‖ோெௌ

ଶ  and ‖𝒓‖ோெௌ
ଶ , a deterministic adaptive threshold, a stochastic 

threshold and finally a decision maker that raises the Fault Bit if a fault has been 
detected. The details of the different systems will be discussed in chapter 3.5.4. 
With respect to the signals required by the FD system we can readily see that those 
are only the command input 𝑞௖௠ௗ, the pitch rate 𝑞, and the pitch acceleration 𝑞ሶ  
measurements. Thus the FD system is compliant with the requirements to minimize 
the amount of measurements necessary (Requirement 1-4, p. 11) and not to use an-
gle of attack measurements for fault detection (Requirement 1-5, p. 11). It is fur-
thermore easily retrofitable, because the interface to the existing aircraft flight con-
trol system is limited to the three measurements mentioned above and therefore 
also compliant to Requirement 1-2 (p. 11). 
The idea of combining a conventional FCS with an active fault-tolerant one has only 
been very sparsely investigated in the past. Furthermore earlier work did either not 
focus on the required switching logic (Wohletz et al., 2000) or selected an approach 
where the fault-tolerant flight control system always works in parallel to the conven-
tional one (for example D. G. Ward & Monaco, 2005). The latter inhibits a clear 
segregation of both systems (cf. chapter 1.4).  
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Figure 26 Schematic of the fault detection system proposed in this thesis 

 
As for Wohletz et al. (2000) the approach chosen in this work is to activate the ac-
tive fault-tolerant control system only in case that the certified conventional flight 
control system delivers an unacceptable closed-loop performance. Such an approach 
would potentially allow keeping the Active fault-tolerant FCS (AFCS) largely outside 
certification scope. This will help to avoid/limit problems that may arise from the 
immature certification experience with respect to AFCS. Furthermore it will allow to 
augment the existing certified and proven CFCS of existing aircrafts instead of replac-
ing them entirely, thus leading to significantly reduced costs and development risks. 
Such a setup of course warrants reliable means to detect a CFCS problem that is 
severe enough so that it warrants switching to the AFCS. To the author’s 
knowledge, the following aspects constitute the new research contributions of this 
thesis to the area of aircraft fault detection:  

Contribution 3-2: The idea of combining a CFCS with an AFCS, albeit not com-
pletely new, has only been very sparsely investigated in the past and none of the 
work known to the author (cf. chapter 1.4) treat the problem of how to define a 
useable switching logic/threshold beyond mentioning its existence. This thesis fo-
cusses especially on the switching, i.e. fault detection, algorithm. The above men-
tioned reasoning chain implies that the possibility that the fault-tolerant flight con-
trol system is inadvertently activated must be very remote, i.e. the False Alarm Rate 
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(FAR) must be very low. To judge the possibility for inadvertent activation, the 
FAR must be quantifiable by a number. This work uses a strict, state of the art FAR-
based design approach, as suggested by Ding (2013), and applies it to the aircraft fault 
detection problem on hand. This strict FAR-based design approach is, to the au-
thor’s knowledge, new in the context of aircraft fault detection 

Contribution 3-3: The classical approach to model-based FDD, which builds the 
heart of the algorithm used in this text, is to detect changes in the dynamic behav-
iour of the plant. Herein a different approach is chosen that aims at detecting 
changes in the combination of plant and controller, i.e. in the systems closed-loop 
behaviour. Keeping in mind that the control system design goal is to achieve a cer-
tain closed-loop performance led the author to the corollary that the deviation from 
the desired close-loop behaviour must be the primary measure for fault detection. 
To say it in other words: The pilot of a fly-by-wire aircraft does not care about the 
dynamic behaviour of the plant he cares about the dynamic behaviour of the closed-
loop system because that is what is visible to him when he pilots the aircraft. There-
fore the closed-loop behaviour will decide if he is able to safely pilot the aircraft and 
consequently an unacceptable deviation of the actual closed-loop behaviour to the 
desired closed-loop behaviour must be detected. A comparable approach was cho-
sen before also by Wohletz et al. (1999) however the mechanization of the reference 
model, which describes the desired performance, was different. Wohletz, et al. de-
cided to use a Low-order Equivalent System (LOES) model with online estimated 
parameters. While at a first glance this seems to be very appealing it gives rise to the 
problem of how to certify this online estimation system. To the author’s knowledge 
this is not possible with the theory at hand (cf. chapter 1.4). However if the refer-
ence model is unreliable the fault-tolerant control system might be activated when 
no significant fault exists simply because the reference model is wrong. As of today, 
certification of the system suggested by Wohletz, et al., if at all possible, seems 
therefore unrealistic because the correct function of the system cannot be proven by 
theory or a reasonable amount of empirical testing.  Furthermore their strategy aims 
at generating an error signal that is very close to zero when no fault is present and to 
use a very tight threshold on that signal to detect a failure. While, at the expense of a 
very high work effort, a fault signal close to zero might be achievable in theory it 
becomes very hard in practice due to unknown, i.e. immeasurable, inputs like turbu-
lence. Most important the work mentioned above also does not describe how to 
obtain a the threshold. The author suggests to model the acceptable closed-loop 
performance, directly derived from the respective flying qualities standards, as de-
terministic model uncertainties of reference model used for fault detection. The ap-
proach, which will be discussed in detail in chapter 3.5.4.3.1, to use the flying quality 
standard derived CAP-𝜁ௌ௉ combination to define a 𝜔ௌ௉-𝜁ௌ௉ parameter polytope of 
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acceptable reference model uncertainties and consequently derive the norm-based 
residual threshold based on this reference model was developed by the author and 
is, to the author’s knowledge, new. This approach furthermore gives a direct interpretation of 
what we tried to achieve in terms of operational performance, where we are with the real system with 
respect to this goal, and if we are still inside the acceptable performance boundaries. Thus it enables 
a readily interpretable, clear picture where we are with respect to the design goal. Last but not 
least the dynamics we try to achieve in terms of closed-loop performance is most 
often much less complex than the dynamics of the uncontrolled plant. As explained 
above and in chapter 2.2.2 in case of the aircraft longitudinal motion the closed-
loop design goal can be expressed by a simple second (short period) or fourth order 
(short period & phugoid) system, while the underlying plant can be of much higher 
order, when taking into account secondary effects. 

Contribution 3-4: The FD system proposed in this thesis is to author opinion, very 
flexible to adapt to different practical demands. Adaptations are easily done by just 
changing the range of acceptable closed-loop natural frequencies and damping ratios. 
Most important, those two parameters can be readily interpreted in physical and 
flying quality context and they allow a direct comparison with the flying quality 
standards MIL-F-8785C (US DoD, 1996) and MIL-STD-1797B12 (US DoD, 2012). 
To the author’s opinion this is a significant practical advantage and furthermore 
gives the aerospace engineer a direct understanding what the effect of the parameter 
changes are. 

The aforementioned approach required several extensions of the combined stochas-
tic/norm-based fault detection method for deterministic and stochastic unknown 
inputs, as suggested by Ding (2013, pp. 339-345), to the much more complex case of 
deterministic/stochastic unknown inputs and deterministic model uncertainties. The ex-
tensions suggested by the author will be discussed within the following chapters. 

3.5.2 Closed-loop Plant 

3.5.2.1 Open-loop Plant - Aircraft Linearized Longitudinal Motion Model 

As mentioned above, in the context of this text, the linear state space model of the 
plant is used to calculate the required controller gains for a certain trim condition. 
For the state equation we have (cf. Holzapfel, 2011, p. 28/12) 
 

 
𝒙ሶ ൌ 𝑨𝒙 ൅ 𝑩𝒖 

 
(3-139)

                                              
12 Restricted distribution, therefore information from MIL-F-8785C is used within 
this text. 
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3.5.2.1.1 Simplified Linearized Longitudinal Motion Model 

The effect of altitude variation around the trim condition can be considered small, 
therefore it is a common simplification, which is also used herein, to 
sume M୦ ൌ  𝑍௛ ൌ 𝑋௛ ൌ 0 and in consequence to remove the state ℎ from the state 
space model. Furthermore the position 𝑥 is independent of all other states and can 
therefore also be removed (Holzapfel, 2011, p. 45/12). The matrices 𝑨, 𝑩 and state 
vector 𝒙 then simplify to 
 

 
𝒙ሶ ൌ 𝑨𝒙 ൅ 𝑩𝒖 

 
(3-140)

with 
 
 

𝑨 ൌ

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
𝑍௤ ∙ 𝑀ఈሶ ൅ 𝑀ఈሶ ൅ 𝑀௤ െ 𝑀௤ ∙ 𝑍ఈሶ

1 െ 𝑍ఈሶ
𝑀ఈ െ

𝑀ఈሶ ∙ 𝑍ఈ

𝑍ఈሶ െ 1
𝑀௏ െ

𝑀ఈሶ ∙ 𝑍௏

𝑍ఈሶ െ 1
𝑔
𝑉଴

sin 𝛾଴
𝑀ఈሶ

𝑍ఈሶ െ 1
𝑍௤ ൅ 1
1 െ 𝑍ఈሶ

𝑍ఈ

𝑍ఈሶ െ 1
െ𝑍௏

𝑍ఈሶ െ 1
𝑔
𝑉଴

sin 𝛾଴
𝑀ఈሶ

𝑍ఈሶ െ 1
𝑍௤ ∙ 𝑋ఈሶ ൅ 𝑋ఈሶ ൅ 𝑋௤ െ 𝑋௤ ∙ 𝑍ఈሶ

1 െ 𝑍ఈሶ
𝑋ఈ െ

𝑋ఈሶ ∙ 𝑍ఈ

𝑍ఈሶ െ 1
𝑋௏ െ

𝑋ఈሶ ∙ 𝑍௏

𝑍ఈሶ െ 1
𝑔
𝑉଴

sin 𝛾଴
𝑋ఈሶ

𝑍ఈሶ െ 1
െ 𝑔 cos 𝛾଴

𝑍ఈሶ ൅ 𝑍௤

𝑍ఈሶ െ 1
𝑍ఈ

𝑍ఈሶ െ 1
𝑍௏

𝑍ఈሶ െ 1
𝑔
𝑉଴

sin 𝛾଴
𝑋ఈሶ

1 െ 𝑍ఈሶ ⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤
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𝑩 ൌ

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡𝑀ఎ െ

ெ ሶഀ ∙௓ആ

௓ ሶഀ ିଵ
𝑀ఋ௧ െ

ெ ሶഀ ∙௓ഃ೅

௓ ሶഀ ିଵ
௓ആ

ଵି௓ ሶഀ

௓ഃ೅

ଵି௓ ሶഀ

𝑋ఎ െ
௑ ሶഀ ∙௓ആ

௓ ሶഀ ିଵ
𝑋ఋ೅ െ

௑ ሶഀ ∙௓ഃ೅

௓ ሶഀ ିଵ
௓ആ

௓ ሶഀ ିଵ

௓ഃഃ೅

௓ ሶഀ ିଵ ⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎤

                  𝒙 ൌ

⎣
⎢
⎢
⎢
⎡
Δ𝑞௄

Δ𝛼௄

Δ𝑉௄

Δ𝛾 ⎦
⎥
⎥
⎥
⎤
                   𝒖 ൌ ൤

Δ𝜂
Δ𝛿்

൨ 

 

3.5.2.1.2 Linear Longitudinal Short Period Approximation 

It is common practice during FCS inner-loop control law design (cf. e.g. 
Osterhuber, Hanel, & Hammon, 2004,p. 3) and general studies on short period 
handling qualities (Gibson, 1999, p. 23; Heller, 2013, p. 3-89) to further simpli-
fy (3-140) by splitting the state space model in a phugoid approximation, dominated 
by  states 𝑉௄ and 𝛾 and short period approximation, dominated by states 𝑞௄ and 
𝛼௄. To arrive at the short period approximations the following assumptions are 
made (Holzapfel, 2011, p. 45/12 & 14/94): 
 

 Δ𝑉௄ = 0, i.e. 𝑉௄ = 𝑉௄,଴ = const. 
 Δ𝛾𝐾 = 0, i.e. γ୏ = γ୏,଴ = const. 
 Δ𝛿் = 0, i.e. 𝛿் = 𝛿்,଴ = const. 
 The effect of the angle of attack derivative 𝛼ሶ  is small for conventional air-

craft configurations, i.e. 𝑋ఈሶ  = 𝑍ఈሶ  = 𝑀ఈሶ  = 0 
 
The resulting state space model is then given by  
 

 
𝒙ሶ ௌ௉,ை௅ ൌ 𝑨ௌ௉,ை௅𝒙ௌ௉,ை௅ ൅ 𝑩ௌ௉,ை௅𝜂 
𝒚ௌ௉,ை௅ ൌ 𝑪ௌ௉,ை௅𝒙ௌ௉,ை௅ ൅ 𝑫ௌ௉,ை௅𝜂 

(3-141)

 
with 
 

𝑨ௌ௉,ை௅ ൌ ൤
𝑀௤ 𝑀ఈ

𝑍௤ ൅ 1 𝑍ఈ
൨ 𝑩ௌ௉,ை௅ ൌ ൤

𝑀ఎ

𝑍ఎ
൨  𝒙ௌ௉,ை௅ ൌ ቂ

𝑞௄
𝛼௄

ቃ  

 
 

𝑪ௌ௉,ை௅ ൌ ൤
1 0

𝑨ௌ௉ሺ1, : ሻ൨ 𝑫ௌ௉,ை௅ ൌ ൤
0

𝑩ௌ௉ሺ1, : ሻ൨  𝒚ௌ௉,ை௅ ൌ ቂ
𝑞௄
𝑞ሶ௄

ቃ 

 
The output equation potentially needs some further explanation. For our fault de-
tection purposes we want to use the pitch rate 𝑞௄ and pitch acceleration 𝑞ሶ௄. The 
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latter provides the quickest reaction on a fault and therefore helps with respect to a 
small fault detection delay. As 𝑞ሶ௄ is not a state but a state derivative we have to “re-
construct” it in the output equation. From the state space model (3-141) it should 
be clear that  
 
 𝑞ሶ௄ ൌ 𝑨ௌ௉,ை௅ሺ1, : ሻ𝒙ௌ௉,ை௅ ൅ 𝑩ௌ௉,ை௅ሺ1, : ሻ𝜂 (3-142)
 
where ሺ1, : ሻ denotes all columns of the first row. That is how we got the above 
shown matrices 𝑪ௌ௉,ை௅ and 𝑫ௌ௉,ை௅. 

Remark 3-3: Several authors also assume 𝑍௤ = 0. This assumption is potentially ac-
ceptable for aircraft without a 𝑞-feedback control, but for aircraft including the latter 
𝑍௤ should not be omitted because it is normally significant due to the feedback 
term 𝐾௤𝑍ఎ. 

Remark 3-4: The simulation case study of this thesis uses the linear short period 
approximation (3-141) because the fault detection system, in its current status, aims 
at detecting unacceptable deviations for the short period flying qualities (dynamics). 
To supress lower frequency dynamics (e.g. phugoid motion and steady state devia-
tions) as well as higher frequency dynamics/noise, the residual 𝒓 is filtered through 
a band-pass filter (Chapter 3.5.3.2).  The short period model is deemed sufficient by 
the author to demonstrate principle feasibility of the fault detection approach sug-
gested in this thesis. The assumption that the band-pass filter mentioned is suffi-
cient has to be verified at some point. To use only the short period approximation is 
also a common simplification used during FCS inner-loop control law design (cf. 
e.g. Osterhuber et al., 2004, p. 3) and general studies on short period handling quali-
ties (cf. Gibson, 1999, p. 23). In general the longitudinal short period motion is of 
much higher importance for the flying qualities of an aircraft than the phugoid mo-
tion (cf. e.g. Hodgkinson, 1999) though the latter shall not be forgotten. 

3.5.2.2 Flight Control System 

3.5.2.2.1 Closed-Loop Plant without Actuator Dynamics 

For the purpose of this thesis a basic state feedback control system with pitch rate 
𝑞௄ and angle of attack 𝛼௄ feedback and gain  
 

 
𝑲 ൌ ሾ𝐾௤ 𝐾ఈሿ 

 
(3-143)

has been used. In addition a feed-forward gain 𝐻௤ was introduced to ensure that the 
closed-loop system steady state gain for output 𝑞௄ is equal one, i.e. a 
𝑞௖௠ௗ = 1 rad/s leads to a stedy state output 𝑞௄,ஶ = 1 rad/s. The setup is schemati-
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cally shown in Figure 26. Based on (3-141) we get for the state equation of the 
closed-loop system 
 

 
𝒙ሶ ௌ௉,஼௅ ൌ 𝑨ௌ௉,஼௅𝒙ௌ௉,஼௅ ൅ 𝑩ௌ௉,஼௅𝑞௖௠ௗ 
𝒚ௌ௉,஼௅ ൌ 𝑪ௌ௉,஼௅𝒙ௌ௉,஼௅ ൅ 𝑫ௌ௉,஼௅𝑞௖௠ௗ 

(3-144)

 
and with 𝑨ௌ௉,஼௅ ൌ 𝑨ௌ௉,ை௅ െ 𝑩ௌ௉,ை௅𝑲  
 

𝑨ௌ௉,஼௅ ൌ ൤
𝑀௤,ை௅ െ 𝐾௤𝑀ఎ 𝑀ఈ,ை௅ െ 𝐾ఈ𝑀ఎ

1 ൅ 𝑍௤,ை௅ െ 𝐾௤𝑍ఎ 𝑍ఈ,ை௅ െ 𝐾ఈ𝑍ఎ
൨  𝑩ௌ௉,஼௅ ൌ ൤

𝐻௤𝑀ఎ

𝐻௤𝑍ఎ
൨  

 

𝑪ௌ௉,஼௅ ൌ ൤
1 0

𝑨ௌ௉,஼௅ሺ1, : ሻ൨     𝑫ௌ௉,஼௅ ൌ ൤
0

𝑩ௌ௉,஼௅ሺ1, : ሻ൨ 

 

𝒙ௌ௉,஼௅ ൌ ቂ
𝑞௄
𝛼௄

ቃ       𝒚ௌ௉,஼௅ ൌ ቂ
𝑞௄
𝑞ሶ௄

ቃ 

 

3.5.2.2.2 Closed-Loop Plant with Actuator Dynamics 

For the practical relevant failure case discussed in chapter 4.3.4, where the closed-
loop aircraft becomes unstable, the actuator dynamics have been modelled, because 
without doing this the results would be less meaningful. This fault detection system 
setup is discussed in chapter 4.3.4.2.3 to prevent confusion at this point.  

3.5.3 Residual Generation and Post-processing 

3.5.3.1 Residual Generator 

3.5.3.1.1 Kalman Filter Extension for Colored Process Noise 

In case of aircraft the assumption of chapter 3.3.3 that the process noise is white, i.e. 
𝜈௉ ~ 𝒩൫0, Σ஝ౌ

൯  or power spectral density Φఔುఔು
ሺ𝑠ሻ ൌ Σఔು

, is normally not a good 
one. Typical aircraft process noise comes from turbulence or gusts that are mod-
elled as stochastic processes. Naturally atmospheric turbulence is mainly concentrat-
ed on lower frequencies thus the power spectral density Φఔುఔು

ሺ𝑠ሻ is not flat and 
therefore by definition not white but colored. The most widely used stochastic turbu-
lence model for flight dynamics, which is also accepted by the military specifications 
(SAE, 2007, pp. 27-29; US DoD, 2004, p. 678), is Dryden (1961). Turbulence is one 
of the major disturbances for aircraft and must therefore be properly accounted for 
(cf. Brockhaus et al., 2011, p. 18). 
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Many important statistical concepts and their applications, e.g. the Kalman filter, are 
based on the assumption of white process noise. Therefore the question arises how 
colored noise can be implemented. 

Contribution 3-5:  The colored process noise extension of the Kalman filter is to the 
author’s knowledge not covered by contemporary FDD literature, e.g. Ding (2013).  
In the residual generation context it was introduced by the author to handle the 
problem of colored aircraft atmospheric turbulence. The theory is based on the re-
spective known Kalman filter state observer colored noise extensions given for ex-
ample in Lewis, Xie, and Popa (2007, p. 124-127). 

As shown for example in Maybeck (1979), the spectral factorisation theorem yields 
that for any หΦఔುఔು

ሺ𝑠ሻห ് 0 there exists a square, rational and asymptotically stable 
factor Φఔುఔು,௅ሺ𝑠ሻ such that  
 
 Φఔುఔು

ሺ𝑠ሻ ൌ Φఔುఔು,௅ሺ𝑠ሻΦఔುఔು,ோሺ𝑠ሻ (3-145)
 
holds true, i.e. Φఔುఔು,௅ሺ𝑠ሻ contains all poles and zeros on the left hand plane and 
Φఔುఔು,ோ all on the right hand plane. This means that Φఔುఔು,௅ሺ𝑠ሻ is stable and mini-
mum phase while Φఔುఔು,ோሺ𝑠ሻ is not. Because of the symmetry to the coordinate 
axes we furthermore get the relation 
 
 Φఔುఔು,ோሺ𝑠ሻ ൌ Φఔುఔು,௅ሺെ𝑠ሻ (3-146)
 
With a similar approach we can define for a white noise process Φఔಿఔಿ

ሺ𝑠ሻ ൌ Σఔು
, 

that 
 

 
Φఔಿఔಿ

ሺ𝑠ሻ ൌ Φఔಿఔಿ,௅ሺ𝑠ሻΦఔಿఔಿ,ோሺ𝑠ሻ ൌ Φఔಿఔಿ,௅ሺ𝑠ሻΦఔಿఔಿ,௅ሺെ𝑠ሻ

ൌ ටΣఔುටΣఔು
 

(3-147)

 
We remember the goal is to find a system that transfers Φఔಿఔಿ

ሺ𝑠ሻ to Φఔುఔು
ሺ𝑠ሻ, i.e. 

white to colored noise. We therefor define  
 
 Φఔುఔು,௅ሺെ𝑠ሻ ൌ 𝐺ሺ𝑠ሻ𝐺ሺെ𝑠ሻΦఔಿఔಿ,௅ሺ𝑠ሻΦఔಿఔಿ,௅ሺെ𝑠ሻ (3-148)
 
For the stable, minimum phase system we thus get 
 

 𝐺ఔುఔಿ
ሺ𝑠ሻ ൌ

Φఔುఔು,௅ሺ𝑠ሻ

Φఔಿఔಿ,௅ሺ𝑠ሻ
 (3-149)
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This means that, if the LTI system defined by 𝐺ఔುఔಿ

ሺ𝑠ሻ is driven by white noise 
with power spectral density Φఔಿఔಿ

ሺ𝑠ሻ, the output of  𝐺ఔುఔಿ
ሺ𝑠ሻ is colored noise 

with power spectral density Φఔುఔು
ሺ𝑠ሻ.  

Relation (3-149) can be further simplified by choosing Φఔಿఔಿ
ሺ𝑠ሻ ൌ 1 because with 

(3-147) it follows that in this case Φఔಿఔಿ,௅ሺ𝑠ሻ ൌ 1 and therefore   
 
 𝐺ఔುఔಿ

ሺ𝑠ሻ ൌ Φఔುఔು,௅ሺ𝑠ሻ (3-150)
 
The situation is illustrated in Figure 27. 𝐺ఔುఔಿ

ሺ𝑠ሻ is also called noise or spectrum shap-
ing filter.  

 
 

Figure 27 Spectrum shaping filter (based on Lewis et al., 2007, p. 124) 

Taking the Dryden form vertical wind gust power spectral density Φ௪ೈ
ሺ𝜔ሻ given in 

MIL-STD-1797A (US DoD, 2004, p. 678) and published by Yeager (1998, p. 36) 
 

 Φ௪ೈ
ሺΩሻ ൌ 𝜎௪ೈ

ଶ
2𝐿௪ೈ

𝜋

1 ൅ 12൫𝐿௪ೈ
Ω൯

ଶ

ቂ1 ൅ 4൫𝐿௪ೈ
Ω൯

ଶ
ቃ

ଶ (3-151)

 
where Ω is the frequency, 𝐿௪ೈ

 is the turbulence scale length and 𝜎௪ೈ
ଶ  the turbu-

lence variance or turbulence intensity. With the relations Ω ൌ 𝜔 𝑉௄⁄ , 
ΦሺΩሻ ൌ  𝑉௄Φሺ𝜔ሻ and period 𝑇௪ೈ

ൌ 𝐿௪ೈ
𝑉௞⁄  (cf. Brockhaus et al., 2011, p. 194) 

we get  
 

 Φ௪ೈ
ሺωሻ ൌ 𝜎௪ೈ

ଶ
2𝑇௪ೈ

𝜋

1 ൅ 12൫𝑇௪ೈ
ω൯

ଶ

ቂ1 ൅ 4൫𝑇௪ೈ
ω൯

ଶ
ቃ

ଶ (3-152)

 
With s ൌ jω it follows that ωଶ ൌ െ𝑠ଶ and therefore  
 

 Φ௪ೈ
ሺsሻ ൌ 𝜎௪ೈ

ଶ
2𝑇௪ೈ

𝜋

1 െ 12൫𝑇௪ೈ
s൯

ଶ

ቂ1 െ 4൫𝑇௪ೈ
s൯

ଶ
ቃ

ଶ (3-153)

 

𝐺𝜈𝑃 𝜈𝑁
ሺ𝑠ሻ

Φ𝜈𝑁 𝜈𝑁
ሺ𝑠ሻ ൌ 1 Φ𝜈𝑃 𝜈𝑃

ሺ𝑠ሻ
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(3-154) can now be factorised  
 

 

Φ௪ೈ
ሺsሻ ൌ

ൌ ቎ඨ𝜎௪ೈ
ଶ

2𝑇௪ೈ

𝜋

1 ൅ √12𝑇௪ೈ
s

൫1 ൅ √4𝑇௪ೈ
s൯

ଶ቏ ቎ඨ𝜎௪ೈ
ଶ

2𝑇௪ೈ

𝜋

1 െ √12𝑇௪ೈ
s

൫1 െ √4𝑇௪ೈ
s൯

ଶ቏

ൌ Φ௪ೈ,௅ሺsሻΦ௪ೈ,ோሺsሻ 

(3-154)

 
Using (3-150) we get the noise filter transfer function, for the filter driven by white 
noise 𝒩ሺ0,1ሻ  
 

 

𝐺ఔುఔಿ,௪ೈ
ሺ𝑠ሻ ൌ ඨ𝜎௪ೈ

ଶ
2𝑇௪ೈ

𝜋

1 ൅ √12𝑇௪ೈ
s

൫1 ൅ √4𝑇௪ೈ
s൯

ଶ

ൌ 𝜎௪ೈ
ඨ

2𝑇௪ೈ

𝜋

1 ൅ 2√3𝑇௪ೈ
s

൫1 ൅ 2𝑇௪ೈ
s൯

ଶ 

(3-155)

 
(3-155) is also used by the “Dryden Wind Turbulence Model (Continuous) Block” 
of the Simulink’s Aerospace Blockset (The MathWorks Inc., 2014, p. 4-266). 
MIL-F-8785C (US DoD, 1996, p. 47) and MIL-STD-1797A (US DoD, 2004, p. 
678) define 𝜎௪ೈ

 as function of altitude. Herein the medium/high altitude model is 
used which is valid above an altitude of 2000 ft and assumes isotropic turbulence. 
𝜎௪ೈ

 is found from the graph shown in Figure 28 for three different turbulence se-
verity levels, i.e. light, moderate, and severe. As apparent the severity level also de-
fines the probability of exceedance. The turbulence scale length is given as 
𝐿௪ೈ

 = 1750 ft. 
The vertical wind velocity 𝑤ௐ induces the wind angle of attack 𝛼ௐ via  
 

 𝛼ௐ ൌ
𝑤ௐ

𝑉஺
 (3-156)

 

Remark 3-5: Because in our case 𝛾௄ = 0 it follows that ሺ𝑤ௐ
ீ ሻ଴

଴ = ሺ𝑤ௐ
ீ ሻ௄

଴ . 

Remark 3-6: 𝑞ௐ has not been taken into account in this thesis because for the F-16 
used in the simulation case study because for a conventional fighter type aircraft like 
the F-16 used in the simulation case study it is not significant acc. MIL-STD-1797A 
(US DoD, 2004, p. 680).  
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Figure 28 Turbulence severity and exceedance probability (US DoD, 2004, p. 673) 
retrieved from Wikipedia (2016) 

Transfer function (3-155) and (3-156) can be expressed in observable canonical 
form 
 

 
𝒙ሶ ௐ ൌ 𝑨ௐ𝒙ௐ ൅ 𝑩ௐ𝜈௉ 

𝛼ௐ ൌ 𝑪ௐ𝒙ௐ
(3-157)

 
with 

𝑨ௐ ൌ  ቎
0 െ ଵ

்ೢ ೈ
మ

1 െ ଶ

்ೢ ೈ

቏  𝑩ௐ ൌ

⎣
⎢
⎢
⎢
⎡ ఙೢೈ

ට
೅ೢೈ

ഏ

்ೢ ೈ
మ ௏ಲ

ఙೢೈ√ଷට
೅ೢೈ

ഏ

்ೢ ೈ௏ಲ ⎦
⎥
⎥
⎥
⎤

 

 

𝑪ௐ ൌ ሾ0 1ሿ  𝒙ௐ ൌ ቂ
𝑥ௐ,ଵ
𝛼ௐ

ቃ  𝒙ௐሺ0ሻ ൌ 𝒙ௐ,଴ 

 
The wind angle of attack 𝛼ௐ is therefore the 2nd state of the wind process.  
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3.5.3.1.2 Combined Wind Closed-Loop Aircraft Model 

We are now in a position to setup the combined wind and closed-loop aircraft short period 
system. The state space model of the process, in our case the aircraft short period 
(index SP), can be augmented by the state space model of the wind process (in-
dex W), i.e. the turbulence spectrum shaping filter. The latter couples on the 𝑞ሶ௄ and 
𝛼ሶ௄ of the aircraft process via the open-loop െ𝑀ఈ,ை௅ and െ𝑍,ை௅ఈ respectively 
(Brockhaus et al., 2011, p. 276). At the same time we want to add the measurement 
noise input  𝝂ெ and separate unknown (matrix index u) and known inputs (matrix 
index k). The latter is desirable due to the reasons described in chapter 3.3.5. 
 
Combining (3-144) and (3-157) the state space model for the combined wind and 
closed-loop aircraft short period system becomes 
 

 

𝒙ሶ ௐ,ௌ௉,஼௅

ൌ 𝑨ௐ,ௌ௉,஼௅𝒙ௐ,ௌ௉,஼௅ ൅ 𝑩ௐ,ௌ௉,஼௅,௞𝑞௖௠ௗ ൅ 𝑩ௐ,ௌ௉,஼௅,௨𝝂ௐ,ௌ௉,஼௅ 
𝒚ௐ,ௌ௉,஼௅

ൌ 𝑪ௐ,ௌ௉,஼௅𝒙ௐ,ௌ௉,஼௅ ൅ 𝑫ௐ,ௌ௉,஼௅,௞𝑞௖௠ௗ ൅ 𝑫ௐ,ௌ௉,஼௅,௨𝝂ௐ,ௌ௉,஼௅ 
 

(3-158)

with  
 

𝑨ௐ,ௌ௉,஼௅ ൌ ൦
𝑨ௐ

0 0
0 0

0 െ𝑀ఈ,ை௅

0 െ𝑍ఈ,ை௅
𝑨ௌ௉,஼௅

൪   

 

𝑩ௐ,ௌ௉,஼௅,௞ ൌ ൥
0
0

𝑩ௌ௉,஼௅

൩    𝑩ௐ,ௌ௉,஼௅,௨ ൌ ቎
𝑩ௐ

0 0
0 0

0
0

0 0
0 0

቏ 

 

𝑪ௐ,ௌ௉,஼௅ ൌ ൤
0 0 1 0
𝑨ௐ,ௌ௉,஼௅ሺ3, : ሻ൨ 

 

𝑫ௐ,ௌ௉,஼௅,௞ ൌ ൤
0

𝑩ௐ,ௌ௉,஼௅,௞ሺ3, : ሻ൨  𝑫ௐ,ௌ௉,஼௅,௨ ൌ ቂ0 1 0
0 0 1

ቃ 

 

𝒙ௐ,ௌ௉,஼௅ ൌ ቂ
𝒙ௐ

𝒙ௌ௉,஼௅
ቃ ൌ ൦

𝑥ௐ,ଵ
𝛼ௐ
𝑞௄
𝛼௄

൪ 𝒙ሺ0ሻ ൌ ቂ
𝒙ௐ,଴

𝒙ௌ௉,஼௅,଴
ቃ  𝒚ௐ,ௌ௉,஼௅ ൌ ቂ

𝑞௄
𝑞ሶ௄

ቃ 
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𝝂ௐ,ௌ௉,஼௅ ൌ ൥
𝜈௉

𝜈ெ,௤
𝜈ெ,௤ሶ

൩ with 𝜈௉ ~ 𝒩൫0, Σ஝ౌ
൯, 𝜈ெ,௤ ~ 𝒩 ቀ0, Σ஝౉,౧

ቁ, 𝜈ெ,௤ሶ  ~ 𝒩 ቀ0, Σ஝౉,౧ሶ
ቁ 

 
The augmented state space model of aircraft short period motion and noise shaping 
filter has a white noise input 𝝂ௐ,ௌ௉,஼௅ and can therefore be treated by normal Kal-
man filter methods. Of course the Kalman filter has to estimate the states of the 
shaping filter because they are not measurable under normal practical conditions. 

Remark 3-7: 𝛼ௐ couples with negative 𝑀ఈ and negative 𝑍ఈ on 𝑞ሶ௄ and 𝛼ሶ௄ of the air-
craft process because of the definition of a positive wind angle of attack 𝛼ௐ. We 
recall that (cf. e.g. Brockhaus et al., 2011, pp. 64-66) 

 𝑽ሬሬ⃗ ஺
ீ ൌ 𝑽ሬሬ⃗ ௄

ீ െ 𝑽ሬሬ⃗ ௪
ீ  (3-159)

and therefore, for the longitudinal motion of this case study, i.e. Φ = 0 

 𝛼஺ ൌ 𝛼௄ െ 𝛼ௐ (3-160)

This means that for a down draft,  𝑤ௐ and 𝛼ௐ are positive therefore reducing 𝛼஺.  

3.5.3.1.3 Residual Generator (Kalman filter) 

The Kalman filter has been introduced in chapter 3.3.3. Comparison of (3-44) to 
(3-32) confirms that the Kalman filter is similar in structure to the Luenberger ob-
server (Figure 24) however, in the non-steady state version, the Kalman filter gain is 
time varying. The Kalman filter gain calculation takes into account stochastic un-
known inputs in the form of measurement noise 𝝂ெ ~ 𝒩൫𝟎, 𝚺஝౉

൯ and process 
noise 𝝂௉ ~ 𝒩൫𝟎, 𝚺஝ౌ

൯ thus is based on statistic reasoning while the gain choice of 
the Luenberger observer is arbitrary. This means that the Kalman filter provides an 
optimal solution for a linear system subject to measurement and process noise in the 
form that it “is the only observer that results in an independent sequence of residu-
als, namely the innovations.” (Basseville & Nikiforov, 1993, p. 214). By inspection 
of (3-158) it thus becomes clear that the Kalman filter is the optimal solution to our 
residual generation problem. 
For stochastic stationary processes, i.e. 𝚺஝౉

, 𝚺஝ౌ
~ 𝑐𝑜𝑛𝑠𝑡, the Kalman filter gain 

converges to a constant value. This Kalman filter variant with constant gain 𝑳 is 
known as steady-state Kalman filter. It is the approach chosen for this work. For us a 
time-invariant gain 𝑳 is very important, because the latter is an integral part of the 
residual dynamics used for residual evaluation (cf. chapter 3.5.4.3.1.2). While a time-
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varying gain 𝑳 at first glance might look helpful for stochastic residual evaluation it 
is unfavourable for the deterministic part of the integrated deterministic/stochastic 
fault detection. This is due to fact for time-varying gain 𝑳 we have to consider a fast 
varying parameter in the residual dynamics which leads to high deterministic thresh-
olds as will be discussed in chapter 3.5.4.3.1.3. The downside of the steady-state 
Kalman filter approach is that we have to assume the worst-case variances 𝚺஝౉

and 
𝚺஝ౌ

for the calculation of 𝑳  and the stochastic residual evaluation. However we will 
show in chapter 4.3.4 that even with this approach a good fault detection perfor-
mance can be obtained. 
The variance 𝚺஝౉

 is obtained from the sensor used, in our case the sensors to meas-
ure 𝑞௄ and 𝑞ሶ௄. The process noise variance is equal one (Σ஝ౌ

ൌ 1). The scaling to 
the correct variance 𝜎௪ೈ

ଶ  is done in the atmospheric turbulence model (spectral fil-
ter) as described in chapter 3.5.3.1.1. 
(3-158) is a good structure for calculating the residual dynamics (chapter 3.5.4.3.1.2). 
For the Kalman gain calculation we have to rearrange (3-158) slightly by separating 
the process and measurement noise inputs. 
 

 
𝒙ሶ ௐ,ௌ௉,஼௅ ൌ 𝑨ௐ,ௌ௉,஼௅𝒙ௐ,ௌ௉,஼௅ ൅ 𝑩ௐ,ௌ௉,஼௅,௞𝑞௖௠ௗ ൅ 𝑩ௐ,ௌ௉,஼௅,ఔು

𝜈௉ 
𝒚ௐ,ௌ௉,஼௅ ൌ 𝑪ௐ,ௌ௉,஼௅𝒙ௐ,ௌ௉,஼௅ ൅ 𝑫ௐ,ௌ௉,஼௅,௞𝑞௖௠ௗ ൅ 𝑰𝝂ெ 

 
(3-161)

with 
 

𝑩ௐ,ௌ௉,஼௅,ఔು
ൌ ൥

𝑩ௐ
0
0

൩  𝜈௉ ~ 𝒩൫0, Σ஝ౌ
൯ 

 

𝝂ெ ൌ ቂ
𝜈ெ,௤
𝜈ெ,௤ሶ

ቃ with 𝜈ெ,௤ ~ 𝒩 ቀ0, Σ஝౉,౧
ቁ, 𝜈ெ,௤ሶ  ~ 𝒩 ቀ0, Σ஝౉,౧ሶ

ቁ 

 
Thus the process noise covariance matrix is obtained by 
 

 𝚺ఔು
ൌ 𝑩ௐ,ௌ௉,஼௅,ఔು

Σ஝౦
𝑩ௐ,ௌ௉,஼௅,ఔು

்  (3-162)

 
while the measurement noise covariance becomes  

 𝚺ఔಾ
ൌ ቈ

Σ஝౉,౧
0

0 Σ஝౉,౧ሶ

቉ (3-163)
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For the steady state discrete time filter the gain can now be calculated by solving the 
Riccati equation for example using the function dare (The MathWorks Inc., 
2017a, p. 2-183) 
 

 
𝑨ഥௐ,ௌ௉,஼௅𝑷ഥ𝑨ഥௐ,ௌ௉,஼௅

் െ 𝑷ഥ െ ൫𝑨ഥௐ,ௌ௉,஼௅𝑷ഥ𝑪ഥௐ,ௌ௉,஼௅
் ൯

∙ ൫𝑪ഥௐ,ௌ௉,஼௅𝑷ഥ𝑪ഥௐ,ௌ௉,஼௅
் ൅ 𝚺ഥఔಾ

൯
ିଵ

൫𝑪ഥௐ,ௌ௉,஼௅𝑷ഥ𝑨ഥௐ,ௌ௉,஼௅
் ൯ ൅ 𝚺ഥఔು

ൌ 𝟎 

(3-164)

 
for 𝑷ഥ and then the gain 𝑳ത by 
 

 𝑳ത ൌ ቂ൫𝑪ഥௐ,ௌ௉,஼௅𝑷ഥ𝑪ഥௐ,ௌ௉,஼௅
் ൅ 𝚺ഥఔಾ

൯
ିଵ

𝑪ഥௐ,ௌ௉,஼௅𝑷ഥ𝑨ഥௐ,ௌ௉,஼௅
் ቃ

்
 (3-165)

 
The dash on top marks the discrete time matrices. The system matrices are obtained 
by converting (3-161) into a discrete time system by standard system theory meth-
ods (cf. e.g. The MathWorks Inc., 2017a, p. 2-87). The residual dynamics will be 
introduced in chapter 3.5.4.3.1.2. 

Remark 3-8: From system theory we know that the matrix 𝑪 and 𝑫 remain unaf-
fected by the conversion from a continuous to a discrete time system, i.e. ൌ 𝑪ഥ 
𝑫 ൌ 𝑫ഥ , nevertheless to prevent confusion and possible traps the author clearly 
marks all matrices accordingly. 

3.5.3.2 Residual Post Filter 

Especially in view of a practical application a residual band-pass post filter has been 
added, to supress lower frequency dynamics (e.g. phugoid motion and steady state 
deviations) as well as higher frequency dynamics/noise (Remark 3-4, p. 99). Never-
theless the assumption that the band-pass filter mentioned is sufficient for a practi-
cal application has to be verified at some point. 
The filter was obtained by a series connection of a DT1 high-pass and PT1 low-
pass, i.e. 

 𝑮𝒓ු𝒓෤ ሺ𝑠ሻ ൌ

⎣
⎢
⎢
⎢
⎢
⎡

𝑠

൬ 1
𝜔ு௉,௤

൅ 1൰ ൬ 1
𝜔௅௉,௤

൅ 1൰

𝑠

൬ 1
𝜔ு௉,௤ሶ

൅ 1൰ ൬ 1
𝜔௅௉,௤ሶ

൅ 1൰
⎦
⎥
⎥
⎥
⎥
⎤

 (3-166)

 
(3-166) can be converted into a state space system and discrete time by standard 
system theoretical methods (cf. e.g. The MathWorks Inc., 2017a, p. 2-87 & 2-978).  
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The result is the discrete state space system 
 
 ሺ𝑨ഥ௉ி, 𝑩ഥ௉ி, 𝑪ഥ௉ி, 𝑫ഥ௉ிሻ (3-167)
 
with 𝑨ഥ௉ி ∈ ℝସ௫ସ, 𝑩ഥ௉ி ∈ ℝସ௫ଶ, 𝑪ഥ௉ி ∈ ℝଶ௫ସ, and 𝑫ഥ௉ி ∈ ℝଶ௫ଶ as well as output  
 

𝒓ුሺ𝑘ሻ ൌ ቈ
𝑟̌௤ሺ𝑘ሻ
𝑟̌௤ሶ ሺ𝑘ሻ቉ 

 
and input 
 

𝒓෤ሺ𝑘ሻ ൌ ቈ
𝑟̃௤ሺ𝑘ሻ
𝑟̃௤ሶ ሺ𝑘ሻ቉ 

 
The transmission gain of the filter has been adjusted to achieve 𝑲௉ி ൌ ሾ1 1ሿ் in 
the middle of the pass band. 

3.5.3.3 Variance Scaling Filter 

A peculiarity of the chi-square distribution, used for the stochastic FD threshold 
(Chapter 3.5.4.4), is that it assumes a unit variance for all of the 𝑚 squared random 
variables. In our case the consequence is that we first of all have to ensure 
 
 𝐶𝑜𝑣൫𝒓ሺ𝑘ሻ൯ ൌ 𝑰 (3-168)
 
This means that there is no cross-correlation between the elements of 𝒓ሺ𝑘ሻ and all 
elements have unit variance. For the residual 𝒓ු ~ 𝒩ሺ𝝁𝒓ු, 𝜮ഥ𝒓ුሻ we can achieve this goal 
by the use of a filter matrix 𝑽ഥ ∈ ℝଶ௫ଶ. The filter can be calculated by  
 

 𝑽ഥ ൌ 𝜮ഥ𝒓ු
ି

𝟏
𝟐 (3-169)

 
For discrete-time systems we can determine 𝜮ഥ𝒓ු by solving the discrete Lyapunov 
equation (see e.g. The MathWorks Inc., 2017a, p. 2-153), for example using the 
function dlyap (The MathWorks Inc., 2017a, p. 2-195), 
 

 𝑨ഥ௥,𝒱೔
𝑸ഥ𝑨ഥ௥,𝒱೔

𝑻 െ 𝑸ഥ ൅ 𝑩ഥ௥,௨,𝒱೔
𝚺ഥ𝝂ೈ,ೄು,಴ಽ

𝑩ഥ௥,௨,𝒱೔
𝑻 ൌ 𝟎 (3-170)

  
for the state-covariance 𝑸ഥ  then calculating the output covariance 𝜮ഥ௥̌,𝒱೔

 by 
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 𝜮ഥ௥̌,𝒱೔
ൌ 𝑪ഥ௥,𝒱೔

𝑸ഥ𝑪ഥ௥,𝒱೔
𝑻 ൅ 𝑫ഥ௥,௨,𝒱೔

𝚺ഥ𝝂ೈ,ೄು,಴ಽ
𝑫ഥ௥,௨,𝒱೔

𝑻  (3-171)
 
The system matrices 𝑟, 𝒱௜ are obtained from the residual dynamics (3-219) and 
(3-220) which will be introduced in chapter 3.5.4.3.1.2. The filtered residual 𝒓 
 

 𝒓ሺ𝑘ሻ ൌ 𝑽ഥ௥,𝒱೔
𝒓ුሺ𝑘ሻ (3-172)

 
will then be uncorrelated and the elements have unit variance, i.e. 𝐶𝑜𝑣൫𝒓ሺ𝑘ሻ൯ ൌ 𝑰.  
As explained in chapter 3.4.4, such a filter is also used in the integrated norm-
based/stochastic fault detection approach suggested by Ding (2013) for deterministic 
unknown inputs 𝒅. As those inputs are additive, 𝜮ഥ𝒓ු, and therefore the filter 𝑽ഥ, do not 
change because of 𝒅. However in our case we have to deal with deterministic model 
uncertainties, thus 𝜮ഥ𝒓ු and the filter 𝑽ഥ are influenced. As a consequence the approach 
suggested by Ding (2013) had to be modified by the author. As this aspect has to be 
debated together with the stochastic residual evaluation, the discussion is postponed 
to chapter 3.5.4.4.1.  
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3.5.4 Residual Evaluation 

3.5.4.1 Important Relationships 

We want to recall some relationships from chapter 3.4 that are extensively used 
through-out this chapter. 

3.5.4.1.1 Signal Norms 

For a general signal 𝒖, according (3-78), the ℒଶ-norm or signal energy for an unlim-
ited observation window is defined as  
 

 ‖𝒖‖ଶ,ௗ௘௙ ൌ ඩ෍ 𝒖்ሺ𝑘ሻ𝒖

ஶ

௞ୀ଴

ሺ𝑘ሻ (3-173)

 
In the same manner we define according (3-80)  
 

 ‖𝒖‖ଶ ൌ ඩ෍ 𝒖்ሺ𝑘ሻ𝒖ሺ𝑘ሻ
ே

௞ୀଵ

 (3-174)

for a limited observation window. The related RMS-signals (3-79) and (3-81) are 
also commonly used  
 

 ‖𝒖‖ோெௌ,ௗ௘௙ ൌ ඩ
1

𝑁ோெௌ
෍ 𝒖்ሺ𝑘ሻ𝒖ሺ𝑘ሻ

ஶ

௞ୀଵ

ൌ
1

ඥ𝑁ோெௌ

‖𝒖‖ଶ,ௗ௘௙ (3-175)

 
 

 ‖𝒖‖ோெௌ ൌ ඩ
1

𝑁ோெௌ
෍ 𝒖்ሺ𝑘ሻ𝒖ሺ𝑘ሻ

ேೃಾೄ

௞ୀଵ

ൌ
1

ඥ𝑁ோெௌ

‖𝒖‖ଶ (3-176)
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3.5.4.1.2 System Norms 

Within this text the ℒଶ-Norm or RMS-Norm induced 𝐻ஶ-Norm is used as intro-
duced with (3-85) 
 

 ‖𝑮‖ஶ ൌ sup
𝒖ஷ଴

‖𝒚‖ଶ

‖𝒖‖ଶ
ൌ sup

𝒖ஷ଴

‖𝒚‖ோெௌ

‖𝒖‖ோெௌ
ൌ sup

௭
𝜎௠௔௫൫𝑮ሺ𝑧ሻ൯ (3-177)

 
where 𝜎௠௔௫ሺ𝑮ሻ refers to the maximum singular value of 𝑮. From engineering point 
of view it can be interpreted as the “maximum gain” of 𝑮 for an LTI system.  

3.5.4.1.3 Deterministic Threshold 

From (3-177) we can define a deterministic threshold (cf. chapter 3.4.2.2) for an 
output signal 𝒚 as 
 

 
𝐽௧௛,ଶ ൌ sup‖𝒚‖ଶ ൌ ฮ𝑮௬௨ฮ

ஶ
‖𝒖‖ଶ ൌ ඥ𝑁ோெௌ ∙ sup‖𝒚‖ோெௌ

ൌ ඥ𝑁ோெௌ ∙ ฮ𝑮௬௨ฮ
ஶ

‖𝒖‖ோெௌ 
(3-178)

 
and likewise 
 

 

𝐽௧௛,ோெௌ ൌ sup‖𝒚‖ோெௌ ൌ ฮ𝑮௬௨ฮ
ஶ

‖𝒖‖ோெௌ ൌ
𝐽௧௛,ଶ

ඥ𝑁ோெௌ

ൌ
ฮ𝑮௬௨ฮ

ஶ
‖𝒖‖ଶ

ඥ𝑁ோெௌ

 

(3-179)

 

3.5.4.2 Recursive Sliding Window RMS 

Remark 3-9: Without loss of generality, from this point onward, we will use the 
squared norms as this is the form as this is the form that is required for integrated 
stochastic/deterministic fault detection system as it will be explained in chap-
ter 3.5.4.4 

The sliding window RMS algorithm used in this text utilizes a fixed window 
length 𝑁ோெௌ . From (3-174) it follows for a general signal 𝒖 
 

 ‖𝒖‖ଶ
ଶሺ𝑘ሻ ൌ ෍ 𝒖்ሺ𝑛ሻ𝒖ሺ𝑛ሻ

௞

௡ୀ௞ିேೝ೘ೞାଵ

 (3-180)
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This can be implemented recursively as 
 

 
‖𝒖‖ଶ

ଶሺ𝑘ሻ ൌ ‖𝒖‖ଶ
ଶሺ𝑘 െ 1ሻ ൅ 𝒖்ሺ𝑘ሻ𝒖ሺ𝑘ሻ

െ𝒖்ሺ𝑘 െ 𝑁௥௠௦ ൅ 1ሻ𝒖ሺ𝑘 െ 𝑁௥௠௦ ൅ 1ሻ
(3-181)

 
For the RMS-signal we get with (3-176) 
 

 ‖𝒖‖ோெௌ
ଶ ሺ𝑘ሻ ൌ

‖𝒖‖ଶ
ଶሺ𝑘ሻ

𝑁ோெௌ
 (3-182)

 
For this text we need two RMS-Signals. The first one is the residual RMS-value 
‖𝒓‖ோெௌ

ଶ  , the second one is the input RMS-signal, which in our case is ‖𝑞௖௠ௗ‖ோெௌ
ଶ . 

Both are calculated according (3-181) and (3-182).  

3.5.4.3 Deterministic Adaptive Threshold 

3.5.4.3.1 Norm-based Threshold Computation for Systems Subject to  
Time-Invariant Polytopic Model Uncertainties 

For aircraft the desired closed loop performance derived from the flying quality spec-
ifications like MIL-F-8785C (US DoD, 1996, p. 14) and MIL-STD-1797A (US 
DoD, 2004) is normally expressed as low-order linear dynamic systems (cf. chapter 
2.2.2). For this work here we restrict ourselves to the longitudinal short period mo-
tion. In this case the desired closed-loop performance can be defined as linear sec-
ond order system, thus the parameter space is two-dimensional. 
As discussed in chapter 2.2.2, MIL-F-8785C (US DoD, 1996, p. 14) defines allowa-
ble CAP - 𝜁ௌ௉ combinations (cf. e.g. Figure 12, p. 35) and relates them to the three 
different levels of flying qualities (Table 2, p. 35). For a certain flight condition the 
allowable CAP area for a certain flying quality level can be, with the aid of (2-3), 
transformed into an allowable range of 𝜔ௌ௉. Therefore, and this is of central importance to 
this work, the requirements for e.g. Level 1 flying qualities for the short period motion can be con-
verted into a set of allowable values for 𝜔ௌ௉ and 𝜁ௌ௉. The short period motion for a desired 
flying quality level can thus be explained as second-order system where the parame-
ters damping ratio 𝜁ௌ௉ and natural frequency 𝜔ௌ௉ shall stay within a certain polytope 
in parameter space. They can therefore be modelled as polytopic model uncertain-
ties (cf. chapter 3.4.2.3.2). 
The approach to use the flying quality derived CAP-𝜁ௌ௉ combination to define a 
𝜔ௌ௉-𝜁ௌ௉ parameter polytope of acceptable model uncertainties and consequently 
derive the norm-based residual threshold based on this reference model was devel-
oped by the author and is, to the author’s knowledge, new (cf. Contribution 3-3, 
p. 95) 
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3.5.4.3.1.1 Polytopic Parameterization of the Reference Model with Model  
Uncertainties 

The overall goal of this chapter is to parameterize the closed-loop plant dynamics as function 
of our model uncertainties 𝜔ௌ௉ and 𝜁ௌ௉ while at the same time keeping a physically meaning-
ful state space representation. The former is required to establish the residual dynamics in 
chapter 3.5.4.3.1.2. The latter might initially look complicated but it finally enables a 
clear picture how 𝜔ௌ௉ and 𝜁ௌ௉ affect the dynamics of the closed-loop plant. 
As introductory example we want to define our second order short period reference 
model in observable canonical form, because this leads to cleaner system matrices. 
Later on we will choose a different state space realization that keeps physical mean-
ingful states.  
The system matrices 𝑨 and 𝑩 of a general PT2 element can be expressed as 
 

 𝑨 ൌ ൤0 െ𝜔ଶ

1 െ2𝜁𝜔
൨ (3-183)

 
and 
 

 𝑩 ൌ ൤𝐾௣𝜔ଶ

0
൨ (3-184)

 
where 𝐾௣ is the proportional gain. By defining the two parameters 
 

 𝜹 ൌ ൤
𝛿ଵ

𝛿ଶ
൨ ൌ ൤

𝜁ௌ௉𝜔ௌ௉

𝜔ௌ௉
ଶ ൨ (3-185)

 
this can be rendered into an affine problem with  
 

 𝑨ሺ𝜹ሻ ൌ ቂ0 0
1 0

ቃ ൅ 𝛿ଵ ቂ0 0
0 െ2

ቃ ൅ 𝛿ଶ ቂ0 െ1
0 0

ቃ (3-186)

 

 𝑩ሺ𝜹ሻ ൌ ቂ0
0

ቃ ൅ 𝛿ଵ ቂ0
0

ቃ ൅ 𝛿ଶ ൤
𝐾௣

0
൨ (3-187)

 
Therefore 𝜔ௌ௉ and 𝜁ௌ௉ fully define the allowable parameter space of 𝛿ଵ and 𝛿ଶ. 
 
While (3-186) and (3-187) are affine they are not polytopic as shown in Figure 29. 
Because of the definition of the parameters in (3-185), 𝛿ଶ depends quadratically on 
𝛿ଵ, thus the parameter space on the “left” and “right” side is bounded by a parabola 
instead of a straight line. Furthermore the “left” bound is not convex, therefore vio-
lating one of the underlying assumptions of polytopic systems.  



3 Theoretical Study on Model-Based Fault Detection 

115 

Contribution 3-6: To overcome this problem, the author has chosen the approxi-
mated parameter polytope shown in Figure 29. In terms of the problem on hand, 
i.e. the aircraft longitudinal short period motion, this would mean that the set of 
allowable values for the damping ratio 𝜁ௌ௉ is slightly reduced. However it is ensured 
that the approximation stays in the area of the desired level of flying qualities, i.e. on 
the “safe side”. To the author’s knowledge using such an approach in the context of 
a flying quality model is also new. 

Taking the example of Figure 29 it was assumed the allowable CAP for the actual 
flight conditions leads to an allowable  𝜔ௌ௉ range between 𝜔ௌ௉ = 2 rad/s and 
𝜔ௌ௉= 4 rad/s, with a nominal, i.e. desired,  𝜔ௌ௉,௡௢௠ = 3 rad/s. Furthermore, for 
Level 1 flying qualities, in Category A flight phases, MIL-F-8785C allows 𝜁ௌ௉ to vary 
between 𝜁ௌ௉ ൌ 0.35 and 𝜁ௌ௉ ൌ 1.3. The nominal damping ratio was selected as 
𝜁ௌ௉,௡௢௠ = 0.707. We can now clearly see that the parameter polytope approximation 
chosen by the author ensures that 𝜔ௌ௉ and 𝜁ௌ௉ remain inside the area for Level 1 
flying qualities for this flight condition. 
 
 

 

Figure 29 Example of acceptable short period parameter space with selected param-
eter polytope and nominal system 
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As said above the observable canonical form gives clear system matrices but leads to 
states without direct physical meaning. Furthermore above we have omitted the 
transmission zero that it is also important in a flying qualities context. We therefore 
want to see how we can parameterize the matrix 𝑨ௌ௉,ை௅ of the physical short period 
state space model (3-141) in terms of 𝜹.  
 
For the time being we assume  𝑪ௌ௉,ை௅ ൌ 𝑰 and 𝑫ௌ௉,ை௅ ൌ 𝟎. Therefore we get 
 

 
𝒙ሶ ௌ௉,ை௅ ൌ 𝑨ௌ௉,ை௅𝒙ௌ௉,ை௅ ൅ 𝑩ௌ௉,ை௅𝜂 

𝒚ௌ௉,ை௅ ൌ 𝒙ௌ௉,ை௅ 
 

(3-188)

with 
 

𝑨ௌ௉,ை௅ ൌ ൤
𝑀௤ 𝑀ఈ

𝑍௤ ൅ 1 𝑍ఈ
൨ 𝑩ௌ௉,ை௅ ൌ ൤

𝑀ఎ

𝑍ఎ
൨ 𝑪ௌ௉ ൌ 𝑰  𝑫ௌ௉ ൌ 𝟎  

𝒙ௌ௉,ை௅ ൌ ቂ
𝑞௄
𝛼௄

ቃ 

 
This problem can be most easily approached in the frequency domain. By the aid 
of (3-7) we transform (3-188) in the transfer matrix 
 

 𝑮ௌ௉,ை௅ሺ𝑠ሻ ൌ

⎣
⎢
⎢
⎡

𝑀ఎ𝑠 ൅ 𝑀ఈ𝑍ఎ െ 𝑀ఎ𝑍ఈ

𝑁ሺ𝑠ሻ
𝑍ఎ𝑠 ൅ 𝑀ఎ ൅ 𝑀ఎ𝑍௤ െ 𝑀௤𝑍ఎ

𝑁ሺ𝑠ሻ ⎦
⎥
⎥
⎤
 (3-189)

 
With the common nominator  
 
 𝑁ௌ௉,ை௅ሺ𝑠ሻ ൌ 𝑠ଶ ൅ ൫െ𝑀௤ െ 𝑍ఈ൯𝑠 ൅ ൫െ𝑀ఈ െ 𝑀ఈ𝑍௤ ൅ 𝑀௤𝑍ఈ൯ (3-190)
 
From system theory we know that the numerator of a T2 element is 
 
 𝑁்ଶሺ𝑠ሻ ൌ 𝑠ଶ ൅ 2𝜁𝜔𝑠 ൅ 𝜔ଶ (3-191)
 
Therefore by inspection of (3-190) we get 
 
 𝜔ௌ௉

ଶ ൌ െ𝑀ఈ െ 𝑀ఈ𝑍௤ ൅ 𝑀௤𝑍ఈ ൌ െ𝑀ఈ൫1 ൅ 𝑍௤൯ ൅ 𝑀௤𝑍ఈ (3-192)
 

 𝜁ௌ௉𝜔ௌ௉ ൌ
െ𝑀௤ െ 𝑍ఈ

2
 (3-193)
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 𝑀௤ ൌ െ2𝜁ௌ௉𝜔ௌ௉ െ 𝑍ఈ (3-194)
 

 

𝑀ఈ ൌ െ
𝜔ௌ௉

ଶ െ 𝑀௤𝑍ఈ

൫1 ൅ 𝑍௤൯
ൌ

െ𝜔ௌ௉
ଶ

൫1 ൅ 𝑍௤൯
൅

ሺെ2𝜁ௌ௉𝜔ௌ௉ െ 𝑍ఈሻ𝑍ఈ

൫1 ൅ 𝑍௤൯

ൌ
െ𝜔ௌ௉

ଶ

൫1 ൅ 𝑍௤൯
൅

െ2𝜁ௌ௉𝜔ௌ௉𝑍ఈ

൫1 ൅ 𝑍௤൯
൅

െ𝑍ఈ
ଶ

൫1 ൅ 𝑍௤൯
 

(3-195)

 
With (3-194) and (3-195), the matrix 𝑨ௌ௉,ை௅ of (3-141) can be written as 
 

 𝑨ௌ௉,ை௅ ൌ ൥
െ2𝜁ௌ௉𝜔ௌ௉ െ 𝑍ఈ െ ఠೄು

మ ିሺିଶ఍ೄುఠೄುି௓ഀሻ௓ഀ

൫ଵା௓೜൯

𝑍௤ ൅ 1 𝑍ఈ

൩    (3-196)

 
Furthermore 𝑨ௌ௉,ை௅ can be parameterized as 
 
 𝑨ௌ௉,ை௅ሺ𝜹ሻ ൌ 𝑨ௌ௉,ை௅,଴ ൅ 𝛿ଵ𝑨ௌ௉,ை௅,ଵ ൅ 𝛿ଶ𝑨ௌ௉,ை௅,ଶ (3-197)
 
with 
 

𝑨ௌ௉,ை௅,଴ ൌ ൥
െ𝑍ఈ

ି௓ഀ
మ

൫ଵା௓೜൯

𝑍௤ ൅ 1 𝑍ఈ

൩   𝑨ௌ௉,ை௅,ଵ ൌ ቈ
െ2 ିଶ௓ഀ

൫ଵା௓೜൯

0 0
቉ 

 

𝑨ௌ௉,ை௅,ଶ ൌ ቎
0

െ1

൫1 ൅ 𝑍௤൯
0 0

቏ 

 
For our purpose (3-197) is not yet sufficient. As explained in chapter 2.2 for modern 
statically unstable aircraft designs we can only achieve the desired short period char-
acteristics, i.e. 𝜔ௌ௉ and 𝜁ௌ௉, with the aid of a FCS. Even without considering the 
additional influence of certain FCS elements, e.g. actuator dynamics, time delays, 
(3-196) will look differently for an open-loop unstable aircraft  with feedback con-
trol than for an open-loop stable aircraft, even if both achieve the same 𝜔ௌ௉ and 
𝜁ௌ௉.  
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The closed-loop aircraft short period system is given by (3-144). We furthermore 
define 
 
 𝑀௤,஼௅ ൌ 𝑀௤,ை௅ െ 𝐾௤𝑀ఎ (3-198)
 
 𝑀ఈ,஼௅ ൌ 𝑀ఈ,ை௅ െ 𝐾ఈ𝑀ఎ (3-199)
 
 𝑍ఈ,஼௅ ൌ 𝑍ఈ,ை௅ െ 𝐾ఈ𝑍ఎ (3-200)
 
 𝑍௤,஼௅ ൌ 𝑍௤,ை௅ െ 𝐾௤𝑍ఎ (3-201)
 
Our goal is that 𝑀௤,஼௅ and 𝑀ఈ,஼௅ follow (3-194) and (3-195). Thus we have 
 
 𝑀௤,஼௅ ൌ െ2𝜁ௌ௉𝜔ௌ௉ െ 𝑍ఈ,஼௅ (3-202)
 

 𝑀ఈ,஼௅ ൌ െ
𝜔ௌ௉

ଶ െ 𝑀௤,஼௅𝑍ఈ,஼௅

൫1 ൅ 𝑍௤,஼௅൯
 (3-203)

 
It follows that (3-197) becomes 
 
 𝑨ௌ௉,஼௅ሺ𝜹ሻ ൌ 𝑨ௌ௉,஼௅,଴ ൅ 𝛿ଵ𝑨ௌ௉,஼௅,ଵ ൅ 𝛿ଶ𝑨ௌ௉,஼௅,ଶ (3-204)
 
with 
 

𝑨ௌ௉,஼௅,଴ ൌ ቎
െ𝑍ఈ,஼௅

െ𝑍ఈ,஼௅
ଶ

൫1 ൅ 𝑍௤,஼௅൯
𝑍௤,஼௅ ൅ 1 𝑍ఈ,஼௅

቏ ൌ ൦െ൫𝑍ఈ,ை௅ െ 𝐾ఈ𝑍ఎ൯
െ൫𝑍ఈ,ை௅ െ 𝐾ఈ𝑍ఎ൯

ଶ

𝑍௤,ை௅ െ 𝐾௤𝑍ఎ ൅ 1
𝑍௤,ை௅ െ 𝐾௤𝑍ఎ ൅ 1 𝑍ఈ,ை௅ െ 𝐾ఈ𝑍ఎ

൪ 

 

𝑨ௌ௉,஼௅,ଵ ൌ ቎
െ2

െ2𝑍ఈ,஼௅

൫1 ൅ 𝑍௤,஼௅൯
0 0

቏ ൌ ቎െ2
െ2൫𝑍ఈ,ை௅ െ 𝐾ఈ𝑍ఎ൯

𝑍௤,ை௅ െ 𝐾௤𝑍ఎ ൅ 1
0 0

቏ 

 

𝑨ௌ௉,஼௅,ଶ ൌ ቎
0

െ1

൫1 ൅ 𝑍௤,஼௅൯
0 0

቏ ൌ ቎0
െ1

𝑍௤,ை௅ െ 𝐾௤𝑍ఎ ൅ 1
0 0

቏ 

 
In a last step we want to see how we can parameterize the combined wind and closed-
loop aircraft short period system (3-158) in terms of 𝜹. This system is required to estab-
lish the residual dynamics as function of the polytopic model uncertainties. The im-
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portant point to consider here is that the wind system couples with the aircraft short 
period system via the open-loop 𝑀ఈ,ை௅ and 𝑍ఈ,ை௅ and not the closed-loop 𝑀ఈ,஼௅ and 
𝑍ఈ,஼௅ (cf. Brockhaus et al., 2011, p. 827).  
 
Let us start with substituting (3-202) in (3-203) 
 

 

𝑀ఈ,஼௅ ൌ െ
𝜔ௌ௉

ଶ െ ൫െ2𝜁ௌ௉𝜔ௌ௉ െ 𝑍ఈ,஼௅൯𝑍ఈ,஼௅

൫1 ൅ 𝑍௤,஼௅൯

ൌ െ
𝜔ௌ௉

ଶ

൫1 ൅ 𝑍௤,஼௅൯
൅

2𝜁ௌ௉𝜔ௌ௉𝑍ఈ,஼௅

൫1 ൅ 𝑍௤,஼௅൯
൅

𝑍ఈ,஼௅
ଶ

൫1 ൅ 𝑍௤,஼௅൯
 

(3-205)

 
Now we substitute (3-200) and (3-201) 
 

 

𝑀ఈ,஼௅ ൌ െ
𝜔ௌ௉

ଶ

൫1 ൅ 𝑍௤,ை௅ െ 𝐾௤𝑍ఎ൯

൅
2𝜁ௌ௉𝜔ௌ௉൫𝑍ఈ,ை௅ െ 𝐾ఈ𝑍ఎ൯

൫1 ൅ 𝑍௤,ை௅ െ 𝐾௤𝑍ఎ൯
൅

൫𝑍ఈ,ை௅ െ 𝐾ఈ𝑍ఎ൯
ଶ

൫1 ൅ 𝑍௤,ை௅ െ 𝐾௤𝑍ఎ൯
 

(3-206)

 
Finally, with (3-199), we have 
 

 

𝑀ఈ,ை௅ ൌ 𝑀ఈ,஼௅ ൅ 𝐾ఈ𝑀ఎ

ൌ െ
𝜔ௌ௉

ଶ

൫1 ൅ 𝑍௤,ை௅ െ 𝐾௤𝑍ఎ൯
൅

2𝜁ௌ௉𝜔ௌ௉൫𝑍ఈ,ை௅ െ 𝐾ఈ𝑍ఎ൯

൫1 ൅ 𝑍௤,ை௅ െ 𝐾௤𝑍ఎ൯

൅
൫𝑍ఈ,ை௅ െ 𝐾ఈ𝑍ఎ൯

ଶ

൫1 ൅ 𝑍௤,ை௅ െ 𝐾௤𝑍ఎ൯
൅ 𝐾ఈ𝑀ఎ 

(3-207)

 
From (3-158)  we get 
 

𝑨ௐ,ௌ௉,஼௅ ൌ ൦
𝑨ௐ

0 0
0 0

0 െ𝑀ఈ,ை௅

0 െ𝑍ఈ,ை௅
𝑨ௌ௉,஼௅

൪ 

 
which can be parameterized as affine matrix 
 
 𝑨ௐ,ௌ௉,஼௅ሺ𝜹ሻ ൌ 𝑨ௐ,ௌ௉,஼௅,଴ ൅ 𝛿ଵ𝑨ௐ,ௌ௉,஼௅ଵ ൅ 𝛿ଶ𝑨ௐ,ௌ௉,஼௅,ଶ (3-208)
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with 
 

𝑨ௐ,ௌ௉,஼௅,଴ ൌ

⎣
⎢
⎢
⎢
⎢
⎡ 𝑨ௐ

0 0
0 0

0
൫𝑍ఈ,ை௅ െ 𝐾ఈ𝑍ఎ൯

ଶ

൫1 ൅ 𝑍௤,ை௅ െ 𝐾௤𝑍ఎ൯
െ 𝐾ఈ𝑀ఎ

0 െ𝑍ఈ,ை௅

𝑨ௌ௉,஼௅,଴

⎦
⎥
⎥
⎥
⎥
⎤

 

 

𝑨ௐ,ௌ௉,஼௅,ଵ ൌ

⎣
⎢
⎢
⎢
⎡

0 0
0 0

0 0
0 0

0
2൫𝑍ఈ,ை௅ െ 𝐾ఈ𝑍ఎ൯

൫1 ൅ 𝑍௤,ை௅ െ 𝐾௤𝑍ఎ൯
0 0

𝑨ௌ௉,஼௅,ଵ

⎦
⎥
⎥
⎥
⎤

 

 

𝑨ௐ,ௌ௉,஼௅,ଶ ൌ

⎣
⎢
⎢
⎢
⎡

0 0
0 0

0 0
0 0

0
1

൫1 ൅ 𝑍௤,ை௅ െ 𝐾௤𝑍ఎ൯
0 0

𝑨ௌ௉,஼௅,ଶ

⎦
⎥
⎥
⎥
⎤

 

 
From (3-158) we know that the matrix 𝑪ௐ,ௌ௉,஼௅ depends on the matrix 𝑨ௐ,ௌ௉,஼௅ 
because we require the state derivative 𝑞ሶ௄ in the output equation. We had 
 

𝑪ௐ,ௌ௉,஼௅ ൌ ൤
0 0 1 0
𝑨ௐ,ௌ௉,஼௅ሺ3, : ሻ൨ 

 
Thus it immediately follows that we can say 
 
 𝑪ௐ,ௌ௉,஼௅ሺ𝜹ሻ ൌ 𝑪ௐ,ௌ௉,஼௅,଴ ൅ 𝛿ଵ𝑪ௐ,ௌ௉,஼௅,௞,ଵ ൅ 𝛿ଶ𝑪ௐ,ௌ௉,஼௅,ଶ (3-209)
 
with 
 

𝑪ௐ,ௌ௉,஼௅,଴ ൌ ൤
0 0 1 0

𝑨ௐ,ௌ௉,஼௅,଴ሺ3, : ሻ൨ 𝑪ௐ,ௌ௉,஼௅,ଵ ൌ ൤
0 0 0 0

𝑨ௐ,ௌ௉,஼௅,ଵሺ3, : ሻ൨ 

 

𝑪ௐ,ௌ௉,஼௅,ଶ ൌ ൤
0 0 0 0

𝑨ௐ,ௌ௉,஼௅,ଶሺ3, : ሻ൨ 
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The matrices 𝑩ௐ,ௌ௉,஼௅,௞, 𝑩ௐ,ௌ௉,஼௅,௨, 𝑫ௐ,ௌ௉,஼௅,௞, and 𝑫ௐ,ௌ௉,஼௅,௨ according (3-158) do 
not depend on 𝜁ௌ௉ and 𝜔ௌ௉.We are now in a position to attack our final goal of set-
ting up the residual dynamics as function of the parameters 𝜔ௌ௉ and 𝜁ௌ௉. 
 

3.5.4.3.1.2 Residual Dynamics 

In the last chapter we have parameterized system 𝑊, 𝑆𝑃, 𝐶𝐿 as function of 𝜹, i.e. 
𝜔ௌ௉ and 𝜁ௌ௉. We found that the 𝜹-dependend matrices are 𝑨ௐ,ௌ௉,஼௅ (3-208) and 
𝑪ௐ,ௌ௉,஼௅ (3-209). The nominal system is given by (3-158). Using (3-185) we can cal-
culate the parameter 𝜹𝒱೔

 for vertex 𝒱௜ of our four vertices, i.e. 𝑖 ൌ ሼ1,2,3,4ሽ. 
 

 
𝜹𝒱೔

 ൌ ቈ
𝛿𝒱೔

𝛿𝒱೔

቉ ൌ ቈ
𝜁ሚௌ௉,𝒱೔

𝜔ௌ௉,𝒱೔

𝜔ௌ௉,𝒱೔
ଶ ቉ 

 

(3-210)

where 𝜁ሚௌ௉,𝒱೔
 denotes the damping ratio of the polytope approximation as explained 

at the beginning of chapter 3.5.4.3.1.1. Now using (3-208) we get 
 

 𝑨ௐ,ௌ௉,஼௅,𝒱೔
ሺ𝜹௡௢௠ሻ ൌ 𝑨ௐ,ௌ௉,஼௅,଴ ൅ 𝛿ଵ,𝒱೔

𝑨ௐ,ௌ௉,஼௅ଵ ൅ 𝛿ଶ,𝒱೔
𝑨ௐ,ௌ௉,஼௅,ଶ (3-211)

 
and with (3-209) 
 

 𝑪ௐ,ௌ௉,஼௅,𝒱೔
ሺ𝜹ሻ ൌ 𝑪ௐ,ௌ௉,஼௅,଴ ൅ 𝛿ଵ,𝒱೔

𝑪ௐ,ௌ௉,஼௅,ଵ ൅ 𝛿ଶ,𝒱೔
𝑪ௐ,ௌ௉,஼௅,ଶ (3-212)

 
Thus for every vertex we get a state space system 
 
൫𝑨ௐ,ௌ௉,஼௅,𝒱೔

,   ሾ𝑩ௐ,ௌ௉,஼௅,௞ 𝑩ௐ,ௌ௉,஼௅,௨ሿ,  𝑪ௐ,ௌ௉,஼௅,𝒱೔
,  ሾ𝑫ௐ,ௌ௉,஼௅,௞ 𝑫ௐ,ௌ௉,஼௅,௨ሿ ൯

ௐ,ௌ௉,஼௅,𝒱೔
  

 
We convert those four systems as well as the nominal system (3-158)  
 
൫𝑨ௐ,ௌ௉,஼௅,   ሾ𝑩ௐ,ௌ௉,஼௅,௞ 𝑩ௐ,ௌ௉,஼௅,௨ሿ,  𝑪ௐ,ௌ௉,஼௅,  ሾ𝑫ௐ,ௌ௉,஼௅,௞ 𝑫ௐ,ௌ௉,஼௅,௨ሿ ൯

ௐ,ௌ௉,஼௅
  

 
into a discrete time system by standard system theory methods (cf. e.g. The 
MathWorks Inc., 2017a, p. 2-87).  
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Using the resulting discrete time matrices (marked by a dash on top) we get 
 
 Δ𝑨ഥௐ,ௌ௉,஼௅,𝒱೔

ൌ 𝑨ഥௐ,ௌ௉,஼௅,𝒱೔
െ 𝑨ഥௐ,ௌ௉,஼௅ (3-213)

 
 Δ𝑩ഥௐ,ௌ௉,஼௅,௞,𝒱೔

ൌ 𝑩ഥௐ,ௌ௉,஼௅,௞,𝒱೔
െ 𝑩ഥௐ,ௌ௉,஼௅,௞ (3-214)

 
 Δ𝑩ഥௐ,ௌ௉,஼௅,௨,𝒱೔

ൌ 𝑩ഥௐ,ௌ௉,஼௅,௨,𝒱೔
െ 𝑩ഥௐ,ௌ௉,஼௅,௨ (3-215)

 
 Δ𝑪ഥௐ,ௌ௉,஼௅,𝒱೔

ൌ 𝑪ഥௐ,ௌ௉,஼௅,𝒱೔
െ 𝑪ഥௐ,ௌ௉,஼௅ (3-216)

 
 Δ𝑫ഥௐ,ௌ௉,஼௅,௞,𝒱೔

ൌ 𝑫ഥௐ,ௌ௉,஼௅,௞,𝒱೔
െ 𝑫ഥௐ,ௌ௉,஼௅,௞ (3-217)

 
 Δ𝑫ഥௐ,ௌ௉,஼௅,௨,𝒱೔

ൌ 𝑫ഥௐ,ௌ௉,஼௅,௨,𝒱೔
െ 𝑫ഥௐ,ௌ௉,஼௅,௨ (3-218)

 
The residual dynamics for the residual subject to stochastic and deterministic un-
known inputs as well as model uncertainties has been derived in chapter 3.3.5. For 
the calculation of the maximum gain, which will be discussed in the next chapter, we 
need to consider the boundary case with no faults present, i.e.  𝒇 ൌ 𝟎. Furthermore 
in our case, we do not have deterministic unknown inputs and therefore also 𝒅 ൌ 𝟎. 
Finally we also have to include the variance scaling filter (matrix) 𝑽ഥ௥,𝒱೔

 according 
(3-169) into the output equation. Using (3-71), (3-72), and (3-169) we get 
 

 
𝒙௥,𝒱೔

ሺ𝑘 ൅ 1ሻ
ൌ 𝑨 ௥,𝒱೔

𝒙௥,𝒱೔
ሺ𝑘ሻ ൅ 𝑩௥,௞,𝒱೔

𝑞௖௠ௗሺ𝑘ሻ ൅ 𝑩௥,௨,𝒱೔
𝝂ௐ,ௌ௉,஼௅ሺ𝑘ሻ 

(3-219)

 

 
𝒓𝒱೔

ሺ𝑘ሻ
ൌ 𝑽ഥ௥,𝒱೔

ൣ𝑪௥,𝒱೔
𝒙௥,𝒱೔

ሺ𝑘ሻ ൅ 𝑫௥,௞,𝒱೔
𝑞௖௠ௗሺ𝑘ሻ ൅ 𝑫௥,௨,𝒱೔

𝝂ௐ,ௌ௉,஼௅ሺ𝑘ሻ൧ 
(3-220)

 
with 
 

𝑨௥,𝒱೔
ൌ ൦

𝑨ഥௐ,ௌ௉,஼௅ ൅ Δ𝑨ഥௐ,ௌ௉,஼௅,𝒱೔
𝟎 𝟎

Δ𝑨ഥௐ,ௌ௉,஼௅,𝒱೔
െ 𝑳Δ𝑪ഥௐ,ௌ௉,஼௅,𝒱೔

𝑨ഥௐ,ௌ௉,஼௅ െ 𝑳𝑪ഥௐ,ௌ௉,஼௅ 𝟎

𝑩ഥ௉ிΔ𝑪ഥௐ,ௌ௉,஼௅,𝒱೔
𝑩ഥ௉ி𝑪ഥௐ,ௌ௉,஼௅ 𝑨ഥ௉ி

൪    

 

𝑩௥,௞,𝒱೔
ൌ ൦

𝑩ഥௐ,ௌ௉,஼௅,௞ ൅ Δ𝑩ഥௐ,ௌ௉,஼௅,௞,𝒱೔

Δ𝑩ഥௐ,ௌ௉,஼௅,௞,𝒱೔
െ 𝑳Δ𝑫ഥௐ,ௌ௉,஼௅,௞,𝒱೔

𝑩௉ிΔ𝑫ഥௐ,ௌ௉,஼௅,௞,𝒱೔

൪   
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𝑩௥,௨,𝒱೔
ൌ ൦

𝑩ഥௐ,ௌ௉,஼௅,௨ ൅ Δ𝑩ഥௐ,ௌ௉,஼௅,௨,𝒱೔

൫𝑩ഥௐ,ௌ௉,஼௅,௨ ൅ Δ𝑩ഥௐ,ௌ௉,஼௅,௨,𝒱೔
൯ െ 𝑳൫𝑫ഥௐ,ௌ௉,஼௅,௨ ൅ Δ𝑫ഥௐ,ௌ௉,஼௅,௨,𝒱೔

൯

𝑩௉ி൫𝑫ഥௐ,ௌ௉,஼௅,௨ ൅ Δ𝑫ഥௐ,ௌ௉,஼௅,௨,𝒱೔
൯

൪ 

 
𝑪௥ ൌ ൣ𝑫ഥ௉ிΔ𝑪ഥௐ,ௌ௉,஼௅,𝒱೔

𝑫ഥ௉ி𝑪ഥௐ,ௌ௉,஼௅ 𝑪ഥ௉ி൧    
 
𝑫௥,௞,𝒱೔

ൌ 𝑫ഥ௉ிΔ𝑫ഥௐ,ௌ௉,஼௅,௞,𝒱೔
     𝑫௥,௨,𝒱೔

ൌ 𝑫ഥ௉ி൫𝑫ഥௐ,ௌ௉,஼௅,௨ ൅ Δ𝑫ഥௐ,ௌ௉,஼௅,௨,𝒱೔
൯ 

 

𝒙௥,𝒱೔
ൌ ൥

𝒙ௐ,ௌ௉,஼௅
𝒆

𝒙௉ி

൩     𝒙௥,𝒱೔
ሺ0ሻ ൌ ൥

𝒙ௐ,ௌ௉,஼௅,଴
𝒆଴

𝒙௉ி,଴

൩   𝒓𝒱೔
ൌ ቂ

𝑟௤
𝑟௤ሶ

ቃ 

 

𝝂ௐ,ௌ௉,஼௅ ൌ ൥
𝜈௉

𝜈ெ,௤
𝜈ெ,௤ሶ

൩ with 𝜈௉ ~ 𝒩൫0, Σ஝ౌ
൯, 𝜈ெ,௤ ~ 𝒩 ቀ0, Σ஝౉,౧

ቁ, 𝜈ெ,௤ሶ  ~ 𝒩 ቀ0, Σ஝౉,౧ሶ
ቁ 

 
In chapter 3.5.3.3 we used the variance matrix 𝚺𝝂ೈ,ೄು,಴ಽ

 which is obtained by 
 

𝚺𝝂ೈ,ೄು,಴ಽ
ൌ ቎

Σ஝ౌ
0 0

0 Σ஝౉,౧
0

0 0 Σ஝౉,౧ሶ

቏ 

 

3.5.4.3.1.3 Deterministic Threshold with Polytopic Model Uncertainties 

With (3-219) and (3-220) we have properly defined our residual dynamics with sto-
chastic unknown inputs and deterministic polytopic model uncertainties. In this chapter we 
want to discuss how to obtain a bound on the maximum gain of 𝑮௥௤೎೘೏

 i.e. loosely 
speaking the “worst-case” gain due to the acceptable deviations from the nominal 
system (model uncertainties). If the gain 𝒦𝑮ೝ೜೎೘೏

 of all other systems described by 

the parameter polytope is smaller than 𝒦𝑮ೝ೜೎೘೏,௠௔௫ we can calculate the determinis-

tic threshold 𝐽௧௛,ோெௌ
ଶ  by 

 

 𝐽௧௛,ோெௌ
ଶ ൌ sup

𝒇ୀ𝟎,𝚫ஷ𝟎
‖𝒓‖ோெௌ

ଶ ൌ 𝒦𝑮ೝ೜೎೘೏,௠௔௫
ଶ ‖𝑞௖௠ௗ‖ோெௌ

ଶ  (3-221)

 
There are three possible approaches to this problem. The first on is the quadratic 
stability approach that leads to an upper bound on the worst case gain 𝒦𝑮ೝ೜೎೘೏,௠௔௫ 

for time-varying LPV systems with arbitrary fast varying parameters 𝜹, i.e. 𝜹ሶ → ∞ (cf. 
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chapter 3.4.2.3.3). While this is for sure a powerful theoretical result, in our practical 
aircraft application we have to consider three things:  

 The gains calculated by this approach are very conservative, i.e. they become very 
large. Therefore the fault detection performance for all cases where 𝜹ሶ ൏ ∞ is 
significantly reduced. Actually the author’s experience is that the gains ob-
tained are useless in a practical aircraft fault detection problem. 

 Arbitrary fast varying parameters constitute a dynamic in itself, that is for 
sure not in line with our flying quality requirements of specifications MIL-F-
8785C (US DoD, 1996, p. 14) and MIL-STD-1797A (US DoD, 2004).  

 At fault (damage) occurrence the parameters are potentially heavily time 
varying but this is a case we for sure want to detect. Treating those time varia-
tions as normal parameter variations that occur during normal (fault-free) 
operations would be contradictory to our fault detection goal. 

 
The approach was initially followed by the author but then discarded due to those 
three reasons.  
The second approach, finally chosen by the author, is to assume uncertain but time-
invariant parameters 𝜹, i.e. 𝜹ሶ ≅ 𝟎. This solved the three problems mentioned above.  
Nevertheless there is an important assumption in using this approach. Clearly in an 
aircraft context the parameters 𝜹 slowly vary under fault-free operations with the 
flight condition. The assumption made is that the dynamics of these slowly varying 
parameters 𝜹 is insignificant. A similar assumption is made for nearly all gain-
scheduled CFCS, i.e. closed-loop aircraft systems, used in production aircraft. 
Therefore it is reasonable to assume that it is also an acceptable assumption in our 
case. Nevertheless as for gain scheduled CFCS a strict theoretical treatment would 
be desirable. 
This brings us to the third approach, which, to the author’s opinion, should be in-
vestigated in a follow on work.  

Further Work 3-1: In systems theory the concept of robust stability was developed 
which assumes bounds on the parameter change rates 𝜹ሶ . It contains the case of time-
invariant parameters (𝜹ሶ ൌ 𝟎) and arbitrary fast time-varying parameters (𝜹ሶ → ∞) as special 
cases (cf. e.g. Scherer & Weiland, 2016, pp. 9/25-13/25) and potentially offers the 
possibility of a strict theoretical treatment of slowly varying parameters 𝜹 under fault-
free operations in our fault detection context. Nevertheless to derive bounds on the 
parameter rates 𝜹ሶ  for the aircraft under fault-free operation is potentially also not 
straight forward and requires careful analysis of all fault-free operation conditions. 
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Finally we come to the goal of this chapter, i.e. how to calculate a deterministic re-
sidual threshold for fault detection. The fact that we used an uncertain but time-
invariant system allows us to calculate the maximum gain 𝒦𝑮ೝ೜೎೘೏,௠௔௫ using the 

𝐻ஶ-norm. Remains the question for which system described by the parameter poly-

tope the maximum gain ฮ𝑮௥௤೎೘೏
ฮ

ஶ,௠௔௫

ଶ
 is found. Inspired by the idea of robust sta-

bility, that contains the approach 𝜹ሶ ≅ 𝟎 as special case, the author deducted that the  

ฮ𝑮௥௤೎೘೏
ฮ

ஶ,௠௔௫

ଶ
 is found at one of the vertices 𝒱௜. While the author is not able to 

provide a strict theoretical proof it has been verified, for the fault detection system 
of this text, by simulation in chapter 4.3.2.1.  

Further Work 3-2: While it has been verified by simulation in chapter 4.3.2.1, it 
would be desirable to provide a strict theoretical proof that the maximum gain 

ฮ𝑮௥௤೎೘೏
ฮ

ஶ,௠௔௫

ଶ
 , for the fault detection system of this text, is found at one of the 

vertices 𝒱௜. 

For the integrated stochastic/deterministic fault detection we will require 𝐽௧௛,ଶ
ଶ  and 

𝐽௧௛,ோெௌ
ଶ . Using (3-178) and (3-179) and the considerations made above we get 

 

 
𝐽௧௛,ଶ

ଶ ൌ sup
𝒇ୀ𝟎,𝚫ஷ𝟎

‖𝒓‖ଶ
ଶ ൌ ฮ𝑮௥௤೎೘೏

ฮ
ஶ,௠௔௫

ଶ
‖𝑞௖௠ௗ‖ଶ

ଶ

ൌ 𝑁ோெௌฮ𝑮௥௤೎೘೏
ฮ

ஶ,௠௔௫

ଶ
‖𝑞௖௠ௗ‖ோெௌ

ଶ ൌ 𝐽௧௛,ோெௌ
ଶ 𝑁ோெௌ 

(3-222)

 
or likewise 
 

 

𝐽௧௛,ோெௌ
ଶ ൌ sup

𝒇ୀ𝟎,𝚫ஷ𝟎
‖𝒓‖ோெௌ

ଶ ൌ ฮ𝑮௥௤೎೘೏
ฮ

ஶ,௠௔௫

ଶ
‖𝑞௖௠ௗ‖ோெௌ

ଶ ൌ
𝐽௧௛,ଶ

ଶ

𝑁ோெௌ

ൌ
ฮ𝑮௥௤೎೘೏

ฮ
ஶ,௠௔௫

ଶ
‖𝑞௖௠ௗ‖ଶ

ଶ

𝑁ோெௌ
 

(3-223)

 
It is important to remember this relation between 𝐽௧௛,ଶ

ଶ  and 𝐽௧௛,ோெௌ
ଶ  because it will be 

used several times during the rest of this text. The decision rule 𝑑ி஽,ௗ௘௧ for the de-
terministic case, i.e. without stochastic unknown inputs, becomes 
 

 𝑑ி஽,ௗ௘௧ ൌ ቊ
  0  𝑖𝑓 ‖𝒓‖ோெௌ

ଶ ൑ 𝐽௧௛,ோெௌ
ଶ ⇒ 𝑛𝑜𝑓𝑎𝑢𝑙𝑡

  1 𝑖𝑓 ‖𝒓‖ோெௌ
ଶ ൐ 𝐽௧௛,ோெௌ

ଶ ⇒ 𝑓𝑎𝑢𝑙𝑡
 (3-224)
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3.5.4.3.2 Implications of a Limited RMS Observation Window 

What we have to keep in mind when using (3-223) and (3-224) is that, they are 
strictly speaking only correct for ‖𝑞௖௠ௗ‖ோெௌ,ௗ௘௙

ଶ  and ‖𝒓‖ோெௌ,ௗ௘௙
ଶ  according (3-175), 

i.e. an unlimited observation window. Clearly, from a practical point of view an un-
limited observation window is not at all desirable, because 

 We have to handle signal values that potentially grow versus ∞ 

 The sensitivity to faults is decreasing with time because only for a 𝑞௖௠ௗ sine input 
with  𝝎ቛ𝑮ೝ೜೎೘೏ቛ

ಮ,ౣ౗౮

, ‖𝒓‖ோெௌ,ௗ௘௙
ଶ  will stay close to 𝐽௧௛,ோெௌ

ଶ . 

A common suggestion (cf. e.g. Ding, 2013, p. 166) in order to overcome this prob-
lem is to use a limited observation window, i.e. (3-176). While this seems to be a 
simple solution it is not so simple in practice and none of the texts known to the 
author discussed the problems arising from a limited observation window. 
The implication of the limited observation window size is that ‖. ‖ଶ and ‖. ‖ோெௌ 
with their limited number of samples will behave significantly different than  ‖. ‖ଶ,ௗ௘௙ 
and ‖. ‖ோெௌ,ௗ௘௙. Figure 30 illustrates this difference for a 𝑞௖௠ௗ  sine input with  
𝜔ቛ𝑮ೝ೜೎೘೏ቛ

ಮ,ౣ౗౮

. The test conditions have been equivalent to Test Case 3.3 that will 

be introduced and discussed in detail in chapter 4.3.2.2. ฮ𝑮௥௤೎೘೏
ฮ

ஶ,୫ୟ୶
 for this 

flight condition is found at Vertex 3. The first plot shows the sine input 𝑞௖௠ௗ while 
the second illustrates the resulting ‖𝑞௖௠ௗ‖ோெௌ,ௗ௘௙

ଶ . Using ‖. ‖ோெௌ,ௗ௘௙, (3-223) be-
comes 
 

 𝐽௧௛,ோெௌ,ௗ௘௙
ଶ ൌ ฮ𝑮௥௤೎೘೏

ฮ
ஶ,௠௔௫

ଶ
‖𝑞௖௠ௗ‖ோெௌ,ௗ௘௙

ଶ  (3-225)

 
𝐽௧௛,ோெௌ,ௗ௘௙

ଶ  (dashed) and ‖𝒓‖ோெௌ,ௗ௘௙
ଶ  (solid) are shown in the third plot. We nicely 

see how ‖𝒓‖ோெௌ,ௗ௘௙
ଶ  asymptotically approaches 𝐽௧௛,ோெௌ,ௗ௘௙

ଶ  but does not exceed it. 
In comparison the fourth plot depicts ‖𝑞௖௠ௗ‖ோெௌ

ଶ  and the fifth plot 𝐽௧௛,ோெௌ
ଶ  

(dashed) and ‖𝒓‖ோெௌ
ଶ  (solid). 𝐽௧௛,ோெௌ

ଶ  has been calculated by (3-223). Two things are 
obvious. First of all the signals ‖𝑞௖௠ௗ‖ோெௌ

ଶ ,  𝐽௧௛,ோெௌ
ଶ , and ‖𝒓‖ோெௌ

ଶ  are significantly 
different than ‖𝑞௖௠ௗ‖ோெௌ,ௗ௘௙

ଶ , 𝐽௧௛,ோெௌ,ௗ௘௙
ଶ , and ‖𝒓‖ோெௌ,ௗ௘௙

ଶ . Second and most im-
portant ‖𝒓‖ோெௌ

ଶ  violates 𝐽௧௛,ோெௌ
ଶ  instead asymptotically approaching it. As a result 

we cannot directly use ‖𝑞௖௠ௗ‖ோெௌ
ଶ  with (3-223), because this would lead to false 

alarms when the closed-loop system reaches the boundary of acceptable model un-
certainties, i.e. in the case here Vertex 3. 
The solution proposed in this text is a signal envelope detector for ‖𝑞௖௠ௗ‖ோெௌ

ଶ . It 
will be introduced in the next chapter. 
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Contribution 3-7: To the author’s knowledge the implications for fault detection of 
using a limited RMS window size are not discussed in current FDD literature. The 
aspects discussed are therefore also new. 
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Figure 30 Comparison between different RMS signals (TC 3.3)  
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3.5.4.3.3 Input Envelope Detector 

The above mentioned implications of a limited RMS window size warrant some 
solution. In electrical engineering so called envelope detectors are used to retrieve 
the envelope of a signal. Inspired by this approach the author wants to suggest an 
envelope detector as basis for an adaptive fault detection threshold. While there is 
already limited research on residual evaluation in general (cf. chapter 3.4.1) there is 
even less on adaptive thresholds. This is also due to the fact the limited research on 
residual evaluation in most of the cases focuses on systems subject to additive un-
known inputs 𝒅 but not on model uncertainties. For the former the authors normally as-
sume a constant bound on ‖𝒅‖ோெௌ

ଶ . In such a case, there is no need for a threshold 
generator because ‖𝒅‖ோெௌ

ଶ  and therefore 𝐽௧௛,ோெௌ
ଶ  according (3-87) is constant.  

For systems subject to model uncertainties the situation is significantly different, 
because for them the system input  𝒖, in our case 𝑞௖௠ௗ, clearly affects the residual  
𝒓 and therefore also the threshold. For sure the system input  𝑞௖௠ௗ, i.e. the pilot 
control input, varies nearly all the time. To use a constant on ‖𝑞௖௠ௗ‖ோெௌ

ଶ  is there-
fore unrealistic, as we would have to use the worst-case ‖𝑞௖௠ௗ‖ோெௌ,௠௔௫

ଶ  for all con-
ditions that can be experienced in practice. This would for example mean that we 
have to consider the largest control input 𝑞௖௠ௗ,௠௔௫ possible. While we could ensure 
no false alarms with such an approach it should be clear from (3-223) that for cases 
where 𝑞௖௠ௗ ≪ 𝑞௖௠ௗ,௠௔௫ the threshold 𝐽௧௛,ோெௌ

ଶ  is much too large, and therefore 
more or less useless for practical fault detection application. For our application, i.e. 
fault detection for aircraft, the use of an adaptive threshold or threshold generator is therefore a re-
quirement. 
The suggestions how to establish such an adaptive threshold are very limited. The 
author only knows Ding (2013, p. 311) who proposes to use ‖𝒖‖ோெௌ with a limited 
observation window, but it has been demonstrated in the last chapter that this alone 
is not sufficient. 
As said above the author wants to suggest a new approach for an adaptive threshold 
based on ‖𝒖‖ோெௌ

ଶ  envelope detector modelled as state machine. The latter was 
modelled in MathWorks’® Stateflow®. The envelope detectors Stateflow® state dia-
gram is shown in Figure 31.  
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Figure 31 Envelope generator state machine  

State Increasing 

The system enters the Increasing state and remains in this state till signal 𝑢 is decreas-
ing. While it is in this state the signal envelope 𝐸𝑛𝑣 is equal the signal 𝑢. At the 
same time the maximum signal value, i.e the current 𝑢, is stored in the variable 
𝑀𝑎𝑥𝑈. The system remains in the increasing state till the signal decreases, that is the 
difference between consecutive samples 𝑑𝑢 ൏ 0. If this condition is fulfilled the 
machine enters the Hold state.  

State Hold 

When the system enters the Hold state it holds the maximum signal value 𝑀𝑎𝑥𝑈 as 
signal envelope, i.e 𝐸𝑛𝑣 ൌ 𝑀𝑎𝑥𝑈. While it is in the state it stores the maximum 
signal value 𝑢 since it is in Hold in the variable 𝑀𝑎𝑥𝑈2. If the signal 𝑢 starts to in-
crease again while the machine is in the Hold state and the signal 𝑢 ൒ 𝑀𝑎𝑥𝑈, then it  
reverts back in the Increasing state. After 𝑇ு = 2 sec the machine enters the Check-
Decrease state. 

State CheckDecrease 

While in CheckDecrease the envelope remains 𝐸𝑛𝑣 ൌ 𝑀𝑎𝑥𝑈. If the maximum signal 
value where the machine has been in the Hold state 𝑀𝑎𝑥𝑈2 has decreased less than 
𝑇𝑜𝑙ு = 5% in comparison to 𝑀𝑎𝑥𝑈, i.e. 𝑀𝑎𝑥𝑈2 ൒ ሺ1 െ 𝑇𝑜𝑙ுሻ ∙ 𝑀𝑎𝑥𝑈 the Hold 
state is activated again. If this is not the case then the Decreasing state is entered. 

State Decrease 

When entering the Decrease state the envelope decreases exponentially from the max-
imum signal value 𝑀𝑎𝑥𝑈, that is 𝐸𝑛𝑣 ൌ 𝑀𝑎𝑥𝑈 ∙ 𝑒ିఒ௧, with 𝜆 = 0.8. The system 
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remains in Decrease till 𝑢 ൒ 𝐸𝑛𝑣 ൅ 𝑑𝑢. If this condition is true, i.e. the signal 𝑢 in-
creases again and is equal the current envelope  𝐸𝑛𝑣 the machine reverts back the 
Increasing state.  
 
Chapters 4.3.2.2 and 4.3.2.3 will demonstrate that the proposed envelope detector 

works as desired, i.e. correctly detects the signal envelope 𝐸𝑛𝑣 ൌ ฮ𝑞௖௠ௗ,௘௡௩ฮ
ோெௌ

ଶ
 

for 𝑢 ൌ ‖𝑞௖௠ௗ‖ோெௌ
ଶ . The envelope detector described needs three parameters, that 

have been empirically be determined for the simulation case study of this thesis, 
which has the goal of demonstrating principle feasibility of the fault detection sys-
tem proposed. Those three parameters are the exponential time constant 𝜆, the time 
in the Hold state 𝑇ு, and the tolerance 𝑇𝑜𝑙ு. Those parameters have been deter-
mined for this case study using 𝑞௖௠ௗ sine and step inputs of chapter 4.3.2.2. How-
ever chapter 4.3.2.3 will demonstrate that the envelope detector with those parame-
ters also works correctly for arbitrary 𝑞௖௠ௗ inputs. 
Using the envelope detector the adaptive deterministic threshold can now be calcu-
lated (3-226) by 
 

 

𝐽௧௛,ோெௌ
ଶ ሺ𝑘ሻ ൌ sup

𝒇ୀ𝟎,𝚫ஷ𝟎
‖𝒓‖ோெௌ

ଶ

ൌ ฮ𝑮௥௤೎೘೏
ฮ

ஶ,௠௔௫

ଶ
ฮ𝑞௖௠ௗ,௘௡௩ฮ

ோெௌ

ଶ
ሺ𝑘ሻ 

ൌ
𝐽௧௛,ଶ

ଶ ሺ𝑘ሻ

𝑁ோெௌ
ൌ

ฮ𝑮௥௤೎೘೏
ฮ

ஶ,௠௔௫

ଶ
ฮ𝑞௖௠ௗ,௘௡௩ฮ

ଶ

ଶ
ሺ𝑘ሻ

𝑁ோெௌ
 

(3-226)

 

Contribution 3-8: The author provides an approach for a signal envelope detector 
based adaptive fault detection threshold (threshold generator) that overcomes the 
problems of RMS-signals with limited observation time (cf. chapter 3.5.4.3.2). The 
threshold generator ensures validity of (3-223) for the case of limited observation 
times and enables a fault detection threshold 𝐽௧௛,ோெௌ

ଶ  that is small enough to be use-
ful in a practical context. The former will be demonstrated by simulation in chapter 
4.3.2.2 and 4.3.2.3, the latter in chapter 4.3.4. 
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3.5.4.4 Stochastic Threshold for Integrated Stochastic/Deterministic Fault Detection 
with Deterministic Model Uncertainties 

 
This chapter builds on the theoretical results of chapter 3.4.3 and 3.4.4. 
From (3-176) it follows that 
 

 ‖𝒓‖ଶ
ଶ ൌ 𝑁ோெௌ‖𝒓‖ோெௌ

ଶ ൌ ෍ 𝒓்ሺ𝑘ሻ𝒓ሺ𝑘ሻ

ேೃಾೄ

௞ୀଵ

 (3-227)

 
For the time being we want to consider 𝑁ோெௌ = 1, i.e. just one sample, thereby we 
get 
 
 ‖𝒓ሺ𝑘ሻ‖ଶ

ଶ ൌ 𝒓்ሺ𝑘ሻ𝒓ሺ𝑘ሻ (3-228)
 
The chi-square distribution arises from the sum of 𝑚 squared independent normal 
distributed random variables. Clearly, in our case, with 𝒓 being two dimensional, 
 

 ‖𝒓ሺ𝑘ሻ‖ଶ
ଶ ൌ 𝑟ଵሺ𝑘ሻଶ ൅ 𝑟ଶሺ𝑘ሻଶ (3-229)

 
Thus if 𝒓ሺ𝑘ሻ ~ 𝒩ሺ𝒓ௗ௘௧ሺ𝑘ሻ, 𝐈ሻ and the components 𝑟ଵ and 𝑟ଶ are independent, then 
‖𝒓ሺ𝑘ሻ‖ଶ

ଶ follows a non-central chi-square distribution with 𝑚ఞమ,௥ሺ௞ሻ = 2 degrees of 
freedom and non-centrality parameter 𝜆ఞమ,௥ሺ௞ሻ ൌ 𝒓ௗ௘௧

்ሺ𝑘ሻ, 𝒓ௗ௘௧ሺ𝑘ሻ, i.e. 
 
 ‖𝒓ሺ𝑘ሻ‖ଶ

ଶ ~𝜒ଶ
ଶ൫𝜆ఞమ,௥ሺ௞ሻ൯  (3-230)

 
From now on we want to consider the practical relevant case of 𝑁ோெௌ > 1. The sum 
of 𝑁ோெௌ, 𝜒ଶ

ଶሺ𝜆ሻ distributed random variables ‖𝒓ሺ𝑘ሻ‖ଶ
ଶ also has a chi-square distri-

bution with 𝑚ఞమ,ோெௌ = 2𝑁ோெௌ degrees of freedom (cf. e.g. PennState, 2017) and 
non-centrality parameter 
 
 𝜆ఞమ ൌ  ∑ 𝒓ௗ௘௧

்ሺ𝑘ሻ 𝒓ௗ௘௧ሺ𝑘ሻ ൌ ‖𝒓ௗ௘௧‖ଶ
ଶேೃಾೄ

௞ୀଵ . (3-231)
 
 By inspection of (3-227) it is therefore clear that 
 
 ‖𝒓‖ଶ

ଶ ൌ 𝑁ோெௌ‖𝒓‖ோெௌ
ଶ ~ 𝜒ଶேೃಾೄ

ଶ ൫𝜆ఞమ൯  (3-232)
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The maximum ‖𝒓ௗ௘௧‖ଶ
ଶ possible in a fault-free case we get from (3-222)  

 

 𝐽௧௛,ଶ
ଶ ൌ sup

𝒇ୀ𝟎,𝚫ஷ𝟎
‖𝒓ௗ௘௧‖ଶ

ଶ ൌ ฮ𝑮௥௤೎೘೏
ฮ

ஶ,௠௔௫

ଶ
‖𝑞௖௠ௗ‖ଶ

ଶ (3-233)

 
We can therefore write for the non-centrality parameter 
 

𝜆ఞమ ൌ 𝐽௧௛,ଶ
ଶ ൌ 𝐽௧௛,ோெௌ

ଶ 𝑁ோெௌ (3-234)
 

𝑚ఞమ,ோெௌ ൌ 2𝑁ோெௌ (3-235)
 
Thus with (3-232) we finally get 
 

 ‖𝒓‖ோெௌ
ଶ ~

𝜒ଶேೃಾೄ
ଶ ൫𝐽௧௛,ோெௌ

ଶ 𝑁ோெௌ൯

𝑁ோெௌ
 (3-236)

 
For 𝒓 being independent, the integrated stochastic/deterministic fault detection 
threshold can thereby be calculated by 
 

 𝐽௧௛,ఞమ ൌ
inv χଶேೃಾೄ

ଶ ൫1 െ 𝐹𝐴𝑅௥௘௤, 𝐽௧௛,ோெௌ
ଶ 𝑁ோெௌ൯

𝑁ோெௌ
 (3-237)

 
where inv χଶேೃಾೄ

ଶ is the inverse Cumulative Distribution Function (CDF). The fault 
detection decision rule follows as 

 𝑑ఞమ ൌ ቊ
  0    𝑖𝑓 ‖𝒓‖ோெௌ

ଶ ൑ 𝐽௧௛,ఞమ ⇒ 𝑛𝑜 𝑓𝑎𝑢𝑙𝑡

  1  𝑖𝑓 ‖𝒓‖ோெௌ
ଶ ൐ 𝐽௧௛,ఞమ ⇒ 𝑓𝑎𝑢𝑙𝑡

 (3-238)

 

3.5.4.4.1 Variance Scaling Filter 

A peculiarity of the chi-square distribution, used for the stochastic FD threshold is 
that it assumes a unit variance for all of the 𝑚 squared random variables. In our case 
the consequence is that we first of all have to get 𝐶𝑜𝑣൫𝒓ሺ𝑘ሻ൯ ൌ 𝑰. This means that 
there is no cross-correlation between the elements of 𝒓ሺ𝑘ሻ and all elements have 
unit variance. In chapter 3.5.3.3 we therefore introduced the filter matrix 𝑽ഥ ∈ ℝଶ௫ଶ. 
According (3-172) the filtered residual is obtained by 
 

 𝒓ሺ𝑘ሻ ൌ 𝑽ഥ௥,𝒱೔
𝒓ුሺ𝑘ሻ (3-239)
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Remark 3-10: At this point it is important to realize the practical influence of 𝑽ഥ௥,𝒱೔
 

on our FD system. On one hand it will influence the deterministic part of the FD 
system by the residual dynamics (3-220), therfore 𝑮௥௤೎೘೏

, and thus via (3-179) the 
deterministic threshold  𝐽௧௛,ோெௌ

ଶ . On the other hand it enables 𝐶𝑜𝑣൫𝒓ሺ𝑘ሻ൯ ൌ 𝑰 for 
the stochastic FD part. Both aspects influence 𝐽௧௛,ఞమ according (3-237). The former 
via the non-centrality parameter 𝜆ఞమ , the latter in providing the correct covariance 
to use the  𝜒ଶ distribution. 

As explained in chapter 3.4.4, such a filter is also used in the integrated norm-
based/stochastic fault detection approach suggested by Ding (2013) for deterministic 
unknown inputs 𝒅. As those inputs are additive, 𝜮ഥ𝒓ු and therefore the filter 𝑽ഥ do not 
change because of 𝒅. However in our case we have to deal with deterministic model 
uncertainties, thus 𝜮ഥ𝒓ු and the filter 𝑽ഥ are influenced. As a consequence the approach 
suggested by Ding (2013) had to be modified by the author.  
We recall that the primary goal of this thesis is to ensure that the FD system has to 
guarantee a 𝐹𝐴𝑅 equal or lower the required 𝐹𝐴𝑅௥௘௤ (Requirement 1-1, p. 11). The 
simulations performed have shown that, for every flight condition, we can identify a 
worst-case vertex 𝒱௏௔௥,௠௔௫ that generates the highest variance 𝑉𝑎𝑟൫𝒓௠ሺ𝑘ሻ൯ for the 
residual dynamic systems with model uncertainties contained inside the parameter 
polytope of acceptable model-uncertainties. By using the filter 𝑽ഥ௥,𝒱ೇೌೝ,೘ೌೣ

, derived 
for this worst-case system by (3-169), we can ensure that all other systems contained 
inside the polytope will generate a residual 𝒓 ∈ ℝ௠ where the variance of the ele-
ments 𝑉𝑎𝑟൫𝒓௠ሺ𝑘ሻ൯ ൑ 1. From stochastic theory and (3-237) it should thus be clear 
that a stochastic threshold 𝐽௧௛,ఞమ , which is based on the worst-case variance. 

𝑉𝑎𝑟൫𝒓௠ሺ𝑘ሻ൯ ൌ  1, ensures 𝐹𝐴𝑅௃೟೓,ഖమ ൑ 𝐹𝐴𝑅௥௘௤ . In chapter 4.3.3  it will be verified 

by simulation that the considerations made above are valid. What we cannot ensure 
with this approach is perfect de-correlation between the elements of 𝒓ሺ𝑘ሻ, because 
we can only optimize the filter for 𝒱௏௔௥,௠௔௫. However cross-correlation was found 
to be insignificant. 
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The approach for selection of filter 𝑽ഥ for the integrated stochastic/deterministic 
fault detection scenario with deterministic polytopic model uncertainties suggested by the 
author and chosen in this thesis is therefore: 

 For every flight condition, identify the vertex 𝒱௏௔௥,௠௔௫ with the highest 
𝑉𝑎𝑟൫𝒓௠ሺ𝑘ሻ൯ (offline) 

 Choose the correlation filter 𝑽ഥ௥,𝒱ೇೌೝ,೘ೌೣ
 that belongs to this vertex (offline). 

This ensures 𝑉𝑎𝑟൫𝒓௠ሺ𝑘ሻ൯ ൑ 1 for all residual dynamic systems inside the 
parameter polytope of acceptable model-uncertainties. 

 Implemented this filter 𝑽ഥ  for online processing of the residual 
𝒓ሺ𝑘ሻ ൌ 𝑽ഥ௥,𝒱ೇೌೝ,೘ೌೣ

𝒓ුሺ𝑘ሻ, which is a simple multiplication of a matrix with a 
vector. 

Contribution 3-9: The suggested approach for the selection of  𝑽ഥ  in case of a resid-
ual subject to stochastic unknown inputs and deterministic polytopic model uncertainties is to 
the author’s knowledge new.  

Further Work 3-3: In the simulation case study of this thesis we use certain points in 
the flight envelope as dedicated flight conditions. For sure in a potential implemen-
tation in a real system some means have to be found for adaptation of 𝑽ഥ between all 
flight conditions possible (e.g. like gain scheduling for controller gains). This is an 
area of further work that has to be addressed for a practical application. 

The considerations made above are critical with respect to ensure a 
𝐹𝐴𝑅௃೟೓,ഖమ  ൑  𝐹𝐴𝑅௥௘௤ (Requirement 1-1, p. 11). The resulting 𝐹𝐴𝑅௃೟೓,ഖమ  with the 

above presented choice of variance scaling filter 𝑽ഥ௥,𝒱ೇೌೝ,೘ೌೣ
 has thus been verified 

by simulation in chapter 4.3.3 . 

Further Work 3-4: While the above suggested approach makes sense from an engi-
neering judgment point of view, and will also be verified by the simulation case 
study in chapter 4.3.3, a stringent theoretical understanding and solution would be 
desirable. This should be tackled in a follow on work. 
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3.5.4.4.2 Auto-Correlation Because of Residual Post Filter 

From the theory of the non-central chi-square distribution (cf. e.g. McDonough & 
Whalen, 1995, p. 140) we know that in general that mean 𝜇ఞమ of the chi-square dis-
tributed random variables is  
  

𝜇ఞమ ൌ 𝜆ఞమ ൅ 𝑚ఞమ (3-240)
 
and variance Σఞమ 
 

Σఞమ ൌ 4𝜆ఞమ ൅ 2𝑚ఞమ (3-241)
 
Thus for our case with (3-234) and (3-235) we finally get 
 
 𝜇ఞమ,ோெௌ ൌ 𝑚ఞమ,ோெௌ ൅ 𝜆ఞమ ൌ 𝑁ோெௌሺ2 ൅ 𝐽௧௛,ோெௌ

ଶ ሻ (3-242)
 
 Σఞమ,ோெௌ ൌ 2𝑚ఞమ,ோெௌ ൅ 4𝜆ఞమ ൌ 4𝑁ோெௌሺ1 ൅ 𝐽௧௛,ோெௌ

ଶ ሻ (3-243)
 
Eq. (3-242) and (3-243) are again only correct for uncorrelated random variables. Un-
fortunately for 𝑁ோெௌ ൐ 1 the assumption of an uncorrelated residual 𝒓 in our case is no 
longer a good one, because the residual post-filter (chapter 3.5.3.2) is a dynamic sys-
tem and therefore it is clear from theory that it introduces auto-correlation. That is 
𝒓ሺ𝑘ሻ is correlated in time with samples 𝒓ሺ𝑘 ൅ 𝑛ሻ. Thus the noise is no longer white 
(flat PSD) but colored (PSD not flat). For details on autocorrelation the interested 
reader is referred to e.g. the compact summary of Klein and Morelli (2006pp. 452-
453).  
The effect of auto-correlation on the variance becomes visible as soon as we sum up 
residual samples 𝒓ሺ𝑘ሻ …  𝒓ሺ𝑘 ൅ 𝑛ሻ. From (3-227) it is clear that this is exactly what 
we do when we calculate ‖𝒓‖ோெௌ

ଶ  for 𝑁ோெௌ ൐ 1. Thus we have to account for the 
effect of colored noise. The effect of colored noise is that the variance of the signal 
is increased in comparison to the case where the noise is white. In parameter least-
square estimation it is practice to correct the effect of colored noise on the variance 
by a correction factor (Klein & Morelli, 2006, p. 134-137). Inspired by this idea the 
author wants to suggest a comparable empiric approach for hypothesis testing using 
the 𝜒௠

ଶ ሺ𝜆ሻ normal distribution approximation. The normal approximation becomes 
necessary because for the 𝜒௠

ଶ ሺ𝜆ሻ-distribution there is a fixed relation between non-
centrality parameter 𝜆ఞమ , degrees of freedom 𝑚ఞమ , mean 𝜇ఞమ and 𝑉𝑎𝑟ఞమ 
according (3-240) and (3-241). In other words 𝜒௠

ଶ ሺ𝜆ሻ is not defined for other 
𝜇ఞమ-Σఞమ-combinations but the normal distributions for sure is. 
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The 𝜒௠
ଶ ሺ𝜆ሻ normal distribution approximation follows from the central limit theo-

rem and can be found in standard literature. With standard deviation 
 

 𝜎ఞమ ൌ ටΣఞమ (3-244)

it follows that 
 

 𝜒௠
ଶ ሺ𝜆ሻ ≅ 𝒩 ൬𝜇ఞమ, ටΣఞమ൰ (3-245)

 
We define a corrected variance by introduction of a correction factor 𝜀௏௔௥,ଵ൫𝜆ఞమ൯: 
 
 Σ෨ఞమ,ோெௌ ൌ 𝜀௏௔௥,ଵ൫𝜆ఞమ൯ ∙ Σఞమ,ோெௌ (3-246)
 
In our case, where the test statistic is ‖𝒓‖ோெௌ

ଶ , the correction factor is calculated by 
 

 𝜀௏௔௥,ଵ൫𝜆ఞమ൯ ൌ
Σ෠ఞమ,ோெௌ൫𝜆ఞమ൯

Σఞమ,ோெௌ൫𝜆ఞమ൯
 (3-247)

 
For this work Σ෠ఞమ,ோெௌ൫𝜆ఞమ൯ has been estimated offline by simulation for five non-
centrality parameters in the range of interest in this thesis. The correction factor 
𝜀௏௔௥,ଵ൫𝜆ఞమ൯ has then been calculated according (3-247). For every flight condition 
the five correction factor have been stored in a look-up table as supporting points 
for online interpolation as function of 𝜆ఞమ (Table 14, p. 190).  

Further Work 3-5: In the simulation case study of this thesis we use certain points in 
the flight envelope as dedicated flight conditions. For sure in a potential implemen-
tation in a real system some means have to be found for adaptation of 𝜀௏௔௥,ଵ be-
tween all flight conditions possible, e.g. like gain scheduling for controller gains. 
Even better would of course be a theoretical solution to the overall correction. This 
is for sure an area of further work that has to be addressed for a practical applica-
tion.  

Further Work 3-6: A method for calculating Σ෠ఞమ,ோெௌ൫𝜆ఞమ൯ instead of estimating it 
from offline simulation would be more “elegant” and therefore desirable. 

Unfortunately it was found in simulation that the correction of the variance accord-
ing (3-246) alone still leads to a 𝐹𝐴𝑅௃೟೓,ഖమslightly higher than 𝐹𝐴𝑅௥௘௤ . The reason is 

not fully understood yet and has to be investigated further in a follow on work. It 
might be related to the normal approximation itself but due to the central limit the-
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orem only an insignificant approximation error should be expected as  
𝑚ఞమ,ோெௌ ൌ 2𝑁ோெௌ ൌ 120 is already relative large.  
For this thesis the correct 𝐹𝐴𝑅௃ሚ೟೓,ഖమ  was obtained by an additional constant correc-

tion factor  
 𝜀௏௔௥,ଶ ൌ 1.35 (3-248)
 
for all 𝜆ఞమ and flight conditions. Finally, with calculation of the threshold according  
 

 
𝐽ሚ௧௛,ఞమ ൌ

𝑖𝑛𝑣 𝒩 ቆ1 െ 𝐹𝐴𝑅௥௘௤, 𝜇ఞమ,ோெௌ, ටΣ෨ఞమ,ோெௌ ∙ 𝜀௏௔௥,ଶቇ

𝑁ோெௌ
 

(3-249)

 
the requirement 𝐹𝐴𝑅௃ሚ೟೓,ഖమ ൑  𝐹𝐴𝑅௥௘௤ was achieved and therefore Requirement 1-1 

(p. 11) fulfilled. As mentioned above this will be demonstrated by simulation in 
chapter 4.3.3. 

Further Work 3-7: The use of  𝜀௏௔௥,ଶ to obtain 𝐹𝐴𝑅௃ሚ೟೓,ഖమ ൑  𝐹𝐴𝑅௥௘௤ is for sure not 

fully satisfactory. Although we can ensure   𝐹𝐴𝑅௃ሚ೟೓,ഖమ ൑  𝐹𝐴𝑅௥௘௤ by 𝜀௏௔௥,ଶ, and there-

fore fulfil Requirement 1-1 (p. 11), a theoretical solution would be desirable. 

Contribution 3-10: The suggested approach of using the 𝜒௠
ଶ ሺ𝜆ሻ normal distribution 

approximation and a colored noise corrected variance for fault detection 𝜒ଶ hy-
pothesis testing problems is to the author’s knowledge also new. 

Two alternative approaches to the above discussed shall also be mentioned here. 
The first one, that was initially used by the author, would be to calculate 𝐽௧௛,ఞమ based 
on the variance of  𝑉𝑎𝑟ሺ‖𝒓ሺ𝑘ሻ‖ଶ

ଶሻ instead of 𝑉𝑎𝑟ሺ‖𝒓‖ோெௌ
ଶ ሻ because ‖𝒓‖ோெௌ

ଶ  is an 
moving average of ‖𝒓ሺ𝑘ሻ‖ଶ

ଶ, necessarily 𝑉𝑎𝑟ሺ‖𝒓‖ோெௌ
ଶ ሻ ≪  𝑉𝑎𝑟ሺ‖𝒓ሺ𝑘ሻ‖ଶ

ଶሻ. In fact 
for white noise 𝑉𝑎𝑟ሺ‖𝒓‖ோெௌ

ଶ ሻ would be  
 

 𝑉𝑎𝑟ሺ‖𝒓‖ோெௌ
ଶ ሻ ൌ

𝑉𝑎𝑟ሺ‖𝒓ሺ𝑘ሻ‖ଶ
ଶሻ.

𝑁ோெௌ
 (3-250)

 
While this approach would not require any correction factor 𝜀௏௔௥,ଵor 𝜀௏௔௥,ଶ it 
turned out to be very conservative and was therefore finally not implemented. Fur-
thermore it is the author’s opinion that the suggested approach of correcting the 
variance for colored noise is more elegant and in chapter 4.3.4 it will be demonstrat-
ed that this approach leads to thresholds 𝐽ሚ௧௛,ఞమthat are not overly conservative and 
useable in a practical relevant aircraft fault scenarios. Nevertheless the author admits 
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that there are extensions necessary for a real application (Further Work 3-5) and 
room for more elegant ways of solving the problem (Further Work 3-6; Further 
Work 3-7). 
The second solution would be not to use a residual post filter and therefore obtain a 
residual without auto-correlation. In this case the threshold could be calculated by 
the standard  𝜒௠

ଶ ሺ𝜆ሻ according to (3-237). However for the reasons discussed in 
chapter 3.5.3.2 this should not be the preferred approach.  
 

3.5.4.5 Decision Maker 

The decision maker simply implements the decision rule 
 

 𝑑ி஽ ൌ ቊ
  0    𝑖𝑓 ‖𝒓‖ோெௌ

ଶ ൑ 𝐽ሚ௧௛,ఞమ ⇒ 𝑛𝑜𝑓𝑎𝑢𝑙𝑡

  1  𝑖𝑓 ‖𝒓‖ோெௌ
ଶ ൐ 𝐽ሚ௧௛,ఞమ ⇒ 𝑓𝑎𝑢𝑙𝑡

 (3-251)

 
Once a fault has been detected the fault bit 𝑑ி஽ is set and hold. 
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4 Results of Simulation Case Studies 

4.1 Simulation Setup 
The basic simulation setup follows the setup as introduced in chapter 3.5 and is de-
picted in Figure 26 (p. 94). The different elements have already been discussed from 
a theoretical point of view in the subchapters of chapter 3.5. Here we only want to 
summarize the parameters used for simulation. Deviations to the basic setup, if re-
quired, will be described with the relevant chapters discussing the different test cas-
es.  

4.1.1 Plant 

To achieve the desired CAP- 𝜁ௌ௉ combination a control strategy must be chosen. In 
analysing the control system of today’s series production aircraft it becomes quickly 
apparent that, especially the inner feedback loops are designed using classical linear 
control theory (see for example Brockhaus et al., 2011, Chapters 19 & 20; Moritz & 
Osterhuber, 2006). As the reference control system designed for this case study shall 
be representative for a contemporary system a similar approach has been chosen 
here. The high level design steps can be summarized as follows  

 Trim system at a certain flight condition defined by angle of attack 𝛼௄,଴, alti-
tude ℎ஺,଴ and true airspeed 𝑉஺,଴ 

 Linearize non-linear system around trim point 

 Calculate feedback gains based on the linear model 

Remark 4-1: To cover the full flight envelope in terms of speed, Mach number, alti-
tude, angle of attack range and aircraft configurations it is common practice to cal-
culate the controller gains for a reasonable number of trim conditions and store the 
results in a look-up table. During controller operation the correct gain for the actual 
flight condition is then taken from this table which results in a feed-forward type 
adaptation of the feedback gains, i.e. gain scheduling (Brockhaus et al., 2011, pp. 
563-565; Moritz & Osterhuber, 2006). However herein gain scheduling was not im-
plemented for the reference control system as this is not necessary for our purposes 
of proving principal feasibility of the FD system proposed in this thesis. 

4.1.1.1 Open-Loop Plant 

The open-loop short period approximation (chapter 3.5.2.1.2) was obtained for the 
respective flight condition (chapter 4.2) by linearization from the F-16 non-linear 
simulation model as described in Appendix A. For this case study a centre of gravity 
position ሺ𝑥ீሻ஻ ൌ 0,4 ∙ 𝑐̅ has been chosen to obtain an open-loop unstable plant 
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with time to double representative for contemporary fighter aircraft configurations 
(cf. Appendix A.4 and A.6). 

4.1.1.2 Closed-Loop Plant 

The feedback gain calculation (chapter 3.5.2.2) for the reference control system was 
done using the Eigenstructure assignment algorithm evmin provided with 
Srinathkumar (2011a, 2011b). A comparable algorithm has also been chosen for the 
design of the YF-22 flight control system (NATO RTO, 2000, p. 15). Because only 
one system input is available, the Eigenstructure algorithm effectively becomes a 
pole placement algorithm13. General information concerning Eigenstructure as-
signment can be found in (Brockhaus et al., 2011, pp. 543-548).  
For the practical relevant failure case discussed in chapter 4.3.4, where the closed-
loop aircraft becomes unstable, also the actuator dynamics have been modelled, be-
cause without doing this the results would be less meaningful. This fault detection 
system setup is discussed in chapter 4.3.4.2.3 to prevent confusion at this point.  

Remark 4-2: A peculiarity of this simulation case study is the relative simple FCS 
design utilizing just proportional feedback. Production FCS normally also contain 
an integrator to ensure stationary guidance accuracy to the pilot command beside 
disturbance. For a 𝑞௄,௖௠ௗ-system with such an integrator, the deviation of  𝑞௄ from 
𝑞௄,௖௠ௗ due to disturbances 𝛼ௐ would be smaller. However this is not of particular 
importance for the purpose of our case study here. Therefore the integrator was not 
included in the simple FCS used herein. 

4.1.2 Residual Generation and Post-Processing 

4.1.2.1 Residual Generator (Kalman Filter) 

The steady state Kalman filter was implemented as discrete time system. The filter 
gain 𝑳ത has been calculated offline for every flight condition as described in chap-
ter 3.5.3.1.3. The Kalman filter structure implemented online is given in Figure 
24 (p. 68). 

4.1.2.2 Residual Post Filter 

The residual post filter was implemented as discrete time system. It has been calcu-
lated offline as described in chapter 3.5.3.2 and uses a fixed pass-band 
𝜔௉ி ൌ  0.5 … 50 rad/s for all flight conditions. The pass-band had to be relatively 

                                              
13 This is also a common situation for modern flight control systems, realized in 
practice, because quite often the control input is rather one combined moment de-
mand than specific control surface deflections (NATO RTO, 2000, p. 15). 
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larger, because due to fact that this is an analog filter implementation, the high and 
low pass cut-off frequency sharpness is not very good. 

4.1.2.3 Variance Scaling Filter 

The variance scaling filter 𝑽ഥ  has been calculated offline as described in chap-
ter 3.5.3.3. For online implementation the respective filter 𝑽ഥ௥,𝒱ೇೌೝ,೘ೌೣ

 for every 
flight condition has then been selected as explained in chapter 3.5.4.4.1. 

4.1.3 Residual Evaluation 

4.1.3.1 Recursive Sliding Window RMS 

The recursive sliding window RMS has been implemented online as discussed in 
chapter 3.5.4.2 with a fixed window size 𝑁ோெௌ = 60 samples for all flight conditions. 

4.1.3.2 Deterministic Adaptive Threshold 

The ‖𝑞௖௠ௗ‖ோெௌ
ଶ  envelope detector has been used to obtain ฮ𝑞௖௠ௗ,௘௡௩ฮ

ோெௌ

ଶ
 (chap-

ter 3.5.4.3.3). The adaptive deterministic threshold has then been calculated using 
(3-226):  
 

 
𝐽௧௛,ோெௌ

ଶ ሺ𝑘ሻ ൌ ฮ𝑮ഥ௥௤೎೘೏
ฮ

ஶ,௠௔௫

ଶ
ฮ𝑞௖௠ௗ,௘௡௩ฮ

ோெௌ

ଶ
ሺ𝑘ሻ 

 
(4-1)

ฮ𝑮ഥ௥௤೎೘೏
ฮ

ஶ,௠௔௫

ଶ
 has been determined offline for every flight condition as described 

in chapter 3.5.4.3.1.3. 

4.1.3.3 Stochastic Threshold for Integrated Stochastic/Deterministic Fault Detection 

The stochastic threshold (chapter 3.5.4.4.2) has been implemented by (3-249): 
 

 
𝐽ሚ௧௛,ఞమ ൌ

𝑖𝑛𝑣 𝒩 ቆ1 െ 𝐹𝐴𝑅௥௘௤, 𝜇ఞమ,ோெௌ, ටΣ෨ఞమ,ோெௌ ∙ 𝜀௏௔௥,ଶቇ

𝑁ோெௌ
 

(4-2)

 
with 

𝜆ఞమ ൌ 𝐽௧௛,ோெௌ
ଶ 𝑁ோெௌ (4-3)

 
 𝜇ఞమ,ோெௌ ൌ 𝑁ோெௌሺ2 ൅ 𝐽௧௛,ோெௌ

ଶ ሻ (4-4)
 
 Σ෨ఞమ,ோெௌ ൌ 𝜀௏௔௥,ଵ൫𝜆ఞమ൯ ∙ Σఞమ,ோெௌ (4-5)
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 Σఞమ,ோெௌ ൌ 4𝑁ோெௌሺ1 ൅ 𝐽௧௛,ோெௌ
ଶ ሻ (4-6)

 
Σ෠ఞమ,ோெௌ൫𝜆ఞమ൯ has been estimated offline by simulation for five non-centrality pa-

rameters in the range of interest in this thesis. The correction factor 𝜀௏௔௥,ଵ൫𝜆ఞమ൯ has 
then been calculated according (3-247). For every flight condition the five correc-
tion factor have been stored in a look-up table for online interpolation as function 
of 𝜆ఞమ (Table 14, p. 190). As discussed in chapter 3.5.4.4.2  
 
 𝜀௏௔௥,ଶ ൌ 1.35 (4-7)
 
has been a constant used for all flight conditions. Finally 𝐹𝐴𝑅௥௘௤ is a design re-
quirement (Requirement 1-1, p. 11). The different values used will be discussed with 
the relevant test cases in chapter 4.3.3 and 4.3.4. 

Remark 4-3: For the simulation case study the inverse normal distribution (4-2) was 
calculated online, because it was found that this is computationally not overly ex-
pensive. If this should become a problem 𝐽ሚ௧௛,ఞమ can also be stored in a look-up table 
as function of 𝐽௧௛,ோெௌ

ଶ . 
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4.2 Simulated Flight Conditions 
For the simulation case study, four to the author’s opinion representative Flight 
Conditions (FC) have been selected in the F-16 envelope covered by the non-linear 
simulation model (cf. Appendix A.1). The important key parameters characterizing 
the FCs are summarized in Table 6. In all cases the aircraft was trimmed for straight 
and level flight, i.e. 𝛾௄,଴ ൌ 0. The other assumptions resulting from the use of the 
linear short period approximation are described in chapter 3.5.1.  

4.2.1 Flight Condition 1 

FC 1 is representative of a typical landing approach phase with the aircraft at an alti-
tude of 650 m (2132 ft), at a typical approach angle of attack 𝛼௄,଴ = 13.0 deg and a 
true airspeed of 𝑉஺,଴  = 76.0 m/s (148 KTAS). The landing gear was in the retracted 
position, as no aircraft data for landing gear down was available. For comparability 
to the other flight conditions/test cases the CAP requirements for category A flight 
phase were kept besides the fact that approach would be category C according to 
MIL-F-8785C (US DoD, 1996, p. 3). The short period parameters 𝜔ௌ௉,  𝜁ௌ௉, and 
CAP are summarized in Table 7. For FC 1 the resulting CAP for the nominal sys-
tem is 𝐶𝐴𝑃௡௢௠ = 1.28. The reason that the CAP is slightly higher than one is the 
lower bound on  𝜔ௌ௉ as explained in the following remark. 

Remark 4-4: The acceptable range of 𝜔ௌ௉ is first of all derived from 
0.28 ൑  𝐶𝐴𝑃௅ଵ ൑  3.6 (cf. chapter 2.2.2). Due to the reasons discussed in Remark 
2-1 (p. 33) also absolute limits  1.7 ൑ 𝜔ௌ௉ ൑ 7.0 rad/s have been imposed. Both 
limitations together result in 𝜔ௌ௉,௅ଵ. The nominal system was first of all targeted to 
achieve CAP = 1. A second limitation was imposed for 𝜔ௌ௉,௡௢௠ to stay 0.5 rad/s 
away form 𝜔ௌ௉,௅ଵ. If the nominal system would lie on the boundary given by 𝜔ௌ௉,௅ଵ 
we would not be able to demonstrate what we want to demonstrate, i.e. the impact 
of deviations from the nominal system. The result of the two limitations for the 
nominal system is 𝜔ௌ௉,௡௢௠. The resulting CAP is 𝐶𝐴𝑃௡௢௠. The allowable damping 
ratio range, derived from the L1 flying quality requirements (cf. chapter 2.2.2), is 
0.35 ൑ 𝜁ௌ௉,௅ଵ ൑ 1.3.  The damping ratio of the nominal system is 𝜁ௌ௉,௡௢௠ = 0.707. 

4.2.2 Flight Condition 2 

FC 2 was selected as low altitude, high speed case.  The aircraft is trimmed at an 
altitude of 650 m (2132 ft), low 𝛼௄,଴= -0.6 deg at a true airspeed of 𝑉஺,଴ = 321 m/s 
(624 KTAS) resulting in a Mach number 𝑀𝑎஺,଴ = 0.95. As the non-linear simulation 
model available supports only subsonic speeds the choice of a higher Mach number 
has not been possible for this case study. The short period parameters 𝜔ௌ௉,  𝜁ௌ௉, 
and CAP are summarized in Table 7. For FC 2 the resulting CAP for the nominal 
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system is 𝐶𝐴𝑃௡௢௠ = 0.60. The reason that the CAP is slightly lower than one, is the 
upper bound on 𝜔ௌ௉ as explained in Remark 4-4. 

4.2.3 Flight Condition 3 

FC 3 simulates the aircraft in a high altitude cruise condition at ℎ஺,଴ = 13700 m 
(44948 ft) and high subsonic speed (𝑀𝑎஺,଴ = 0.95). The resulting true airspeed 𝑉௔,଴ 
is 280 m/s (544 KTAS) with 𝛼௄,଴= 3.8 deg. For FC 3 the resulting CAP for the 
nominal system is 𝐶𝐴𝑃௡௢௠ = 1.0.  

4.2.4 Flight Condition 4 

For FC 4 the F-16 is trimmed at 𝛼௄,଴= 20 deg close to its normal operating enve-
lope angle of attack limit, 𝛼௄,௟௜௠ = 25.1 deg, at a medium altitude of 5000 m 
(16404 ft). This altitude has also been chosen because it leads to the highest Dryden 
medium/high altitude model turbulence standard deviation 𝜎௪ೈ

. Together with the 
low airspeed 𝑉஺,଴ = 76.4 m/s (148 KTAS) this results in strong turbulence induced 
angle of attack variations and requires pronounced elevator deflections  𝜂  to con-
trol the aircraft in pitch. The short period parameters 𝜔ௌ௉,  𝜁ௌ௉, and CAP are sum-
marized in Table 7. For FC 4 the resulting CAP for the nominal system is 
𝐶𝐴𝑃௡௢௠ = 2.27. The reason that the CAP is higher than one is the lower bound on 
𝜔ௌ௉ as explained in Remark 4-4. 
 

Table 6 Summary of key parameters for simulated flight conditions  

FC 
ID 

ℎ஺,଴ 
[m] 

𝑉஺,଴ 
[m/s] 

𝑉ா஺ௌ,଴ 
[m/s] 

𝑀𝑎஺,଴ 
[-] 

𝑞ത஺,଴ 
[kPa] 

𝛼௄,଴ 
[deg] 

𝜂଴ 
[deg] 

𝑇ଶ,ை௅

[s] 

1 650 76.0 73.6 0.22 3.32 13.0 4.9 1.26

2 650 321 311 0.95 59.2 -0.6 -0.7 0.40

3 13700 280 123.5 0.95 9.34 3.8 1.2 0.98

4 5000 76.4 59.2 0.24 2.15 20.0 8.6 2.68
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Table 7 Summary of short-period parameters for simulated flight conditions  

FC 
ID 

𝐶𝐴𝑃௅ଵ 
 [-] 

𝜔ௌ௉,௟௜௠ 
[rad/s] 

𝜔ௌ௉,௅ଵ 
[rad/s] 

𝜔ௌ௉,௡௢௠

[rad/s] 
𝐶𝐴𝑃௡௢௠ 

[-] 
𝜁ௌ௉,௅ଵ 

[-] 
𝜁ௌ௉,௡௢௠

[-] 

1 0.28 - 3.6 1.7 –  
7.0 

1.70 – 3.70 2.20 1.28 0.35 – 
 1.30 

0.707 

2 4.45 – 7.00 6.50 0.60 

3 1.70 – 6.10 3.22 1.00 

4 1.70 – 2.77 2.20 2.27 

 

4.3 Results of Simulation Case Studies 
This chapter will discuss the results of the simulation case study concerning the per-
formance of the fault detection system proposed in this thesis. Chapter 4.3.2 de-
scribes the results under purely deterministic conditions, i.e. without stochastic un-
known inputs, to verify the theoretical results for the deterministic FD part. In the 
same manner chapter 4.3.3 gives the results with respect to the stochastic FD per-
formance though this also requires some deterministic assumptions. Finally chap-
ter 4.3.4 demonstrates the performance of the fault detection system for a demand-
ing practical relevant failure case where the closed-loop aircraft becomes unstable. 

4.3.1 Nominal System Response 

4.3.1.1 Test Goal 

The goal of this chapter is to introduce the reader to the response of the nominal 
system with and without turbulence. 

4.3.1.2 Introductory Remarks 

For the four flight conditions introduced in the last chapter, realistic pitch rate 
command inputs have been identified. This chapter discusses the desired system re-
sponse without fault conditions. The results for two different levels of simulation 
model fidelity are presented. First of all the closed-loop short period model without 
actuator dynamics, rate and position limits referred to as “Ideal Act. (PT0)”. It will 
be used later on as reference of what we aim to achieve in terms of short period 
motion and to verify some theoretical results. Second a closed-loop short period 
model including the linear 2nd-order actuator dynamics, rate and position limits as 
presented in Table 16 (p. 196). This model will be called “Realistic Act. (PT2, RL)”.  
Before starting the discussion of the TCs the author wants to add some introductory 
notes: 
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Remark 4-5: The TC ID is a unique number containing the flight condition ID as 
number after the dot. We will therefore in most cases no longer explicitly refer to 
the FC as it is implicit in the TC ID. 

Remark 4-6: The F-16 production FCS limits the commandable angle of attack 
𝛼௄,௟௜௠ as function of the normal load factor ሺ𝑛௭ሻ௄.  The schedule is reproduced in 
Appendix A.7. For the case study the schedule from the production FCS has been 
retained, despite the fact, that for ሺ𝑥ீሻ஻ ൌ 0,4 ∙ 𝑐̅, selected for the case study, the 
aircraft is significantly more unstable than the F-16 production design and has less 
nose down control power (cf. chapter A.6). We will come back to this peculiarity in 
the relevant discussions about recovering the system from a fault in which it has 
become closed-loop unstable. 

Remark 4-7: If we refer to a steady state in the following discussion, we mean the 
steady state of the linear short period model used in this simulation case study. Of 
course in a higher-order linear or non-linear simulation as well as for a real aircraft 
the changes of flight path angle and airspeed, together with its related system re-
sponses e.g. phugoid motion, would manifest itself. The short period model chosen 
is deemed sufficient by the author to demonstrate principle feasibility of the fault de-
tection approach suggested in this thesis. It is also a common simplification used 
during FCS inner-loop control law design (cf. e.g. Osterhuber et al., 2004,p. 3) and 
general studies on short period handling qualities (cf. Gibson, 1999, p. 23).  

4.3.1.3 Specific Simulation Setup 

The test cases used the basic simulation setup as described in chapter 4.1 tough the 
fault detection part is not required for the content discussed in this paragraph. The 
model with actuator dynamics will be described in chapter 4.3.4.2.3. 

4.3.1.4 Test Condition 

The simulation runs have been performed at FC 1-4 using filtered step inputs. The 
parameters for TC 1.xt are identical to TC 1.x, beside the fact that vertical atmos-
pheric turbulence has now been simulated using the Dryden high/medium altitude 
model. A “worst-case” turbulence standard deviation 𝜎௪ೈ

ሺℎ஺ሻ for severe turbu-
lence at a probability of exceedance < 10ି଺ has been selected (cf. Figure 28, p. 104). 

Remark 4-8: The 𝑞௄,௖௠ௗ inputs were modelled as step inputs filtered by a 1st-order 
low pass filter (𝑇௅௉ = 0.15 s, 𝑘௉,௅௉ = 1) in order to prevent actuator rate and posi-
tion limiting (saturation) for regular (pilot) command inputs. Command limiting, 
potentially in a different form, is also required for real flight control systems (cf. 
Brockhaus et al., 2011, pp. 820; NATO RTO, 2000, p. 56). Furthermore no pilot 
can produce a real step input. 
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4.3.1.5 Test Results and Discussion 

4.3.1.5.1 Test Case 1.1 and 1.1t 

In TC 1.1 a pitch rate command 𝑞௄,௖௠ௗ = 5 deg/s is applied at 𝑡 = 1 s (Figure 32). 
The command leads to a desired pitch rate peak 𝑞௄,௠௔௫ = 11.1 deg/s at 𝑡 = 1.8 s 
(cf. CAP, chapter 2.2.2). Without the pitch rate peak the build-up of 𝛼௄ and there-
fore ሺ𝑛௭ሻ௄ would be to slow, resulting in a flight path response which a pilot would 
likely call “sluggish” (cf. e.g. Gibson, 1999’, p. 42; Heller, 2013, p. 3-134; Holzapfel, 
2011, p. 14-65/94). The pitch rate 𝑞௄ finally settles at the commanded value of 
5 deg/s after around 3.5 sec. 
The angle of attack 𝛼௄ increases from the trim value of 13.0 deg to its peak value of 
22.0 deg in 3 sec. This is already quite closed to the limit 𝛼௄,௟௜௠൫ሺ𝑛௭ሻ௄ ൯ = 24.3 deg. 
The normal load factor ሺ𝑛௭ሻ௄  initially shows a small decrease after the pitch rate 
command was applied at 𝑡 = 1 s and then reaches its steady state value of 1.7 g at 
approximately 3 sec. The decrease of ሺ𝑛௭ሻ௄  has its roots in the initially negative 
elevator deflection, that results at first in an overall lift decrease due to 𝑍ఎ. The ef-
fect is not very pronounced in TC 1.1 though visible.  
The elevator deflection 𝜂 shows the typical pitch-up command response for an 
open-loop unstable plant, requiring an initial negative deflection (nose up) but af-
terwards a positive (nose down) value in the steady state. For an open-loop stable 
design the deflection would be negative in the steady state.  

Remark 4-9: This positive elevator deflection in the steady state also constitutes the 
aerodynamic advantage of an open-loop unstable aircraft because the lift generated 
by the elevator is in the same direction as the lift generated by the wing therefore 
increasing the maximum possible lift coefficient ൫𝐶௓,௠௔௫൯

஺
 of a configuration and 

reducing the induced drag for a given trim condition (cf. chapter 2.2.1).  

In comparison to TC 1.1, the response of TC 1.1t (Figure 33) shows the typical im-
pact of unknown stochastic disturbances, in our case the vertical wind velocity with 
standard deviation 𝜎௪ೈ

 = 6.96 m/s  that induces the wind angle of attack 𝛼ௐ 
via (3-156). Under normal practical conditions, 𝛼ௐ cannot be measured and is 
therefore not known to a FCS. By inspection of (3-160) it is therefore clear that the 
same is true for the aerodynamic angle of attack 𝛼஺. 𝛼ௐ thus constitutes a stochastic 
unknown input (disturbance) and the FCS can only counteract the aircraft reaction 
on 𝛼ௐ which shows up in the measureable values 𝑞௄ and 𝛼௄. The reaction on 𝛼ௐ is 
of course more pronounced for statically unstable designs because 𝑀ఈ of the open-
loop plant is positive and all the counteracting moment has to be generated by the 
FCS via 𝑀ఎ (cf. Brockhaus et al., 2011, p. 827). Because 𝛼ௐ cannot be measured the 
reaction of the FCS will not occur before the effect of 𝛼ௐ shows up in 𝑞௄ and 𝛼௄. 
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A stronger reaction of the aircraft on disturbance 𝛼ௐ can therefore not be avoided. 
The effect is clearly visible in Figure 33. The increase of 𝛼஺ (because of 𝛼ௐ) from 
𝑡 ~ 3 sec to 8 sec leads to a positive pitch rate 𝑞௄ that is reduced by a counter acting 
positive elevator deflection 𝜂. 

Remark 4-10: It should be clear that also the free-stream 𝛼௄,ஶ can not be measured 
under practical conditions. We normally measure the local angle of attack more (e.g. 
ADS vanes) or less (e.g. nose boom vanes) close to the airframe and then, using to a 
greater or lesser extent sophisticated corrections, estimate 𝛼ො௄,ஶ. 

4.3.1.5.2 Test Case 1.2 and 1.2t 

Figure 34 illustrates the system response for TC 1.2 It shows the same characteris-
tics as described for TC 1.1 though the system response in terms of ሺ𝑛௭ሻ௄  and 
𝑞௄,௠௔௫ is much more pronounced as expected for a flight condition at low altitude 
and high speed, i.e. with high dynamic pressure 𝑞ത஺. The FC and pitch rate command 
𝑞௄,௖௠ௗ = 14 deg/s were chosen to achieve a normal load factor response, 
ሺ𝑛௭ሻ௄  = 8.5 g, close to the F-16 limit of ൫𝑛௭,௟௜௠൯

௄
  = 9.0 g. Furthermore it is inter-

esting to note the more distinct initial decrease of the normal load factor ሺ𝑛௭ሻ௄  due 
to the, in the beginning, negative 𝜂 as well as the pronounced limitation 
𝛼௄,௟௜௠൫ሺ𝑛௭ሻ௄ ൯ = 16.6 deg of the F-16 production FCS. 
TC 1.2t (Figure 35) shows the same characteristic as discussed for the flight condition 
in TC 1.2 and for the effect of atmospheric turbulence in TC 1.1t. When compared to the 
latter, the response to the disturbance 𝛼ௐ in terms of absolute value of 𝑞௄ and 
ሺ𝑛௭ሻ௄ are of course more significant as to be expected for a flight condition with 
high dynamic pressure 𝑞ത஺ = 59.2 kPa and 𝑉ா஺ௌ,଴ = 311 m/s 
 

4.3.1.5.3 Test Case 1.3 and 1.3t 

Also TC 1.3 (Figure 36) and TC 1.3t (Figure 37) show the same principal character-
istics as described for TC 1.1/1.1t and TC 1.2/1.2t. Despite the fact that, compared 
to TC 1.2/1.2t, the Mach number (𝑀𝑎஺,଴ = 0.95) is the same and 𝑞௄,௖௠ௗ = 5 deg/s 
is much smaller, the angle of attack variations and elevator deflections are much 
more pronounced. The reason is the much lower dynamic pressure 𝑞ത஺ = 4.24 kPa 
manifesting itself also in the much lower 𝑉ா஺ௌ,଴ = 123.5 m/s.  
 

4.3.1.5.4 Test Case 1.4 and 1.4t 

TC 1.4 (Figure 38) has been intended as low speed and high angle of attack scenario. 
At the given FC a small 𝑞௄,௖௠ௗ = 1.4 deg/s already induces an 𝛼௄,௠௔௫ = 24.8 deg, 
very close to 𝛼௄,௟௜௠൫ሺ𝑛௭ሻ௄ ൯ = 24.9 deg of the F-16 production FCS. Another pecu-
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liarity of this TC is the high elevator trim deflection with 𝜂଴ = 8.6 deg. In view of 
the elevator deflection limit of  𝜂௟௜௠ = 25 deg this leaves limited nose down control 
power in a possible fault case, to be discussed later, where the aircraft becomes un-
stable and has to be recovered. 
TC 1.4t in Figure 39 shows all the signs of a typical low 𝑉ா஺ௌ,଴ = 59.2 m/s 
(𝑞ത஺ = 2.15 kPa) flight condition under turbulence with pronounced 𝛼ௐ induced 𝛼஺ 
variations but relatively weak absolute aircraft reaction in 𝑞௄ and ሺ𝑛௭ሻ௄. The com-
parably strong elevator deflections to counter the disturbance are also visible. As for 
TC 1.1t we see the pitch-up reaction on an increase of 𝛼஺ due to the unstable open-
loop plant. As already said in chapter 4.2, the turbulence standard deviation 
𝜎௪ೈ

 = 9.37 m/s  chosen also represents the maximum value for the Dryden medi-
um/ high altitude model over all altitudes (cf. Figure 28, p. 104). 
 
Table 8 summarizes the key response characteristics for all test cases, as discussed in 
the above paragraphs. 
 

Table 8 Key response characteristics for nominal system 
(TC 1.1 - 1.4 & TC 1.1t - 1.4t)  

Test 
Case 
ID 

𝑞௄,௖௠ௗ 
[deg/s] 

𝑞௄,௠௔௫ 
[deg/s] 

𝛼௄,௠௔௫ 
[deg] 

൫𝑛௭,௠௔௫൯
௄

 

[g] 

1.1 5 11.1 22.0 1.7 

1.2 14 20.5 5.2 8.5 

1.3 5 19.4 17.3 3.7 

1.4 1.4 5.2 24.8 1.2 

1.1t 5 10.7 22.6 1.8 

1.2t 14 20.2 5.4 8.9 

1.3t 5 18.8 17.4 3.7 

1.4t 1.4 4.3 24.9 1.2 
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Figure 32 F-16 closed-loop response to a control input 𝑞K,cmd = 5 deg/s (TC 1.1) 
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Figure 33 F-16 closed-loop response to a control input 𝑞K,cmd = 5 deg/s  
with atmospheric turbulence (TC 1.1t)  
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Figure 34 F-16 closed-loop response to a control input 𝑞K,cmd = 14 deg/s (TC 1.2) 
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Figure 35 F-16 closed-loop response to a control input 𝑞K,cmd = 14 deg/s  
with atmospheric turbulence (TC 1.2t)  
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Figure 36 F-16 closed-loop response to a control input 𝑞K,cmd = 5 deg/s (TC 1.3) 
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Figure 37 F-16 closed-loop response to a control input 𝑞K,cmd = 5 deg/s 
with atmospheric turbulence (TC 1.3t)  
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Figure 38 F-16 closed-loop response to a control input 𝑞K,cmd = 1.4 deg/s (TC 1.4)  
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Figure 39 F-16 closed-loop response to a control input 𝑞K,cmd = 1.4 deg/s 
with atmospheric turbulence (TC 1.4t)  
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4.3.2 Verification of Theoretical Results - Deterministic Fault Detection 

The overall goal of this chapter is to verify the theoretical results for the determinis-
tic part (cf. chapter 3.5.4.3) of the fault detection system suggested in this thesis. It is 
especially intended to demonstrate that no false alarms have to be expected, which 
is a requirement (Requirement 1-1, p. 11) for the FD system.  
In order to increase readability for the remainder of this text we will use the follow-
ing abbreviations 
 
 ℋஶ ≡ ฮ𝑮௥௤೎೘೏

ฮ
ஶ

 (4-8)
 

 ℋஶ,௠௔௫ ≡ ฮ𝑮௥௤೎೘೏
ฮ

ஶ,௠௔௫
 (4-9)

 
with related input frequency  
 

 ωℋಮ,೘ೌೣ
≡ ωቛ𝑮ೝ೜೎೘೏ቛ

ಮ,೘ೌೣ

 (4-10)

 
for 𝑞௖௠ௗ sine inputs. Likewise we will call the vertex that leads to ฮ𝑮௥௤೎೘೏

ฮ
ஶ,௠௔௫

 

 

 𝒱ஶ,௠௔௫ ≡ 𝒱ቛ𝑮ೝ೜೎೘೏ቛ
ಮ,೘ೌೣ

 (4-11)

 

4.3.2.1 Maximum ℋஶ-Gain of Residual Dynamic System Derived from the 
Reference Model with Polytopic Time-Invariant Model Uncertainties 

4.3.2.1.1 Test Goal 

In chapter 3.5.4.3.1.3 the author claimed that for the residual dynamic system de-
rived from a reference model with time-invariant polytopic model uncertainties as 
used in this thesis, the maximum gain ℋஶ,௠௔௫ is found at one of the four vertices 
𝒱௜, i.e. all other residual systems described by the model uncertainties inside the pa-
rameter polytope have a lower ℋஶ. The goal of the simulation case study of this 
chapter is to verify that this claim is correct.  

4.3.2.1.2 Specific Simulation Setup 

A Monte Carlo simulation has been conducted in which ℋஶ was calculated for 
1000 residual dynamic systems inside the parameter polytope. The residual dynamics 
are given by (3-219) and (3-220). 
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4.3.2.1.3 Test Conditions 

The simulation runs TC 2.1 – 2.4 have been performed for FC 1-4. The allowable 
deviation of system response from its nominal values were set to 𝜔ௌ௉,௅ଵ and 𝜁ሚௌ௉,௅ଵ 
according Table 10. The parameters 𝛿ଵ ൌ 𝜁ሚௌ௉𝜔ௌ௉  and 𝛿ଶ ൌ 𝜔ௌ௉

ଶ  have been calcu-
lated for 1000 randomly selected 𝜁ௌ௉-𝜔ௌ௉ parameter combinations, chosen from a 
uniform random distribution, inside the parameter polytope defined by 𝜔ௌ௉,௅ଵ and 
𝜁ሚௌ௉,௅ଵ (cf. chapter 3.5.4.3.1). 

Remark 4-11: 𝜁ሚௌ௉,௅ଵ represents the polytope approximation of 𝜁ௌ௉,௅ଵ as explained in 
chapter 3.5.4.3.1.1. 

4.3.2.1.4 Test Results 

Figure 40 to Figure 43 show the results of the Monte Carlo simulation for FC 1 to 4 
respectively. Simulation points where 

 ℋஶ < 0.5 ℋஶ,௠௔௫ are marked as green dots 

 0.5 ℋஶ,௠௔௫ ൑ ℋஶ  ൏ 0.75 ℋஶ,௠௔௫ are marked as cyan asterisk 

 0.75 ℋஶ,௠௔௫ ൑ ℋஶ  ൏ 0.99 ℋஶ,௠௔௫ are marked as orange plus sign 

 ℋஶ  ൒  0.99 ℋஶ,௠௔௫ would be marked as red cross 

As visible form the aforementioned figures, for none of the FCs a simulation point has 
been found where ℋஶ  ൒  0.99 ℋஶ,௠௔௫. Table 9 compares the maximum ℋஶ,ெ஼ 
found during Monte Carlos simulation with ℋஶ,௠௔௫. It is readily visible that 
ℋஶ,ெ஼ ൏ ℋஶ,௠௔௫. Table 10 summarizes ℋஶ for the vertices 𝒱௜. The nominal sys-
tem is shown as cross-check. Obviously ℋஶ,௡௢௠ must be equal to zero if the calcu-
lations have been done correctly. 

Remark 4-12: The vertices 𝒱௜ are numbered in the clockwise direction starting from 
the lower left corner of the polytope. 

4.3.2.1.5 Discussion of Results with Respect to Test Goal 

The simulation verified that, for the conditions tested, no system inside the parame-
ter polytope defined by 𝜔ௌ௉,௅ଵ and 𝜁ሚௌ௉,௅ଵ has a ℋஶ ൒  ℋஶ,௠௔௫, which confirms 
that ℋஶ,௠௔௫ is found at one of the vertices 𝒱௜. This is of great importance for the 
deterministic part of the FD system proposed in this thesis. From (3-226) we recall 
that the deterministic fault detection threshold is calculated by 
 

𝐽௧௛,ோெௌ
ଶ ሺ𝑘ሻ ൌ sup

𝒇ୀ𝟎,𝚫ஷ𝟎
‖𝒓‖ோெௌ

ଶ ൌ ℋஶ,௠௔௫
ଶ ฮ𝑞௖௠ௗ,௘௡௩ฮ

ோெௌ

ଶ
ሺ𝑘ሻ 
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If there would be a system inside the parameter polytope for which ℋஶ ൒  ℋஶ,௠௔௫ 
a false alarm could thus be raised. For the conditions tested this has not been the 
case. 

4.3.2.1.6 Conclusion 

For the conditions test it has been verified that the maximum ℋஶ for the residual 
dynamic system derived from the reference model with time-invariant polytopic 
model uncertainties is found at one of the system vertices 𝒱௜. No system inside the 
parameter polytope has a higher ℋஶ than ℋஶ,௠௔௫, where ℋஶ,௠௔௫ is the maximum 
ℋஶ of all four vertices 𝒱௜. 
 

Table 9 Comparison of ℋ∞,max against ℋ∞,MC from Monte Carlo simulation  

FC 
ID 

TC 
ID 

𝒱ஶ,௠௔௫ ℋஶ,௠௔௫ ℋஶ,ெ஼ 
Monte Carlo

ℋஶ,ெ஼

ℋஶ,௠௔௫
 

1 2.1 Vertex 3 27.44 25.60 0.93 

2 2.2 Vertex 1 23.15 22.59 0.98 

3 2.3 Vertex 3 97.83 93.85 0.96 

4 2.4 Vertex 3 93.22 87.14 0.93 
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Table 10 ℋ∞ for all flight conditions and vertices 𝒱i   

FC 
ID 

System 𝜔ௌ௉,௅ଵ 
[rad/s] 

 
(Table 7)

𝜁ௌ௉,௅ଵ 
[-] 
 

(Table 7)

𝜁ሚௌ௉,௅ଵ 
[-] 

ℋஶ 

1 Vertex 1  1.70 0.350 0.400 12.02 

Vertex 2 3.70 0.350 0.361 17.68 

Vertex 3 3.70 1.30 1.30 27.44 

Vertex 4 1.70 1.30 1.30 5.94 

Nominal  2.20 0.707 0.707 0 

2 Vertex 1  4.45 0.350 0.363 23.15 

Vertex 2 7.00 0.350 0.356 15.27 

Vertex 3 7.00 1.30 1.30 18.54 

Vertex 4 4.45 1.30 1.30 5.80 

Nominal 6.50 0.707 0.707 0 

3 Vertex 1  1.70 0.350 0.527 63.00 

Vertex 2 6.10 0.350 0.367 88.60 

Vertex 3 6.10 1.30 1.30 97.83 

Vertex 4 1.70 1.30 1.30 22.27 

Nominal 3.22 0.707 0.707 0 

4 Vertex 1  1.70 0.350 0.366 59.18 

Vertex 2 2.77 0.350 0.356 52.45 

Vertex 3 2.77 1.30 1.30 93.22 

Vertex 4 1.70 1.30 1.30 32.30 

Nominal 2.20 0.707 0.707 0 
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Figure 40 Monte Carlo Simulation ℋ∞ at FC 1 (TC 2.1) 

 

 

Figure 41 Monte Carlo Simulation ℋ∞ at FC 2 (TC 2.2) 
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Figure 42 Monte Carlo Simulation ℋ∞ at FC 3 (TC 2.3) 

 

 
 

Figure 43 Monte Carlo Simulation ℋ∞ at FC 4 (TC 2.4) 
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4.3.2.2 Boundary Case for Largest Acceptable Model Uncertainties of the Reference 
Model with Time-Invariant Polytopic Model Uncertainties 

4.3.2.2.1 Test Goal 

In chapter 4.3.2.1 it has been demonstrated that ℋஶ,௠௔௫ is the highest  
ℋஶ of all systems inside the parameter polytope and that it is found at one of the 
vertices, namely 𝒱ஶ,௠௔௫ (cf. chapter 3.5.4.3.1.3). The goal of the simulation case 
study of this chapter is to demonstrate that the deterministic threshold 𝐽௧௛,ோெௌ

ଶ   ac-
cording (3-226) is reached for the vertex 𝒱ஶ,௠௔௫ (cf. Table 9) but not violated 
(boundary case). 

4.3.2.2.2 Test Conditions 

The simulation runs have been performed at FC 1-4. The acceptable closed-loop 
𝜔ௌ௉-𝜁ௌ௉ parameter envelope was set to 𝜔ௌ௉,௅ଵ and 𝜁ሚௌ௉,௅ଵ according Table 10.  
Derived from the realistic inputs of chapter 4.3.1 some generic inputs have been 
defined. Those are sine inputs (TCs 3.x) with angular velocity 𝜔ℋಮ,೘ೌೣ

 for the re-
spective flight condition, and step inputs (TC 4.x). Both sine and step inputs use the 
same 𝑞௖௠ௗ-amplitudes per flight condition as discussed for TC 1.x. All test case pa-
rameters are summarized in Table 19 and Table 20 (p. 225). 
In view of a practical application two tolerances have been defined. The first one is 

a relative tolerance on ฮ𝑞௖௠ௗ,௘௡௩ฮ
ோெௌ

ଶ
, in our case a 4% increase, i.e. (3-226) be-

comes 
 

 

𝐽௧௛,ோெௌ
ଶ ሺ𝑘ሻ ൌ sup

𝒇ୀ𝟎,𝚫ஷ𝟎
‖𝒓‖ோெௌ

ଶ

ൌ ℋஶ,௠௔௫
ଶ ൬1.04 ∙ ฮ𝑞௖௠ௗ,௘௡௩ฮ

ோெௌ

ଶ
ሺ𝑘ሻ൰ 

 

(4-12)

The second one is a small minimum ฮ𝑞௖௠ௗ,௘௡௩ฮ
ோெௌ,௠௜௡

ଶ
 = 1.1e-4, modelled as dead 

band. This dead band is absolutely necessary in a practical application because if 

𝑞௖௠ௗ = 0, then ฮ𝑞௖௠ௗ,௘௡௩ฮ
ோெௌ

ଶ
 = 0 and therefore, according (3-226), 𝐽௧௛,ோெௌ

ଶ  = 0. 

This means that an alarm would be triggered even for ‖𝒓‖ோெௌ
ଶ  = 0. As it will be 

shown in the next chapter the relative tolerance is hardly visible in all test cases. The 
same is true for the dead band besides where 𝑞௖௠ௗ is very small (e.g. TC 3.4 and 4.4 
with 𝑞௖௠ௗ = 1.4 deg/s). The choice of the two tolerances can be as required for the 
practical application on hand. As already mentioned in Remark 3-9 (p. 112), the 

squared values 𝐽௧௛,ோெௌ
ଶ , ℋஶ,௠௔௫

ଶ , and ฮ𝑞௖௠ௗ,௘௡௩ฮ
ோெௌ

ଶ
 are used here for comparability 

with the integrated stochastic/deterministic fault detection discussed later on. For 
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the latter this is the form required as input for the stochastic FD part (see chap-
ter 3.5.4.4). 

4.3.2.2.3 Test Results 

Test Case 3.1 and 4.1 

Figure 44 shows the results for TC 3.1 (sine input). The first plot illustrates the in-

put side with ‖𝑞௖௠ௗ‖ோெௌ
ଶ  (solid) and   ฮ𝑞௖௠ௗ,௘௡௩ฮ

ோெௌ

ଶ
 (dashed). It is visible that the 

signal envelope ฮ𝑞௖௠ௗ,௘௡௩ฮ
ோெௌ

ଶ
 has been correctly detected. Furthermore we see 

ฮ𝑞௖௠ௗ,௘௡௩ฮ
ோெௌ

ଶ
 is slightly higher than the peaks of ‖𝑞௖௠ௗ‖ோெௌ

ଶ . This is the desired 

effect of the relative tolerance according (4-12).  
The lower four plots show the relation between the residual ‖𝒓‖ோெௌ

ଶ  (solid) and the 
threshold 𝐽௧௛,ோெௌ

ଶ  (dashed) for the four vertices 𝒱௜, i.e. the closed-loop systems with 
the maximum acceptable deviation in terms of 𝜔ௌ௉ and 𝜁ௌ௉. The vertex 𝒱ஶ,௠௔௫ for 
FC 1 is vertex 3. All vertex parameters are summarized in Table 10 (p. 163). Two 
important results are evident: First, as shown in the third plot, the residual indeed 
reaches the threshold for this Vertex but does not violate it. This is the expected 
and desired result. Second for all other vertices, besides Vertex 3, the residual 
‖𝒓‖ோெௌ

ଶ  is much smaller than the threshold 𝐽௧௛,ோெௌ
ଶ . This will be discussed further in 

chapter 4.3.2.2.4. 
Figure 45 illustrates the results for TC 4.1 (step inputs). The first plot again shows 

the input side with ‖𝑞௖௠ௗ‖ோெௌ
ଶ  (solid) and   ฮ𝑞௖௠ௗ,௘௡௩ฮ

ோெௌ

ଶ
 (dashed). The same 

remarks a given above for TC 3.1 remain valid. 
The lower four plots depict the relation between the residual ‖𝒓‖ோெௌ

ଶ  (solid) and the 
threshold 𝐽௧௛,ோெௌ

ଶ  (dashed). The important result here is that, for all vertices also for 
step inputs the threshold is not violated. From theory it should be clear that the 
ℋஶ,௠௔௫ in general is only reached for a sine input with angular velocity 𝜔ℋಮ,೘ೌೣ

, 
i.e. TC 3.1. This has also been verified here. 

Remark 4-13: If the author says that ℋஶ is only reached for a sine input with angu-
lar velocity 𝜔ℋಮ,೘ೌೣ

, this is only true for the scalar input system discussed here. For 
MIMO systems also the input direction, defined by the input vector, is important.
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Figure 44 Comparison between residual and threshold at FC 1 (TC 3.1) 
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Figure 45 Comparison between residual and threshold at FC 1 (TC 4.1) 
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Test Case 3.2 and 4.2 

Figure 46 and Figure 47 show the results for TC 3.2 (sine input) and TC 4.2 (step 
input) at FC 2. The same remarks a given above for TC 3.1 and 4.1 remain valid. 
The vertex 𝒱ஶ,௠௔௫ for FC 2 is Vertex 1 (cf. Table 10). As depicted in the second 
plot of Figure 46, the residual ‖𝒓‖ோெௌ

ଶ  (solid) indeed reaches the threshold 𝐽௧௛,ோெௌ
ଶ  

(dashed) for 𝒱ஶ,௠௔௫ but does not violate it. For the other vertices the residual is 
much smaller. Figure 47 demonstrates that also for step inputs the threshold is not 
violated. 

Test Case 3.3 and 4.3 

Figure 48 and Figure 49 show the results for TC 3.3 (sine input) and TC 4.3 (step 
input) at FC 3. The same remarks a given above for TC 3.1 and 4.1 remain valid. 
The vertex 𝒱ஶ,௠௔௫ for FC 3 is Vertex 3 (cf. Table 10). As depicted in the fourth 
plot of Figure 48, the residual ‖𝒓‖ோெௌ

ଶ  (solid) indeed reaches the threshold 𝐽௧௛,ோெௌ
ଶ  

(dashed) for 𝒱ஶ,௠௔௫ but does not violate it. For the other vertices the residual is 
much smaller. Figure 49 demonstrates that also for step inputs the threshold is not 
violated. 

Test Case 3.4 and 4.4 

Figure 50 and Figure 51 show the results for TC 3.4 (sine input) and TC 4.4 (step 
input) at FC 4. The remarks, given above for TC 3.1 and 4.1, remain valid. 
The vertex 𝒱ஶ,௠௔௫ for FC 4 is Vertex 3 (cf. Table 10). As depicted in the fourth 
plot of Figure 48, the residual ‖𝒓‖ோெௌ

ଶ  (solid) indeed reaches the threshold 𝐽௧௛,ோெௌ
ଶ  

(dashed) 𝒱ஶ,௠௔௫ but does not violate it. For the other vertices the residual is much 
smaller. Figure 49 demonstrates that, for all vertices, also for step inputs the thresh-
old is not violated. 
As mentioned in chapter 4.3.2.2.2 for small 𝑞௖௠ௗ,  as in TC 3.4 and 4.4, 

the ฮ𝑞௖௠ௗ,௘௡௩ฮ
ோெௌ,௠௜௡

ଶ
 dead band of 1.1e-4 and its effect on the threshold 𝐽௧௛,ோெௌ

ଶ   

is visible (Figure 50 and Figure 51). It is clear that the dead band could have been 

made much smaller for this simulation case study, as long as ฮ𝑞௖௠ௗ,௘௡௩ฮ
ோெௌ,௠௜௡

ଶ
> 0 

The choice ฮ𝑞௖௠ௗ,௘௡௩ฮ
ோெௌ,௠௜௡

ଶ
 = 1.1e-4 was arbitrary. 
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Figure 46 Comparison between residual and threshold at FC 2 (TC 3.2) 
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Figure 47 Comparison between residual and threshold at FC 2 (TC 4.2) 
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Figure 48 Comparison between residual and threshold at FC 3 (TC 3.3) 
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Figure 49 Comparison between residual and threshold at FC 3 (TC 4.3) 
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Figure 50 Comparison between residual and threshold at FC 4 (TC 3.4) 
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Figure 51 Comparison between residual and threshold at FC 4 (TC 4.4) 
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4.3.2.2.4 Discussion of Results With Respect to Test Goal 

For the representative conditions tested it has been demonstrated that the residual 
‖𝒓‖ோெௌ

ଶ , for a 𝑞௖௠ௗ sine input with 𝜔ℋಮ,೘ೌೣ
, indeed reaches but does not violate the 

threshold 𝐽௧௛,ோெௌ
ଶ  for  the vertex 𝒱ஶ,௠௔௫. Furthermore it has been shown that also 

for 𝑞௖௠ௗ step inputs 𝐽௧௛,ோெௌ
ଶ  is not exceeded. Therefore no false alarm will be raised 

as long as the closed-loop system stays inside the parameter polytope of acceptable 
𝜔ௌ௉ and 𝜁ௌ௉ parameter deviations, in this chapter defined by 𝜔ௌ௉,௅ଵ and 𝜁ሚௌ௉,௅ଵ ac-
cording Table 10. This are the expected and desired results. The considerations 
made in chapter 3.5.4.3 have thus been verified. This assumes that ℋஶ,௠௔௫ has been 
correctly determined, which was verified in chapter 4.3.2.1. 
It has also been shown that for all vertices, besides the vertex 𝒱ஶ,௠௔௫ the residual 
‖𝒓‖ோெௌ

ଶ  is smaller than the threshold 𝐽௧௛,ோெௌ
ଶ . The same observation can be made 

for step inputs. The implication of this is that, with the proposed FD system of this 
thesis, we can detect a fault where the closed-loop system is for sure outside the pa-
rameter polytope of acceptable 𝜔ௌ௉ and 𝜁ௌ௉ parameter deviations, i.e. we can guarantee 
no false alarms. This is very important in order to make sure that the AFCS is not ac-
tivated while the CFCS is still able to deliver an acceptable performance. On the 
other hand we cannot ensure that we detect every fault where the CFCS closed-loop 
system is outside the parameter polytope of acceptable 𝜔ௌ௉ and 𝜁ௌ௉ parameter devi-
ations, i.e. there will be missed detections. We recall that the primary goal of this thesis 
was to design a FD system that ensures a False Alarm Rate (FAR). Thus we are 
complainant in this regard; nevertheless there is some room for improvement with 
regard to improve the Missed Detection Rate (MDR) here. 
A possible solution and area of further work can be to use four residuals, one for 
every vertex. In this case we could “turn around” the residual evaluation and detect 
those cases where one or more of the four residuals is close to zero. 
Besides all that it will be demonstrated in chapter 4.3.4 that the FD system of this work 
is also well capable of detecting significant faults. 

4.3.2.2.5 Conclusion 

For the conditions tested, it has been verified that the residual ‖𝒓‖ோெௌ
ଶ  only exceeds 

the threshold 𝐽௧௛,ோெௌ
ଶ  if the CFCS closed-loop system is for sure outside the parame-

ter polytope of acceptable 𝜔ௌ௉ and 𝜁ௌ௉ parameter deviations. This assumes that 
ℋஶ,௠௔௫ has been correctly determined, which was verified in chapter 4.3.2.1. 
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4.3.2.3 Envelope Generator 

4.3.2.3.1 Test Goal 

In chapter 4.3.2.2 it was demonstrated that the deterministic threshold 𝐽௧௛,ோெௌ
ଶ  ac-

cording to (4-12) is reached for the vertex 𝒱ஶ,௠௔௫ (cf. Table 9) but not violated 
(boundary case). In this regard it has also been verified that the envelope detector as 
introduced in chapter 3.5.4.3.3 works for sine and step inputs for the conditions 
tested. In this chapter the author wants to demonstrate that the envelope detector 
also functions correctly for complicated 𝑞௖௠ௗ inputs. 

4.3.2.3.2 Test Conditions 

Besides for the 𝑞௖௠ௗ input, the test conditions are identical to the ones described in 
chapter 4.3.2.2.2. For this chapter the former is constructed as  
 
 𝑞௖௠ௗ ሺ𝑡ሻ ൌ 𝑞ු௖௠ௗ ∙ ሾ𝑢ଵሺ𝑡ሻ ∙ 𝑢ଶሺ𝑡ሻ ∙ 𝑢ଷሺ𝑡ሻሿ (4-13)
 
Figure 52 exemplarily shows the resulting signal and the different components for 
TC 5.2. The first plot displays 𝑞௖௠ௗ ሺ𝑡ሻ. The sine wave component 
 
 𝑢ଵሺ𝑡ሻ ൌ sin൫𝜔ℋಮ,೘ೌೣ

∙ 𝑡൯ (4-14)
 
is depicted in the second subplot. It is, together with 𝑞ු௖௠ௗ, the only component that 
is flight condition dependent because of 𝜔ℋಮ,೘ೌೣ

. 𝑢ଶሺ𝑡ሻ is a uniform distributed 
random number, in the range [-1,1] with a sample time of 2 sec (third plot). Finally 
𝑢ଷሺ𝑡ሻ is a combination of step and ramp input as shown in the fourth plot. The 
flight condition dependent parameters 𝑞ු௖௠ௗ and 𝜔ℋಮ,೘ೌೣ are given in Table 11.  

4.3.2.3.3 Test Results 

The test results for TC 5.1 to 5.4 are depicted in Figure 53 to Figure 56 respectively. 
The first plot shows the command input 𝑞௖௠ௗ as discussed in the last chapter. The 
second plot illustrates ‖𝑞௖௠ௗ‖ோெௌ

ଶ  (solid) and the input signal envelope 

ฮ𝑞௖௠ௗ,௘௡௩ฮ
ோெௌ

ଶ
 (dashed) with tolerance and dead band as explained in chap-

ter 4.3.2.2.2. ‖𝒓‖ோெௌ
ଶ  (solid) and 𝐽௧௛,ோெௌ

ଶ   (dashed) are displayed in the fourth plot. 
The fifth plot indicates the fault bit, which would be 1 if ‖𝒓‖ோெௌ

ଶ ൒ 𝐽௧௛,ோெௌ
ଶ .  

4.3.2.3.4 Discussion of Test Result with Respect To Test Goal 

It can be readily seen that for none of the TCs we have ‖𝒓‖ோெௌ
ଶ ൒ 𝐽௧௛,ோெௌ

ଶ . Therefore 
no fault has been detected which is the intended result. 
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4.3.2.3.5 Conclusion 

For the conditions tested it has been demonstrated that even for complicated inputs 
𝑞௖௠ௗ the envelope detector works correctly. Thus no false alarms due to incorrect 
envelope detection by the envelope detector have to be expected, which is the in-
tended result. 
 

Table 11 Parameters of input signal for 
envelope detector verification 

TC 
ID 

𝑞ු௖௠ௗ 
[deg/s] 

𝜔ℋಮ,೘ೌೣ
 

[rad/s] 

5.1 5 15.0 

5.2 14 5.2 

5.3 5 14.7 

5.4 1.4 9.3 
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Figure 52 Input signal for envelope detector verification (TC 5.2)  
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Figure 53 Results for envelope detector verification (TC 5.1)  
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Figure 54 Results for envelope detector verification (TC 5.2)  
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Figure 55 Results for envelope detector verification (TC 5.3)  
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Figure 56 Results for envelope detector verification (TC 5.4)  
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4.3.2.4 Discussion of Results for Deterministic Fault Detection 

In chapter 4.3.2.1 it has been verified that ℋஶ,௠௔௫ for our residual dynamic system 
derived from the reference model with time-invariant polytopic model uncertainties 
is found at one of the for system vertices 𝒱, i.e. 𝒱ஶ,௠௔௫.  
Chapter 4.3.2.2 has demonstrated that the ‖𝒓‖ோெௌ

ଶ  indeed reaches but does not ex-
ceed the threshold  𝐽௧௛,ோெௌ

ଶ  for a sine command input 𝑞௖௠ௗ with 𝜔ℋಮ,೘ೌೣ
 as ex-

pected from control theory (boundary case). It has also been shown that for step 
inputs ‖𝒓‖ோெௌ

ଶ ൏ 𝐽௧௛,ோெௌ
ଶ . Furthermore the correct function of the ‖𝑞௖௠ௗ‖ோெௌ

ଶ  en-
velope generator for the above cases has been demonstrated.  
The correct behaviour of the envelope generator and the threshold calculation 

based on the envelope generator output ฮ𝑞௖௠ௗ,௘௡௩ฮ
ோெௌ

ଶ
 for complicated inputs has 

been verified in chapter 4.3.2.3. 
For the conditions tested it can therefore be concluded that no false alarms from the 
deterministic part of the fault detection system have to be expected. This has been 
the goal of chapter 4.3.2. 

Remark 4-14: During early simulation runs for a demanding practical relevant failure 
case where the closed-loop aircraft becomes unstable it was found that allowing the 
system to vary in the full 𝜔ௌ௉,௅ଵ-𝜁ௌ௉,௅ଵ-parameter envelope (Table 7, p. 147) leads to 
a fault detection threshold that is too large in order to recover the aircraft from in-
stability, especially within reasonable normal load factor ൫𝑛௭,௟௜௠൯

௄
 and angle of at-

tack limits 𝛼௄,௟௜௠. The above mentioned failure case will be discussed in detail in 
chapter 4.3.4, but it has to be mentioned here because it changed some assumptions 
for the rest of the simulation case study discussed in the next chapters. As a conse-
quence of this finding the parameter envelope of acceptable closed loop perfor-
mance was made smaller by defining new bounds 𝜔ௌ௉,ଵ଴% ൌ 𝜔ௌ௉,௡௢௠ േ 10 % and  
𝜁ௌ௉,ଵ଴% ൌ 𝜁ௌ௉,ଵ଴% േ 10 % (Table 12) and the threshold has been recalculated ac-
cordingly. While the author has to admit that this was not his original personal goal 
some important points have to be considered: 

 With the new acceptable performance bounds, 𝜔ௌ௉,ଵ଴% and 𝜁ௌ௉,ଵ଴%, it will 
be demonstrated in chapter 4.3.4, that the fault detection delay is small 
enough so that aircraft can be successfully recovered from the above men-
tioned demanding failure case. This failure case can be considered the worst-
case. 

 The above discussed verifications of the theoretical results, obtained with 
𝜔ௌ௉,௅ଵ-𝜁ௌ௉,௅ଵ performance bounds, remain valid for the rest of the simula-
tion case study, because 𝜔ௌ௉,ଵ଴%- 𝜁ௌ௉,ଵ଴% are a subset of the 𝜔ௌ௉,௅ଵ-𝜁ௌ௉,௅ଵ-
parameter envelope and the underlying theory remains unchanged. 
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 Over all it demonstrates the flexibility of the FD system proposed in this 
thesis to adapt to different practical demands. This is easily done by just 
changing the range of acceptable closed-loop 𝜔ௌ௉ and 𝜁ௌ௉. Most important, 
those two parameters can be readily interpreted in physical and flying quality 
context. Especially they allow a direct comparison with the flying quality 
standards MIL-F-8785C (US DoD, 1996) and MIL-STD-1797B14 (US DoD, 
2012). To the author’s opinion that is a huge practical advantage because it 
allows direct comparison to the requirements and gives the aerospace engi-
neer a direct understanding what the effect of the parameter changes are. 

End of Remark 

Table 12 Summary of adapted short-period parameters for simulated flight  
conditions  

FC 
ID 

𝜔ௌ௉,௟௜௠ 
[rad/s] 

𝜔ௌ௉,௡௢௠

[rad/s] 
𝜁ௌ௉,௡௢௠

[-] 
𝜔ௌ௉,ଵ଴% 

 
𝜁ௌ௉,ଵ଴% 

 

1 1.7 – 7.0 2.20 0.707 1.98-2.42 0.636-0.778 

2 6.50 5.85-7.00

3 3.22 2.90-3.54

4 2.20 1.98-2.42

 

4.3.2.5 Relation to Requirements and Summary Conclusion 

For the conditions tested it has been demonstrated that the deterministic part of the 
integrated stochastic/deterministic FD system ensures that the AFCS is not inad-
vertently activated by the FD system, i.e. no false alarms have to be expected. The 
deterministic part of the integrated stochastic deterministic FD system is therefore 
compliant with Requirement 1-1 (p. 11) for the conditions tested. 
 
 

 

  

                                              
14 Restricted distribution, therefore information from MIL-F-8785C is used within 
this text. 
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4.3.3 Verification of Theoretical Results - Integrated Stochastic/Deterministic Fault 
Detection 

4.3.3.1 Test Goal 

The goal of the simulation case study of this chapter is to demonstrate that the False 
Alarm Rate (FAR) of the FD system 𝐹𝐴𝑅௃ሚ೟೓,ഖమ  is equal or lower the design 𝐹𝐴𝑅௥௘௤ . 

𝐹𝐴𝑅෣
௃ሚ೟೓,ഖమ  is estimated from simulation. 

4.3.3.2 Specific Simulation Setup 

FAR estimation 

In chapter 4.3.2 it was verified that 𝐽௧௛,ோெௌ
ଶ  is correctly determined. For the purpose 

of this chapter we use a generic 𝐽௧௛,ோெௌ
ଶ  to be able to prove the full range of interest-

ing non-centrality parameters 𝜆ఞమ . Furthermore we want to demonstrate that the 
design goal 𝐹𝐴𝑅௃ሚ೟೓,ഖమ ൑  𝐹𝐴𝑅௥௘௤ of Requirement 1-1 (p. 11) is achieved also for a 

𝐽௧௛,ோெௌ
ଶ , which varies over the full simulated time frame 𝑡௦௜௠ ൌ 3h. Because 𝐽௧௛,ோெௌ

ଶ  
directly depends on the command input 𝑞௖௠ௗ according to (4-12), the threshold 
𝐽௧௛,ோெௌ

ଶ  will also vary in practice. For this chapter ൫𝐽௧௛,ோெௌ
ଶ ൯

௦௜௠
  is thus simulated by 

a sine wave. This potentially needs some explanation. First we recall (3-222) 
 

 
𝐽௧௛,ଶ

ଶ ൌ ฮ𝑮௥௤೎೘೏
ฮ

ஶ

ଶ
‖𝑞௖௠ௗ‖ଶ

ଶ ൌ 𝑁ோெௌฮ𝑮௥௤೎೘೏
ฮ

ஶ

ଶ
‖𝑞௖௠ௗ‖ோெௌ

ଶ

ൌ 𝐽௧௛,ோெௌ
ଶ 𝑁ோெௌ 

 
As said before the correct determination of 𝐽௧௛,ோெௌ

ଶ  and therefore also 𝐽௧௛,ଶ
ଶ  was 

demonstrated already. In this chapter we want to show that the stochastic fault de-
tection is correct for different  𝐽௧௛,ோெௌ

ଶ  in the range of interest and all vertices 𝒱௜ of 
the parameter polytope. For obvious reasons this cannot be achieved using 

ฮ𝑮௥௤೎೘೏
ฮ

ஶ

ଶ
‖𝑞௖௠ௗ‖ோெௌ

ଶ . Therefore we look for a way to simulate different generic 

𝐽௧௛,ோெௌ
ଶ   but at the same time stay as close as possible to the real case, especially we 

want to keep the sliding window RMS in our simulation, because as explained in 
chapter 3.5.4.4, the window size influences the stochastic threshold. From (3-233) 
we have, as general definition of 𝐽௧௛,ଶ

ଶ , 
 

 𝐽௧௛,ଶ
ଶ ൌ sup

𝒇ୀ𝟎,𝚫ஷ𝟎
‖𝒓ௗ௘௧‖ଶ

ଶ ൌ 𝑁ோெௌ ∙ sup
𝒇ୀ𝟎,𝚫ஷ𝟎

‖𝒓ௗ௘௧‖ோெௌ
ଶ  

 
where 𝒓ௗ௘௧ is the deterministic part of residual 𝒓.  
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Thus the way forward is to directly simulate sup𝒇ୀ𝟎,𝚫ஷ𝟎‖𝒓ௗ௘௧‖ோெௌ
ଶ  . This is done by 

simulating different ‖𝒓ௗ௘௧‖ோெௌ
ଶ  in the range that can be reached thru 

ฮ𝑮௥௤೎೘೏
ฮ

ஶ

ଶ
‖𝑞௖௠ௗ‖ோெௌ

ଶ  in a real application. To do so we use different ሺ𝒓ௗ௘௧ሻ௦௜௠ 

and then the sliding window RMS to get ‖𝒓ௗ௘௧‖ோெௌ
ଶ . For the boundary case we have 

according (3-234)  
 

𝜆ఞమ ൌ 𝐽௧௛,ଶ
ଶ ൌ sup

𝒇ୀ𝟎,𝚫ஷ𝟎
‖𝒓ௗ௘௧‖ଶ

ଶ ൌ 𝑁ோெௌ ∙ sup
𝒇ୀ𝟎,𝚫ஷ𝟎

‖𝒓ௗ௘௧‖ோெௌ
ଶ  

 
For our simulation thus 
 
 ൫𝜆ఞమ൯

௦௜௠
ൌ ൫𝐽௧௛,ଶ

ଶ ൯
௦௜௠

ൌ ‖ሺ𝒓ௗ௘௧ሻ௦௜௠‖ଶ
ଶ ൌ 𝑁ோெௌ‖ሺ𝒓ௗ௘௧ሻ௦௜௠‖ோெௌ

ଶ  (4-15)
 
To simulate the time varying 𝒓ௗ௘௧ we use 
 
 ሺ𝒓ௗ௘௧ሻ௦௜௠ሺ𝑡ሻ ൌ ሺ𝒓ුௗ௘௧ሻ௦௜௠ ∙ sin൫𝜔ሺ𝒓೏೐೟ሻೞ೔೘

∙ 𝑡൯ (4-16)
 
The sine is sampled by a Zero Order Hold (ZOH) element to get ሺ𝒓ௗ௘௧ሻ௦௜௠ሺ𝑘ሻ. 
The ሺ𝒓ௗ௘௧ሻ௦௜௠ parameters are summarized in Table 13.  
The simulation setup is schematically depicted in Figure 57. The noise is taken from 
the residual without deterministic input for the respective vertex 𝒱௜ tested. This 
means the noise has zero mean but the variance from the respective vertex residual 
dynamic system. The colored noise corrected 𝜒௠

ଶ ሺ𝜆ሻ-threshold 𝐽ሚ௧௛,ఞమ is calculated 
using the normal approximation according (3-249) as described in chapter 3.5.4.4.2.  
 

Table 13  (𝒓det)sim  parameters 

Parameter Amplitude ሺ𝒓ුௗ௘௧ሻ௦௜௠  

ቂ0
0

ቃ ቂ0.1
0.1

ቃ ቂ0.5
0.5

ቃ ቂ1.0
1.0

ቃ ቂ2.5
2.5

ቃ ቂ5.0
5.0

ቃ 

Amplitude ൫𝜆ሙఞమ൯
௦௜௠

  0 1.2 30 120 750 3000 

𝑁ோெௌ 60 

𝑚ఞమ,ோெௌ ൌ 2𝑁ோெௌ 
Eq. (3-235) 

120 

𝜔ሺ𝒓೏೐೟ሻೞ೔೘
 [rad/s] 1.0 
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Figure 57 Schematic simulation setup for estimating the FAR 

 
The FD decision logic is according (3-251) 
 

 𝑑ி஽ ൌ ቊ
  0    𝑖𝑓 ‖𝒓‖ோெௌ

ଶ ൑ 𝐽ሚ௧௛,ఞమ ⇒ 𝑛𝑜𝑓𝑎𝑢𝑙𝑡

  1  𝑖𝑓 ‖𝒓‖ோெௌ
ଶ ൐ 𝐽ሚ௧௛,ఞమ ⇒ 𝑓𝑎𝑢𝑙𝑡

 

 
𝐹𝐴𝑅෣

௃ሚ೟೓,ഖమ  is estimated by counting the samples where 𝑑ி஽ = 1 and divide this value 

by the total simulation samples 𝑘 at time 𝑡. 
 

 𝐹𝐴𝑅෣
௃ሚ೟೓,ഖమ ൌ

𝑁ி஽ሺ𝑘ሻ

𝑘
 (4-17)

 

Variance correction factor 

The variance correction factor 𝜀௏௔௥,ଵ൫𝜆ఞమ, 𝐹𝐶൯, introduced in chapter 3.5.4.4.2, was 

determined by estimating the variance Σ෠ఞమ,ோெௌ൫𝜆ఞమ൯ from simulation runs with the 
same setup as described above for the FAR estimation but with 
ሺ𝒓ௗ௘௧ሻ௦௜௠ ൌ  ሺ𝒓ුௗ௘௧ሻ௦௜௠ ൌ 𝑐𝑜𝑛𝑠𝑡. 𝜀௏௔௥,ଵ൫𝜆ఞమ, 𝐹𝐶൯ has then been calculated 
by (3-247): 
 

 𝜀௏௔௥,ଵ൫𝜆ఞమ൯ ൌ
Σ෠ఞమ,ோெௌ൫𝜆ఞమ൯

Σఞమ,ோெௌ൫𝜆ఞమ൯
 

 
As explained in chapter 3.5.4.4.2, 𝜀௏௔௥,ଵ൫𝜆ఞమ, 𝐹𝐶൯ has been stored in a look-up table 
for online interpolation as function of 𝜆ఞమ . The results are summarized in Table 14.  
  

𝑁𝑅𝑀𝑆

𝐹𝐴𝑅𝑟𝑒𝑞
𝑚𝜒 2,𝑅𝑀𝑆

‖𝒓‖𝑅𝑀𝑆
2  

𝐽ሚ𝑡ℎ,𝜒 2
𝑑𝐹𝐷 ൌ 1

𝒓𝝁ൌ𝟎ሺ𝑘ሻ 

𝑁𝐹𝐷
𝐹𝐴𝑅෣𝐽ሚ𝑡ℎ ,𝜒 2

𝒩ሺ𝟎, 𝚺𝛎ሻ  

𝑘 

𝑁𝐹𝐷
𝑘ൗ  

𝒓ሺ𝑘ሻ

‖ሺ𝒓𝑑𝑒𝑡 ሻ𝑠𝑖𝑚 ‖𝑅𝑀𝑆
2  

ሺ𝒓𝑑𝑒𝑡 ሻ𝑠𝑖𝑚 ሺ𝑘ሻ 

൫𝜆𝜒 2 ൯
𝑠𝑖𝑚

𝒙𝑟,𝒱𝑖
ሺ𝑘 ൅ 1ሻ ൌ 𝑨 𝑟,𝒱𝑖

𝒙𝑟,𝒱𝑖
ሺ𝑘ሻ ൅ 𝑩𝑟,𝑢,𝒱𝑖

𝝂𝑊,𝑆𝑃,𝐶𝐿ሺ𝑘ሻ

𝒓𝒱𝑖
ሺ𝑘ሻ ൌ 𝑽ഥ𝑟,𝒱𝑉𝑎𝑟 ,𝑚𝑎𝑥

ൣ𝑪𝑟,𝒱𝑖
𝒙𝑟,𝒱𝑖

ሺ𝑘ሻ ൅ 𝑫𝑟,𝑢,𝒱𝑖
𝝂𝑊,𝑆𝑃,𝐶𝐿ሺ𝑘ሻ൧
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Table 14 Variance correction factors  

FC 
ID 

𝜆ఞమ 

0 1.2 30 120 750 3000 

1 2.65 2.65 3.10 3.64 4.14 4.37 

2 2.26 2.26 2.58 2.97 3.33 3.53 

3 2.98 2.99 3.66 4.47 5.19 5.47 

4 4.39 4.39 5.17 6.14 7.00 7.32 

 

4.3.3.3 Test Conditions 

The simulations for TC6.1t - 6.4t (FC 1-4) have been performed for six non-
centrality parameters 𝜆ఞమ (runs) for every vertex as well as the nominal dynamic sys-
tem. Of course it is not possible to use the real 𝐹𝐴𝑅௥௘௤ because as  
 

 
𝐹𝐴𝑅௥௘௤ ൑

1
10଺ ∙ 3600

𝑡௦
ൗ

 
(4-18)

with 𝑡௦ ൌ 0.01 it follows that 𝐹𝐴𝑅௥௘௤ ൑ 2.78 ∙ 10ିଵଶ. For a proper verification the 
simulation would have to be run several million simulated hours which is impracti-
cable but also not important, as the theoretical considerations made for 𝐽ሚ௧௛,ఞమ can 

also be verified for a larger 𝐹𝐴𝑅௥௘௤ . For this chapter therefore ൫𝐹𝐴𝑅௥௘௤൯
௦௜௠

 = 0.05 

was chosen. This choice also ensures that enough samples with 𝑑ி஽ = 1, i.e. 𝑁ி஽ is 
large enough so that 𝐹𝐴𝑅෣

௃ሚ೟೓,ഖమ  can be correctly estimated according (4-17). The 

simulated time frame has been 𝑡௦௜௠ = 3h. The acceptable closed-loop 𝜔ௌ௉-𝜁ௌ௉ pa-
rameter envelope was set to 𝜔ௌ௉,ଵ଴% and 𝜁ௌ௉,ଵ଴% according Table 12 (cf. Remark 
4-14, p. 185). 
 

4.3.3.4 Test Results 

The estimated 𝐹𝐴𝑅෣
௃ሚ೟೓,ഖమ  for every flight condition, vertex 𝒱௜, and nominal system is 

shown in Table 15. For every FC the stochastic “worst-case” Vertex 𝒱௏௔௥,௠௔௫ with 
the highest variance has been highlighted in bold face. As explained in chap-
ter 3.5.4.4.1 the variance scaling filter 𝑽ഥ௥,𝒱ೇೌೝ,೘ೌೣ

 of this vertex is also the filter inte-

grated in the FD system. The maximum estimated 𝐹𝐴𝑅෣
௃ሚ೟೓,ഖమ,௠௔௫ has been 0.0488 

(FC 4, Vertex 4, Run 4). 
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Figure 58 exemplarily illustrates a representative trace to give the reader an impres-
sion of the different variables. The run with the highest 𝐹𝐴𝑅෣

௃ሚ೟೓,ഖమ,௠௔௫ = 0.0488 has 

been chosen (TC 6.4t, Vertex 4, Run 4). The time frame displayed has been ran-
domly selected. The upper plot shows ‖𝒓‖ோெௌ

ଶ  (solid) and the threshold  𝐽ሚ௧௛,ఞమ 
(dashed). According the decision rule 𝑑ி஽ every time the residual is ‖𝒓‖ோெௌ

ଶ ൒
𝐽ሚ௧௛,ఞమ  a fault is counted. 𝐹𝐴𝑅෣

௃ሚ೟೓,ഖమ  is estimated by counting the samples where 

𝑑ி஽ = 1 and divide this value by the total simulation samples 𝑘 at time 𝑡 
according (4-17). The estimated 𝐹𝐴𝑅෣

௃ሚ೟೓,ഖమ  (solid) and ൫𝐹𝐴𝑅௥௘௤൯
௦௜௠

 (dashed) are 

depicted in the lower plot. As 𝐹𝐴𝑅෣
௃ሚ೟೓,ഖమ  is a random process it slightly varies over 

time around the final value 𝐹𝐴𝑅෣
௃ሚ೟೓,ഖమ,௠௔௫ = 0.0488. 

 
 

 

Figure 58 Example of FAR estimation (TC 6.4t, Vertex 4, Run 4) 
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Table 15 Results for FAR estimated from simulation (TC 6.1t - 6.4t) 

FC 
ID 

TC 
ID 

System ൫𝜆ఞమ൯
௦௜௠

 

0 1.2 30 120 750 3000 

Run ID 1 2 3 4 5 6 

1 6.1t Vertex 1  0.0147 0.0154 0.0214 0.0262 0.0300 0.0293 

Vertex 2 0.0001 0.0001 0.0002 0.0003 0.0007  0.0009 

Vertex 3 0.0001 0.0001 0.0003 0.0006 0.0012 0.0015 

Vertex 4 0.0372 0.0382 0.0419 0.0429 0.0402 0.0356 

Nominal 0.0012 0.0013 0.0023 0.0042 0.0068 0.0078 

2 6.2t Vertex 1  0.0101 0.0107 0.0157 0.0210 0.0275 0.0289 

Vertex 2 0.0000 0.0000 0.0001 0.0005 0.0022 0.0038 

Vertex 3 0.0001 0.0001 0.0004 0.0010 0.0031 0.0048 

Vertex 4 0.0359 0.0364 0.0401 0.0408 0.0389 0.0347 

Nominal  0.0008 0.0009 0.0021 0.0044 0.0089 0.0113 

3 6.3t Vertex 1  0.0287 0.0301 0.0375 0.0419 0.0427 0.0390 

Vertex 2 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

Vertex 3 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

Vertex 4 0.0389 0.0398 0.0442 0.0455 0.0414 0.0359 

Nominal  0.0004 0.0004 0.0007 0.0012 0.0021 0.0024 

4 6.4t Vertex 1  0.0133 0.0145 0.0205 0.0255 0.0287 0.0274 

Vertex 2 0.0000 0.0000 0.0001 0.0001 0.0004 0.0006 

Vertex 3 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

Vertex 4 0.0430 0.0441 0.0484 0.0488 0.0444 0.0394 

Nominal 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
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4.3.3.5 Discussion of Results with Respect to Test Goal 

Table 15 verifies that for all vertices and flight conditions ൫𝐹𝐴𝑅௥௘௤൯
௦௜௠

൑ 0.05 has 

been achieved. As explained in chapter 4.3.3.3 the realistic requirement 
𝐹𝐴𝑅௥௘௤ ൑  2.78 ∙ 10ିଵଶ cannot be proven by simulation directly. For a proper veri-
fication the simulation would have to be run several million simulated hours which 
is impracticable. However this is also not important as the theoretical considerations 
made for threshold  𝐽ሚ௧௛,ఞమ can also be verified with a larger FAR. In our case this 

has been done with ൫𝐹𝐴𝑅௥௘௤൯
௦௜௠

൑ 0.05. 

The simulation results also verify that the suggested extensions by the author for 
fault detection with systems subject to deterministic polytopic model uncertainties and sto-
chastic unknown inputs are valid. Those extensions by the author are namely an ap-
proach to selection of the variance scaling filter 𝑽 for the above mentioned systems 
(chapter 3.5.4.4.1) and the residual variance correction for colored noise (chap-
ter 3.5.4.4.2). 

4.3.3.6 Relation to Requirements  

It has been demonstrated that the stochastic part of the integrated stochas-
tic/deterministic FD system can ensure that the probability that the AFCS is inad-
vertently activated by the fault detection system is equal or less 10ି଺ per flight hour. 
The stochastic part of the integrated stochastic deterministic FD system is therefore 
compliant with Requirement 1-1 for the conditions tested. 

4.3.3.7 Conclusion 

The simulation results verify that the suggested extensions by the author (chap-
ter 3.5.4.4.1 & 3.5.4.4.2) for fault detection with systems subject to deterministic poly-
topic model uncertainties and stochastic unknown inputs are valid.  
It has been demonstrated that the stochastic part of the integrated stochas-
tic/deterministic FD system can ensure that the probability that the AFCS is inad-
vertently activated by the fault detection system is equal or less 10ି଺ per flight hour. 
The stochastic part of the integrated stochastic deterministic FD system is therefore 
compliant with Requirement 1-1 for the conditions tested. 
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4.3.4 Fault Detection Performance for a Practical Relevant Failure Case –  
Closed-Loop Instability 

We now discuss a practical relevant failure case where the closed-loop aircraft be-
comes unstable. This fault can be considered the worst-case from two points of 
view. First of all it clearly is a loss-off-control situation, i.e. a catastrophic failure, 
that has to be prevented by all means and the probability of occurrence has to be 
lower than 10ି଺ per FH for typical fighter aircraft, e.g. the Eurofighter Typhoon 
(cf. Table 4, p. 39). Secondly, due to the instability, it requires rapid fault detection 
to keep the aircraft safe. It can therefore be considered the worst-case scenario for a 
fault detection system like the one proposed in this thesis. This is also the reason 
why it has been selected as failure case for this simulation case study.  
Two scenarios will be discussed: A purely deterministic one, e.g. without consider-
ing atmospheric turbulences, to demonstrate the performance of the deterministic 
FD part and the practical relevant case with atmospheric turbulence to show the 
capabilities of the integrated stochastic/deterministic FD system. 

4.3.4.1 Test Goal 

The goal of the simulation case study of this chapter is to demonstrate that the fault detec-
tion delay is small enough so that an AFCS is in principal able to stop the aircraft pitch-
up movement of a closed-loop unstable aircraft, with realistic actuator system, with-
in acceptable aircraft limits, i.e. angel of attack 𝛼 and normal load factor 𝑛௭. 

4.3.4.2 Specific Simulation Setup 

4.3.4.2.1 Description of Simulated Fault Condition 

At 𝑡 = 6.5 s, a severe CFCS fault is simulated by setting the controller feedback 
gains to zero, i.e. 𝐾௤ = 𝐾ఈ = 0. This case is, to the author’s opinion, interesting be-
cause it 

 leads to a significant closed-loop pitch instability equal to the one of the 
open-loop plant with a time to double as low as 𝑇ଶ,ை௅ = 0.4 s (cf. Table 6, 
p. 146) and 

 in additions triggers an elevator runaway, due to the feed forward gain 𝐻௤. 
This runaway creates an additional pitch up moment that makes the recovery 
even more difficult. 

4.3.4.2.2 Description of Simulated AFCS Recovery Action 

For this case study a simple simulation of a potential AFCS action to recover the 
aircraft from a closed-loop instability has been used. This simple simulation consists 
of an appropriate constant elevator command 𝜂௖௠ௗ = 25 deg (TC 7.1, 7.3 and 7.4) 
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and 𝜂௖௠ௗ = 10 deg (TC 2.2) to stop the movement induced by the system instability 
after the fault. The elevator command was given at 0.05 s after the fault has been 
detected by the FD system in order to incorporate a representative AFCS pro-
cessing time delay (𝑇஽,ி஼ௌ = 0.05 s). 

Remark 4-15: If the author, in the following paragraphs, says that the recovery ac-
tion has been successfully completed, this has to be seen in the context of the goal 
of the simulation case study of this chapter, i.e. to demonstrate that the fault detection delay 
is small enough so that an unstable plant with realistic actuator system is able to stop 
the aircraft pitch-up movement within acceptable system limits. The recovery action 
described above must be understood as simple simulation of a potential recovery 
action taken by an AFCS (not part of this thesis) after it has been activated by the 
fault-detection system (topic of this thesis). Or said in other words: This chapter 
aims to show that in principle the AFCS has sufficient time to recover the aircraft 
from a closed-loop instability under realistic conditions. 

4.3.4.2.3 Actuator 

As already mentioned in chapter 3.5.2.2.2 for this chapter the actuator dynamics 
have been included. The actuator was modelled as a linear second order system with 
rate and position limit as shown in Figure 59. The model is representative of a mod-
ern hydraulic actuator with position and rate feedback.  
 

 

Figure 59 Actuator model 

 
The model parameters used are summarized in Table 16. The values for the natural 
frequency 𝜔஺௖௧ and damping ratio 𝜁஺௖௧ are taken from Brockhaus et al. (2011, p. 
418), the value for the actuator rate limit from NATO RTO (2000, p. 55) and the 
position limit from the F-16 plant model as described in chapter A.6. 
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Table 16 Parameter values for the actuator model 

Parameter Symbol Value 

Natural frequency  𝜔஺௖௧ 60 rad/s 

Damping ratio 𝜁஺௖௧ 0.707 

Rate Limit 𝜂ሶ௟௜௠ ±125 deg/s 

Position Limit 𝜂௟௜௠ ±25 deg 

 
For the sake of completeness it shall be mentioned here, that the original F-16 ele-
vator actuator system had a rate limit of 60 deg/s (Nguyen et al., 1979, p. 34). As 
stated in (NATO RTO, 2000, pp. 55-56) “a rate sufficient to reach full surface de-
flection from neutral in 0.2 seconds, provides a fast transient response and permits a 
full cycle of maximum amplitude oscillatory surface travel at about 5 rad/sec at the 
onset of rate saturation up to about 8 rad/sec, while fully rate saturated, if accelera-
tion limiting is negligible.” As we have adapted the original F-16 CG position to 
reach a smaller time to double, representative of more modern configurations like 
Eurofighter, it is reasonable to also choose an actuator rate limit more representa-
tive of a modern configuration. Based on the aforementioned requirement to reach 
full surface deflection from neutral in 0.2 seconds a rate limit of 125 deg/s was 
therefore chosen for this simulation case study.  
Figure 59 allows deriving the actuator linear state space model (without position and 
rate limit): 
 

 
𝒙ሶ ஺௖௧ ൌ 𝑨஺௖௧𝒙஺௖௧ ൅ 𝑩஺௖௧𝜂௖௠ௗ 

𝜂 ൌ 𝑪஺௖௧𝒙 
 

(4-19)

with 
 

𝑨஺௖௧ ൌ ൤െ2𝜁஺௖௧𝜔஺௖௧ െ𝜔஺௖௧
ଶ

1 0
൨   𝑩஺௖௧ ൌ ൤𝜔஺௖௧

ଶ

0
൨ 

 
𝑪஺௖௧ ൌ ሾ0 1ሿ  
 

𝒙஺௖௧ ൌ ൤
𝜂ሶ
𝜂൨ 
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The closed loop system with actuator dynamics is obtained from a series connection 
of (4-19) with (3-141) and then a feedback connection with feedback gain 
𝑲஺௖௧ ൌ  ሾ𝐾௤,஺௖௧ 𝐾ఈ,஺௖௧ሿ: 
 

 
𝒙ሶ ௌ௉,஼௅,஺௖௧ ൌ 𝑨ௌ௉,஼௅,஺௖௧𝒙ௌ௉,஼௅,஺௖௧ ൅ 𝑩ௌ௉,஼௅,஺௖௧𝑞௖௠ௗ 
𝒚ௌ௉,஼௅,஺௖௧ ൌ 𝑪ௌ௉,஼௅,஺௖௧𝒙ௌ௉,஼௅,஺௖௧ ൅ 𝑫ௌ௉,஼௅,஺௖௧𝑞௖௠ௗ 

(4-20)

 
with 
 

𝑨ௌ௉,஼௅,஺௖௧ ൌ ቎
𝑨஺௖௧

െ𝐾௤,஺௖௧𝜔஺௖௧
ଶ െ𝐾 ఈ,஺௖௧𝜔஺௖௧

ଶ

0 0
𝑩ௌ௉,ை௅𝑪஺௖௧ 𝑨ௌ௉,ை௅

቏ 

 

𝑩ௌ௉,஼௅,஺௖௧ ൌ ൦

𝐻௤,஺௖௧𝜔஺௖௧
ଶ

0
0
0

൪  

 

𝑪ௌ௉,஼௅ ൌ ൤
1 0

𝑨ௌ௉,஼௅,஺௖௧ሺ3, : ሻ൨   𝑫ௌ௉,஼௅ ൌ ൤
0

𝑩ௌ௉,஼௅,஺௖௧ሺ3, : ሻ൨ 

 

𝒙ௌ௉,஼௅ ൌ ൦

𝜂ሶ
𝜂

𝑞௄
𝛼௄

൪     𝒚ௌ௉,஼௅,஺௖௧ ൌ ቂ
𝑞௄
𝑞ሶ௄

ቃ 

 
The gain calculation was again done by the algorithm evmin provided with 
Srinathkumar (2011a, 2011b). As only two states are fed back only two poles can be 
influenced. In our case the short period poles have been placed at 𝜔ௌ௉,௡௢௠ and 
𝜁ௌ௉,௡௢௠ for the respective flight condition (Table 7, p. 147). The resulting actuator 
poles where accepted. Afterwards model (4-20) has been augmented with the wind 
model as described in chapter 3.5.3.1.2, discretized and used to calculate the Kalman 
observer gain 𝐿ത as explained in chapter 3.5.3.1.3. No uncertainties with respect to 
the actuator parameters 𝜁஺௖௧ and  𝜔஺௖௧ were assumed (this could be changed in a 
future work if required). The Kalman filter therefore “knows” the actuator dynam-
ics and thus makes the residual independent of it under nominal fault-free operating 
conditions.  
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4.3.4.3 Test Conditions 

The simulation runs have been performed at FC 1-4 with a test setup equivalent to 
TC 1.1, TC 1.2, TC 1.3 and TC 1.4 (without considering atmospheric turbulences) 
and TC 1.1t, TC 1.2t, TC 1.3t and TC 1.4t (with turbulences, cf. chapters 4.2 
& 4.3.1). Other than in those test cases, at 𝑡 = 6.5 s a fault (closed-loop system in-
stability) followed by an AFCS recovery action has been simulated as described in 
chapter 4.3.4.2. The acceptable closed-loop 𝜔ௌ௉-𝜁ௌ௉ parameter envelope was set to 
𝜔ௌ௉,ଵ଴% and 𝜁ௌ௉,ଵ଴% according Table 12 (cf. Remark 4-14, p. 185). All test case pa-
rameters are summarized in Table 19 and Table 20. 

4.3.4.4 Test Results 

Remark 4-16: The plot scales have been intentionally kept the same for all TCs to 
facilitate comparability between the latters. Furthermore relation of the system re-
sponse to the actual airframe limits in terms, especially 𝛼௄,௟௜௠, ൫𝑛௭,௟௜௠൯

௄
, and 𝜂௟௜௠, 

is more important than to maximize the plot resolution for each TC. 

4.3.4.4.1 Test Cases 7.1 and 7.1t 

TC 7.1 (deterministic scenario without considering atmospheric turbulences) 

Figure 60 illustrates the results of the simulation run in terms of system response 
and fault-detection performance for the deterministic fault detection part and conse-
quently the scenario without atmospheric turbulences. 
Up to 𝑇ி = 6.5 s the system exhibited the nominal system response as discussed for 
TC 1.1. As shown in the first plot, after fault occurrence at 𝑇ி = 6.5 s, the aircraft 
immediately started to pitch-up (dashed & solid line) with an angular velocity 𝑞௄ 
greater than the nominal one (dotted line). The same observation can be made for 
the angle of attack 𝛼௄ (second plot) and the normal load factor ሺ𝑛௭ሻ௄ (third plot) 
though the effect is much less significant. The elevator deflection angle immediately 
started to run away in the negative (pitch-up) direction (fourth plot). While the ideal 
actuator (PT0) has been able to follow the step command, the realistic actuator 
(PT2, RL) followed the command at its rate limit of |𝜂ሶ௟௜௠| = 125 deg/s. At 
𝑇ி஽ = 6.54 s the FD system has detected the fault and, at 𝑇ி஼ௌ = 6.59 s, after the 
processing time delay of the AFCS (𝑇஽,ி஼ௌ = 0.05 s), the CFCS override bit has 
been activated (fifth plot). Consequently the elevator has received a full nose-down 
command of 𝜂௖௠ௗ = 25 deg (fourth plot). Again the ideal actuator has been capable 
of following the command instantly while the realistic actuator has been rate limited 
with |𝜂ሶ௟௜௠| = 125 deg/s. As a result it did not reach 𝜂௖௠ௗ = 25 deg before 
𝑇ఎ= 6.89 s. The significantly different behaviour of the actuators did lead to notice-
ably different system responses as illustrated in the first three plots. At 
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𝑇௤ೖୀ଴ = 7.15 s (realistic act.) the pitch-up rotation has been stopped (𝑞௄ = 0) and 
starts to decrease, followed by a respective reduction of 𝛼௄ and ሺ𝑛௭ሻ௄. At 
𝑇௡೥ୀଵ = 7.76 s (realistic act.) the normal load factor reaches its straight and level 
flight value of ሺ𝑛௭ሻ௄ = 1 g.  
The peak responses during the overall manoeuvre have been 𝑞௄,௠௔௫ = 14.4 deg/s,  
𝛼௄,௠௔௫ = 19.0 deg, and  ൫𝑛௭,௠௔௫൯

௄
 = 1.6 g. The fault detection time delay 𝑇஽,ி஽ has been 

just 0.04 s, equivalent just 4 samples at the FD systems sample rate of 100 Hz.  The results 
are summarized in Table 17 and Table 18. 

TC 7.1t (stochastic/deterministic scenario with atmospheric turbulences) 

Figure 61 illustrates the results of the simulation run in terms of system response 
and fault-detection performance for the integrated stochastic/deterministic fault detection 
system with atmospheric turbulences. In the following only significant differences to 
TC 7.1 will be discussed. 
Up to 𝑇ி = 6.5 s the system exhibited the nominal system response as discussed for 
TC 1.1t. In contrast to TC 7.1 at 𝑇ி = 6.5 s the pitch rate 𝑞௄ is already higher than 
𝑞௄,௡௢௠ due to a disturbance through turbulence. The effect of turbulence is also 
visible for 𝛼௄ (second plot) and ሺ𝑛௭ሻ௄ (third plot) but less significant. The disturb-
ance can be seen in at 𝑡 = 6.5 s in Figure 33 (p. 153) as the difference between 𝛼஺ 
and 𝛼௄ which is according (3-160) the wind angle of attack 𝛼ௐ. The additional tur-
bulence induced positive pitch rate, i.e. the difference between 𝑞௄ and 𝑞௄,௡௢௠ just 
before 𝑇ி, makes the recovery after instability even more difficult. This is the reason 
𝑇ி = 6.5 s has been chosen for the fault in order not to ease the task of the FD sys-
tem. 
At 𝑇ி஽ = 6.61 s the FD system has detected the fault (fifth plot). The FD delay has 
thus increased from 𝑇஽,ி஽,்஼଻.ଵ = 0.04 s to 𝑇஽,ி஽,்஼଻.ଵ௧ = 0.11 s.  

Remark 4-17: The reason for the higher fault detection delay will be discussed in 
detail in chapter 4.3.4.5. It is due to the, in the case with stochastic disturbances 
(turbulence), necessarily higher fault detection threshold. 

At 𝑇ி஼ௌ = 6.66 s the CFCS override bit has been activated (fifth plot). The elevator 
(realistic act.) did reach the recovery position 𝜂௖௠ௗ = 25 deg at 𝑇ఎ= 6.96 s (fourth 
plot). At 𝑇௤ೖୀ଴ = 7.71 s (realistic act.) the pitch-up rotation has been stopped 
(𝑞௄ = 0) and starts to decrease, followed by a respective reduction of 𝛼௄ and ሺ𝑛௭ሻ௄. 
At 𝑇௡೥ୀଵ = 8.48 s (realistic act.) the normal load factor reaches its straight and level 
flight value of ሺ𝑛௭ሻ௄ = 1 g.  
The peak responses during the overall manoeuvre have been 𝑞௄,௠௔௫ = 23.7 deg/s,  
𝛼௄,௠௔௫ = 23.8 deg, and  ൫𝑛௭,௠௔௫൯

௄
 = 1.9 g. Due to the negative influences of the 

atmospheric turbulence (see above) and the higher fault detection delay the maxi-
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mum response values are necessarily higher than for TC 7.1. The angle of attack 𝛼௄ 
nearly reached 𝛼௄,௟௜௠ of the F-16 production FCS though this limit has informal 
character in our case study (see Remark 4-6, p. 148). 
The fault detection time delay 𝑇஽,ி஽ has been just 0.11s, equivalent 11 samples at the FD systems 
sample rate of 100 Hz.  The results are summarized in Table 17 and Table 18. 
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Figure 60 Fault-detection performance and system response for simulated 
closed-loop instability without atmospheric turbulence at FC 1 (TC 7.1) 
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Figure 61 Fault-detection performance and system response for simulated 
closed-loop instability with atmospheric turbulence at FC 1 (TC 7.1t) 
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4.3.4.4.2 Test Cases 7.2 and 7.2t 

TC 7.2 (deterministic scenario without considering atmospheric turbulences) 

Figure 62 shows the results of the simulation run in terms of system response and 
fault-detection performance for the deterministic fault detection part and consequently 
the scenario without atmospheric turbulences. 
The system exhibited the nominal system response as discussed for TC 1.2 up to 
𝑇ி = 6.50 s. As illustrated in the first plot, after fault occurrence at 𝑇ி = 6.50 s, the 
aircraft immediately started to pitch-up (dashed & solid line) with an angular veloci-
ty 𝑞௄ significantly higher than the nominal one (dotted line). In comparison to 
TC 7.1 the reaction is much more pronounced, as to be expected for a flight condi-
tion with 17.8 times higher dynamic pressure (𝑞ത஺,்஼଻.ଶ = 59.2 kPa, 
𝑞ത஺,்஼଻.ଵ = 3.32 kPa, see Table 6, p. 146) and a higher pitch rate command 
(𝑞௄,௖௠ௗ,்஼଻.ଶ = 14 deg/s, 𝑞௄,௖௠ௗ,்஼଻.ଵ = 5 deg/s) 
As for TC 7.1, the deviation from the nominal response in terms angle of attack 𝛼௄ 
(second plot) is relatively small, however, in contrast to the latter, the fault induced 
increase in the normal load factor ሺ𝑛௭ሻ௄ is very high reaching ൫𝑛௭,௠௔௫൯

௄
 = 12.6 g 

instead of  ൫𝑛௭,௡௢௠൯
௄

 = 8.5 g (third plot, solid line). In this regard it is also interest-

ing to note that the lift generated by the recovery elevator deflection via 𝑍ఎ leads to 
a normal load factor increase of Δሺ𝑛௭ሻ௄ = +2.4 g best seen from the curve of the 
ideal actuator at 𝑡 = 6.58 s (dashed line). This was also the reason why the elevator 
deflection during recovery was reduced to 𝜂௖௠ௗ = 10 deg for TC 7.2 (cf. chap-
ter 4.3.4.2, p. 194). Again the driving factor behind the strong reaction is the high 
dynamic pressure 𝑞ത஺ of this flight condition. As for TC 7.1 after fault occurrence 
the elevator deflection angle immediately started to run away in the negative (pitch-
up) direction. While the ideal actuator (PT0) has been able to follow the step com-
mand, the realistic actuator (PT2 with rate limiting) followed the command at its 
rate limit of |𝜂ሶ௟௜௠| = 125 deg/s.  
At 𝑇ி஽ = 6.53 s the FD system has detected the fault and, at 𝑇ி஼ௌ = 6.58 s, after the 
processing time delay of the AFCS, the CFCS override bit has been activated. Con-
sequently the elevator has received a full nose-down command of 𝜂௖௠ௗ = 10 deg 
(fourth plot). Again the ideal actuator has been capable of following the command 
instantly while the realistic actuator has been rate limited with |𝜂ሶ௟௜௠| = 125 deg/s. 
As a result it did not reach 𝜂௖௠ௗ = 10 deg before  𝑇ఎ = 6.72 s. The significantly dif-
ferent behaviour of the actuators did lead to noticeably different system responses 
as illustrated in the first three plots. At 𝑇௤ೖୀ଴ = 6.83 s (realistic actuator) the pitch-
up rotation has been stopped (𝑞௄ = 0) and starts to decrease, followed by a respec-
tive reduction of 𝛼௄ and ሺ𝑛௭ሻ௄. At 𝑇௡೥ୀଵ = 7.05 s (realistic actuator) the normal 
load factor reaches its straight and level flight value of ሺ𝑛௭ሻ௄ = 1 g.  
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The peak responses during the overall manoeuvre have been 𝑞௄,௠௔௫ = 42.7 deg/s,  
𝛼௄,௠௔௫ = 7.5 deg, and  ൫𝑛௭,௠௔௫൯

௄
 = 12.6 g. The normal load factor ሺ𝑛௭ሻ௄ exceeds 

its operational limit ൫𝑛௭,௟௜௠൯
௄

 = 9 g. This will be discussed further in chap-

ter 4.3.4.5.  
The fault detection time delay 𝑇஽,ி஽ has been just 0.03 s, equivalent 3 samples at the FD systems 
sample rate of 100 Hz. The results are summarized in Table 17 and Table 18. 

TC 7.2t (stochastic/deterministic scenario with atmospheric turbulences) 

Figure 63 illustrates the results of the simulation run in terms of system response 
and fault-detection performance for the integrated stochastic/deterministic fault detection 
system with atmospheric turbulences. In the following only significant difference to 
TC 7.2 will be discussed. 
Up to 𝑇ி = 6.50 s the system exhibited the nominal system response as discussed 
for TC 1.2t. As for TC 7.1 at 𝑇ி = 6.50 s the pitch rate 𝑞௄ is already higher than 
𝑞௄,௡௢௠ due to a correspondent disturbance by turbulence (see Figure 35, p. 155). 
At 𝑇ி஽ = 6.55 s the FD system has detected the fault (fifth plot). The FD delay has 
thus increased from 𝑇஽,ி஽,்஼଻.ଶ = 0.03 s to 𝑇஽,ி஽,்஼଻.ଶ௧ = 0.05 s (see Remark 4-17). 
At 𝑇ி஼ௌ = 6.60 s, after the processing time delay of the AFCS, the CFCS override 
bit has been activated (fifth plot). The elevator (realistic act.) did reach the recovery 
position 𝜂௖௠ௗ = 10 deg at 𝑇ఎ= 6.74 s (fourth plot). At 𝑇௤ೖୀ଴ = 6.88 s (realistic act.) 
the pitch-up rotation has been stopped (𝑞௄ = 0) and starts to decrease, followed by 
a respective reduction of 𝛼௄ and ሺ𝑛௭ሻ௄. At 𝑇௡೥ୀଵ = 7.12 s (realistic act.) the normal 
load factor reaches its straight and level flight value of ሺ𝑛௭ሻ௄ = 1 g.  
The peak responses during the overall manoeuvre have been 𝑞௄,௠௔௫ = 52.7 deg/s,  
𝛼௄,௠௔௫ = 9.2 deg, and  ൫𝑛௭,௠௔௫൯

௄
 = 14.7 g. As for TC 7.1, due to the negative in-

fluences of the atmospheric turbulence (see above) and the higher fault detection 
delay, the maximum response values are necessarily higher for TC 7.2t than for 
TC 7.2. The normal load factor ሺ𝑛௭ሻ௄ exceeds its operational limit ൫𝑛௭,௟௜௠൯

௄
 = 9 g. 

This will be discussed further in chapter 4.3.4.5.  
The fault detection time delay 𝑇஽,ி஽ has been just 0.05s, equivalent 5 samples at the FD systems 
sample rate of 100 Hz.  The results are summarized in Table 17 and Table 18. 

TC 7.2ta (stochastic/deterministic scenario with atmospheric turbulences) 

To illustrate the influence of turbulence on the peak responses of  𝑞௄,௠௔௫ ,  𝛼௄,௠௔௫, 
and  ൫𝑛௭,௠௔௫൯

௄
 , TC 7.2t was repeated with the exactly same parameters besides the 

time the instability occurred (Figure 64). 𝑇ி has now been set to 1.50 s a period 
where, due to turbulence, the pitch rate 𝑞௄ is smaller than 𝑞௄,௡௢௠ (first plot). The 
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peak responses during the overall manoeuvre have now been 𝑞௄,௠௔௫ = 43.4 deg/s,  
𝛼௄,௠௔௫ = 8.0 deg, and  ൫𝑛௭,௠௔௫൯

௄
 = 13.2 g, i.e. significantly lower than for TC 7.2t.  

The fault detection time delay 𝑇஽,ி஽ has been just 0.05s as for TC 7.2t. The results are sum-
marized in Table 17 and Table 18. 
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Figure 62 Fault-detection performance and system response for simulated 
closed-loop instability without atmospheric turbulence at FC 2 (TC 7.2) 
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Figure 63 Fault-detection performance and system response for simulated 
closed-loop instability with atmospheric turbulence at FC 2 (TC 7.2t) 
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Figure 64 Fault-detection performance and system response for simulated 
closed-loop instability with atmospheric turbulence at FC 2 (TC 7.2ta) 
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4.3.4.4.3 Test Cases 7.3 and 7.3t 

TC 7.3 (deterministic scenario without considering atmospheric turbulences) 

Figure 65 shows the results of the simulation run in terms of system response and 
fault-detection performance for TC 7.3. The system exhibited the nominal system 
response as discussed for TC 1.3 up to 𝑇ி = 6.50 s.  
As illustrated in the first plot, after fault occurrence at  𝑇ி = 6.50 s, the aircraft im-
mediately started to pitch-up (dashed & solid line) with an angular velocity 𝑞௄ sig-
nificantly higher than the nominal one (dotted line). In comparison to TC 7.2, the 
reaction is less pronounced, as to be expected for a flight condition with less dy-
namic pressure ( 𝑞ത஺,்஼଻.ଶ = 59.2 kPa, 𝑞ത஺,்஼଻.ଷ = 9.34 kPa, see Table 6, p. 146) and a 
smaller pitch rate command (𝑞௄,௖௠ௗ,்஼଻.ଷ = 5 deg/s, 𝑞௄,௖௠ௗ,்஼଻.ଶ = 14 deg/s) 
In contrast to TC 7.1 and TC 7.2, for the angle of attack 𝛼௄ (second plot) the devia-
tion from the nominal response is much more significant. While, with respect to 
TC7.2, this is clear from the difference in dynamic pressure (see above), the higher  
value in comparison to TC7.1 is less obvious. The pitch rate command is the same 
as for TC 7.1 and the dynamic pressure is even higher (𝑞ത஺,்஼଻.ଷ = 9.34 kPa, 
𝑞ത஺,்஼଻.ଵ = 3.32 kPa). However the time to double is significantly lower than for 
TC 7.1 (𝑇ଶ,ை௅,்஼଻.ଷ = 0.98 s, 𝑇ଶ,ை௅,்஼଻.ଵ = 1.26 s, see Table 6, p. 146). The fault in-
duced increase in the normal load factor ሺ𝑛௭ሻ௄ is slightly higher than for TC 7.1 but 
significantly less than for TC 7.2. As for TC 7.2 a normal load factor increase due to 
the recovery elevator deflection is visible for the ideal actuator at 𝑡 = 6.60 s (dashed 
line). The elevator deflection shows the same characteristics as discussed for TC 7.1 
and 7.2 though the absolute deflection angles are of course different (fourth plot). 
At 𝑇ி஽ = 6.56 s the FD system has detected the fault and, at 𝑇ி஼ௌ = 6.61 s, after the 
processing time delay of the FCS, the FCS override bit has been activated. Conse-
quently the elevator has received a full nose-down command of 𝜂௖௠ௗ = 25 deg 
(fourth plot). Again the ideal actuator has been capable of following the command 
instantly while the realistic actuator has been rate limited with |𝜂ሶ௟௜௠| = 125 deg/s. 
As a result it did not reach 𝜂௖௠ௗ = 25 deg before  𝑇ఎ = 6.93 s. The significantly dif-
ferent behaviour of the actuators did lead to noticeably different system responses 
as illustrated in the first three plots. At 𝑇௤ೖୀ଴ = 7.11 s (realistic actuator) the pitch-
up rotation has been stopped (𝑞௄ = 0) and starts to decrease, followed by a respec-
tive reduction of 𝛼௄ and ሺ𝑛௭ሻ௄. At 𝑇௡೥ୀଵ = 7.62 s (realistic actuator) the normal 
load factor reaches its straight and level flight value of ሺ𝑛௭ሻ௄ = 1 g.  
The peak responses during the overall manoeuvre have been 𝑞௄,௠௔௫ = 34.1 deg/s,  
𝛼௄,௠௔௫ = 19.7 deg, and  ൫𝑛௭,௠௔௫൯

௄
 = 4.6 g.  

The fault detection time delay 𝑇஽,ி஽ has been just 0.06 s, equivalent 6 samples at the FD systems 
sample rate of 100 Hz. The results are summarized in Table 17 and Table 18. 
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TC 7.3t (stochastic/deterministic scenario with atmospheric turbulences) 

Figure 66 illustrates the results of the simulation run in terms of system response 
and fault-detection performance for the integrated stochastic/deterministic fault detection 
system with atmospheric turbulences. In the following only significant difference to 
TC 7.3 will be discussed. 
Up to 𝑇ி = 6.50 s the system exhibited the nominal system response as discussed 
for TC 1.3t. As for TC 7.1t and TC 7.2t, at 𝑇ி = 6.50 s, the pitch rate 𝑞௄ is already 
higher than 𝑞௄,௡௢௠ due to a correspondent disturbance by turbulence. The effect is 
not very pronounced but can still be seen in Figure 37 (p. 157). 
At 𝑇ி஽ = 6.58 s the FD system has detected the fault (fifth plot). The FD delay has 
thus increased from 𝑇஽,ி஽,்஼଻.ଷ = 0.06 s to 𝑇஽,ி஽,்஼଻.ଷ௧ = 0.08 s (see Remark 4-17). 
At 𝑇ி஼ௌ = 6.63 s, after the processing time delay of the AFCS, the CFCS override 
bit has been activated (fifth plot). The elevator (realistic act.) did reach the recovery 
position 𝜂௖௠ௗ = 25 deg at 𝑇ఎ= 6.96 s (fourth plot). At 𝑇௤ೖୀ଴ = 7.18 s (realistic act.) 
the pitch-up rotation has been stopped (𝑞௄ = 0) and starts to decrease, followed by 
a respective reduction of 𝛼௄ and ሺ𝑛௭ሻ௄. At 𝑇௡೥ୀଵ = 7.74 s (realistic act.) the normal 
load factor reaches its straight and level flight value of ሺ𝑛௭ሻ௄ = 1 g.  
The peak responses during the overall manoeuvre have been 𝑞௄,௠௔௫ = 38.8 deg/s,  
𝛼௄,௠௔௫ = 22.6 deg, and  ൫𝑛௭,௠௔௫൯

௄
 = 5.2 g. As for TC 7.1 and TC 7.2, due to the 

negative influences of the atmospheric turbulence (see above) and the higher fault 
detection delay, the maximum response values are necessarily higher for TC 7.3t 
than for TC 7.3. The angle of attack 𝛼௄ slightly exceeded 𝛼௄,௟௜௠ of the F-16 pro-
duction FCS between t = 7.05 s and t = 7.2 s, though this limit has informal charac-
ter in our case study (see Remark 4-6, p. 148). 
The fault detection time delay 𝑇஽,ி஽ has been just 0.08s, equivalent 8 samples at the FD systems 
sample rate of 100 Hz.  The results are summarized in Table 17 and Table 18. 
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Figure 65 Fault-detection performance and system response for simulated 
closed-loop instability without atmospheric turbulence at FC 3 (TC 7.3) 
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Figure 66 Fault-detection performance and system response for simulated 
closed-loop instability with atmospheric turbulence at FC 3 (TC 7.3t) 
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4.3.4.4.4 Test Cases 7.4 and 7.4t 

TC 7.4 (deterministic scenario without considering atmospheric turbulences) 

Figure 67 shows the results of the simulation run in terms of system response and 
fault-detection performance for TC 7.4. The system exhibited the nominal system 
response as discussed for TC 1.4 up to 𝑇ி = 6.50 s.  
As illustrated in the first plot, after fault occurrence at  𝑇ி = 6.50 s, the aircraft im-
mediately started to pitch-up (dashed & solid line) with an angular velocity 𝑞௄ 
slightly higher than the nominal one (dotted line). The same observation can be 
made for the angle of attack 𝛼௄ (second plot). The normal load factor ሺ𝑛௭ሻ௄ (third 
plot) stayed close to its nominal value. Overall the absolute deviations of 𝑞௄, 𝛼௄, 
and ሺ𝑛௭ሻ௄ have been very small in comparison to the other TCs discussed before. 
This should not be a surprise in view of FC 4, which is characterized by the lowest 
𝑞ത஺,்஼଻.ସ = 2.15 kPa, largest time to double 2.68 s and smallest 
𝑞௄,௖௠ௗ,்஼଻.ସ = 1.4 deg/s. The elevator deflection shows the same characteristics as 
discussed for TC 7.1, 7.2, and 7.3 though the absolute deflection angles are very 
pronounced (fourth plot) as to be expected for the low dynamic pressure of TC 7.4. 
At 𝑇ி஽ = 6.56 s the FD system has detected the fault and, at 𝑇ி஼ௌ = 6.61 s, after the 
processing time delay of the FCS, the FCS override bit has been activated. Conse-
quently the elevator has received a full nose-down command of 𝜂௖௠ௗ = 25 deg 
(fourth plot). Again the ideal actuator has been capable of following the command 
instantly while the realistic actuator has been rate limited with |𝜂ሶ௟௜௠| = 125 deg/s. 
As a result it did not reach 𝜂௖௠ௗ = 25 deg before  𝑇ఎ = 6.89 s. The significantly dif-
ferent behaviour of the actuators did lead to noticeably different system responses 
as illustrated in the first three plots. At 𝑇௤ೖୀ଴ = 7.21 s (realistic actuator) the pitch-
up rotation has been stopped (𝑞௄ = 0) and starts to decrease, followed by a respec-
tive reduction of 𝛼௄ and ሺ𝑛௭ሻ௄. At 𝑇௡೥ୀଵ = 7.96 s (realistic actuator) the normal 
load factor reaches its straight and level flight value of ሺ𝑛௭ሻ௄ = 1 g.  
The peak responses during the overall manoeuvre have been 𝑞௄,௠௔௫ = 7.5 deg/s,  
𝛼௄,௠௔௫ = 23.7 deg, and  ൫𝑛௭,௠௔௫൯

௄
 = 1.2 g.  

The fault detection time delay 𝑇஽,ி஽ has been just 0.06 s, equivalent 6 samples at the FD systems 
sample rate of 100 Hz. The results are summarized in Table 17 and Table 18. 
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TC 7.4t (stochastic/deterministic scenario with atmospheric turbulences) 

Figure 68 illustrates the results of the simulation run in terms of system response 
and fault-detection performance for the integrated stochastic/deterministic fault detection 
system with atmospheric turbulences. In the following only significant difference to 
TC 7.4 will be discussed. 
Up to 𝑇ி = 6.50 s the system exhibited the nominal system response as discussed 
for TC 1.4t. As for TC 7.1t, 7.2t, and 7.3t at 𝑇ி = 6.50 s the pitch rate 𝑞௄ is already 
higher than 𝑞௄,௡௢௠ due to a correspondent disturbance by turbulence (see Figure 
39, p. 159). 
At 𝑇ி஽ = 6.68 s the FD system has detected the fault (fifth plot). The FD delay has 
thus increased from 𝑇஽,ி஽,்஼଻.ସ = 0.06 s to 𝑇஽,ி஽,்஼଻.ସ௧ = 0.18 s (see Remark 4-17). 
At 𝑇ி஼ௌ = 6.73 s, after the processing time delay of the AFCS, the CFCS override 
bit has been activated (fifth plot). The elevator (realistic act.) did reach the recovery 
position 𝜂௖௠ௗ = 25 deg at 𝑇ఎ= 7.01 s (fourth plot). At 𝑇௤ೖୀ଴ = 7.71 s (realistic act.) 
the pitch-up rotation has been stopped (𝑞௄ = 0) and starts to decrease, followed by 
a respective reduction of 𝛼௄ and ሺ𝑛௭ሻ௄. At 𝑇௡೥ୀଵ = 8.60 s (realistic act.) the normal 
load factor reaches its straight and level flight value of ሺ𝑛௭ሻ௄ = 1 g.  
The peak responses during the overall manoeuvre have been 𝑞௄,௠௔௫ = 13.0 deg/s,  
𝛼௄,௠௔௫ = 26.2 deg, and  ൫𝑛௭,௠௔௫൯

௄
 = 1.3 g. As for TC 7.1t, 7.2t, and 7.3t due to the 

negative influences of the atmospheric turbulence (see above) and the higher fault 
detection delay, the maximum response values are necessarily higher for TC 7.4t 
than for TC 7.4. The angle of attack 𝛼௄ slightly exceeded 𝛼௄,௟௜௠ of the F-16 pro-
duction FCS between t = 7.05 s and t = 7.9 s, though this limit has informal charac-
ter in our case study (see Remark 4-6, p. 148). 
The fault detection time delay 𝑇஽,ி஽ has been 0.18s, equivalent 18 samples at the FD systems 
sample rate of 100 Hz.  The results are summarized in Table 17 and Table 18. 
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Figure 67 Fault-detection performance and system response for simulated 
closed-loop instability without atmospheric turbulence at FC 4 (TC 7.4) 
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Figure 68 Fault-detection performance and system response for simulated 
closed-loop instability with atmospheric turbulence at FC 4 (TC 7.4t) 
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4.3.4.5 Discussion of Results with Respect to Test Goal 

4.3.4.5.1 Fault Detection Delay 

Test Cases 7.1 to 7.4 - Deterministic fault detection system 

For TC 7.1 – 7.4 it has been shown that the fault detection delay of the FD system 
proposed in this work is small enough to stop the instability induced pitch-up mo-
tion from a severe fault where the closed-loop system has become unstable. The key 
results are summarized in Table 17 and Table 18.  
𝑇஽,ி஽ has varied between 0.03 s (TC 7.2) and 0.06 s (TC 7.3 & 7.4). For the FD sys-
tem used, which operated at a sample rate of 100 Hz, this equalled just 3 samples 
and 6 samples respectively. A higher sample rate might potentially lower the delay 
further, but it should also have become clear that a typical FCS reaction in form of 
the processing time delay 𝑇஽,ி஼ௌ = 0.05 s and the time it takes the actuator/control 
surface (0.32 sec in TC 7.3) to reach is recovery position is much more dominant in 
the deterministic case.  
In general it is also very import to recall Remark 6-1 (p. 247) at this point. A peculi-
arity of this simulation case study has been that we took the F-16 airframe (model), 
designed for a worst-case time to double of 1.5 s (cf. Table 1, p. 31), and artificially 
made it more unstable by a CG shift from  
൫𝑥௥௘௙

ீ ൯
஻

 = 0.35𝑐̅ to ሺ𝑥ீሻ஻ = 0.4𝑐̅ (Table 22, p. 247) to get a time to double more 

representative of contemporary fighter aircraft (cf. Table 1, p. 31). This happened 
without adding additional pitch control power, i.e. increase 𝑀ఎ, something that 
would for sure not happen for a real aircraft design. Additional pitch control power 
would significantly simplify the recovery action. In this regard the tests conducted in 
this chapter can be seen as very conservative. Nevertheless, beside this conserva-
tism, the instability induced pitch-up motion has been stopped successfully in all 
cases. 
For completeness the residual ‖𝒓‖ோெௌ

ଶ  and the threshold 𝐽௧௛,ோெௌ are illustrated in 
Figure 69 for TC 7.1 - 7.4. A fault is detected (fault bit set to 1) when 
‖𝒓‖ோெௌ

ଶ  > 𝐽௧௛,ோெௌ. The residual signal will be discussed further in the next para-
graph. 

Test Cases 7.1t to 7.4t - Integrated stochastic/deterministic fault detection system 

Also for TC 7.1t – 7.4t it has been shown that the fault detection delay of the FD 
system proposed in this work is small enough to stop the instability induced pitch-
up motion from a severe fault where the closed-loop system has become unstable. 
The key results are summarized in Table 17 and Table 18.  
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𝑇஽,ி஽ has varied between 0.05 s (TC 7.2t) and 0.18 s (TC 7.4), equal 5 and 18 sam-
ples respectively. Clearly the fault detection delay has increased in comparison to 
TC 7.1 – 7.4. As already mentioned in Remark 4-17 (p. 199) the reason is the, in the 
case with stochastic disturbances (turbulence), necessarily higher fault detection 
threshold. The theoretical explanation can be found in chapter 3.5.4.4. Here we 
want to have a look at the practical implications. We recall that a fault is detected 
(fault bit set to 1) when  ‖𝒓‖ோெௌ

ଶ ൐ 𝐽ሚ௧௛,ఞమ . Both values are depicted in Figure 70 for 
TC 7.1t - 7.4t. As a reference the deterministic threshold 𝐽௧௛,ோெௌ is also shown. It 
can be readily seen that 𝐽ሚ௧௛,ఞమ ≫ 𝐽௧௛,ோெௌ as a result it takes more time till ‖𝒓‖ோெௌ

ଶ  
passes 𝐽ሚ௧௛,ఞమ . 𝐽௧௛,ఞమ ≫ 𝐽௧௛,ோெௌ is a necessity to ensure a FAR < 10ି଺ per FH despite 
the effect of atmospheric turbulence on the residual (cf. chapter 3.5.4.4). 
By inspection of Figure 69 and Figure 70, we can also see that the residual ‖𝒓‖ோெௌ

ଶ , 
i.e. the fault signal, is much “stronger” (steep slope after fault occurrence at 
𝑇ி = 6.50 s) for TC 7.2/7.2t and 7.3/7.3t than for TC 7.1/7.1t and 7.4/7.4t. The 
reason lies in the fact that the residual of this thesis has been generated only from 
the measurement of 𝑞௄ and 𝑞ሶ௄ due to Requirement 1-4 (minimize measurements, 
p. 11) and Requirement 1-5 (do not use an angle of attack measurement for fault 
detection, p. 11) and their related rationales. From flight mechanics theory it should 
be clear to the reader, that the aircraft reaction in terms of 𝑞ሶ௄ and therefore 𝑞௄ is 
much less pronounced at a flight condition with lower dynamic pressure 𝑞ത஺ (FC 1 & 
4; cf. Table 6, p. 146) than for a flight condition with higher dynamic pressure (FC 2 
& 3). Of course this also manifests itself in a residual signal ‖𝒓‖ோெௌ

ଶ  generated from 
𝑞௄ and 𝑞ሶ௄. Thus ‖𝒓‖ோெௌ

ଶ  is “weaker” in terms of initial slope after fault occurrence 
for TC 7.1/7.1t and 7.4/7.4t than for TC 7.2/7.2t and 7.3/7.3t. If we intent to get a 
stronger residual signal ‖𝒓‖ோெௌ

ଶ  to reduce 𝑇஽,ி஽ for those FCs, we have to add a 
signal to ‖𝒓‖ோெௌ

ଶ  that is stronger at those flight conditions. It should be clear that 
this would be the angle of attack 𝛼௄. But again, this was not done herein by intention 
because of the reasons described in the rationales of Requirement 1-4 and Require-
ment 1-5.  
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Figure 69 Comparison between residual and threshold (TC 7.1 - 7.4) 
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Figure 70 Comparison between residual and threshold (TC 7.1t - 7.4t) 
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4.3.4.5.2 Recovery within System Limits 

Test Cases 7.1 to 7.4 - Deterministic fault detection system 

Beside for TC 7.2, neither the F-16 production FCS operational angle of attack limit  
𝛼௄,௟௜௠ (cf. Remark 4-6, p. 148) nor the normal load factor limit ൫𝑛௭,௟௜௠൯

௄
 = +9 g 

have been violated.  
For TC 7.2 the maximum normal load factor during recovery ൫𝑛௭,௠௔௫൯

௄
 = 12.6 g 

exceeded the aforementioned normal operational limits, known as Design Limit 
Load (DLL). However we discuss a severe fault case. Thus the Design Ultimate 
Limit Load (DUL) which is the load up to which no structural failure must occur, is 
of greater importance. For a fighter aircraft it is typically 1.5x the DLL (Neubauer & 
Günther, 2001, p. 9-16; US DoD, 1987, p. 4). For our case with a DLL of 
൫𝑛௭,௟௜௠൯

௄
 = 9 g, this would lead to a DUL of ൫𝑛௭,஽௎௅൯

௄
 = +13.5 g thus no struc-

tural failure should occur at ൫𝑛௭,௠௔௫൯
௄

 = 12.6 g, though clearly the airframe DUL 

has nearly been reached. Beside that it should also be clear to the reader, that TC 7.2 
represents a fault at high dynamic pressure 𝑞ത஺ = 59.2 kPa 
(𝑉ா஺ௌ = 311 m/s = 605 KEAS) and a high nominal (intended) normal load factor 
൫𝑛௭,௡௢௠൯

௄
 = 8.5 g. For sure a recovery after instability from such kind of fault con-

ditions will be very difficult and potentially not be possible without violating the 
DUL when we take into considerations atmospheric turbulences. Finally the author 
wants to highlight that especially for TC 7.2 the FD delay 𝑇஽,ி஽ = 0.03 s has to be 
seen in relation to the overall reaction time 𝑇ி to 𝑇ఎ of 0.22 s, i.e. the deterministic 
scenario is clearly dominated by the FCS response time (𝑇஽,ி஽ to 𝑇ఎ) of 0.19 s and 
not by 𝑇஽,ி஽ .  

Remark 4-18: With regard to the maximum normal load factor the question of air-
crew physical limits might pop up. The author is for sure not a physician but by 
comparison with typical G-loads on aircrew during ejection (old ballistic seat: 
𝑛௭,௠௔௫ ~ 17-22 g, newer rocket propulsions seats: 𝑛௭,௠௔௫ ~ 12-14 g) at least give a 
positive indication that a normal load factor ൫𝑛௭,௠௔௫൯

௄
 < 15 g can be survived 

without permanent injuries (see also Henzel, 1967). Another question related to air-
crew will be the possibility of unconsciousness (“blackout”) during recovery. In this 
regard it is for sure a good idea that the AFCS brings the aircraft to a relatively safe 
flight condition, e.g. wings level and shallow climb. Such functionality is already in-
cluded in many modern CFCS. 
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Test Cases 7.1t to 7.4t - Integrated stochastic/deterministic fault detection system 

For TC 7.3t and 7.4t the F-16 production FCS operational angle of attack limit  
𝛼௄,௟௜௠ has been slightly exceeded as shown in Figure 66 and Figure 68. The exceed-
ance values have been 𝛼௄,௠௔௫ - 𝛼௄,௟௜௠ = 22.6 – 21.9 deg = 0.7  deg for TC 7.3t and 
𝛼௄,௠௔௫ - 𝛼௄,௟௜௠ = 26.2 – 24.8 deg = 1.4  deg for TC 7.4t and can thus be considered 
insignificant. Furthermore as mentioned several times before 𝛼௄,௟௜௠ has only infor-
mal character in our case study (see Remark 4-6, p. 148). 
Beside for TC 7.2t, the normal load factor limit ൫𝑛௭,௟௜௠൯

௄
 = +9 g has not been vio-

lated. For TC 7.2t the maximum normal load factor during recovery 
൫𝑛௭,௠௔௫൯

௄
 = 14.7 g exceeded the Design Ultimate Limit Load ൫𝑛௭,஽௎௅൯

௄
 = +13.5 g. 

Thus a structural failure might occur though the time where ሺ𝑛௭ሻ௄ >  ൫𝑛௭,஽௎௅൯
௄

  is 

only 0.2 s (𝑡 = 6.70 - 6.90 s). As mentioned before during discussion of TC 7.2 it 
should be clear that TC 7.2t represents a fault at high dynamic pressure 
𝑞ത஺ = 59.2 kPa (𝑉ா஺ௌ = 311 m/s = 605 KEAS) and a high nominal (intended) nor-
mal load factor ൫𝑛௭,௡௢௠൯

௄
 = 8.5 g and recovery after instability from such kind of 

fault conditions will be very difficult when we take into considerations atmospheric 
turbulences. To demonstrate the influence of turbulence on the peak responses of  
𝑞௄,௠௔௫ ,  𝛼௄,௠௔௫, and  ൫𝑛௭,௠௔௫൯

௄
 , TC 7.2t was repeated with the exactly same pa-

rameters besides the time the instability occurred (Figure 64). 𝑇ி has now been set 
to 1.50 s a period where, due to turbulence, the pitch rate 𝑞௄ is smaller than 𝑞௄,௡௢௠ 
(first plot). The peak response  ൫𝑛௭,௠௔௫൯

௄
 = 13.2 g has been significantly lower than 

for TC 7.2t and ൫𝑛௭,஽௎௅൯
௄

 = +13.5 g has not been violated for TC 7.2ta. Thus suc-

cesful recovery, in terms of not violating ൫𝑛௭,஽௎௅൯
௄

, for a TC 7.2t type condition 

significantly depends on the turbulence induced disturbances at time of fault occur-
rence 𝑇ி. 
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Table 17 Summary of key results for test cases TC 2.x 

Test 
Case 
ID 

𝑞௄,௖௠ௗ 
[deg/s] 

𝑞௄,௠௔௫ 
[deg/s] 

𝛼௄,௠௔௫ 
[deg] 

൫𝑛௭,௠௔௫൯
௄

[g] 

𝑇ி 
[s] 

𝑇ி஽ 
[s] 

𝑇ி஼ௌ
[s] 

𝑇ఎ 
[s] 

𝑇௤ೖୀ଴ 
[s] 

𝑇௡೥ୀଵ

[s] 

7.1 5 14.4 19.0 1.6 6.50 6.54 6.59 6.89 7.15 7.76 

7.1t 5 23.7 23.8 1.9 6.50 6.61 6.66 6.96 7.71 8.48 

7.2 14 42.7 7.5 12.6 6.50 6.53 6.58 6.72 6.83 7.05 

7.2t 14 52.7 9.20 14.7 6.50 6.55 6.60 6.74 6.88 7.12 

7.2ta 14 43.4 8.0 13.2 1.50 1.55 1.60 1.74 1.85 2.07 

7.3 5 34.1 19.7 4.6 6.50 6.56 6.61 6.93 7.11 7.62 

7.3t 5 38.8 22.6 5.2 6.50 6.58 6.63 6.96 7.18 7.74 

7.4 1.4 7.5 23.7 1.2 6.50 6.56 6.61 6.89 7.21 7.96 

7.4t 1.4 13.0 26.2 1.3 6.50 6.68 6.73 7.01 7.71 8.60 

 

Table 18 Summary of time delays with respect to fault occurrence  
(TF = 6.50 s, TC 2.x) 

Test 
Case 
ID 

𝑇஽,ி஽ 
[s] 

𝑇஽,ி஼ௌ

[s] 
𝑇஽,ఎ

[s] 
𝑇஽,௤ೖୀ଴

[s] 
𝑇஽,௡೥ୀଵ

[s] 

7.1 0.04 0.09 0.39 0.65 1.26 

7.1t 0.11 0.16 0.46 1.21 1.98 

7.2 0.03 0.08 0.22 0.33 0.55 

7.2t 0.05 0.10 0.24 0.38 0.62 

7.3 0.06 0.11 0.43 0.61 1.12 

7.3t 0.08 0.13 0.46 0.68 1.24 

7.4 0.06 0.11 0.39 0.71 1.46 

7.4t 0.18 0.23 0.51 1.21 2.10 
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4.3.4.6 Relation to an Operational System 

For the TCs discussed in this chapter it has been shown that the delay of the FD 
system proposed in this work is small enough to stop the instability induced aircraft 
pitch-up motion from a severe fault where the closed-loop system has become un-
stable.  
The exceedance of the F-16 production FCS operational angle of attack limit  𝛼௄,௟௜௠ 
(cf. Remark 4-6, p. 148) can be considered insignificant and besides that 𝛼௄,௟௜௠ has 
only informal character for our case study (see Remark 4-6, p. 148) 
The Design Ultimate Load (DUL) limit ൫𝑛௭,஽௎௅൯

௄
 = 13.5 g has only been violated 

0.2 s for a fault at high dynamic pressure (𝑉ா஺ௌ = 311 m/s = 605 KEAS) and a high 
nominal (intended) normal load factor ൫𝑛௭,௡௢௠൯

௄
 = 8.5 g where the turbulence in-

duced disturbances were unfavourable at fault occurrence (TC 7.2t). It has been 
demonstrated that for more favourable turbulence induced disturbances at fault oc-
currence ൫𝑛௭,஽௎௅൯

௄
 = 13.5 g will not be violated (TC 7.2ta). 

For cases where the Design Limit Load ൫𝑛௭,௟௜௠൯
௄

 = 9 g is exceeded significant 

structural maintenance and repair actions have to be expected. 

4.3.4.7 Relation to Requirements 

It has been demonstrated that fault detection by the fault detection system is fast 
enough to give the active fault-tolerant flight control system a realistic chance to 
recover control of the air vehicle. The FD system is therefore compliant with Re-
quirement 1-8 for the conditions tested. 
 
It has been demonstrated that the fault detection by the fault detection system is fast 
enough to give the active fault-tolerant flight control system a realistic chance to 
recover control of the air vehicle within acceptable normal load factor limits. For a 
fault occurrence at high dynamic pressure and high nominal (intended) normal load 
factor the airframe DUL  might be exceeded depending on the actual turbulence 
induced disturbances at fault occurrence, thus a recovery could be unsuccessful. The 
FD system is therefore partially compliant with Requirement 1-9 for the conditions 
tested. 
  



4 Results of Simulation Case Studies 

225 

4.3.4.8 Conclusion 

For the conditions tested it has been demonstrated that the FD system proposed in 
this thesis has a fault detection delay that is small enough so that a AFCS has a real-
istic chance of successful recovering the aircraft, within acceptable normal load fac-
tor and angle of attack limits, from a severe fault condition where the closed-loop 
system has become unstable. For a fault occurrence at high dynamic pressure and 
high nominal (intended) normal load factor the airframe DUL  might be exceeded 
depending on the actual turbulence induced disturbances at fault occurrence, thus a 
recovery could be unsuccessful.  
The FD system proposed in this thesis is compliant with Requirement 1-8 and partially 
compliant with Requirement 1-9 for the conditions tested.  
 

4.3.5 Test Matrix 

Table 19 and Table 20 summarize all test conducted in the simulator case study as 
well as the related key parameters. 
 

Table 19 Summary of key parameters for test cases  

TC 
 ID 

𝑞௖௠ௗ 
Type 

𝑞௖௠ௗ 
[deg/s]

Closed-
loop 

Instability 

𝜎௪ೈ
 

[m/s]
Acceptable 

SP Parameter 
Range 

𝐹𝐴𝑅௥௘௤

1.1 LP-filtered step input 
(𝐾௅௉ = 1, 𝑇௅௉ = 0.15 s) 

5 No 0 
 

n/a  n/a 

1.2 14 

1.3 5 

1.4 1.4 

1.1t 5 6.96 

1.2t 14 6.96 

1.3t 5 7.04 

1.4t 1.4 9.37 

2.1 Not applicable.  
See chapter 4.3.2.1 for details. 

0 𝜔ௌ௉,௅ଵ 
𝜁ሚௌ௉,௅ଵ 

(cf. Table 10) 
 

2.2 

2.3 

2.4 
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 𝑞௖௠ௗ 
Type 

𝑞௖௠ௗ 
[deg/s]

Closed-
loop 

Instability 

𝜎௪ೈ
 

[m/s]
Acceptable 

SP Parameter 
Range 

𝐹𝐴𝑅௥௘௤

3.1 Sine (𝜔 = 15.0 rad/s) 5 No 0 𝜔ௌ௉,௅ଵ 
𝜁ሚௌ௉,௅ଵ 

(cf. Table 10) 

n/a 

3.2 Sine (𝜔 = 5.2 rad/s) 14 

3.3 Sine (𝜔 = 14.7 rad/s) 5 

3.4 Sine (𝜔 = 9.3 rad/s) 1.4 

4.1 Step 5 

4.2 14 

4.3 5 

4.4 1.4 

5.1 Combination of Sine, 
Step, Ramp, Random 
number acc. chap-
ter 4.3.2.3.2.  

5 

5.2 14 

5.3 5 

5.4 1.4 

6.1t Not applicable.  
See chapter 4.3.3.2 for details. 

6.96 𝜔ௌ௉,ଵ଴% 
𝜁ሚௌ௉,ଵ଴% 

(cf. Table 12)  
 

0.05 
 6.2t 6.96 

6.3t 7.04 

6.4t 9.37 

7.1 LP-filtered step input 
(𝐾௅௉ = 1, 𝑇௅௉ = 0.15 s) 

5 Yes, at 
𝑇ி = 6.50 s 
by setting 

𝐾௤ = 0 
𝐾ఈ = 0 

 
(TC7.2ta: 

𝑇ி = 1.50 s)

0 
 

n/a 

7.2 14 

7.3 5 

7.4 1.4 

7.1t 5 6.96 2.8e-12

7.2t 14 6.96 

7.2ta 14 6.96 

7.3t 5 7.04 

7.4t 1.4 9.37 

 
  



4 Results of Simulation Case Studies 

227 

Table 20 Summary of common key parameters for test cases  

Parameter Unit Value 

𝑁ோெௌ [-] 60 

ሺ𝑥ீሻ஻ [m] 0,4 ∙ 𝑐̅ 

𝜎ఔಾ,௤ሶ  
(Jewell ASXC Angular Acceleration Sensor) 

[rad/s2] 0.03 

𝜎ఔಾ,௤ 
(iMAR INS iNAV-FCAI–02 Angular Rate Sensor) 

[rad/s] 3.3e-3 

Sample Rate FD System [Hz] 100 

ISA standard day n/a n/a 
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5 Discussion of Thesis Results 

5.1 Compliance to Requirements 
In chapter 1.3 the objectives for the fault detection system proposed in this thesis 
have been defined. This chapter will discuss the compliance of the thesis results to 
those requirements. 
 
Requirement 1-1: The probability that the AFCS is inadvertently activated by the 
fault detection system shall be equal or less 10ି଺ per flight hour. This shall be prov-
en by stochastic and/or logical reasoning that supports a possible certification. 
 
Chapter 3.5.4.3 has outlined the theory of the deterministic part of the proposed 
fault detection system.  From theory no false alarms are expected. In chapter 4.3.2 it 
has been demonstrated, that, for the conditions tested, the deterministic part of the 
integrated stochastic/deterministic FD system ensures that the AFCS is not inad-
vertently activated by the FD system. The deterministic part of the integrated stochas-
tic deterministic FD system is therefore compliant with Requirement 1-1 (p. 11) for 
the conditions tested.  
In a similar way chapter 3.5.4.4 has outlined the theory for the integrated stochastic de-
terministic fault detection algorithm.  The simulation results verify that the suggested 
extensions by the author (chapter 3.5.4.4.1 & 3.5.4.4.2) for fault detection with sys-
tems subject to deterministic polytopic model uncertainties and stochastic unknown inputs are 
valid. It has furthermore been demonstrated in chapter 4.3.3 that the stochastic part of 
the integrated stochastic/deterministic FD system can ensure that the probability 
that the AFCS is inadvertently activated by the fault detection system is equal or less 
10ି଺ per flight hour. The integrated stochastic/deterministic fault detection system 
proposed in this work is therefore compliant with Requirement 1-1 for the conditions 
tested. 
 
Requirement 1-2: The developed architecture must be able to be retrofitted to a 
conventional flight control systems. 
 
Requirement 1-3: The architecture shall allow safe and efficient flight testing. 
 
Requirement 1-4: The fault detection system shall minimize the amount of meas-
urements required to function correctly. 
 
Requirement 1-5: The fault detection system should not require angle of attack 
measurements to work correctly. 
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With respect to the signals required by the FD system it can be readily seen from 
Figure 26 (p. 94) that those are only the command input (herein 𝑞௖௠ௗ), the pitch 
rate 𝑞, and the pitch acceleration 𝑞ሶ  measurements. Thus the FD system is compliant 
with the requirements of minimizing the amount of measurements necessary 
(Requirement 1-4, p. 11) and not using angle of attack measurements for fault detec-
tion (Requirement 1-5, p. 11). It is furthermore easily retrofitable, and therefore also 
compliant to Requirement 1-2 (p. 11), because the interface of the FD system to the ex-
isting aircraft flight control system is limited to the three measurements mentioned 
above. Finally it allows safe and efficient flight testing because, as long as the fault 
bit is not used for activation of the AFCS, no negative impact by the FD system can 
occur. In a proof of concept the FD system could for example be integrated into 
the Flight Test Instrumentation (FTI) for early data gathering flight tests to verify 
Requirement 1-1 in flight. The FD system is therefore also compliant to Requirement 
1-3.  
 
Requirement 1-6: The system shall not rely on an off-line defined set of failure 
models. 

Requirement 1-7: The fault detection must not rely on the AFCS. 
 
As outlined in chapter 3.5.4.3, the FD system uses the nominal (desired) closed-loop 
system dynamics as reference model. It does not require off-line pre-defined failure 
models and does not rely on the AFCS for fault detection it is therefore compliant to  
Requirement 1-6 and Requirement 1-7. 
 
Requirement 1-8: The fault detection by the fault detection system shall be fast 
enough to give the active fault-tolerant flight control system a realistic chance to 
recover control of the air vehicle. 
 
Requirement 1-9: The fault detection by the fault detection system shall be fast 
enough to give the active fault-tolerant flight control system a realistic chance to 
recover control of the air vehicle within acceptable normal load factor limits. 
 
In chapter 4.3.4, it has been demonstrated for the conditions tested that the FD sys-
tem proposed in this thesis has a fault detection delay that is small enough so that an 
AFCS has a realistic chance of successful recovering the aircraft, within acceptable 
normal load factor and angle of attack limits. The test case represents a severe fault 
condition where the closed-loop system has become unstable. For a fault occur-
rence at high dynamic pressure and high nominal (intended) normal load factor the 
airframe Design Ultimate Load (DUL)  might be exceeded depending on the actual 
turbulence induced disturbances at fault occurrence, thus a recovery could be un-
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successful. The FD system proposed in this thesis is thus compliant with Requirement 
1-8 and partially compliant with Requirement 1-9 for the conditions tested.  
 

5.2 Research Contributions 
The research contributions by this thesis can be loosely grouped into two research 
areas. The first one is related to aircraft fault detection, namely to a fault detection 
algorithm to activate an Active fault-tolerant Flight Control System (AFCS) when 
the Conventional Flight Control System (CFCS) does no longer deliver an accepta-
ble closed-loop performance. The second area of contributions is with respect to 
extensions of current Fault Detection (FD) methods. The latter have become neces-
sary from the application of state of the art FD techniques to the above mentioned 
aircraft fault detection problem. Figure 71 graphically summarizes and structures the 
different research contributions. The elements shown will be discussed in the fol-
lowing chapters. 

5.2.1 Aircraft Fault Detection Problem 

The idea of combinging a conventional FCS with an active fault-tolerant one has 
only been very sparsely investigated in the past. Furthermore earlier work did either 
not focus on the required switching logic (Wohletz et al., 2000) or selected an ap-
proach where the fault-tolerant flight control system always works in parallel to the 
conventional one (for example D. G. Ward & Monaco, 2005). The latter inhibits a 
clear segregation of both systems (cf. chapter 1.4).  
As for Wohletz et al. (2000) the approach chosen in this work is to activate the 
fault-tolerant control system only in case that the certified conventional flight con-
trol system delivers an unacceptable closed-loop performance. Such an approach 
would potentially allow keeping the Active fault-tolerant FCS (AFCS) largely outside 
certification scope. This will help to avoid/limit problems that may arise from the 
immature certification experience with respect to AFCS. Furthermore it will allow to 
augment the existing certified and proven CFCS of existing aircrafts instead of replac-
ing them entirely, thus leading to significantly reduced costs and development risks. 
Such a setup of course needs reliable means to detect a CFCS problem that is severe 
enough so that it warrants switching to the AFCS. To the author’s knowledge, the 
following aspects constitute new research contributions by this thesis:  

5.2.1.1 FD System with Quantifiable, Guaranteed False Alarm Rate (FAR) 

The idea of combining a CFCS with an AFCS, albeit not complete new, has only 
been very sparsely investigated in the past (Wohletz et al., 2000) and none of the 
work known to the author (cf. chapter 1.4) treats the problem of how to define a 
useable switching logic/threshold beyond mentioning its existence. This thesis fo-
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cusses especially on the switching, i.e. fault detection algorithm. The above men-
tioned reasoning chain implies that the possibility that the fault-tolerant flight con-
trol system is inadvertently activated must be very remote, i.e. the False Alarm Rate 
(FAR) must be very low (cf. Requirement 1-1). To judge the possibility for inadvert-
ent activation, the FAR must be quantifiable by a number. This work uses a strict state 
of the art FAR-based design approach, as suggested by Ding (2013), and applies it to the 
aircraft fault detection problem on hand. This strict FAR-based design approach is, 
to the author’s knowledge, also new in the context of aircraft fault detection 
(Contribution 3-2, p. 94). Several extensions of the method, which will be discussed 
in chapter 5.2.2, have furthermore been required. 

5.2.1.2 Closed-loop FD Based on a Reference Model with Model Uncertainties, 
Directly Derived from Flying Qualities Standards 

Most of the current Fault Detection and Diagnosis (FDD) work treats the problem 
detecting faults in the uncontrolled plant. In case of aircraft, and potentially in many 
other applications, the user (e.g. pilot) is much more interested in the closed-loop per-
formance of the system, because that is what is visible to him/her. The author 
therefore suggest to model the acceptable closed-loop performance, directly derived from the 
respective flying qualities standards, as deterministic model uncertainties of reference model used 
for fault detection. The approach to use the flying quality standard derived CAP-𝜁ௌ௉ 
combination to define a 𝜔ௌ௉-𝜁ௌ௉ parameter polytope of acceptable reference model 
uncertainties and consequently derive the norm-based residual threshold based on 
this reference model was developed by the author and is, to the author’s knowledge, 
new (Contribution 3-3, p. 95).   

5.2.1.3 Flexible Adaptation and Easy Interpretability of FD System Parameters in 
a Flying Quality Context 

The FD system proposed in this thesis is to author opinion, very flexible to adapt to 
different practical demands. Adaptations are easily done by just changing the range 
of acceptable closed-loop natural frequencies and damping ratios. Most important, 
those two parameters can be readily interpreted in physical and flying quality context 
and they allow a direct comparison with the flying quality standards MIL-F-8785C 
(US DoD, 1996) and MIL-STD-1797B15 (US DoD, 2012). To the author’s opinion 
this is a significant practical advantage and furthermore gives the aerospace engineer 
a direct understanding what the effect of the parameter changes are (Contribution 
3-4, p. 96).  

                                              
15 Restricted distribution, therefore information from MIL-F-8785C is used within 
this text. 
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5.2.2 Fault Detection Methods 

5.2.2.1 Extension of combined stochastic/norm-based fault detection approach for 
deterministic and stochastic unknown inputs to the case of 
deterministic/stochastic unknown inputs and deterministic model 
uncertainties 

The aforementioned approach for the fault detection system required the extension 
of the combined stochastic/norm-based fault detection approach for deterministic 
and stochastic unknown inputs, as suggested by Ding (2013, pp. 339-345), to the 
much more complex case of deterministic/stochastic unknown inputs and determinis-
tic model uncertainties. Several extensions are suggested in this work with respect to the 
aircraft application discussed above. The work thus adds research results to the, 
highlighted by Ding (2013, p. 17), very sparsely investigated research area of residual 
evaluation (Contribution 3-1, p. 59).  

5.2.2.2 Threshold Generator Based on a Signal Energy Detector 

Due to the incorporation of model uncertainties into the reference model also known 
system inputs affect the residual dynamics (cf. chapter 3.5.4.3.3). The author pro-
vides an approach for a signal envelope detector based adaptive fault detection 
threshold (threshold generator) that overcomes the problems of RMS-signals with 
limited observation time (cf. chapter 3.5.4.3.2). The threshold generator ensures va-
lidity of  𝐽௧௛,ோெௌ

ଶ  for the case of limited observation times and enables a fault detec-
tion threshold 𝐽௧௛,ோெௌ

ଶ  that is small enough to be useful in a practical context. The 
former has been demonstrated by simulation in chapter 4.3.2.2 and 4.3.2.3, the latter 
in chapter 4.3.4 (Contribution 3-8, p. 131). 

5.2.2.3 Polytope Approximation of Model Uncertainties Parameter Space 

To overcome the problem of a non-convex 𝜔ௌ௉-𝜁ௌ௉ model uncertainty parameter 
space, the author suggests the use of an approximated parameter polytope as shown 
in Figure 29 (p. 115). In terms of the problem on hand, i.e. the aircraft longitudinal 
short period motion, this means that the allowable range of damping ratios 𝜁ௌ௉ is 
slightly reduced. However it is ensured that the approximation stays in the area of 
the desired level of flying qualities, i.e. on the “safe side”. To the author’s knowledge 
using such an approach in the context of a flying quality model is also new 
(Contribution 3-6, p. 115). 

5.2.2.4 Selection of Residual Variance Scaling Filter 

The in chapter 3.5.4.4.1 suggested approach for the selection of variance scaling 
filter 𝑽ഥ  in case of a residual subject to stochastic unknown inputs and deterministic polytop-
ic model uncertainties is to the author’s knowledge new (Contribution 3-9, p. 135). Alt-
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hough the approach suggested provides a first empirical solution to the problem, 
the author strongly recommends some further work on the subject as it will be dis-
cussed in chapter 5.3.2. 

5.2.2.5 Residual Variance Colored Noise Correction 

The aircraft application warrants the use of a residual band-pass post filter to su-
press the impact of steady and very low frequency gains on the residual and to limit 
the higher frequency noise. Unfortunately, due to auto-correlation, the filtered re-
sidual noise is no longer white but colored, therefore violating one of the underlying 
assumptions of the 𝜒ଶ-distribution required for stochastic residual evaluation. The 
suggested approach of using the 𝜒௠

ଶ ሺ𝜆ሻ normal distribution approximation with a 
colored noise corrected variance for the fault detection 𝜒ଶ -hypothesis testing prob-
lems is to the author’s knowledge also new (Contribution 3-10, p. 138). Although 
the approach suggested provides a first solution to the problem, the author strongly 
recommends some further work on the subject as it will be discussed in chap-
ter 5.3.3. 

5.2.3 Kalman Filter Extension for Colored Noise 

The colored process noise extension of the Kalman filter is to the author’s 
knowledge not covered by contemporary FDD literature, e.g. Ding (2013).  In the 
residual generation context it was introduced by the author to handle the problem 
of colored aircraft atmospheric turbulence. The theory is based on the respective 
known Kalman filter state observer colored noise extensions given for example in 
Lewis et al. (2007, p. 124-127) (Contribution 3-5, p. 101). 

5.2.4 RMS-Window Size 

To the author’s knowledge the implications of using a limited RMS-window size for 
fault detection are not discussed in current FDD literature. The aspects discussed in 
chapter 3.5.4.3.2 are therefore also new (Contribution 3-7, p. 127). 
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5.3 Recommendations for Further Work 

5.3.1 Deterministic Threshold with Polytopic Model Uncertainties 

As discussed in chapter 3.5.4.3.1.3 there exist three possible approaches to calcula-
tion of the worst-case gain 𝒦𝑮ೝ೜೎೘೏,௠௔௫ required to determine the deterministic 

threshold 𝐽௧௛,ோெௌ
ଶ . The first one is the quadratic stability approach that leads to an up-

per bound on the worst case gain 𝒦𝑮ೝ೜೎೘೏,௠௔௫ for time-varying LPV systems with 

arbitrary fast varying parameters 𝜹, i.e. 𝜹ሶ → ∞ (cf. chapter 3.4.2.3.3). While this is for 
sure a powerful theoretical result, in our practical aircraft application we have to 
consider three things:  

 The gains calculated by this approach are very conservative, i.e. they become very 
large. Therefore the fault detection performance for all cases where 𝜹ሶ ൏ ∞ is 
significantly reduced. Actually the author’s experience is that the gains ob-
tained are useless in a practical aircraft fault detection problem. 

 Arbitrary fast varying parameters constitute a dynamic in itself, that is for 
sure not in line with our flying quality requirements of specifications MIL-F-
8785C (US DoD, 1996, p. 14) and MIL-STD-1797A (US DoD, 2004).  

 At fault (damage) occurrence the parameters are potentially heavily time 
varying but this is a case we for sure want to detect, i.e. treating those time varia-
tions as normal parameter variations that occur during normal (fault-free) 
operations would be contradictory to our fault detection goal. 

The approach was initially followed by the author but then discarded due to those 
three reasons. The second approach, finally chosen by the author, is to assume un-
certain but time-invariant parameters 𝜹, i.e. 𝜹ሶ ≅ 𝟎. This solved the three problems 
mentioned above.  Nevertheless there is an important assumption in using this ap-
proach. Clearly in an aircraft context the parameters 𝜹 slowly vary under fault-free 
operations with the flight condition. The assumption made is that the dynamics of 
these slowly varying parameters 𝜹 are insignificant with respect to 𝒦𝑮ೝ೜೎೘೏,௠௔௫. A 

similar assumption is made for nearly all gain-scheduled CFCS, i.e. closed-loop air-
craft systems, used in production aircraft. Therefore it is reasonable to assume that 
it is also an acceptable assumption in our case, however, as for gain scheduled 
CFCS, a strict theoretical treatment would be desirable. In systems theory the con-
cept of robust stability was developed which assumes bounds on the parameter 
change rates 𝜹ሶ . It contains the case of time-invariant parameters (𝜹ሶ ൌ 𝟎) and arbitrary 
fast time-varying parameters (𝜹ሶ → ∞) as special cases (cf. e.g. Scherer & Weiland, 2016, 
pp. 9/25-13/25) and potentially offers the possibility of a strict theoretical treatment 
of slowly varying parameters 𝜹 under fault-free operations in our fault detection con-
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text. Nevertheless to derive bounds on the parameter rates 𝜹ሶ  for the aircraft under 
fault-free operation is potentially also not straight forward and requires careful anal-
ysis of all fault-free operation conditions (Further Work 3-1, p. 124). 
The fact that we used an uncertain but time-invariant system allows us to calculate 
the maximum gain 𝒦𝑮ೝ೜೎೘೏,௠௔௫ using the 𝐻ஶ-norm. Inspired by the idea of robust 

stability, that contains the approach 𝜹ሶ ≅ 𝟎 as special case, the author deducted that 

the  ฮ𝑮௥௤೎೘೏
ฮ

ஶ,௠௔௫

ଶ
 is found at one of the vertices 𝒱௜. While this has been verified by 

simulation in chapter 4.3.2.1, it would be desirable to provide a strict theoretical proof 

that the maximum gain ฮ𝑮௥௤೎೘೏
ฮ

ஶ,௠௔௫

ଶ
 , for the fault detection system of this text, 

is found at one of the vertices 𝒱௜ (Further Work 3-2, p. 125). 

5.3.2 Variance Scaling Filter 

As discussed in chapter 3.5.4.4.1 the approach for selection of variance scaling 
ter 𝑽ഥ for the integrated stochastic/deterministic fault detection scenario with deter-
ministic polytopic model uncertainties suggested by the author and chosen in this thesis is: 

 For every flight condition, identify the vertex 𝒱௏௔௥,௠௔௫ (offline) 

 Choose the correlation filter 𝑽ഥ௥,𝒱ೇೌೝ,೘ೌೣ
 that belongs to this vertex (offline). 

 Implement this filter 𝑽ഥ௥,𝒱ೇೌೝ,೘ೌೣ
 for online processing of the residual, 

which is a simple multiplication of a matrix with a vector. 

While the above suggested approach makes sense from an engineering judgment 
point of view and has also be verified by the simulation case study in chapter 4.3.3, a 
stringent theoretical understanding and solution would be desirable. This should be 
tackled in a follow on work (Further Work 3-4, p. 135). Furthermore in the simula-
tion case study of this thesis certain points in the flight envelope have been used as 
dedicated flight conditions. For sure in a potential implementation in a real system 
some means have to be found for adaptation of 𝑽ഥ between all flight conditions pos-
sible (e.g. like gain scheduling for controller gains). This is also an area of further 
work that has to be addressed for a practical application (Further Work 3-3, p. 135). 

5.3.3 Residual Variance Colored Noise Correction 

The aircraft application warrants the use of a residual band-pass post filter to su-
press the influence of steady and very low frequency gains on the residual and to 
limit the higher frequency noise (cf. chapter 3.5.3.2). Unfortunately, due to auto-
correlation, the filtered residual noise is no longer white but colored, therefore vio-
lating one of the underlying assumptions of the 𝜒ଶ-distribution required for sto-
chastic residual evaluation. In chapter 3.5.4.4.2 the author suggests an approach of 
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using the 𝜒௠
ଶ ሺ𝜆ሻ normal distribution approximation and a colored noise corrected vari-

ance for fault detection 𝜒ଶ hypothesis testing problems. For this work the corrected 
variance has been estimated offline by simulation for five non-centrality parameters 
in the range of interest in this thesis and a correction factor has then been calculated 
accordingly. For every flight condition the correction factors have been stored in a 
look-up table as supporting points for online interpolation as function of 𝜆ఞమ (Table 
14, p. 190). However a method for calculating the corrected variance instead of es-
timating it from offline simulation would be more “elegant” and therefore desirable 
(Further Work 3-6, p. 137). In the simulation case study of this thesis only certain 
points in the flight envelope have been used as dedicated flight conditions. For sure 
in a potential implementation in a real system some means have to be found to 
adapt the variance correction factor 𝜀௏௔௥,ଵ between all flight conditions possible, e.g. 
like gain scheduling for controller gains. Even better would of course be a theoreti-
cal solution to the overall correction. This is for sure an area of further work that 
should be addressed for a practical application (Further Work 3-5, p. 137). 
Unfortunately it was found in simulation that the above mentioned correction of the 
variance alone still leads to a False Alarm Rate (FAR) slightly higher than 𝐹𝐴𝑅௥௘௤ . 
The reason is not fully understood yet and has to be investigated further in a follow 
on work (cf. chapter 3.5.4.4.2). For this thesis the correct FAR was obtained by an 
additional constant correction factor 𝜀௏௔௥,ଶ for all 𝜆ఞమ and flight conditions. The use 
of  𝜀௏௔௥,ଶ to obtain correct FAR is for sure not fully satisfactory. Although it has been 
verified by simulation in chapter 4.3.3 that we can ensure the latter by 𝜀௏௔௥,ଶ, and there-
fore fulfil Requirement 1-1 (p. 11), a theoretical profound understanding and solu-
tion would be highly desirable (Further Work 3-7, p. 138). 
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6 Summary 

In the last three decades so called fault-tolerant flight control systems have drawn 
significant attention of the research community, authorities, and industry. The term 
fault-tolerant thereby refers to the potential of those systems to tolerate faults that 
cannot be dealt with by conventional flight control systems therefore reducing the 
risk of losing an aircraft due to loss of control. Despite their advantages fault-
tolerant flight control systems have not yet seen widespread use beyond the scope 
of experimental aircraft, small UAVs, and a few fault-tolerant elements to detect 
actuator and sensor failures in production aircraft. To the author’s opinion there 
exist two major reasons for the current situation. First of all, in aviation, certification 
is an inevitable requirement for all safety critical systems. Most active fault-tolerant 
methods are not yet compatible to the certification demands. Although there have 
been recently some improvements in this regard, the certification experience re-
mains limited. Secondly most current approaches aim at replacing the entire certified 
conventional flight control systems already installed in current production aircraft or 
aircraft families. While this is certainly a valid long-term goal it neglects to the au-
thor’s opinion an important practical truth: There already exist many excellent, certi-
fied, and operational proven conventional flight control systems installed in current 
production aircraft that have been designed by classical control methods. Due to 
economic constraints virtually no aircraft manufacturer will consider replacing them 
completely by new systems or developing a new FCS by solely relying on new con-
trol approaches.  
This thesis was inspired by the idea to combine a Conventional Flight Control Sys-
tem (CFCS) with an active fault-tolerant one, were the latter is only activated in case 
that the CFCS  is no longer able to provide an acceptable closed-loop performance, 
e.g. due to severe aircraft damage. Such an approach would potentially allow keep-
ing the Active fault-tolerant FCS (AFCS) largely outside certification scope. This will 
help to avoid/limit problems that may arise from the immature certification experi-
ence with respect to AFCS. Furthermore it will allow to augment the existing certified 
and proven CFCS of existing aircrafts instead of replacing them entirely, thus lead-
ing to significantly reduced costs and development risks. Such a setup of course 
needs reliable means to detect a CFCS problem that is severe enough so that it war-
rants switching to the AFCS. The idea of combining a CFCS with an AFCS, albeit 
not complete new, has only been very sparsely investigated in the past (Wohletz et 
al., 2000) and none of the works known to the author (cf. chapter 1.4) do treat the 
problem of how to define a useable switching logic/threshold beyond mentioning 
its existence.   This thesis suggests a possible approach to this Fault Detection (FD) 
problem utilizing a model-based  FD approach. The above outlined reasoning chain 
implies that the possibility that the fault-tolerant flight control system is inadvertently 
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activated must be very remote, i.e. the False Alarm Rate (FAR) shall be very low 
(cf. Requirement 1-1). To judge the possibility for inadvertent activation, the FAR 
must be quantifiable by a number. Herein a strict state of the art FAR-based design ap-
proach, as suggested by Ding (2013), is applied to the aircraft fault detection problem 
on hand. The application of this strict FAR-based design approach is, to the au-
thor’s knowledge, new in the context of aircraft fault detection.  
Most of the current work on Fault Detection and Diagnosis (FDD) furthermore 
treats the problem detecting faults in the uncontrolled plant. In case of aircraft, and 
potentially in many other applications, the user (e.g. pilot) is much more interested 
in the closed-loop performance of the system, because that is what is visible to 
him/her. The author therefore suggest to model the acceptable closed-loop performance 
directly derived from the respective flying qualities standards as deterministic model uncertainties of 
the reference model used for fault detection. The approach to use the flying quality 
standard derived CAP-𝜁ௌ௉ combination to define a 𝜔ௌ௉-𝜁ௌ௉ parameter polytope of 
acceptable reference model uncertainties and consequently derive the norm-based 
residual threshold based on this reference model was developed by the author and 
is, to the author’s knowledge. The major focus to this effect is in the task of residual 
evaluation, which, in general has only been very sparsely investigated in the past (cf. 
Ding, 2013, p. 17). The aforementioned approach required several extensions of the 
combined stochastic/norm-based fault detection method for deterministic and sto-
chastic unknown inputs, as suggested by Ding (2013, pp. 339-345), to the much more 
complex case of deterministic/stochastic unknown inputs and deterministic model un-
certainties. The extensions suggested by the author have been summarized in chap-
ter 5.2.2. 
Finally the FD system proposed in this thesis is to author opinion, very flexible to 
adapt to different practical demands. Adaptations are easily done by just changing 
the range of acceptable closed-loop natural frequencies and damping ratios. Most im-
portant, those two parameters can be readily interpreted in physical and flying quali-
ty context and they allow a direct comparison with the flying quality standards 
MIL-F-8785C (US DoD, 1996) and MIL-STD-1797B16 (US DoD, 2012). To the 
author’s opinion this is a significant practical advantage and furthermore gives the 
aerospace engineer a direct understanding what the effect of the parameter changes 
are. 
Driven by the certification requirement the primary goal of this work was to provide 
an approach that guarantees a user selectable False Alarm Rate (FAR), because a 
false alarm would lead to an inadvertent activation of the AFCS. The FAR is there-
fore certification relevant. A secondary objective was to limit conservatism in the 

                                              
16 Restricted distribution, therefore information from MIL-F-8785C is used within 
this text. 
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assumptions in order to provide a fault detection performance that promises practi-
cal benefits of the suggested system. Both goals have, to the author’s opinion, been 
achieved. The achievements of the detailed objectives outlined in chapter 1.3, are 
discussed in chapter 5.1. Concerning the secondary objective several potential addi-
tional improvements have been identified, that could be investigated in a follow-on 
work (chapter 5.3). 
Chapter 3 discussed the theoretical studies conducted with respect to contemporary 
model-based fault detection and finally describes the fault detection system pro-
posed in this work (chapter 3.5). The suggested fault detection system has been test-
ed in a linear simulation case study based on a public F-16 model provided e.g. by 
Klein and Morelli (2006). The results of this simulation case study have been dis-
cussed in chapter 4. 
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Appendix A F-16 Non-Linear Simulation Model 

This chapter is largely based on Kaminski (2012). 

A.1 Flight Dynamic Plant Model 

The aerodynamic, mass and propulsion data provided in Annex D of Klein and 
Morelli (2006, pp. 463-471), for a MATLAB-based simulation of the General Dy-
namics F-16, has been re-implemented in Simulink to provide a flexible non-linear 
six-degree of freedom open-loop flight simulation with facilities for trimming. The 
data has the advantage of being representative of a modern fighter aircraft configu-
ration on one hand and being freely available without any security related restrictions on 
the other hand. The data set is based on the work of (Nguyen et al., 1979). The 
structure of the flight dynamic simulation model is shown in Figure 72 and ex-
plained in more detail in Chapters A.2 to A.6.  
 
 

 

Figure 72 Structure of flight dynamic simulation model 
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A.2 Equations of Motion 

For the simulation a flat and non-rotating earth was assumed. The resulting EOM 
are given by (6-1) to (6-4). The EOM have been solved using the Simulink “Custom 
Variable Mass 6DOF (Wind Axes)” block (2014, pp. 4-176 to 4-181).  
 

 𝒂ሬሬ⃗ ௄ ൌ
∑൫𝑭ሬሬ⃗ ீ൯

஻

𝑚
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௄
ீ ൯

஻

ா஻
൅ ሺ𝝎ሬሬሬ⃗ ௄

ை஻ሻ஻ ൈ ሺ𝒗ሬሬ⃗ ௄
ீ ሻ஻

ா  (6-1)
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A.3 Environment Model 

The environment model simulates the earth atmosphere and gravitational field. The 
atmosphere was modelled as ISA (ISO, 1997) using the Simulink “ISA Atmosphere 
Model” block (The MathWorks Inc., 2014, pp. 4-379 to 4-380) assuming that  
 

 ℎ஺ ൌ െ൫𝑟௭
ேబீ൯

ே
 (6-5)

 
The gravitational acceleration was assumed to be constant with  
 

 𝒈ሬሬ⃗ ଴ ൌ ൥
0
0

9,81
൩

m
sଶ (6-6)

 
  



Appendix A F-16 Non-Linear Simulation Model 

245 

A.4 Mass Model 

The time-invariant mass model used is identical to the one given in Annex D.6 of 
Klein and Morelli (2006, p. 471). The only exception to this is that for this case 
study a centre of gravity position ሺ𝑥ீሻ஻ ൌ 0,4 ∙ 𝑐̅ has been chosen to obtain an 
open-loop unstable plant with time to doubles representative of contemporary 
fighter aircraft configurations. Nevertheless this has some implication with respect 
to control power available, which will be discussed in Remark 6-1 (p. 247). 

Table 21 Mass and moments of inertia model 

Parameter Symbol Value 

Aircraft mass 𝑚 9295 𝑘𝑔 

Moments of inertia ሺ𝑱ீሻ஻஻ 
൥

12874 0 െ13314
0 75671 0

െ13314 0 85549
൩  𝑘𝑔𝑚ଶ 

Reference centre of gravity ൫𝑥௥௘௙
ீ ൯

஻
0,35 ∙ 𝑐̅ 

Centre of gravity for simu-
lation 

ሺ𝑥ீሻ஻ 0,4 ∙ 𝑐̅ 

 
The calculation of the gravitational force was included in the mass model. Using 𝒈ሬሬ⃗ ଴ 
of (6-6) the gravitational force in aerodynamic axis is given by 
 

 ൫𝑭ሬሬ⃗ ீ
ீ൯

஺
ൌ 𝑚 ∙ ሾ𝑴஺଴ ∙ 𝒈ሬሬ⃗ ଴ሿ (6-7) 

 

A.5 Propulsion Model 

The propulsion model simulates the thrust force and moment of a single afterburn-
ing turbofan engine based on  
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For the angular momentum h୔ a fixed value of 217 ୩୥୫మ

௦
 was used. Engine dynam-

ics are modeled as a first order lag of the actual power level 𝑃௔ to the commanded 
power level 𝑃௖.  
 

 𝑃ሶ௔ ൌ
1

𝜏௘௡௚
ሺ𝑃௖ െ 𝑃௔ሻ (6-10)

 
The model used is identical to the one given in Annex D.3 of Klein and Morelli 
(2006, pp. 468-469). A more detailed description can be found there. 

A.6 Aerodynamic Model 

The aerodynamic forces and moments acting on the air vehicle are calculated by 
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with the non-linear coefficients in the body-fixed coordinate frame 
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where 𝑞∗ is the non dimensionless pitch rate defined by 
 

 𝑞∗ ൌ
𝑞 ∙ 𝑐̅

2 ∙ 𝑉஺
 (6-19) 

 
The model used is identical to the one given in Annex D.4 of Klein and Morelli 
(2006, pp. 469-470). A more detailed description can be found there. Table 22 
summarizes the constant aerodynamic parameters. The elevator deflection angles 
given represent the nominal values for the F-16 (cf. Nguyen et al., 1979, pp. 
11 & 34-35). The case study conducted in this work will only analyse the longitudi-
nal motion. Figure 73 shows the relevant aerodynamic coefficients ሺ𝐶௑଴ሻ஻ , ሺ𝐶௓଴ሻ஻ 
and ሺ𝐶௠଴ሻ஻ as function of the angle of attack 𝛼஺ for three different elevator deflec-
tion angles 𝜂. As it can been seen the slope of ሺ𝐶௠ሻ஻ is positive in nearly all regions, 
i.e. the aircraft is statically unstable for ሺ𝑥ீሻ஻ ൌ 0,4 ∙ 𝑐̅.  

Remark 6-1: It is important to note that, for 𝛼஺ ൐ 30 𝑑𝑒𝑔 and 𝜂 ൌ ൅25 𝑑𝑒𝑔 (full 
nose down), ሺ𝐶௠ሻ஻ becomes positive which means that no nose down moment can 
be created any longer. However this a particularity of the CG position chosen for 
this case study. In this regard we have to keep in mind that for the original F-16, 
with ൫𝑥௥௘௙

ீ ൯
஻

ൌ 0,35 ∙ 𝑐̅ , ሺ𝐶௠ሻ஻ only becomes positive for  𝛼஺ ൐ 45 𝑑𝑒𝑔. Clearly 

if we would build a more unstable F-16 with ሺ𝑥ீሻ஻ ൌ 0,4 ∙ 𝑐̅ more pitch control 
power would be required, than with the original design. 

Table 22 Summary of aerodynamic parameters 

Parameter Symbol Value 

Wing Area S 27.87 𝑚ଶ 

Wing Span b 9.14 𝑚 

Mean Aerodynamic Chord 𝑐̅ 3.45 𝑚 

Maximum elevator deflection angle 𝜂 േ25 𝑑𝑒𝑔 

Maximum aileron deflection angle 𝜉 േ21,5 𝑑𝑒𝑔 

Maximum ruder deflection angle 𝜁 േ30 𝑑𝑒𝑔 
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Figure 73 Longitudinal aerodynamic coefficients as function of the angle of attack 
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A.7 F-16 Angle-Of-Attack /G-Limiter 

 

Figure 74 F-16 Angle-Of-Attack /G-Limiter (Droste & Walker, 2010, p. 94) 
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