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Abstract

Robotics researchers have been always in pursuit of developing machines that can act like humans.
To achieve such an ambition, it is important to understand how humans learn. From a new born,
until an adult, a human goes through several stages of developments in acquiring new skills. We
do not learn every thing on our own and most of it is taught to us by our parents and teachers. For
a robot to act like humans, it is also important for it to learn like humans. An important aspect of
learning like humans is to be able to mimic and generalize a demonstrated skill. Programming by
Demonstration (PbD) focuses on this aspect of robotics.

Multimodal density estimation is a preliminary step of the PbD approaches presented in this
thesis. The main challenges in Expectation Maximization (EM) based density estimation are not
knowing the original number of clusters in the data, initialization of model parameters for EM and
overfitting or under fitting of the learned model. These challenges are addressed by the simulated
annealing based EM approach presented in this work. The performance of the presented approach
outperforms other EM based approaches in similar settings and is validated through synthetic as
well as real datasets. Next I show that a learned mixture model can be utilized for PbD tasks.

With kinesthetic teaching as an input modality I present a Gaussian Mixture Model (GMM)
based task parameterized skill learning approach. Existing PbD approaches require a large amount
of demonstrations. Additionally they also perform poorly when generalizing beyond the demon-
strated regions. The approach presented in this thesis addresses these shortcomings by presenting
a new task parameterized skill learning method. As EM can utilize incomplete data, it is shown
that the generalization capabilities of a learned skill can be significantly improved by introducing
incomplete data spanning the task parameters i.e. the input space.

In PbD, variables of interest, which are also termed as task parameters, have to be identified
and extracted during motion reproduction. To avoid extraction of task parameters, it is shown that
by modelling the forcing terms of a Dynamic Movement Primitive (DMP) with a Convolution
Neural Network (CNN), the high dimensional camera image can be processed directly to repro-
duce a learned skill. The proposed architecture possesses the desirable attributes associated with
a dynamical system, as well as generalization properties associated with the deep learning.

Apart from kinesthetic teaching, this thesis also focuses on developing PbD approaches by uti-
lizing teleoperated demonstrations. Since it is not always possible to co-locate a human teacher
along with a robot, for instance in deep sea or space applications, teleoperated demonstrations
have to be utilized for learning. The challenges which arise from teleoperated demonstrations are
their high temporal and spatial variations, different initial and final configurations and incomplete
demonstrations. This thesis addresses these challenges by proposing a simultaneous trajectories
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Abstract

synchronization and encoding algorithm. Moreover it is shown that the learned control can also
be utilized in shared teleoperation setting, by executing the learned skill in conjunction to a hu-
man operator. The PbD approaches presented in this thesis outperform the state of the art PbD
approaches devised for similar tasks in simulated as well as real robot experiments.
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Zusammenfassung

In der Robotik-Forschung wird seit langem das Ziel verfolgt, Maschinen zu entwickeln, die wie
Menschen agieren können. Um dieses Ziel zu erreichen, ist es wichtig das menschliche Lernen zu
verstehen. Vom Neugebohrenen bis zum Erwachsenen durchläuft ein Mensch mehrere Entwick-
lungsstufen zum Erlangen neuer Fähigkeiten. Dabei lernen wir nicht alles von selbst, das meiste
wird uns durch unsere Eltern und Lehrer vermittelt. Damit ein Roboter wie ein Mensch agieren
kann, ist es auch wichtig dass er wie ein Mensch lernt. Ein wichtiger Aspekt des menschlichen
Lernens es es, eine demonstrierte Fähigkeit zu imitieren und zu generalisieren. Programmierung
durch Demonstration (PbD) fokussiert sich auf diesen Aspekt der Robotik.

Multimodale Dichteschätzung ist ein erster Schritt der PbD-Ansätze, die in dieser Arbeit vorgestellt
werden. Die hauptsächlichen Herausforderungen bei der auf Expectation-Maximization (EM)
basierenden Dichteschätzung, ist die fehlende Information über die Anzahl der Cluster in den
Daten, sowie die Initialisierung der Modelparameter für EM und das Über- oder Unteranpassen
des gelernten Models zu vermeiden. Diese Herausforderungen werden durch den vorgestell-
ten Simulated-Annealing-basierten EM-Algorithmus bewältigt, der in dieser Arbeit vorgestellt
wird. Die Leistung des präsentierten Algorithmus übertrifft andere EM-Algorithmen in ähnlichen
Szenarien und wird sowohl durch künstliche als auch reelle Datensätze validiert. Im folgenden
wird gezeigt, wie ein gelerntes Mixture-Model für PbD-Aufgaben verwendet werden kann.

Mit kinästhetischem Teachen als Eingabemodalität wird ein Gaussian-Mixture-Model (GMM)-
basierter Ansatz vorgestellt, der das Lernen von parametrisierbaren Fähigkeiten ermöglicht. Beste-
hende PbD Ansätze erfordern eine große Anzahl an Demonstrationen. Außerdem funktionieren
diese nur eingeschränkt, wenn versucht wird außerhalb der demonstrierten Region zu general-
isieren. Der in dieser Arbeit vorgestellte Ansatz behandelt diese Defizite durch die Präsentation
eines neuen Algorithmus zum Lernen von aufgabenparametrisierbaren Fähigkeiten. Da EM auch
unvollständige Daten nutzen kann, zeigt sich, dass die Generalisierungsmöglichkeit der gelernten
Fähigkeit signifikant durch das Einführen dieser unvollständigen Daten verbessert wird, welche
im Eingangsraum der Aufgabenparameter liegen.

Bei PbD müssen Variablen von Interesse, die auch als Task-Parameter bezeichnet werden,
während der Bewegungswiedergabe identifiziert und extrahiert werden. Um das Extrahieren von
Aufgabenparametern zu vermeiden, wird gezeigt, dass ein hochdimensionales Kamerabild direkt
verarbeitet werden kann, um eine gelernte Fähigkeit zu reproduzieren. Dabei werden die Forcing-
Terms einer Dynamic-Movement-Primitive (DMP) mit einem Convolutional-Neural-Network (CNN)
modelliert. Die vorgestellte Architektur besitzt die erwünschten Eigenschaften eines dynamischen
Systems und erreicht die Generalisierungseigenschaften mittels Deep-Learning.
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Abstract

Neben kinästhetischem Teachen konzentriert sich diese Arbeit auch auf die Entwicklung von
PbD-Ansätzen unter Verwendung von teleoperierten Demonstrationen. Da es für einen men-
schlichen Demonstrator nicht immer möglich ist sich neben einem Roboter aufzuhalten, z.B.
in der Tiefsee oder bei Raumfahrtanwendungen, müssen teleoperierte Demonstrationen einge-
setzt werden. Die Herausforderungen die sich durch teleoperierte Demonstrationen ergeben, sind
große zeitliche und räumliche Variationen, verschiedene Anfangs- und Endkonfigurationen und
unvollständige Demonstrationen. Diese Arbeit befasst sich mit diesen Problemstellungen durch
die Vorstellung eines simultanen Trajektorien-Synchronisations- und Codierungsalgorithmus. Darüber
hinaus wird gezeigt, dass die gelernte Steuerung auch während gemeinsamer Teleoperation durch
Ausführung der gelernten Fähigkeit zusammen mit einem menschlichen Operator ausgeführt wer-
den kann. Die in dieser Arbeit vorgestellten PbD-Ansätze übertreffen jene des Stands der Technik
für ähnliche Aufgaben sowohl in simulierten als auch in realen Roboterexperimenten.
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CHAPTER 1

Introduction

1.1. Motivation

Scientists have always been in pursuit of developing the machines and artificial intelligence algo-
rithms that can outperform humans. A key component in achieving such goals is to investigate that
can the machines learn like humans. To acquire such a capability, a robot should be able to learn
directly from a human teacher. An infant does not learn everything on its own but a lot of them are
taught by its parents. In the same way, a robot’s learning speed can be significantly increased if it
can learn a skill from a human teacher. This can also eliminate the need to perform trial and error
learning by a robot, which can consume a lot of time. Programming by Demonstration (PbD) is
an active research area in robotics where a human teaches a skill to a robot.

In PbD, a skill at trajectory level can be encoded by utilizing dynamical systems or statistical
modeling. Encoding of human movements can be performed in task space, joint space or torque
space. Moreover PbD can encode discrete movements as well as limit cycles. A preliminary step
of many statistical modeling based PbD approaches is to encode the demonstrations by using a
Gaussian Mixture Model (GMM). The most widely used method for fitting a GMM is Expectation
Maximization (EM). EM maximizes the likelihood locally and hence can converge to a local
maxima. Other problems that are associated with EM based density estimation are initialization
of model parameters, convergence to the boundary of the parameter space and estimating the
appropriate model complexity. All of these issues have to be considered when employing a GMM
based PbD approach.

Humans can quickly acquire basic motor skills from a teacher. PbD also aims to achieve such
capabilities. In PbD, instead of programming each task from scratch, the tasks are learned from
human demonstrations. This presents a natural way of quickly encoding different tasks and can
significantly reduce the setting up time in industrial applications. PbD does not mean the exact
replaying of the motions but the learned task should be generalizable for a wide range of scenarios.
Consider for instance the task of throwing a ball in the basket. After observing few demonstrations,
the robot should be able to generalize the throwing motion for different basket positions. In PbD,
external environmental variables, for instance the basket position in the ball throwing task, are
termed as task parameters.

A lot of research has been done to adapt a learned skill while considering the task parameters.
Humans can learn a skill by observing only a few demonstrations. Similar capability is also desir-
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able by robots as collecting too many demonstrations can be a time consuming and tedious task.
As mentioned earlier, learning in PbD does not mean the exact replicating of the demonstrations.
Thus the robot should be able to generalize the learned skill for a wide range of situations. Most of
the existing PbD approaches perform well when interpolating within the demonstrated ranges of
the task parameters but their performance deteriorate when extrapolating beyond the demonstrated
ranges of the task parameters. In PbD, learning from relatively few demonstrations and for per-
forming well in the extrapolation regions are the important topics that need further investigation.

Deep neural networks have shown promising results in many domains i.e. computer vision,
speech recognition, natural language processing etc. Deep learning approaches can perform su-
pervised, unsupervised and reinforcement learning. In deep learning, multiple layers correspond
to different levels of abstraction. A relatively new research direction is to utilize deep learning for
PbD scenarios. Since deep convolutional neural networks can extract object/task specific features,
they are a useful tool for processing high dimensional camera images. This provides an excit-
ing new research direction for encoding PbD tasks by directly utilizing high dimensional camera
images. The challenge which arises when utilizing deep learning for PbD is that deep learning
approaches usually require a large amount of training data. Collecting too many demonstrations
often creates a feasibility issue for many real world robotics tasks. Also since deep learning
provides a black box approximator, the outcome can be nondeterministic. These issues have to
tackled when applying deep learning for PbD tasks. In this thesis, we handle these challenges by
combining deep learning with a model besed approach, as will be shown later.

An important aspect of PbD is to collect demonstrations from a teacher. There are different
modalities that a human can utilize for providing demonstrations to a robot. The two main ap-
proaches for providing demonstrations are kinesthetic teaching and teleoperation. In kinesthetic
teaching, a human teacher actually holds the robot’s end-effector to demonstrate a task. Teleo-
pearation is employed when the humans cannot be colocated with the robots. Examples include
nuclear waste handling, deep water and space applications where teleopearation is the only way
for providing demonstrations in such scenarios. Teleoperated demonstrations usually have high
temporal/spatial variations. That is why the existing approaches developed for PbD via kinesthetic
teaching often fail to scale well when applied to teleoperation settings.

Apart from task automation, correct task execution is also important. A wrong task execution
can be dangerous for the robot as well as the environment. Human supervision can be deployed to
avoid unsafe interactions. Since the goal of task automation is generally to reduce the workload
of a human operator, another approach is the control sharing inbetween the learned model and a
human operator. This ensures correct task execution while at the same time it also reduces the
mental workload of the human operator.

This thesis focuses on the challenges highlighted so far. It aims at developing a PbD approach
that can learn from very few human demonstrations and can generalize beyond the demonstrated
range of task parameters. As Gaussian Mixture Model (GMM) based density estimation is an
integral part of the PbD approaches presented in this thesis, the challenges associated with GMM
based density estimation via Expectation Maximization are also addressed in this thesis. Addi-
tionally it is also shown that with deep learning, the camera image can be directly utilized for
generalizing a learned skill. The developed approach preserves the desirable attributes required
for the PbD tasks while also preserving the generalization capabilities associated with deep learn-
ing. Moreover a PbD approach to learn from teleoperated demonstrations is also presented in this
thesis. The presented approach can handle high spacial/temporal variations in the teleoperated
demonstrations. It is also shown that the model learned for teleoperation can either be completely
autonomously executed or in shared control settings along with the human operators.
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1.2. Related works

This section presents the related works about the chapters to follow.

1.2.1. GMM and EM

Finite mixture models provide a probabilistic tool for modeling arbitrarily complex probability
density functions. This ability enables mixture models to have applications in many domains
such as regression, pattern recognition, image segmentation and machine learning [49], [57, 60].
The usual approach for fitting a GMM is to start with a fixed number of components and then
applying EM to get the maximum likelihood (ML) parameter estimate of the model. The EM is
usually applied multiple times with different initializations. K-means can be used for initializing
each EM cycle. At the end the model parameters which yield the highest likelihood value are
selected [11,31]. This approach has the following drawbacks: It has to apply EM multiple times for
each different initialization and it only provides parameters estimate for a fixed model complexity
(number of components). If the model complexity cannot be determined in advance, then the same
procedure of multiple startups has to be applied to the models with different complexity levels
(more computational burden). Afterwards a model selection criterion (discussed in section 2.4.2)
can be used to select one among the competing set of models with different complexities.

As the likelihood function is multimodal, it is possible that during EM the estimate may con-
verge to the boundary of the parameter space. This means that the weight of one of the component
may approach to a small value, with its covariance matrix becoming singular and hence making the
likelihood value to approach infinity. When this occurs, EM should be aborted and restarted with
different initialization of the parameters. Deterministic Annealing EM (DAEM) algorithm [105]
has been proposed for avoiding the estimate to converge at the boundary of the parameter estimate
during EM. DAEM uses the ideas from statistical mechanics, by applying the concept of maxi-
mum entropy. The objective function is considered as the thermodynamic free energy, which is
regulated by a temperature parameter β . During DAEM β is gradually increased. β = 0 makes the
posterior distribution uniform while β = 1 makes the posterior as the original distribution. EM is
first applied at a higher temperature, which is represented with a small β value. After convergence,
the temperature value is slightly decreased and then again EM is applied to the parameters estimate
of the last iteration. This cycle continues until the temperature value reaches its minimum value
with the maximum β value of one. This corresponds to the transition of posterior distribution from
nearly uniform to the original distribution. DAEM can avoid covariance matrix of the components
from becoming singular but can get trapped at saddle points. For escaping a saddle point, different
search strategies are proposed by [105]. The drawback of DAEM is high computation cost due to
application of EM at each temperature value. Search around the saddle point further increases the
computational burden of DAEM.

Broadly speaking there are three main approaches for estimating the number of components [30]:
EM based methods [28, 67], Variational Bayesian methods [108] and stochastic methods by us-
ing Markov Chain Monte Carlo (MCMC) sampling [9, 88]. Variational Bayesian methods avoid
overfitting but only provide an approximate solution while Stochastic methods are computation-
ally very expensive. Moreover there are two types of EM based methods in which the number
of components needs not to be fixed in advance: Firstly divisive where the estimate starts from a
single component which split into multiple components as the algorithm proceeds [13,22,114] and
secondly agglomerative where the estimate starts from a large number of components which are
decreased as the algorithm proceeds [30,31]. A variety of ways have been proposed for spliting or
merging GMM components [13, 64, 106, 113, 114]. In [37] and [30] Kullback-Leibler divergence
has been used, while adapting the components, for keeping the prior and posterior densities close
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to each other.

1.2.2. Programming by Demonstration

Imitating a task through observations is inherently easy for humans, but surprisingly a challenge
for robots. In general, a robot has to be pre-programmed for performing different tasks. A slight
change in a task or the environment require re-programming of the robot, which can be a tedious
and a time consuming process [10]. Programming by Demonstration (PbD), also known as imita-
tion learning, provides an intuitive way to readily teach new skills to the robots [8, 10]. In PbD,
instead of programming, a task is learned from human demonstrations. In general there are two
main approaches for learning motor skills; firstly those based on mimicking motion data using
dynamical systems, i.e. Dynamic Movement Primitives (DMP) [72,99], secondly those relying on
statistical Machine Learning (ML) techniques, i.e. Gaussian Mixture Models (GMMs) [21] and
Hidden Markov Models (HMMs) [59, 61]. DMPs consider one-shot learning and provide spatial
and temporal scalability properties as well as guaranteed convergence to the goal position. Learn-
ing is done at the acceleration level and many variations exist for DMPs. For example [70] has
shown that additional coupling terms defined using potential fields can be combined with a DMP.
This provides an obstacle avoidance behavior while performing the motion reproduction. [74] has
shown that sensor traces can be incorporated into a DMP for achieving online motion adaptation.
Their approach provides robustness against external disturbances and uncertainty in the goal po-
sition. The benefit of this approach is demonstrated through an object grasping task, where the
uncertainty in an object’s position can be tackled by utilizing the sensory feedback, which the
robot also received for the demonstrated grasping motions. An extension of [74] is [73] where
they have used sensor traces to continuously predict all associated sensory signals, by combining
a sequence of DMPs for achieving complex tasks. [35] has presented a way to encode the rhythmic
DMPs without any prior knowledge about their frequency and waveform.

Statistical ML based approaches directly learn from spatial data and can easily encode multiple
demonstrations at a time. These approaches encode the trajectories along with their associated
variances. There are many benefits of estimating the variances of the encoded trajectories. For
instance variance in case of external perturbations can indicate how strictly the generated motion
should be followed in a certain region [10]. For a compliant robot, the variance information is also
useful for setting the stiffness gains. Moreover multiple constraints can be encoded with statistical
ML approaches, by extracting redundancies across the demonstrations [15]

Reinforcement learning (RL) can take a lot of iterations to converge. This in general is not
desirable in robotics, as it can be detrimental for a robot. PbD is often applied to speed up the
learning process for RL. The goal of PbD for RL is to come up with a good initialization of the
model parameters. RL is then applied as a second step to further refine the learned parameters
values. Additionally in a RL task, the learned variances can be utilized for setting the exploration
gains [50]. In a pan cake flipping task, the imitation alone fails to achieve the desired behavior. By
utilizing the variance information, [50] significantly speeded up the learning process and learned
the desired pan cake flipping behavior after only 50 trials. In the same manner a humanoid robot
successfully learned to target aims in archery by utilizing PbD and RL [51].

PbD is not limited to skill transfer from a teacher to a robot but can also be utilized for learning
collaborative tasks. For instance a HMM model can be incrementally refined for incorporating
a physical human interaction by using a motion refinement tube [59]. The encoding motion can
also be utilized for performing collaborative behaviors [20, 90]. For e.g. in a collaborative object
manipulation task, the robot not only learns the desired path but also the required interaction
forces/torques to carry the object through the desired path. The robot’s impedance can be modified
along a task execution for facilitating collaborative behavior. In [91], the robot’s impedance is
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modified by estimating virtual stiffness matrices from the demonstrations.

1.2.3. Task Parameterized skill learning

Task parameterized skill learning falls under the general category of PbD. Task parameterized
learning aims at developing PbD approaches that considers external environmental factors. Ex-
amples include an object’s position in an obstacle avoidance task and the position of the target in
an aiming task. This makes the motion encoding challenging because now these external environ-
mental factors, which we also term as task parameters, govern the behavior of the motion. As in
PbD, there are also two main approaches for task parameterized learning in PbD i.e. those relying
on statistical machine learning techniques and those based on dynamical systems.

Many statistical machine learning based approaches for task parameterized learning utilize
GMMs. Among the GMM based approaches, [21] used different frames of reference for capturing
distinct aspects of multiple demonstrations. Task parameters are defined as frames of reference.
For generalization, the already learned GMMs are placed with respect to new frames and multi-
plied to retrieve a Task Parameterized-GMM (TP-GMM) for a new scenario. A similar method
is [17], where they have shown that such an approach can also provide some extrapolation capabil-
ity. Additionally the TP-GMM can also handle missing frames of reference during demonstrations
as well as reproductions. The missing frames of reference can be a result of variable number of
objects or visual occlusion [5]. However, TP-GMM based approaches lack typical properties as-
sociated with DMPs, e.g. spatial amplification of the movement and guaranteed convergence to
a goal position. Additionally the frames of references cannot be arbitrarily placed and the user
needs to have a certain level of understanding about how to place the frame of references for the
TP-GMM to be successful.

Task parameterized learning can also be performed by utilizing dynamical systems based ap-
proaches. Task specific variations of DMPs are considered in [33, 65, 103, 104]. Basis targets can
be extracted for the corresponding style parameters of each demonstration [65]. The basis targets
and style parameters are combined to get appropriate basis functions. For generalization to a new
situation with different task parameters, for example different height of an obstacle in a point to
point reaching task, one has to provide appropriate style parameters. To get the style parameters
for novel situations, the mapping from task parameters to style parameters is learned by supervised
learning. A more direct 2-Step (2S) approach is considered in [33, 104]. In the first step a map-
ping from task parameters to the DMP parameters is learned. It can either be learned by Locally
Weighted Regression (LWR2S), by placing local kernels along the task parameters [104], or a
function approximator such as Gaussian Process Regression (GPR2S) [33]. In the second step, the
inferred DMP parameters are used for motion generation. An extension of [104] is [103], where
they used Locally Weighted Projection Regression (LWPR) [109] for avoiding manual placement
of the basis functions, which significantly reduces the required number of basis functions as com-
pared with LWR. They also emphasized that any suitable function approximator can be used for
directly encoding forcing terms of the DMPs, eliminating need to follow the 2-Step procedure.
When using GPR for learning the direct encoding, they called their approach GPR1S, where the
superscript 1S and 2S emphasize on the 1-Step and 2-Step approaches respectively. These ap-
proaches can provide generalization capability when interpolating along the task parameters, but
they do not perform well for very few demonstrations and cannot extrapolate beyond the demon-
strated regions of task parameters, as is also shown in the experiments.

Probabilistic movement primitives (ProMPs) have been shown to have better inference capa-
bilities than a DMP and can combine or blend multiple demonstrations to achieve task specific
generalizations. However, ProMPs require a large number of demonstrations for learning. Ac-
cording to [95], ProMPs have a high-dimensional covariance matrix and many free parameters.

27



1. Introduction

That is why they suffer from overfitting without a large number of demonstrations.

1.2.4. Programming by Demonstration with Deep learning

Deep learning is the domain of machine learning which utilize deep architectures for learning
data representations. It can perform supervised, semi-supervised and unsupervised learning. Its
inspiration is loosely connected with the biological nervous system. The idea behind multiple
layers is to have multiple levels of abstractions/representations. A (n−1) layer network requires
exponentially large amount of parameters to model the same model complexity as that of a n layer
network. Deep networks are powerful function approximators and have shown promising results
when utilizing high dimensional inputs such as camera images [54]. This is due to their ability
to learn data specific features. The main challenges which are usually encountered when training
deep networks are vanishing gradient problem and overfitting issues. Parameters initialization
technique is usually utilized for handling the vanishing gradient. The common techniques which
are employed for avoiding overfitting are using large amount of training data, weights dropout
during training and sparse connections.

Levine et al. have shown that Convolutional Neural Networks (CNNs) can be used for gen-
erating motor actions, by extracting useful features directly from camera images [63]. Their ex-
periment consists of learning robotic grasping from monocular images by using RL. They used
800,000 grasp attempts executed over 14 robotic manipulators. Another similar self-supervising
deep learning based approach is presented in [82]. It utilizes 50,000 tries and 700 robot hours to
learn the object grasping task. The amount of resources needed and the learning time makes the
applicability of these approaches infeasible for real procedure [24,62]. A drawback of [62] is that
the task has to be first formulated as an optimization problem and requires the user to define a
cost function for the executed actions. These constraints limit the applicability of their approach
to complex tasks. A PbD approach based on a combination of convolutional auto-encoders and a
fully connected neural network is presented in [112]. The auto-encoder is utilized to come with a
lower dimensional compact representation of the image. This lower dimensional representation is
then passed to the fully connected layers for motion reproduction. A shortcoming of this approach
is that it cannot achieve the generalization properties which are typically associated with the DMP
based approaches, for instance temporal rescaling of the motion and the variation of the goal po-
sition. The network in [112] has to be retrained from scratch, even for changing the speed of the
motion execution.

1.2.5. Programming by Demonstration for Teleoperation

The common teaching modalities for providing demonstrations in PbD include (i) vision based
human motion tracking and (ii) kinesthetic teaching. In vision based motion tracking, kinematics
information is extracted by a motion tracking system, which is then mapped to a physical model
that resembles the teacher. This type of modality can be utilized if a human teacher has to teach a
skill to a humanoid robot [43] [69]. A limitation of vision based tracking systems is that the robot
should have similar kinematics as that of the teacher. If the kinematics of the teacher and the robot
are different then there arises a mapping issue. Kinesthetic teaching involves providing physical
action as a learning paradigm where a human teacher physically holds and moves the robot’s body
to demonstrate the skill. Kinesthetic teaching rules out the mapping problem [58] [97]. This type
of modality is also often utilized by the sports coaches when they guide the players by actually
holding their limbs to generate the motion. For kinesthetic teaching, the robot is put to gravity
compensation mode in which it feels weightless to the teacher and thus can be easily moved to
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generate the demonstrations. Compared with vision based tracking systems, kinesthetic teaching
is a more widely used modality for teaching simple tasks.

However, learning paradigm based on kinesthetic teaching is not feasible for certain applica-
tions where human demonstrator cannot be co-located with a robot, for instance in nuclear waste
handling, underwater manipulation and space applications. In those cases, teleoperation often can
be considered as the only way for operating a robot located at such inaccessible places [3, 42]. In
teleoperation setup, the operator executes motion on the master device, which is then transmitted
and executed on the slave device. There are several studies which use PbD with teleoperation.
One of the earliest work was presented in 1993 which illustrates the skills learning using Hidden
Markov Models (HMMs) [25]. In [79], NASA space humanoid robot learned how to perform
low level task ”reaching and grasping”, whereas high-level commands were given by the opera-
tor. Rozoetal. [93, 94] used Gaussian Mixture Model (GMM) and Gaussian Mixture Regression
(GMR) for teaching a rigid-container emptying skills to a robot via a haptic interface. Other work
considered encoding of force/torque signal with large time discrepancies by using a GMM with
temporal information encapsulated by a HMM [92]. In [100], authors used a teleoperation setup
for learning of human grasping skills, by utilizing motion and force data. To avoid an operators
burden, multiple operators can be employed to control the robot. This also raises an interesting
question about how should the control be shared inbetween multiple operators. [75] has shown
that if they are controlling the same degree of freedom, then their authority can be dynamically
distributed based on their field of views. Employing multiple operators can be economically in-
feasible. To avoid multiple operators, another option is to utilize a learned controller along with
a human operator. Now in case of control sharing, the human can actually feel the intention of
the learned controller in the form of a haptic feedback. The haptic feedback in turn can guide the
human operator to execute the task efficiently, increases the teleoperated task performance and can
be utilized online. Additionally virtual fixtures, which are constraints on the executed motion, can
be included to help the operator in executing a task [2]. With virtual fixtures, human operator takes
care of the intelligent part i.e. where to place a glass full of water, while the constraints during the
motion execution i.e. keeping the glass upright are automated.

There are tasks in which the time/phase variable has to be the input for generating the motion.
For instance if a robot has to insert a peg in a hole, then with the end-effector positioned directly
above the hole, it cannot be decided that whether it is performing an insertion action or a with-
drawal action. With the phase variable as an input, it can be determined that where the robot is in
the execution of the movement. The main limitations of the existing phase variable based learn-
ing approaches for teleopearation are that they cannot utilize demonstrations with large temporal
and spatial variations, partially executed demonstrations and demonstrations which start and end
at different regions. Also they rely on learning separate models for autonomous control and for
shared teleopearation control inbetween the learned model and a human operator.

1.3. Overview of the thesis

Figure 1.1 presents a general overview and the connection in between different chapters of this
thesis.

• Chapter 2 highlights the challenges encountered in fitting a GMM with the EM algorithm.
It then presents a systematic approach for initializing GMM components. The initialization
approach uses exploration strategy to cluster nearby data points. Afterwards it presents a
combination of simulated annealing and the EM algorithm. The presented agglomerative
clustering approach can determine the optimal model complexity and avoids overfitting is-
sues. The performance of the presented approach is compared and validated on synthetic as
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Figure 1.1.: A general overview of the thesis.

well as real datasets. The material presented in this chapter is published in:

30



1.3. Overview of the thesis

Affan Pervez, and Dongheui Lee ”A Componentwise Simulated Annealing EM Algorithm
for Mixtures.” Joint German/Austrian Conference on Artificial Intelligence (Künstliche In-
telligenz). Springer, Cham, 2015.

• Chapter 3 shows that task parameterized skill learning can be performed by modeling the
forcing terms of a DMP with a mixture of GMMs. The prescribed combination raises an
overfitting issue, which is resolved by filling the input space with incomplete data. An EM
algorithm is devised to handle the additional incomplete data. The proposed approach can
interpolate as well as as extrapolate beyond the demonstrated limits of task parameters. The
performance of the presented approach is validated through real robot experiments. The
material presented in this chapter is published in:

Affan Pervez, and Dongheui Lee ”Learning task-parameterized dynamic movement primi-
tives using mixture of GMMs.” Intelligent Service Robotics (2017): 1-18.

• Chapter 4 presents an approach for task specific skill learning by utilizing deep learning.
In this chapter it is shown that the forcing terms of a DMP can be modeled with a CNN.
This enables the DMP to directly utilize high dimensional images as input. The proposed
architecture possesses all the desirable attributes associated with a DMP. As compared with
a Task Parameterized DMP model, the use of a CNN eliminates the need to extract task pa-
rameters for motion reproduction. The presented approach shows robustness against online
perturbation of the object’s position, change of goal position and the perturbation in camera
images. Its performance is validated through real robot experiments. The material presented
in this chapter is published in:

Affan Pervez, Yuecheng Mao, and Dongheui Lee ”Learning Deep Movement Primitives us-
ing Convolutional Neural Networks.” 17th International Conference on Humanoid Robotics
(Humanoids). IEEE-RAS, 2017.

• Chapter 5 present approaches for applying PbD to teleoperation. Firstly the problems en-
countered when applying the existing PbD approaches to teleoperated demonstrations is
discussed. Secondly an EM based algorithm for simultaneously aligning and encoding
demonstrations is presented. The presented approach shows superior performance when
compared with separate alignment and encoding strategies. It is also shown that the learned
model can be also utilized in shared teleopearation settings, where the task is simultaneously
executed by the learned model and the human operators. The performance of the presented
approaches is evaluated on a master-slave teleoperation setup. The material presented in
this chapter is published in:

Affan Pervez, et al. ”Novel learning from demonstration approach for repetitive teleopera-
tion tasks.” World Haptics Conference (WHC), IEEE, 2017.

Affan Pervez, et al. ”Human-Agent Shared Teleoperation: A Case Study Utilizing Haptic
Feedback.” Asia Haptics, 2018.”

Affan Pervez, et al. ”Motion Encoding with Asynchronous Trajectories of Repetitive Teleop-
eration Tasks and its Extension to Human-Agent Shared Teleoperation.” (under progress)

• Chapter 6 concludes the thesis by summarizing all the works presented in the earlier chapters
and highlights the main findings of this thesis. A general idea about the connection of
the earlier chapters is also presented in this chapter. Lastly the future working directions,
for improving and enhancing the material presented in this thesis, are also identified and
discussed in this chapter.
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1. Introduction

1.4. Contributions

Following are the contributions of the works presented in different chapters.

• Chapter 2 presents the approaches for initializing and fitting GMMs. The initialization
approach is presented in Section 2.3 which provides a good initial model for applying EM.
This is verified by utilizing a model selection criterion [30]. The Componentwise Simulated
Annealing EM for Mixtures (CSAEM2) algorithm is presented in Section 2.4. The presented
approaches outperform the approaches presented in [30, 31].

• Chapter 3 presents an approach for learning Task Parameterized-DMP (TP-DMP). For mod-
eling the forcing terms of a DMP, it uses a generative model instead of a discriminative
model, as shown in Section 3.3. The local maxima problem during the likelihood maxi-
mization is resolved with DAEM, as shown in Section 3.3. The data scarcity problem is
solved by using additional incomplete data and the Expectation Maximization (EM) algo-
rithm [28], as shown in Section 3.4. The detailed derivation of the incomplete data EM is
also provided in the Appendix. Through simulated and real robot experiments, it is shown
that the presented approach requires very few demonstrations for learning and provides
superior interpolation as well as extrapolation capabilities, as shown in Section 3.5. The
presented approach outperforms the approaches presented in [21, 33, 104, 109].

• Chapter 4 presents an approach for learning Deep-DMP (D-DMP). The D-DMP approach is
presented in Section 4.2 . It utilizes the camera images directly to learn a motion primitive.
D-DMP also eliminates the need to first extract task parameters before the motion repro-
duction, as shown in Section 4.2. Section 4.3 shows that the proposed approach preserves
the generalization aspects associated with a DMP model while the generalization capabili-
ties associated with feature learning are exploited by using a CNN. The presented approach
performs better than the approaches presented in [62, 63, 112].

• Chapter 5 presents an approach for PbD in teleoperation. The PbD approach for simultane-
ously synchronizing and encoding teleoperated demonstrations is presented in Section 5.3.
Section 5.4 shows that the same model can be utilized for shared teleoperation control,
where the motion is simultaneously executed by a learned controller and the human opera-
tors. The presented approach outperforms the approaches presented in [93, 94].

1.5. Conclusion

This chapter covers a broad overview of the thesis. It also highlights the motivation of this thesis.
A general overview of the chapters to follow is presented here i.e. GMM based density estimation,
task parameterized learning for PbD, deep learning for Pbd and PbD for teleoperated demonstra-
tions. A detailed discussion and the experimental results of the topics introduced in this chapter is
presented in the following chapters.
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CHAPTER 2

Gaussian Mixture Model and the EM algorithm

2.1. Motivation

This chapter addresses the problem of fitting finite Gaussian Mixture Model (GMM) with un-
known number of components to the univariate and multivariate data. GMM based density es-
timation is a preliminary step of the imitation learning strategies presented in the later chapters.
That is why this chapter considers this problem first. The typical method for fitting a GMM is Ex-
pectation Maximization (EM). There are many challenges involved when applying EM for fitting
a GMM; such as how to initialize the GMM, how to restrict the covariance matrix of a component
from becoming singular and setting the number of components in advance. Here a simulated an-
nealing EM algorithm is presented and its usefulness in avoiding convergence to the boundary of
the parameter space is presented. Additionally a systematic initialization procedure by using the
principals of stochastic exploration is presented. The experiments demonstrates the robustness of
the approach on different datasets.

2.2. Overview

2.2.1. Gaussian Mixture Models

A GMM with k components is parameterized by Θ(k) = {πm,µm,Σm}k
m=1 where π1, . . . ,πk are

mixing coefficients / priors, µ1, . . . ,µk are means and Σ1, . . . ,Σk are covariance matrices. The
probability density function of y is said to follow the k-component GMM if it can be written as
P(y|Θ(k)) = ∑

k
m=1 πmN (y;µm,Σm), subject to the constraints 0 < πm < 1 and ∑

k
m=1 πm = 1. The

log-likelihood of a dataset yobs = {y(1), · · · ,y(n)} for a GMM is defined as:

L(Θ(k),yobs) =
n

∑
i=1

log
k

∑
m=1

πmN (y(i);µm,Σm) (2.1)

2.2.2. The EM algorithm

EM is an iterative procedure for estimating the ML value of the parameters of a probabilistic model
with latent variables [28]. At each iteration there is an old estimate of the parameters and the goal
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2. Gaussian Mixture Model and the EM algorithm

is to find a new estimate of the parameters such that the new parameters fit the data better than the
old estimate. The EM formulation considers Y as incomplete data with the hidden labels Z . The
parameters are updated by cycling through the E-step and the M-step. In the E-step, the expected
value of complete data log-likelihood is calculated using the old parameters estimate, which is used
for maximization in the M-step. The update equations of EM for a GMM are thoroughly covered
by Bishop (2006). For avoiding singularity, it is a common practice to add a small regularization
term λ I in all covariance matrics of the GMM at each update cycle. The EM is terminated when
the increase in log-likelihood becomes very small i.e. Lt+1

Lt −1 < ε .

2.3. Stochastic exploration initialization approach

2.3.1. Inspiration of the proposed approach

Many nature inspired algorithms exist for solving discrete optimization problems [53]. It is a
well known fact that humans by nature are social animals. A person who is alone will tend to
find other people and will stay in a community, if possible. Separation from community can
induce separation anxiety disorder. Not only humans but animals also exhibit such behavior [52].
Even cockroaches which prefer to live in dark socialize with nearby cockroaches [39]. Among
hiding and searching for food, cockroaches also undergo through friend finding phase and this
can be considered as one of their basic behaviors [39]. Also many animals exibit anti-predator
adaptation through group living. Given this, now consider a scenario where an individual is alone
at a location. Seeking someone is important due to the above mentioned reasons. If there is no
heuristic about the surrounding then with equal probability it will start to look in any direction.
Suppose that there are many individuals like this at a place, what will happen when one comes
in interaction with someone else? Most probably its search pace will decrease, since living in a
group provides more stability. Now they also have a heuristic about the search direction. The
future search will be more focused toward the directions which have already yielded positive
results.

2.3.2. Exploration phase

Surprisingly it is not difficult to import the proposed approach for initializing a GMM. Now each
observation will act like an individual so a Gaussian is placed at each observation. The perception
of each individual is encoded in its covariance matrix. In the beginning the covariance matrix
is diagonal, with small equal positive value δ in the diagonal. A fraction of minimum positive
distance in between data points can be used as δ .The small value of δ reflects the limited know-

Figure 2.1.: A single exploration step with the red ellipses as the original GMM with a larger prior value
for the left component. The green ellipses representing the GMM after exploration.
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2.3. Stochastic exploration initialization approach

how of each individual about their surrounding and equality projects the identical information
about all directions. The prior value of each component is 1

n at this stage where n is the total
number of observations. After this the next step is exploration phase. The exploration is done
by slightly expanding each component and then testing that whether it has sufficient overlap with
one of its neighbouring Gaussians. The exploration step can be set as a fraction of minimum
positive distance between the mean of the clusters. The rate of expansion of each Gaussian is
inversely proportional to its prior value. This corresponds to slow exploration for components
with high prior values and fast exploration for components with low prior values. For expanding
a Gaussian, an exploration term is added in the standard deviation (σ ) of each eigenvector of its
covariance matrix. The magnitude of each exploration term is proportional to its corresponding
σ . This corresponds to higher exploration in major principal axis. It is worth noting that the shape
of a Gaussian is preserved by this approach but is slightly expanded. The prior values for left
and right components in Figure 2.1 are 0.8 and 0.2 respectively and it can be observed that higher
exploration is performed in the major principal axis of each component and the component with
a low prior value explores more than the other. The expansion of each Gaussian correspond to its
exploration and hence an increase in perception of the surrounding.

2.3.3. Merging mechanism during exploration phase

Once two Gaussians have sufficient overlap they can be merged. For detecting overlap between
two components a coefficient C is defined. When two Gaussians are multiplied then the re-
sulting density is again a Gaussian but multiplied with this coefficient [80] i.e. N (µQ,ΣQ)×
N (µR,ΣR) = CQRN (µS,ΣS) where CQR =N (µQ;µR,ΣQ +ΣR). The C has a property that as
the Gaussians expand via exploration, it keeps on increasing and then at a certain point it starts
to decrease. As the C passes its peak value, which is detected as its value decreases in the next
iteration, the Gaussians are merged. So the metric of closeness is determined by using the Gaus-
sians and not just by the mere euclidean distance. The mentioned property of C can intuitively
be reasoned by considering the pdf value of a point (other than mean) for a given Gaussian (for
e.g. µQ). This pdf value goes to zero if covariance of the Gaussian (ΣQ +ΣR) either converges to
the mean (µR) or becomes infinite in all axis. Intermediate values of covariance result in positive
pdf values. This explains the behavior of this function i.e. first to increase and then to decrease
(transition of C from 0→+→ 0).

The merging of two Gaussians is a well posed problem [114] and the closed form solution
exists. The parameters of the gaussian P formed by merging gaussians Q and R are described in
Equation (2.2).

πP = πQ +πR (2.2)

µP =
πQµQ +πRµR

πP
ΣP =

πQ(ΣQ +µQµ
>
Q)+πR(ΣR +µRµ

>
R )

πP
−µPµ

>
P

The exploration and merging cycles continue until the component count reaches a predifined value
kmax where kmax � koptimal . kmax can be manually set manually or results about the upper bound
on the number of components [111] can be used for setting kmax as a multiple of upper bound on
components.
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2. Gaussian Mixture Model and the EM algorithm

Table 2.1.: Algorithm for GMM initialization by Stochastic Exploration approach

Input: yobs,kmax . To speedup, yobs = resampled data and n = kstart

Set k← n, p = 0, R=20
for m:=1→ n do

πm = 1
n , µm = y(m), Σm = δ 2I . δ = min(D > 0)/R where D is a n×n matrix with

D(q,r) = ‖y(q)−y(r)‖2
end for
Θ(k) = {πm,µm,Σm}k

m=1
while k > kmax do

define k× k matrix D with D(q,r) = ‖µq−µr‖
set ExpStep = (min(D > 0)× k)/R
set ExpProp = |π−max(π)−min(π)|
for m:=1→ k do

[EigVal,EigVec] = eig(Σm) . Extract eigenvalues and eigenvectors
for s:=1→ d do

EigVal(s) =
(√

EigVal(s)+ExpProp(m)×ExpStep×
√

EigVal(s)
sum(
√

EigVal)

)2

end for
Σm = reconstruct(EigVal,EigVec) . Reconstruct covariance after adding exploration

term
end for
if (MergeCriterion(Θ(k)) == True) then

Θ(k−r)←Merge(Θ(k)) . Merge 2r components that fulfill the merge criterion
set k← k− r

end if
end while
return Θ(k)

2.3.4. Computational complexity

The pseudo-code of the stochastic exploration initialization approach is presented in Table 2.1.
For a k component GMM one has to do k(k−1)

2 calculations of C for each exploration step. Since
in the beginning of the algorithm k = n, this can pose significant computation load. One way
of swiftly doing these calculations is to implement them on a GPU. The calculation of C among
different components of a GMM are completely independent of each other and can be executed
in parallel. An elegant way to bound the computational load is to sample (without replacement)
kstart observations from the dataset where kstart < n. The number of observations representing a
GMM component are proportional to its weight value and thus in the downsampled data, the num-
ber of observations selected from those observations should also reflect the component’s weight.
The proposed initialization procedure can then be applied on this downsampled data and thus the
computation load of the initialization procedure becomes independent of the total number of ob-
servations n and is bounded by kstart . So now for the Stochastic Exploration initialization approach
the algorithmic complexity will be O(k2

start) instead of O(n2).
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2.4. Component-Wise Simulated Annealing EM for Mixtures

2.4. Component-Wise Simulated Annealing EM for Mixtures

The proposed CSAEM2 algorithm is the combination of Component-Wise EM for Mixtures (CEM2)
and simulated annealing algorithm. As mentioned by [23] that CEM2 is a serial decomposition of
optimization problem with a coordinatewise maximization. It goes through E-step and then ap-
plies M-step to update only one component at a time. The components can be updated adaptively
but for simplicity they are updated sequentially, by going from 1 to k and then starting again from
1. [31] showed that in terms of computational burden, CEM2 is only slightly more expensive than
usual EM with batch update of parameters. The component-wise update also avoids the gaussian
from becoming singular, as is discussed later.

For simulated annealing there is a temperature parameter τ which is gradually decreased to
zero. The temperature value defines the probability of taking annealing step. The initial value
of temperature is set to a small value as higher value of temperature can completely disturb the
discovered GMM. During annealing iterations only one component is updated at a time.

γq,i =

(
πqN (yi; µq,Σq)

)Φq

k
∑

l=1,l 6=q
πlN (yi; µl,Σl)+(πqN (yi; µq,Σq))

Φq

where 0≤Φq ≤ 1. The amount of annealing Φq is inversely proportional to the weight of a com-
ponent q and is calculated as Φq =

πq
max(π) . The annealing induces the fuzziness in the membership

of the components with no annealing (max(Φ) = 1) for the component with highest weight and
highest annealing (min(Φ)) for the component with lowest weight. The annealing step usually de-
crease the likelihood value which is analogous to suboptimal / random step in standard simulated
annealing approach but it has some useful properties. Firstly it increases the survival probability
of weak components (components with small weights) by increasing their weights and spread.
Secondly it redistribute the weights of the components more evenly. The mentioned properties are
more thoroughly discussed in section 2.5.2.

A component can be removed during CSAEM2 if its value become too small, (Section 2.4.1)
which is an indication of singularity like situation. If CSAEM2 converges (with respect to likeli-
hood value) then the (k− 1) components GMM can be obtained by simply merging two compo-
nents of the k components GMM. All possible (k− 1) component GMMs are generated and the
one which yield highest likelihood value is selected. CSAEM2 and components merging are re-
peatedly applied until the components count k reaches kmin (usually one). The parameters Θ̂(k) of
all the models generated after applying CSAEM2 are stored as candidate GMMs. The pseudo-code
of the CSAEM2 algorithm is presented in Table 2.2.

2.4.1. Component annihilation condition during CSAEM2

Similar to [113], a component removal mechanism for avoiding convergence to the boundary of
the parameter space is introduced. During EM a components prior (πm) may approach to 1

n and its
covariance matrix may become almost singular. As EM is a local optimization algorithm, this type
of problem is inherent in EM based approaches and can make the likelihood value unbounded. A
component can be eliminated if it becomes too weak i.e. its πm becomes very small. In this work
a component m is removed if nπm < α(d +1) where α ≥ 1. As mentioned by [67], a component
requires the support of at least d + 1 observations for avoiding the covariance matrix to become
singular i.e. nπm ≥ (d + 1). Apart from that, those observations should not be on a hyperplane.
α = 2 is used in the experiments for insuring that the covariance matrix of each component stays
away from becoming singular (the higher the value of α is, the less probable the points will be
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2. Gaussian Mixture Model and the EM algorithm

Table 2.2.: Algorithm for Componentwise Simulated Annealing EM for Mixtures (CSAEM2)

Input: Θ(k) = {πl,µl,Σl}k
l=1

Define: AnnIter,τ,ε,α,λ
m = 1, . . . ,k i = 1, . . . ,n
um,i =N (yi; µm,Σm)
Temp = τ, iter = 1,L0← 0
while 1 do

Φ = π/max(π)
rem = 0,Rnd ∼U(0,1) . Sample from Uniform distribution
for q:=1→ k do

if
(
(iter < AnnIter) & (Rnd < Temp)

)
then

γq,i =

(
πquq,i

)Φq

k
∑

l=1,l 6=q
πlul,i+(πquq,i)

Φq
. Annealing

else
γq,i =

πquq,i
k
∑

l=1
πlul,i

end if
Eq =

n
∑

g=1
γq,g

πq =
Eq
n

if πq <
α×(d+1)

n then
πq = 0 . Kill component
rem = rem+1

else

µq =

n
∑

g=1
γq,gyg

Eq

Σq =

n
∑

g=1
γq,g(yg−µq)(yg−µq)

>

Eq
+λ I

uq,i =N (yi; µq,Σq)
end if
π = π/sum(π) . Immediately redistribute weights

end for
if rem > 0 then

Θ(k−r) = RemComp(Θ(k)) . Remove killed components
k = k− r

else
if
(∣∣ Liter

Liter−1 −1
∣∣< ε & iter > AnnIter

)
then

Break While
end if

end if
Temp = min

(
0,τ− τ×iter

AnnIter

)
iter = iter+1

end while
return Θ(k),k

38



2.4. Component-Wise Simulated Annealing EM for Mixtures

Table 2.3.: The complete algorithm

As described in Table 2.1, apply the Stochastic Exploration initialization procedure to get the
k = kmax component GMM Θ(k)
while k ≥ kmin do
{Θ̂(k),k}← CSAEM2(yobs,Θ(k)) . CSAEM2 algorithm in Table 2.2
Calculate and store C

(
Θ̂(k),k

)
and Θ̂(k)

Switch to (k−1) component GMM Θ(k) yielding
highest likelihood value

end while
k̂ = argmink

{
C
(
Θ̂(k),k

)
,k = kmin, . . . ,kmax

}
return Θ̂(k̂)

on a hyperplane). If the component deleting strategy is used with general EM algorithm then it
has a failure mode. As mentioned by [31], with a large value for kmax many or all components
may get removed simultaneously. With the CEM2, if a component is removed, its weight is imme-
diately distributed among other components, thus increasing the survival probability of the other
components.

2.4.2. Model selection criterion

Once there are a certain set of candidate models with the different number of components ranging
from kmin to kmax, the next task is to select the optimal model among them. The log-likelihood
value L of a dataset for a given GMM cannot be used directly as it is an increasing function of
model complexity k. There are a wide variety of model selection criteria [31]. The role of any
criterion is to minimize some objective function C for the optimal number of components i.e.
k̂ = argmink

{
C
(
Θ̂(k),k

)
,k = kmin, . . . ,kmax

}
.

Mixture Minimum Description Length (MMDL) criterion is used here [30]. It is similar to the
Bayesian Information Criterion (BIC) [101] and Minimum Description Length (MDL) [87] but
has an additional term. This additional term allows extra components for representing skewness.
A skew Gaussian requires more than one components for representation. [30] showed that MDL
and BIC can underestimate the number of components by representing a skew Gaussian with a
single component. The MMDL criterion for a GMM is defined as

CMMDL
(
Θ̂(k),k

)
=−L(Θ̂(k),y)+

N(k)
2

logn+
N(1)

2

k

∑
m=1

log(πm)

where N(k) is the number of free parameters in a k component GMM. For an unrestricted GMM
the number of free parameters are N(k) = (k− 1)+ (kd)+ kd(d+1)

2 . The complete algorithm for
GMM initialization and fitting is presented in Table 2.3.
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Figure 2.2.: Initialization results of synthetic (first row) and enzyme (second row) datasets with stochas-
tic exploration approach. First column shows the k = n component GMMs. Second column
shows the reduced 15 components GMMs with the Stochastic exploration initialization ap-
proach. Third column shows the evolution of MMDL value when complete datasets are utilized.
Last column shows the evolution of MMDL value when downsampled datasets are utilized.

2.5. Comparison with State-of-the-Art

2.5.1. Results of Stochastic exploration initialization approach

Figure 2.2 shows the results of stochastic exploration approach on the synthetic dataset (sec-
tion 2.5.2) and the enzyme dataset [86] (from top to bottom in Figure 2.2 respectively). The first
column contains the highly overfitted k = n component GMMs while the second column contains
the simplified k = kmax component GMMs obtained by stochastic exploration. In the next step
these kmax component GMMs are used for initializing CSAEM2. Since the GMMs obtained by
the proposed initialization approach have evolved from the data itself, they provide a good repre-
sentation of the distribution. The validity of this claim is demonstrated by the last two columns of
Figure 2.2. The third column contains the MMDL value for the GMMs formed during transition
from the k = n component GMM to the k = kmax component GMM. The initialization approach
consistently decreases the MMDL value and thus improves the model representation while de-
creasing the number of components. The same behavior can be observed in the last column which
contains the MMDL value for the GMMs formed during transition from the k = kstart component
GMM to the k = kmax component GMM. The MMDL value was calculated by using all of the n
observations and not just the downsampled kstart observations. It can be noticed that the stochastic
exploration approach still decreases the MMDL value, which means improving model represen-
tation while decreasing the component count k. Hence this demonstrates the usefulness of this
approach for providing a good initial model representation and its robustness against starting from
k = kstart components instead of k = n components. As the initialization approach is based on the
idea of exploration without any maximization steps, it cannot encounter the overfitting issues.
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Figure 2.3.: Evolution of GMM for synthetic dataset.
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Figure 2.4.: (a) Result of 50 Monte Carlo simulations on synthetic Dataset 1 showing mean MMDL value
(of 50 experiments) for components, with vertical bars depicting standard deviation in each
value. (b) Same as (a) but for Dataset 2. (c) GMM just before and (d) after annealing step.
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2. Gaussian Mixture Model and the EM algorithm

2.5.2. Results of CSAEM2

All the experiments (except synthetic Dataset 2) described below uses the following parameter
values kstart = 150,kmax = 15,kmin = 1,MaxIter = 600,AnnIter = 400,τ = 0.05,ε = 10−5,α =

2,λ = max(10−4,min(D > 0)) where D is a n×n matrix with D(Q,R) = ‖y(Q)−y(R)‖2
.

Experiment with synthetic dataset

Dataset 1: 1000 samples were drawn from the four component bivariate GMM with

π1 = π2 = π3 = 0.3,π4 = 0.1,µ1 = µ2 =

[
−4
−4

]
,µ3 =

[
2
2

]
,µ4 =

[
−1
−6

]
Σ1 =

[
1 0.5

0.5 1

]
,Σ2 =

[
6 −2
−2 6

]
,Σ3 =

[
2 −1
−1 2

]
,Σ4 =

[
0.125 0

0 0.125

]
.

This GMM has also been used by [31], [113] and [64]. It provides a challenging scenario of
overlapping components with two components having a common mean. The evolution of the
GMM for an experiment can be visualized in Figure 2.3. A Monte Carlo (MC) simulation of 50
experiments is performed. The results are shown in Figure 2.4a. In all experiments the presented
algorithm identified the right four component GMM.
Dataset 2: 800 samples were drawn from the two component 10 dimensional GMM with π1 = π2 =
0.5,µ1 = [0, . . . ,0]>,µ2 = [2, . . . ,2]>,Σ1 = Σ2 = I. The GMM contain high dimensional fused
components. Since it is high dimensional data, kstart = 250 is used for this experiment. Figure 2.4b
contains the result of 50 MC experiments and the presented approach correctly identified the two
component GMM in all of them.
Effect of annealing: The effect of annealing during CSAEM2 can be observed in Figure 2.4(c-d).
The annealing increases the coverage and thus the survival probability of the weak components
while the components with high prior values are unaffected by annealing. Another interesting

property of annealing is depicted in Figure 2.5. The maximum value of f =
k
∑

i=1
log(πi) is attained

when πi =
1
k . This can easily be proven by solving the constrained maximization problem as

k
∑

i=1
log(πi)+ ν(1−

k
∑

i=1
πi) where ν is the Lagrange multiplier. Similarly the minimum value of

g =
k
∑

i=1
(1

k −πi)
2 is attained when πi =

1
k . This can also be proven by solving the constrained

maximization problem as
k
∑

i=1
(1

k −πi)
2
+ν(1−

k
∑

i=1
πi). Moreover since the Hessian of f is negative-

definite while that of g is positive-definite, the functions are strictly concave and strictly convex
respectively. Thus the more equally π values are distributed, the higher would be f . It can be
observed in Figure 2.5 that there is a sharp decrease in the value of g and a sharp increase in the
value of f after annealing cycles (Dataset 1). Thus annealing has a tendency of redistributing the
values of π more equally.

Experiment with Real datasets:

Now Acidity and Enzyme datasets are considered as they have skewed gaussians. They have been
extensively studied by [86] and their optimal number of components are three and four respec-
tively [66, 86]. A Monte Carlo simulation of 50 experiments is performed and in all the experi-
ments, CSAEM2 detected the same three and four component GMMs as shown in Figure 2.6(a-b).
Then a well known relatively higher (four) dimensional Iris dataset [7] is also considered. The
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Figure 2.5.: The value of
k
∑

i=1
( 1

k −πi)
2

(upper figure) and
k
∑

i=1
log(πi) (lower figure) during the annealing

iterations of CSAEM2. Vertical dashed lines depict the instances when annealing was applied.
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(a) Optimal univariate GMM
with three components
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(b) Optimal univariate GMM
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Figure 2.6.: Results of CSAEM2 on (a) Acidity, (b) Enzyme and (c) Iris datasets. In (a-b), data is encoded
in histograms while (c) contains the projection of data on the two axis with highest variances
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2. Gaussian Mixture Model and the EM algorithm

Table 2.4.: Percentage frequency of choosing k clusters for 50 experiments by the proposed approach and
the approaches presented by Figueiredo et al. (1999,2002).

k Presented method Figueiredo et al. (2002) Figueiredo et al. (1999)
3 0 0 1
4 47 1 17
5 3 13 16
6 0 14 7
7 0 10 4
8 0 8 2
9 0 2 2
10 0 2 1

dataset contains three classes with 50 samples for each class. Again a Monte Carlo simulation of
50 experiments is performed and with hundred percent success rate detected the three component
GMM as shown in Figure 2.6(c).
Comparison with similar EM approaches: [30, 31] has presented similar EM based approaches
where the components count starts from kmax and are brought down to kmin. These algorithms ex-
plicitly target the components with low prior values for switching to a (k−1) component GMM.
For e.g. in [30] a component is forced to merge if its weight value decreases below 5d

n . Similarly
in [31] a component with minimum prior value is removed for proceeding to a (k−1) component
GMM. Due to this reason these algorithms often fail when there is a component with very low
prior value [31] while the presented approach increases the survival probability of the weak com-
ponents and thus overcomes this problem.
Now a Monte Carlo simulation of 50 experiments is performed. 710 samples were drawn from the
four component bivariate GMM with

π1 =
10
71

,π2 =
20
71

,π3 =
40
71

,π4 =
1

71
,µ1 =

[
1
0

]
,µ2 =

[
3
4

]
,µ3 =

[
3
−3

]
µ4 =

[
8
8

]
,Σ1 = Σ4 = I,Σ3 =

[
2 1.9

1.9 2

]
,Σ2 =

[
2 −1.5
−1.5 2

]
.

All algorithms used same kmax,kmin,ε and λ values. Although the components are quite well
separated from each other, the approaches presented in [30, 31] performed very poorly while the
presented algorithm outperformed these methods as can be seen in Table 2.4.
Robustness against kmax: Choosing kmax � koptimal provides robustness against initialization
issues. Since the value of kmax has to be specified by the user, it can be underestimated. Now
the performance of the presented approach is tested with relatively smaller values of kmax for the
simulated dataset with a weak component. For comparison, the initial kmax component GMM
is obtained with two methods: the random initialization procedure presented in Figueiredo et al.
(2002) and the presented initialization procedure. The results are summarized in Table 2.5. It can
be observed that better results are obtained with the described procedure as compared to random
initialization. Furthermore the presented algorithm has high frequency of detecting right number
of components, even when starting with relatively smaller kmax. This algorithm clearly surpassed
the approaches presented in [30, 31], whose results are mentioned in Table 2.4, even with random
initialization and smaller kmax values. As kmax is increased, the frequency of detecting kopt = 4
components is also increased for both random and my initialization procedures.
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2.6. Discussion

Table 2.5.: Percentage frequency of choosing kopt = 4 clusters for 100 experiments by proposed approach
with random initialization and stochastic exploration initialization.

kmax Random initialization Initialization by stochastic
exploration approach

6 62 88
7 84 93
8 91 95
9 93 97

2.6. Discussion

This chapters introduces a novel GMM initialization and fitting algorithm. In the initialization pro-
cedure, each Gaussian applies search strategy to explore its surrounding. Instead of just utilizing a
distance measure for merging Gaussians, this work proposes a merging criterion which utilizes the
Gaussians. By using the means and the covariances, the proposed merging criterion provides an
elegant way of detecting the overlap of the Gaussians. A minor drawback of utilizing the merging
criterion based on the overlap of the Gaussians is that if two Gaussians have a common mean, they
are often immediately combined as a single component. It is due to their high overlap during the
initialization phase. This however is usually corrected by the EM steps applied later, as shown in
the results of synthetic dataset 1 where the correct GMM is always identified.

Although the goal of EM is to increase the likelihood value, likelihood alone cannot be used as
an indicator for selecting a model. This is due to the fact that the complex or overfitted models
usually tend to have higher likelihood value. That is why model selection criterion are utilized to
penalize models with high complexity. Results of Stochastic exploration initialization approach
indicate that the initialization approach improves the model fit when analysed by using a model
selection criteria. Apart from only testing for overlap, another way to merge components can be
to also utilize the model selection criteria, as this can be helpful to preserve the components which
share a common mean.

CSAEM2 performs better than the approaches presented by Figueiredo et al. (1999) and Figueiredo
et al. (2002). This is due to the fact that in their approaches they explicitly target the Gaussian
with smallest prior to switch from a k component GMM to a (k−1) component GMM. Due to this
reason these approaches can often eliminate a Gaussian with low prior which is actually present in
the real GMM. The presented approach firstly utilize the GMMs likelihood value to select the best
fitting GMM. Secondly the simulated annealing cycles in the CSAEM2 constantly redistributes the
the weights of the components more evenly. This results in an increase in survival likelihood of
weak Gaussians, as their weight are increased. In our approach a Gaussian with low prior is only
eliminated if its weight becomes too low, which is detected if it falls below a predifined threshold.

One may wonder that when starting from kmax number of components, why the GMM first go
down to only one component and then the GMM with lowest MMDL value is selected. Since the
MMDL value can be readily calculated, one can immediately terminate the EM when it increases
in a (k− 1) components GMM. This can reduce the number of iterations and thereby the overall
computational time. The reason it is not done like this is that the plot of MMDL values do not
always yield a convex curve. This means that its value can start to increase but can again decrease
for the next model complexity. Hence the kmin is set to 1 so that all models of upto one component
can be analysed.
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2. Gaussian Mixture Model and the EM algorithm

2.7. Summary and Future works

In this chapter a novel nature inspired initialization approach for fitting a GMM is proposed. It
utilizes a search strategy where each component looks for its nearby component. Two components
are merged when they have a high overlap. Starting from a large number of components, the
proposed approach reduces the complexity of a GMM and provides a transformation from an
irregular to a smoother density function. CSAEM2 is applied when the components count reaches
kmax. A component is annihilated if it becomes too weak. (k−1) components GMM is obtained
by selecting the one which yields highest likelihood value. MMDL criterion is used to select the
optimal model complexity. The proposed approach has shown promising results on challenging
simulated and real datasets.

Following are the future working directions of the work presented in this chapter. Firstly the
proposed initialization approach has been devised for GMMs. Ideas about how the exploration
step and merging criterion for the initializtion can be applied to other forms of probability distri-
butions have yet to be inquired. This involve deriving appropriate equations for those distributions.
Secondly this work only considers merging steps to reduce the model complexity. If the kmax is
underestimated to be less than kopt , incorporating splitting steps by splitting a Gaussain into two
Gaussians and increasing model complexity, if indicated by the model selection criterion, can also
be investigated. The main challenge in implementing splitting of a Gaussian is that unlike merging
two Gaussians, splitting a Gaussian does not have a closed form solution.
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CHAPTER 3

Task parameterized skill learning

3.1. Motivation

Humans are very good at learning and reproducing complex tasks, but it is often tedious and
cumbersome to program a robot for performing them. Programming by Demonstration (PbD)
alleviates this problem, giving the possibility to teach a skill to a robot through demonstrations.
The skill can be acquired from an expert in the corresponding field and removes the bottleneck for
the teacher to have knowledge of robotics or programming. This also provides a great potential
for industrial applications as PbD can significantly reduce the setting up time of an assembly
line. Since PbD aims at speeding the setting up time, collecting a lot of demonstrations can
be an expensive and time consuming task. Thus it is a desirable attribute to learn from as few
demonstrations as possible. Moreover, since the demonstrations are finite, the learned controller
should not only be able to generate motions within the demonstrated ranges, but also beyond them.

There are skills in which multiple demonstrations can look very different due to the underlying
task specific variations [65, 103, 104]. As an example, Figure 3.1 presents a sweeping task. In
this task, the trash position can completely modify the trajectory of the broom, even for a fixed
starting and collection point. For this task, the trash position can be interpreted as a task param-
eter, governing the variations in different demonstrations. Task-parameterized skill learning aims
at adaptive motion encoding to new situations. While existing approaches for task parameterized
skill learning have demonstrated good adaptation within the demonstrated region, the extrapo-
lation problem of task parameterized skills has not been investigated enough. In this chapter,
with the aim of good adaptation not only within the demonstrated region but also outside of the
region, a generative model is combined with a Dynamic Movement Primitive (DMP) by formu-
lating learning as a density estimation problem. Moreover, for efficient learning from relatively
few demonstrations, the training data is augmented with additional incomplete data. The proposed
method is tested and compared with existing works in simulations and real robot experiments.
Experimental results verified its generalization in the extrapolation region.
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3. Task parameterized skill learning

Figure 3.1.: This figure shows the illustration of a sweeping task. The position of the trash (colored circles)
can be considered as the task parameter, governing variations in the demonstrations. For a new
trash position (blue circle), which is away from the demonstrated region, the robot should be
able to generate trajectory for moving trash to the collection point.

3.2. Movement Primitives

3.2.1. Dynamic Movement Primitive

DMP is a way to learn motor actions [99]. It can encode discrete as well as rhythmic move-
ments. I consider the DMP formulation presented in [72], as it overcomes the numerical problems
which arises when changing the goal position in the original formulation [99]. A separate DMP is
learned for each considered degree of freedom (DOF). A canonical system acts as a clock and for
synchronization each DMP is driven by the common clock signal.

τ ṡ =−αss (3.1)

The parameter s is usually initialized to one and it monotonically decays to zero, τ is the temporal
scaling factor while αs determines the duration of the movement. From Equation (3.1), the time t
and s are related as s(t) = exp(−αst

τ
). The canonical system drives the second order transformed

system:

τ v̇ = k(g− x)−dv− k(g− x0)s+ skF(s)
τ ẋ = v

where g and x0 are goal and start positions respectively, k acts like a spring constant while
the damping term d is set such that the system is critically damped. The learning of forcing

term F(s) allows arbitrarily complex movements. F(s) is defined as

K
∑

i=1
ψi(s)ωi

K
∑

i=1
ψi(s)

where ψi(s) =

exp(−hi(s− ci)
2) are Gaussian basis functions with spread hi, centers ci and adjustable weights

ωi. To encode a movement, x(t) and its first and second derivatives v(t) and v̇(t) are registered
respectively at each time step t = 0, . . . ,T . Then for a suitable value of τ , the canonical system is
integrated to calculate the target value Ftar(s) for each time step.

Ftar(s) =
v̇τ− k(g− x)+dv+ k(g− x0)s

sk

Now learning is performed to minimize the error criterion J = ∑s (Ftar(s)−F(s))2 which is a
linear regression problem and the weights ωi are learned with weighted least squares.

3.2.2. DMP learning with a Gaussian Mixture Model

The forcing term F(s) can be encoded with a Gaussian Mixture Model (GMM) [6] or any other
suitable function approximator [103]. When using a GMM, the manual specification of the meta
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Figure 3.2.: TP-DMP learning using mixture of GMMs. (a) The mixture of GMMs, (b) the underlying
regression surface and (c) the intuitive reasoning for such a response.

parameters related to the basis functions (means and spread) is not required as the means and
covariances of the GMM components are learned using EM. That is why the GMM based encoding
also requires less number of components as compared with the number of basis functions. The
number of GMM components can also be optimized by using an appropriate model selection
criterion [77]. A GMM with K components is parameterized by θ(K) = {πk,µk,Σk}K

k=1, where
π1, . . . ,πK are mixing coefficients with constraints πk > 0 and ∑

K
k=1πk = 1, µ1, . . . ,µK are

means and Σ1, . . . ,ΣK are covariance matrices. The learning scheme is as follows. First a dataset
is created

x =

(
s1 . . . sT

Ftar(s1) . . . Ftar(sT )

)
(3.2)

and then a GMM is fitted to the data with EM [28]. Eigenvalues of covariance matrices are
regularized to avoid singularity during EM [16]. Now for retrieving F(s) for a given s value,
Gaussian Mixture Regression (GMR) [10] is utilized. In GMR, input and output variables in each
component are represented separately

µk =

[
µI

k
µO

k

]
,Σk =

[
ΣI

k ΣIO
k

ΣOI
k ΣO

k

]
For a given input variable xI , the expected value of xO is calculated as:

E(xO|xI) =
K

∑
k=1

hkx̂k

with hk =
πkN (xI;µI

k,Σ
I
k)

∑
K
l=1πlN (xI;µI

l ,Σ
I
l )

x̂k = µO
k +ΣOI

k (ΣI
k)
−1
(xI−µI

k)

3.3. Task Parameterized-DMP

The DMP parameters can be separated into two types: (1) the shape parameters ωi associated with
the basis functions and (2) the DMP meta parameters which are all parameters other than the shape
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3. Task parameterized skill learning

parameters, i.e. τ,g,K, etc. DMP presented in Section 3.2 does not consider external parameters
T , which are referred to as task parameters in this work (e.g. the trash position in Figure 3.1).
Also the only input to a DMP is the clock signal. In the Task Parameterized-DMP (TP-DMP),
the goal is to firstly learn from multiple demonstrations executed for different task parameters.
Secondly for adapting the motion to a new task, the task parameters should also be passed as an
input along with the clock signal. Following are the preprocessing steps that are considered in the
presented TP-DMP framework:

1. Since a common clock (canonical system) drive all DMPs, a common time duration is as-
signed to all demonstrations.

2. All demonstrations are linearly resampled to have an equal number of samples. A sample
inbetween two data points is created by linear interpolation of the neighboring data points.

3.3.1. TP-DMP learning using mixture of GMMs

I consider learning as a density estimation problem where the joint distribution of (s,T ,F) is
learned. Learning a single GMM over all demonstrations encoding (s,T ,F) can suffer from the
curse of dimensionality in higher dimensional space. That is why a separate GMM is learned for
each demonstration in a lower dimensional space i.e. (s,F), by first creating the datasets as in
Equation (3.2) and then applying EM as mentioned in section 3.2.2.

µo,m =

(
µs

o,m
µF

o,m

)
,Σo,m =

(
Σss

o,m ΣsF
o,m

ΣFs
o,m ΣFF

o,m

)
Here the subscript o and m denote the indexes of demonstrations and components respectively
while the terms s and F (defined in section 3.2.1) in superscript denote the dimensions corre-
sponding to s and F respectively. Since the task parameters remain constant during a demonstra-
tion, their values can be simply concatenated in the learned means of the GMM components. The
diagonal values corresponding to the task parameters in the covariances are not learned and are set
to a small value ε:

µo,m =

 µs
o,m
T o

µF
o,m

,Σo,m =



Σss
o,m 0 . . . 0 ΣsF

o,m

0 ε
. . . 0

...
. . . . . . . . .

...

0
. . . ε 0

ΣFs
o,m 0 . . . 0 ΣFF

o,m


.

If the task parameters are varying during the demonstrations, the GMMs can simply be learned
over all of the variables, i.e. (s,T ,F), and there will be unconstrained covariances. In fact it is
the fixed task parameters for each demonstration that makes the learning challenging. The idea
of combining separately learned HMMs has also been introduced in [41] but in the approach I
present now, an additional EM cycle over the separately learned GMMs is applied for achieving
task specific generalization. The separately learned GMMs are mixed to achieve generalization
for novel task parameter values. Similar to the mixing coefficients π which represent the weights
of the components within a GMM, a mixing coefficient φ is introduced, representing the mixing

weight of each GMM, having the same constraints as that of π , i.e. πi > 0 and
K
∑

i=1
πi = 1. With

these settings EM is applied to learn a mixture of GMMs. The mixing weights and the means of
the components are not updated within each GMM, as they are important for preserving the local
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Figure 3.3.: Result of manually setting the variance along task variable. (a) The mixture of GMMs, (b) the
mixture of GMMs after manually setting the variance along task variable and (c) the underlying
regression surface.

behavior of each demonstration. As EM maximizes the likelihood locally, it can converge to a
local maxima. To overcome local maxima problem Deterministic Annealing EM (DAEM) [105]
is utilized. DAEM uses the ideas from statistical mechanics, by applying the concept of maximum
entropy. The objective function is considered as the thermodynamic free energy, which is regu-
lated by a temperature parameter β . The temperature has a high value in the beginning, which is
represented by a small β value. The temperature is incrementally decreased by gradually raising
the β to one. EM is applied deterministically for each temperature value and the estimated param-
eters become initialization for the next temperature value. At higher temperature values DAEM
suppresses poor local optima and increases the likelihood of convergence to the global maximum.
For M demonstrations with T data points in each demonstration, a single dataset is created, con-
taining all demonstrations (define N = T M). Then the DAEM is applied for learning mixture of
GMMs, whose update equations can be written as:
E-step:

pi,o,m =
(
φt

oπo,mN (xi;µt
o,m,Σ

t
o,m)
)β

bi,o =

K
∑

l=1
pi,o,l

M
∑

r=1

K
∑

l=1
pi,r,l

, qi,o,m =
pi,o,m

M
∑

r=1

K
∑

l=1
pi,r,l

M-step:

φt+1
o =

N
∑

i=1
bi,o

N
,

Σt+1
o,m =

N
∑

i=1
qi,o,m(xi−µo,m)(xi−µo,m)

>

∑
N
i=1 qi,o,m

where pi,o,m is calculated for utilizing in the calculations of bi,o and qi,o,m. bi,o represents the
responsibility that the oth GMM takes for explaining the ith data point while qi,o,m represents the
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3. Task parameterized skill learning

responsibility that the mth component of the oth GMM takes for explaining the ith data point. φo

represent the mixing weight of the oth GMM. It is a common practice to apply regularization
on learned covariances for avoiding singularities during EM. As a regularization measure, if any
of the eigenvalues of the learned covariances becomes lower than a predefined threshold ε , it is
reset to ε . The described approach is applied to the mixture of GMMs learned for encoding the
forcing terms of a DMP, with variations along a scalar task parameter. The learned mixture of
GMMs, which is also the estimated density function, is shown in Figure 3.2a. The GMMs remain
unchanged. The regression for the mixture of GMMs is calculated as:

E(xO|xI) =
M

∑
r=1

K

∑
l=1

vr,l x̂r,l

with vo,m =
φoπo,mN (xI;µI

o,m,Σ
I
o,m)

M
∑

r=1

K
∑

l=1
φrπr,lN (xI;µI

r,l,Σ
I
r,l)

x̂o,m = µO
o,m +ΣOI

o,m(Σ
I
o,m)

−1
(xI−µI

o,m).

For evaluation, linearly spaced samples of T and s are generated within the demonstrated
ranges. Then GMR is used to predict the value of F for each sample, i.e. {s×T } 7→ F . The
surface plot of this data can be visualized in Figure 3.2b. It can be seen that it has a step along
the task parameter. This shows that as there is sparse data in the task space (only two trajectories),
each GMM in the mixture kept concentrated at regions of demonstrations. Due to data sparsity,
the density estimate is overfitted in its current form. The reason for the step in surface plot can
be explained by Figure 3.2c. If there are well separated Gaussians (Figure 3.2c-top) then their
activation functions, calculated as the responsibility term in EM, switch in a very narrow region
(Figure 3.2c-bottom). The same phenomenon occurred in the regression surface where regions
close to a GMM are mostly influenced by it. As one moves away from a GMM, the activation
transits sharply to a nearby GMM. This also means that this model is overfitted and can only be
useful for exact reproduction of task parameter values in training dataset and it fails to generalize
for novel task parameter values. Instead of using EM, a simple trick to avoid overfitting problem
could have been to manually specify a reasonable value of variance ε for the task variables, as
in the LWR based approaches [104]. This is analogous of applying a regularization term along
task variables. Although this can provide interpolation behavior, it fails to extrapolate beyond
the demonstrated regions, as the underlying regression surface changes its behavior beyond the
demonstrated interval as shown in Figure 3.3.

3.4. Generalizing from incomplete data via the EM

Due to the few demonstrations, the challenge of data sparsity is posed in task space. Now it
is shown that the data sparsity problem can be solved by augmenting the training data with the
additional incomplete data spanning the input space. This can subsequently be used for getting
a better estimate of the underlying distribution and thus improving the generalization behavior of
the already learned GMMs. Since the mixture of GMMs is a generative model, it can benefit from
incomplete data [12].

3.4.1. Defining input data distribution

For a task parameterized DMP, the input variables are (s,T ) for which the prediction of output
value F is desired. Without loss of generality, it can be assumed that the input variables are inde-
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3.4. Generalizing from incomplete data via the EM

pendent of each other but conditionally dependent for a given output value, as shown in Figure 3.4.
Now the distribution of each input variable is separately modeled at first. Among the input vari-
ables, the clock signal s is generated by an exponentially decaying function (canonical system) and
has uneven distribution of samples in different regions. Since a GMM can model any arbitrarily
complex density function, the distribution of s is modeled by fitting a univariate GMM with W
components (through EM) to its samples θs

(W ) = {π
s
w,µ

s
w,(σ

s
w)

2}Ww=1. The same procedure can-
not be used for the very limited samples of task parameters T , which are equal to the number of
demonstrations. For simplicity, each dimension of task variables is assumed to follow a univariate
normal distribution, i.e. for the dth dimension of T = [T 1 . . .T d . . .T D]>, T d ∼N

(
µd ,σ

2
d

)
where

µd =
T d

1 +T d
2 +···+T d

M
M and σ2

d = 1
M−1

M
∑

i=1
(T d

i −µd)
2.

Since the inputs are provided in a regression problem, they are referred as the observable vari-
ables. Similarly, the output variables that need to be predicted are termed as missing variables.
Using the assumption of independence, the resultant distribution of the input variables is defined
by concatenating all the distribution learned separately to form a multivariate GMM with W com-
ponents. θobs

(W ) = {π
obs
w ,µobs

w ,Σobs
w }

W
w=1 with πobs

w = πs
w, µobs

w =
[
µs

w µ1 . . . µD
]> and

Σobs
w =


(σ s

w)
2 0 . . . 0

0 σ2
1

. . .
...

...
. . . . . . 0

0 . . . 0 σ2
D

.

As the output dimension is not considered for now, the input data distribution is termed as In-
complete Data GMM (IDGMM). Figure 3.5 shows a dataset with a mixture of complete and
incomplete data. The incomplete data still provides useful information when applying EM for
fitting a GMM [28]. As mentioned earlier, the regression using mixture of GMMs encountered
problem due to the data sparsity in task space. What would be the effect of filling regions inbe-
tween GMMs with incomplete data, i.e. without the outputs F? The EM applied with additional
incomplete samples provide smooth activation of responsibilities when switching from one GMM
to a nearby GMM. Since the learning is treated as a density estimation problem, due to the curse
of dimensionality the amount of incomplete data required to fill the empty regions can increase
drastically with the increase in the dimensions of task parameters. The computational burden of
EM also increases with the increase in size of training data. To avoid these problems, the IDGMM
is directly used instead.

To use the IDGMM, a weighting parameter analogous to the number of data points represented
by the IDGMM has to be specified by the user. The training dataset consists of N data points. The

s T T

F

1 D

Figure 3.4.: Graphical model illustrating dependence of input and output variables.
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Figure 3.5.: If there are data points whose certain dimensions are missing then they can still be used when
applying EM for fitting a GMM. For instance, the output value of the data plotted on the input
axis is missing. For this incomplete data, the expected values of the missing output values are
also estimated within EM.

weighting parameter is also set equal to N and thus each IDGMM component represent πobs
w ×N

data points. It has to be noted that the EM applied with this additional data still provides a max-
imum likelihood estimate of the model parameters as the IDGMM is defined on data and not on
the parameters of the model. Now, for benefiting from this incomplete data, the current mixture of
GMMs is used for calculating the Expectation of incomplete terms appearing in likelihood maxi-
mization [36]. It turns out that, for a data point xi with observable (input dimensions) and missing

(output dimensions) parts
[

xobs
i

xmiss
i

]
, one has to calculate three expectations [36], i.e. E[zi,k|xobs,θt ],

E[zi,k,xmiss|xobs,θt ] and E[zi,k,xmissxmiss> |xobs,θt ], where zi,k is an indicator variable defining as-
sociation of xi to the kth cluster. These expectations can be directly used in M-step [36].

In the M-step, the value of dt+1
i,o,m calculated only on the observable dimensions can be directly

used for updating φ
t+1
o .

E-step:

pt+1
i,o,m =

(
φt

oπo,mN (xi;µt
o,m,Σ

t
o,m)
)β

ct+1
w,o,m =

(
φt

oπo,mN (µobs
w ;µobs

o,m,Σ
obs
w +Σobs

o,m)
)β

bt+1
i,o =

K
∑

l=1
pt+1

i,o,l

M
∑

r=1

K
∑

l=1
pt+1

i,r,l

, qt+1
i,o,m =

pt+1
i,o,m

M
∑

r=1

K
∑

l=1
pt+1

i,r,l

dt+1
w,o,m =

ct+1
w,o,m

∑
M
r=1 ∑

K
l=1 ct+1

w,r,l

×πobs
w ×N
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M-step:

φt+1
o =

N
∑

i=1
bt+1

i,o +∑
W
w=1 ∑

K
l=1 dt+1

w,o,l

2N
,

Σt+1
o,m =

N
∑

i=1
qt+1

i,o,m(xi−µo,m)(xi−µo,m)
>+

W
∑

w=1
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∑
N
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W
∑

w=1
dt+1
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o,m
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o,m

]
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]
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][
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]>
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]
with

A11 = dt+1
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(
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w −µobs

o,m)(µ
obs
w −µobs

o,m)
>)

A21 = dt+1
w,o,mΣmiss.obs

o,m (Σobs
o,m)

−1Aw,o,m

A12 = A21
>
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o,m +dt+1
w,o,mΣmiss.obs

o,m

(Σobs
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−1Aw,o,m(Σ
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Σmiss.obs

o,m
>

− dt+1
w,o,mΣmiss.obs

o,m (Σobs
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(Σmiss.obs
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>

where Aw,o,m = Σobs
w +(µobs

w −µobs
o,m)(µ

obs
w −µobs

o,m)
>. The term cw,o,m is calculated for utilizing in

the calcualtion of dw,o,m while the term dw,o,m is calculated for utilizing in the calculation of φo.
Since the means are not updated, the additional data cannot pull the already learned GMMs away
from the demonstrated regions and the components cannot get to a saddle point during DAEM.
Fixing the means also results in a fast rate of convergence during EM.

One may wonder about the result of fitting a single GMM instead of using the mixture of
GMMs. As the data is concentrated at discrete regions of input space (task parameters), without
the incomplete data, the components of a single GMM will also get attracted to those regions.
An appropriate regularization term must be used for a single GMM, to avoid singularity issues of
covariance matrices, as the data is concentrated at discrete regions in higher dimensional space.
The reason for using the mixture of GMMs instead of a single GMM is that now the weight φ of
each GMM is also optimized separately, without disturbing the weights π within each GMM, as
they are important for preserving the local behavior of each GMM. This also results in a smaller
number of parameters update during the second EM cycle, in contrast to updating the mixing
weights π of a single GMM.

3.4.2. Computational complexity

The computational complexity of the presented approach during motion execution is O(n) for the
number of DMPs, the number of demonstrations and the number of GMM components. Since
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3. Task parameterized skill learning

GMR involves matrix inversion over input variables, the computational complexity is O(n3) for
the dimensions of task parameters. For the special case of fixed task parameters throughout the
trajectory, one can find conditional GMMs for the fixed task parameters. This makes the computa-
tional complexity irrelevant of task parameters, i.e. for the fixed task parameters T , the conditional
parameters for the regression are calculated as:

φ̂oπ̂o,m =
φoπo,mN (T ;µT

o,m,Σ
T
o,m)

∑
M
r=1 ∑

K
l=1φrπr,lN (T ;µT

r,l,Σ
T
r,l)

µ̂o,m = µ
{s,F}
o,m +Σ

{s,F}.T
o,m (ΣT

o,m)
−1
(T −µT

o,m)

Σ̂o,m = Σ
{s,F}
o,m −Σ

{s,F}.T
o,m (ΣT

o,m)
−1

Σ
T .{s,F}
o,m

where the terms s,F and T in superscript denote the dimensions corresponding to s, F and T
respectively.

Table 3.1.: Computational complexity during motion generation with respect to the variables of interest.
The number of DMPs O(n)
The number of demonstrations O(n)
The number of GMM components O(n)
The number of task parameters O(n3)

For constant task parameters O(1)

3.5. Comparison with State-of-the-Art

For all experiments the temperature schedule (β ) which is used for annealing (DAEM) is
[0.1 0.2 . . . 1.0]. The regularization term ε for eigenvalues of the GMM covariances is set to
10−6. For initializing GMMs the trajectories are equally segmented in time domain and then the
Gaussians are calculated from the samples of each segment. The parameters of all models are
empirically set.

3.5.1. Simulation of variable height obstacle avoidance

The first experiment consists of a planar point to point reaching task with the variable height of the
obstacles. If there is an obstacle in the way, the trajectory has to change according to the height
of the obstacle. In this experiment the task parameter is defined as the maximum height to avoid
the obstacle.1 The goal of learning is to adapt a motion trajectory for a new desirable height.
The demonstrations can be visualized in Figure 3.6a. There are only two demonstrations with
200 samples in each demonstration. The task parameters associated with these demonstrations are
[0.0903, 0.1598]. Two DMPs are learned for generating motion in the x and y axis. The number
of components in each GMM is set to 6. The two GMMs (ε = 10−6) corresponding to the forcing
terms of DMPs for motion on the y-axis are shown in Figure 3.6b. Now the IDGMM is applied
as described in the prescribed approach, with the components in the IDGMM empirically set to
15. This transforms the complete data GMMs as shown in Figure 3.6c. A single computer with
Ubuntu 14.04, Intel Core i7 4790K QuadCore 4.0GHz and 16GiB memory took approximately
13s for fitting the the GMM in Matlab R2015b. The forcing terms of all DMPs can be predicted
in less than 1ms during the reproduction in simulation.

1This chosen task parameter can be directly used for evaluation for the task performance. But the alternative choice
of task parameter is also possible (such as the height of the obstacle) without any algorithmic changes.
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Table 3.2.: Mean absolute Error (ME) and its Standard Deviation (SD) for simulations.

GMR1S GMR1S LWR2S GPR1S GPR2S TP-GMM
(without DAEM)

Interpolation

ME (m)
SD (m)

0.0027
0.0012

0.0067
0.0046

0.0072
0.0045

0.0015
0.0010

0.0074
0.0052

0.0055
0.0028

Extrapolation

ME (m)
SD (m)

0.0113
0.0033

0.0539
0.0272

0.0541
0.0313

0.0407
0.0265

0.0835
0.0385

0.0159
0.0034

Table 3.3.: Task errors (simulation) of different approaches when the height is changed during the trajecto-
ries.

GMR1S LWR2S GPR1S GPR2S TP-GMM

ME (m)
SD (m)

0.0038
0.0029

0.0329
0.0253

0.0239
0.0221

0.0532
0.0342

0.0129
0.0035

Comparison: The proposed approach is compared with LWR2S [104], GPR1S [103], GPR2S [33]
and TP-GMM [16]. Since Gaussian Mixture Regression has been used for direct prediction of
forcing terms, I refer to my approach as GMR1S. For LWR2S, [104] and [103] used tricubic ker-
nel and Gaussian kernel respectively. I use Gaussian kernel with 5 equally spaced kernels placed
along the task space. The choice of kernel is seldom important for the performance of LWR [104].
In LWR2S and GPR2S, the number of basis functions for shape parameters are set to 10, as the
smaller values do not correctly capture the demonstrations. On the other hand, the GMMs in the
prescribed approach require fewer number of Gaussians (i.e. 6) in this experiment. As in [103],
GPR is used with the covariance function of the Matérn form, with isotropic distance measure and
hyperparameters optimization [85]. Three frames of reference are defined for TP-GMM, one at
the starting point, one above the starting point with height equal to the desired height and one at
the ending point. The number of components in the TP-GMM is empirically set to 4, as the higher
values yield spiky motions. When performing learning with few demonstrations, if the GMMs in
TP-GMM are learned with the high number of Gaussains then they converge to the data-points
of the individual trajectories. Calculating the product of GMMs with Gaussians concentrated at
regions of individual trajectories results in sudden activation of the responsibility term from one
Gaussian to another Gaussain of a different trajectory and thus results the spiky behavior and
wrong motion reproduction. Also the GMMs in TP-GMM is formed by encoding the relationship
inbetween the clock signal and the spatial data with GMMs in different frame of references and
their products afterwards while the GMMs in a TP-DMP model encode the relationship inbetween
the clock signal, task parameters and the forcing term of a DMP. Since both models operate dif-
ferently and encode different set of variables, setting the same number of Gaussians in each is not
needed for fair comparison.
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Figure 3.6.: A step by step illustration of TP-DMP learning with additional incomplete data and DAEM.
(a) Planar demonstrations, (b) initial GMMs encoding forcing terms of DMPs for y-axis, (c)
transformed GMMs using incomplete data and DAEM, (d) learned regression surfaces for y-
axis, (e) multiple generated movements. The color encoding in (e) is used to indicate the desired
height for each trajectory.

The errors can be defined as the difference inbetween the maximum desired height of the tra-
jectory (i.e. the input task parameter value used for the regression) and the actual achieved height
values by the reproduced trajectories. 50 linearly spaced task parameter values are generated in
the range [min(T ),min(T )+2.5×(max(T )−min(T ))] ([0.0903,0.2641]). The generated trajec-
tories for these task parameters are shown in Figure 3.6e and 3.8. Table 3.2 presents the Mean ab-
solute Error (ME) and its Standard Deviation (SD) when interpolating (task parameter in the range
[0.0903,0.1577]) and extrapolating (task parameter in the range [0.1612,0.2641]). All approaches
produce small errors when interpolating while GMR1S outperformed all other approaches when
extrapolating beyond the demonstrated task parameters. The use of DAEM is critical for the per-
formance of GMR1S as the performance degrades substantially without annealing. The TP-GMM
fails to preserve the shape information of the demonstrations, as it can be seen in Figure 3.8e.

Figure 3.6d and Figure 3.7 present the surface plots of the generated forcing terms ({s×T } 7→
F) of the DMP based approaches for y-axis. The regression surfaces of all the approaches ex-
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Figure 3.7.: Learned regression surfaces for y-axis (a) with GMR1S without DAEM, (b) with LWR2S, (c)
with GPR1S and (d) with GPR2S.

cept GMR1S change their response in the extrapolation range, which is also the reason for their
large errors when extrapolating. The regression surface of GMR1S without DAEM shows that
the EM converged to a poor local optima without annealing. The kernels in LWR and GP based
approaches predict by mostly using the nearby data. Thus, their performance degrades when try-
ing to extrapolate. The emphasis in TP-GMM model is to strictly pass through certain frames of
reference and thus it can lose the shape information. Additionally, with the clock signal as the only
input, the starting point of the reproductions with the TP-GMM, which is marked by a ′−′ sign
in Figure 3.8e, moves quite far away from the starting point of the demonstrations. This problem
can happen when the clock signal is the only input in the TP-GMM without consideration of the
current point of a trajectory. A remedy to such a problem can be to encode the current point as an
input.

Since a generative model is used for encoding the forcing terms of the DMP, this approach can
benefit from the incomplete data. The IDGMM spans beyond the demonstrated range and thus
retrieves a better underlying function when compared with the supervised learning approaches,
which only rely on training data.

Varying task parameter: The task parameter is not necessary to be fixed during the repro-
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Figure 3.8.: Motion reproductions (a) with GMR1S without DAEM, (b) with LWR2S, (c) with GPR1S, (d)
with GPR2S and (e) with TP-GMM. The color encoding is used to indicate the desired height
for each trajectory.

duction phase and can vary if needed. Now 20 trajectories are generated with the initial desired
task parameters linearly sampled from the interval [0.0903,0.1577]. After one third of the exe-
cuted motion, the desired task parameters are multiplied with 1.5. They now lie in the interval
[0.1355,0.2366]. Figure 3.9 contains the plot of the generated trajectories. A benefit of using a
DMP based approach is that the output trajectories are always smooth, even though the change in
the task parameters is discontinuous. The reproduction errors are given in Table 3.3. Again, due
to the aforementioned reasons, the TP-DMP outperforms all other approaches by producing least
amount of error. Care should be taken in a real robot experiment, as an instantaneous change in
the value of desired task parameters can cause a high acceleration at the end-effector. The high
accelerations can be avoided by smoothly changing the task parameters when required.

3.5.2. Real robot experiments

Experimental setup: The experiments are conducted using a KUKA lightweight robot IV+. For
collecting demonstrations, the robot is set to gravity compensation mode. With GPR1S, offline
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Figure 3.9.: Motion reproductions for changing the height during execution (a) with GMR1S, (b) with
LWR2S, (c) with GPR1S, (d) with GPR2S and (e) with TP-GMM. The color encoding is used
to indicate the changed desired height for each trajectory.

trajectories are generated due to its high computational cost. This also means that with GPR1S,
the task parameters should remain fixed during the motion reproduction. The markers are tracked
with Kinect RGB-D camera by using ROS wrapper for Alvar, an open source augmented reality
tag tracking library2. More specifically there is a fixed marker with respect to robot’s frame of ref-
erence and a moving marker. The fixed marker is used for localizing the camera while the moving
marker is used for tracking objects, as shown in Figure 3.10. A low pass filter is applied to remove
high frequency noise in the vision system. The GMM model is always learned offline in Matlab.
A single computer with Ubuntu 12.04 32-bit, Intel Core i5-2500 quad core 3.3GHz and 16GiB
memory is used for marker tracking as well as online motion generation. For motion reproduction
with GMR1S, the forcing terms of all DMPs are predicted within 7 ms. A Cartesian impedance
controller with a control frequency of 100Hz is used for motion generation.

2http://wiki.ros.org/ar_track_alvar
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Figure 3.10.: Schematic of the vision system.

Sweeping task:

This experiment considers a sweeping task, which consists of moving trash to a collection point.
The task parameters are defined as the planar coordinates of the trash. A teacher physically holds
the end-effector for various trash positions and demonstrates the required motions for moving
the trash to the collection point, as shown in Figure 3.11a. Learning is performed in task space
(position and orientation of the end-effector). Each demonstration has a duration of approximately
5 seconds with a sampling rate of 10ms.

Table 3.4.: Task errors (KUKA) with different approaches.

GMR1S LWR2S GPR1S GPR2S TP-GMM

Interpolation

ME (m)
SD (m)

5.4×10−3

4.3×10−3
13×10−3

7.1×10−3
7.5×10−3

4.3×10−3
14.5×10−3

10.3×10−3
11×10−3

5.3×10−3

Extrapolation

ME (m)
SD (m)

9.9×10−3

9.6×10−3
68.3×10−3

6.3×10−3
43×10−3

5.7×10−3
84.6×10−3

13×10−3
33.8×10−3

8.2×10−3

Three DMPs are learned, two for generating a planar motion and one for encoding the planar
orientation of the end-effector. As shown in Figure 3.12a, four demonstrations are provided for
different positions of the trash. In the demonstrations, the x and y values of the trash position
lies between [−0.0216m ,0.0350m] and [−0.54m, −0.454m] respectively (drawn as a rectangle).
25 new trash positions (as a grid) are selected for evaluation in the extended x and y ranges of
[−0.0358m ,0.0491m] and [−0.6045m, −0.3895m] respectively, which can be visualized in Fig-
ure 3.12b. The blue samples, which are close to the bounding box of the demonstrated region,
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3.5. Comparison with State-of-the-Art

(a)

(b)

Figure 3.11.: Demonstrations are collected by setting the robot in gravity compensation mode while a Carte-
sian impedance controller is used for motion generation. (a) A human provides the demon-
stration for moving the trash to the dustpan. (b) The robot generates motion for a new trash
position.

are used for evaluating interpolation performance. The red samples, which are far away from the
bounding box, are used for evaluating extrapolation performance.

Comparison: The error is defined as the minimum distance inbetween the trash position and
the generated trajectory. Table 3.4 contains the ME and its SD when using the presented approach,
LWR2S, GPR1S, GPR2S and TP-GMM. Three frames at starting point, ending point and at the
trash location are defined for TP-GMM. The number of components in the TP-GMM is empiri-
cally set to 6, as the higher values yield spiky motion. The basis functions in LWR2S and GPR2S

are set to 60. For the presented approach the components in each GMM, as well as the IDGMM,
are set to 40. The remaining settings are same as in previous experiment. Like in the previous
experiment, the presented approach requires less components as compared with the basis func-
tions in the other approaches. Again, the presented approach produces less errors for interpolation
as well as extrapolation as shown in Figures (3.12c-3.12f) and Table 3.4. The error for other ap-
proaches increases considerably as one moves away from the demonstrated interval. Additionally,
some of the trajectories generated by TP-GMM surpassed the collection points as the TP-GMM
model does not have the notion of a goal position. Interestingly, no demonstrations are provided
for the trash positions in the upper half of the sweeping area, which makes it an interesting region
for comparing different approaches. GMR1S also successfully generates the motion for the trash
position in this region, as shown in Figure 3.12f.

Striking task:

This experiment considers a task which involves striking a ball such that it hits a desired target
position. The ball is always placed at the same point and the task parameter is defined as the
the x-coordinate of the target. The y-coordinate of the target is fixed in the two demonstrations.
Similar to the previous experiment, a teacher physically holds the end-effector and demonstrates
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Figure 3.12.: Comparison of GMR1S, LWR2S, GPR1S, GPR2S and TP-GMM for the sweeping task. (a)
Demonstrations for the sweeping task. Circles represent the trash positions while the rectangle
represents the bounding box enclosing these trash positions. (b) Blue dots represent trash
positions for interpolation evaluation while the red ones are for extrapolation evaluations.
(c,d,e,f) Generated movements for new trash positions.

the required motion for hitting the target. The demonstrations have a duration of appropriately
1.5 seconds with a sampling rate of 10ms. Due to the small duration of the motions the size of
data is increased ten times (to approximately 1500) by inserting samples in between the adjacent
data points of the trajectories by using linear interpolation. Now the learning is considered in joint
space. Different demonstrations can produce completely different final joints configuration during
the demonstrations. The final joint configurations are measurable in the demonstrations but are
unknown when reproducing motion for a new target position. Thus, it is necessary to predict the
final joints configuration during the reproduction phase. Seven DMPs are learned with one DMP
for each joint of the robot and thus utilizing all DOFs.

The presented approach can also easily incorporate the learning of meta parameters in a DMP.
For GMR1S, the distribution of (s, [T g],F) is learned. Similar to task parameters, the goal terms
g (meta parameters) are constants for a single demonstration. Thus they are simply interpreted as
additional task parameters. This also means that different DOF in each demonstration will now
have different task parameters. The final joint configurations (goal positions), which is set as an
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3.5. Comparison with State-of-the-Art

additional task parameter, cannot be known in advance. As there is no distinction inbetween input
and output variables when fitting a GMM and during GMR, any set of variables can be selected as
input, to retrieve the expected value of remaining variables. Thus with GMR, the observable task
variable can be used for predicting the expected value of missing task variables and for motion
generation. So now, with GMR, not only the goal terms g of each DMP is predicted but its forcing
term is also generated. For GMR1S the components in each GMM (ε = 10−4), as well as in the
IDGMM, are set to 60. The number of basis functions in LWR2S and GPR2S is set to 100. The
goal positions for LWR2S and GPR2S are predicted in the first step along with the DMP parameters
by using LWR and GPR respectively. The goal position in GPR1S is predicted at each time step
along with the forcing terms by using GPR. Two frames of reference are defined for TP-GMM:
one at the start of the trajectory and one at the end of the trajectory. As mentioned before, the
final joint configurations are not known and hence the TP-GMM cannot be used directly in this
experiment. To use TP-GMM, the final joint configuration is first predicted with GP and then
the second frame of reference is placed at that final joint configuration for motion reproduction
i.e. the offset vector for second frame of reference looks like b2 = [t f j f 1 j f 2 j f 3 j f 4 j f 5 j f 6 j f 7]

′

where t f is the final time value and j f n is the predicted final joint angle for the nth joint. The
transformation matrices for the two frames of references are set to identity matrices. The number
of components in the TP-GMM is empirically set to 4. The remaining settings are same as in the
previous experiments.
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(a) Demonstrated joint angles in radians and time in seconds.
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Figure 3.13.: Joint angles and end-effector trajectories of the demonstrated motions. Color encoding is used
to indicate the correspondence inbetween the motions of joint space and the cartesian space.

Comparison: A binary evaluation criterion is defined as a success if the robot is able to hit the
target and failure otherwise. Demonstrations are provided for hitting a target with x-coordinate of
−0.4891m and −0.6703m, as shown in Figure 3.13a. Figure 3.13b shows the end-effector pose.
Interpolation performance is evaluated for the target x-coordinates of −0.5663m while extrapo-
lation performance is evaluated for the target x-coordinates of −0.4146m and −0.7933m. When
generalizing for novel goal positions, the DMPs can produce high accelerations at the beginning of
the movement [47]. This is due to the initial interaction inbetween the linear dynamics and forcing
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Figure 3.14.: Reproductions with LWR2S
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Figure 3.15.: Reproductions with GPR1S

terms. This undesirable behavior was slightly observed in this experiment. A simple solution to
solve this problem is to gradually activate the forcing terms. Thus the predicted forcing terms are
multiplied by (1− s10). As s decays exponentially, the effect of this term vanishes very quickly.

Figure 3.14 contains the reproduction results with LWR2S. It produces a good trajectory for
interpolation performance as it lies inbetween the demonstrated trajectories. The trajectories for
the extrapolation fails to reproduce the task as they are similar to the demonstrations. The LWR2S

also encountered the same problem during the first experiment where successful trajectories were
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Figure 3.16.: Reproductions with GPR2S
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Figure 3.17.: Reproductions with TP-GMM

generated for interpolation intervals but it failed to reproduce during the extrapolation intervals.
Figure 3.15 contains the reproduction results with GPR1S. It can easily be observed that the initial
end-effector trajectory required to approach the ball (and critical for the execution of the task)
is very similar for the three reproductions. The trajectories lose the important shape information
required for the successful execution of the task. Also the green and brown trajectories of one of
the joints are almost overlapping. Since the reproduction is in joint space, an incorrect motion of
even a single joint can lead to the failure of the task. Figure 3.16 contains the reproduction results
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Figure 3.18.: Reproductions with GMR1S

(a) (b) (c) (d)

Figure 3.19.: Executed motions for the two extrapolation evaluations. (a,c) Robot initial configuration and
different target positions. (b) Executed striking motion for hitting the target in (a). (d) Exe-
cuted striking motion for hitting the target in (c).

with GPR2S. Some of the reproduced trajectories are very different from the demonstrated ones.
As with GPR1S, the trajectories generated with GPR2S lose the initial shape information which is
required for the successful execution of the task. The failure of both of the GP based approaches
can be attributed the small amount of training data, i.e. only two trajectories. Figure 3.17 contains
the reproduction results with TP-GMM. The reproduced trajectories do not capture the demon-
strated motions and it fails to learn anything useful for this task. The joint distribution of all the
eight variables (one phase and seven joint angles) is encoded in the TP-GMM. As there are only
two trajectories, the product of GMMs in TP-GMM suffers from a severe curse of dimensionality.

Figure 3.18 contains the reproduction results with GMR1S. The shape information is preserved
in the reproduced trajectories and the DMPs goal parameters are correctly inferred. The generated
joint angles trajectories extend further away from the demonstrated trajectories for extrapolation.
The joint angles trajectories for interpolation are inbetween the extrapolation trajectories. Exe-
cuting motion trajectories generated by GMR1S on KUKA show the presented approach always
yields success in the extended range of [−0.4146,−0.7933]. For the two extrapolation evaluations
with the presented approach, the ball trajectories, as well as the executed motions on KUKA, are
visualized in Figure 3.19, where the different final joint configurations of the reproduced motions
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are also observed.

3.6. Discussion

This chapter presents an approach for learning a TP-DMP by utilizing incomplete data. The ex-
isting works extending DMPs to include task parameters have used discriminative approaches for
learning [33, 65, 103, 104]. Discriminative models are used for modeling the dependence of an
unobserved variable y on an observed variable x. This is done by modeling the conditional proba-
bility distribution P(y|x), which is then used for predicting y from x. On the contrary, the presented
method combine a generative approach with the DMP, as it can make use of incomplete/unlabeled
training data. This results in an 1-Step learning procedure similar to [103]. Generative models
encode the joint distribution of P(x,y) of the variables of interest. The conditional distribution can
later be inferred from the joint distribution i.e. P(y|x) = P(x,y)/p(x) where p(x) is obtained by
marginalizing out y from P(x,y). The aim of this work is to learn from very few demonstrations
which implies sparsely distributed data. The data sparsity problem is solved by augmenting train-
ing data with additional incomplete data while poor local optima are avoided with Deterministic
Annealing Expectation Maximization (DAEM).

In the presented approach, the use of a generative model with a DMP may seem like a strange
choice at first, as existing approaches use discriminative models [33, 65, 103, 104]. The discrim-
inative models have been shown to yield lower asymptotic errors compared to their generative
counterparts, but they also require higher amount of training data to reach those levels [45]. More
specifically, a discriminative model requires O(n) training examples for reaching its asymptotic
error while a generative model requireO(logn) [45]. This implies that, for few training examples,
the generative model might have already reached its lowest asymptotic error, and thus perform-
ing better than a discriminative model. Since PbD focuses on learning from as few examples as
possible, a generative model is indeed a useful choice.

The experiments demonstrates that the TP-GMM model did not perform well. TP-GMM model
relies on learning GMMs in multiple frames of references. For inferring the motion for new
settings, these GMMs are placed to new positions and multiplied to retrieve a resultant GMM. The
resultant GMM is then used for motion reproduction. The TP-GMM model performs well when
there are relatively large amount of demonstrations, as it has to fit a GMM model in each frame
of reference for the demonstrations data. In our experiments, there are not enough demonstrations
for the TP-GMM model to learn the task properly while in our approach we resolve the data
scarcity problem by utilizing the incomplete data. Additionally the TP-GMM model is mostly
successfully applied for tasks where the trajectory has to pass through certain locations and hence
the idea of observing the demonstrations from multiple frames of references arisen. The TP-GMM
did not perform well in the striking task because the generated motion did not have to actually pass
through the target location. For the obstacle avoidance and the sweeping tasks it loses the shape
information, as its main aim is to pass through the frames and in doing so compromises the shape
of the trajectories.

3.7. Summary and Future works

In this chapter it is shown that how the task specific generalization of a DMP can be achieved
by formulating learning as a density estimation problem. The proposed approach captures the
local behavior of each demonstration by using a GMM. These GMMs are then mixed to get the
task specific generalization. The data sparsity along task parameters is handled tby introducing
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3. Task parameterized skill learning

additional incomplete data filling the input space. Deterministic Annealing EM is used to avoid
the local maxima problem. The local behavior of each GMM is retained by keeping the means
and mixing weights within the GMMs fixed. The task specific generalization is achieved by just
adapting covariances and mixing coefficient of the already learned GMMs. The TP-DMP frame-
work can perform learning in task space as well as in joint space and can even handle the learning
of meta parameters of a DMP. As shown in the experiments, the proposed approach requires very
few demonstrations for learning and it outperforms the existing approaches specially when extrap-
olating beyond the demonstrated ranges of the task variables.

There are a couple of directions in which the presented TP-DMP approach can be extended.
PbD approaches are often utilized for initializing models for reinforcement learning. Hence im-
proving the performance of a TP-DMP model with reinforcement learning can also be investi-
gated. Similar to reinforcement learning, a reproduced motion with some reproduction errors can
be relabelled with the correct task parameters and included as a new demonstration. This idea is
called sample reuse. For instance in the obstacle avoidance task, a generated motion for a wrong
height can be relabelled with the height for which it would have been a successful execution and
included in the training data as a new demonstration. Apart from reinforcement learning, the TP-
DMP model can also be extended with the sample reuse approach [27] for improving the model’s
performance. Additionally, the scalability of the presented approach to more complex tasks, with
higher dimensional task parameters should also be tested.
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CHAPTER 4

Deep Movement Primitives

4.1. Motivation

Dynamic Movement Primitives (DMPs) are widely used for encoding motion data. As shown in
the previous chapter, Task Parameterized DMP (TP-DMP) can adapt a learned skill to different
situations. Task parameters are any additional environment variables that can influence the gen-
erated motion. Examples include positions of an object or a target in the environment. The main
limitation of the task parameterized DMP approach is that the task parameters have to be provided
during the motion reproduction. Customized vision systems are usually deployed to extract task
specific variables. These dedicated vision systems are usually specifically designed for the tar-
geted problems. For instance, a blob detection algorithm is used for tracking the position of a ball
in [48]. In [78] markers are used for extracting positions of objects in the environment. The use of
such dedicated systems limits the use of these approaches for real world scenarios.

This chapter proposes a method for combining the DMP with a Convolutional Neural Network
(CNN). CNN is a special type of feed forward neural network which can process high dimensional
inputs and has been successfully applied to analyse visual data [26, 55, 56, 81, 102]. The CNN’s
architecture also draws inspiration from animals visual cortex, which responds to the small regions
of the visual field [44]. To mimic this property, CNN’s utilize weight sharing which reduces the
complexity (number of parameters) of the model and at the same time alleviate the overfitting
problem commonly associated with the fully connected neural networks. The presented approach
preserves the generalization properties associated with a DMP, while the CNN learns the task
specific features from the camera images. This eliminates the need to extract the task parameters,
by directly utilizing the camera image during the motion reproduction. The performance of the
developed approach is demonstrated with a real robot trash cleaning task, which is also presented
in the previous chapter. It is also shown that by using the data augmentation, the learned sweeping
skill can be generalized for arbitrary real objects. As compared with the work presented in the
previous chapter, the use of a CNN eliminates the need to use markers for extracting the positions
of the trash. The experiments show the robustness of the presented approach for several different
settings.
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4.2. Deep-DMP

As stated earlier, the forcing term of a DMP can be modeled with any suitable function approxi-
mator. In this chapter, it is modeled with a CNN. By doing so all the useful properties associated
with a DMP model are preserved, i.e. temporal and spatial rescaling properties as well as the guar-
anteed convergence to a goal position, while the generalization capabilities associated with feature
learning are exploited by using a CNN. Figure 4.1 presents an overview of the presented approach.
Since deep learning is employed here, this formulation is called as Deep-DMP (D-DMP). Com-
pared with TP-DMP, the camera images are directly processed by the D-DMP, eliminating the
need to extract the task parameters during motion reproduction, as shown in Figure 4.2.

Figure 4.1.: An overview of the proposed Deep-DMP (D-DMP) architecture.

Figure 4.2.: Schematic of TP-DMP (above) and D-DMP (below).
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4.2. Deep-DMP

Figure 4.3.: Selected real objects (left) for generalization and their cropped images (right) for data augmen-
tation .

(a) Background (b) Addition (c) Replacement

Figure 4.4.: Data augmentation process.

Data collection

Kinesthetic teaching is often used for data collection in PbD [59, 97]. In kinesthetic teaching, a
teacher physically holds the robot’s end-effector for generating the required motion. Since gen-
erating demonstrations via kinesthetic teaching can be a time consuming and a tedious task for a
human operator, the already trained TP-DMP model introduced in the previous chapter is utilized
for collecting the demonstrations. For the task considered in this paper, see [78] for details about
data collection and training process of the TP-DMP. The dataset consists of 50 motions executed
for different task settings. The entire data collection process by using TP-DMP took less than
one hour. Each motion has 480 samples, which contain the clock signals, the forcing terms of
the DMPs, the RGB images and the task parameters. 45 motions (21600 data-points) are selected
for the training set while the remaining 5 motions (2400 data-points) are used for validating the
learned model. RGB images were captured with a Kinect Xbox 360 camera. It has a resolution
of 480×640 pixels (height×width). The left parts of the images contain the robot’s base and are
irrelevant for the task. The right 480×480 pixels of the images are kept, as they are relevant for
the task and then they are resized to 200×200 pixels for computational efficiency.

Data augmentation

In this work, the position of an object in an image is considered as a task parameter. Position of
objects are often important when performing manipulation or reaching tasks. Here it is shown
that if the task parameters are defined as the position of an object, then by using the proposed
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data augmentation approach, the learned CNN can generalize for various different objects. For
TP-DMP, this position is extracted by placing a marker on the object. The data augmentation
process consists of first removing the marker from the image. This is done by covering the marker
with a white patch of similar color as that of the table, as shown in Figure 4.4a. These marker-less
images are now used as the background images for data augmentation. Now the data augmentation
process is used for two purposes. Firstly for pretraining the network to predict the position of the
objects in the images, by inserting the RGB image of a randomly selected real object, at a randomly
selected position, as shown in Figure 4.4b. Secondly for learning to generate the motions for the
real objects, by replacing the marker with a real object in the image, as shown in Figure 4.4c. The
images of the four objects that are being used for data augmentation can be visualized in Figure 4.3.
With data augmentation, the learned model generalizes for multiple real objects, without any need
of detecting their positions. The objects positions have to be only provided during the training
phase while the learned CNN directly uses the camera images during the motion reproduction,
eliminating the need to extract the task parameters.

Network architecture

The architecture of the CNN is illustrated in Figure 4.5. It consists of nine layers, namely the
input layer for image, three convolutional layers, a reduced layer of feature maps, input to fully
connected layers, two fully connected layers and a linear output layer. The neural network takes
a RGB image and a clock signal as inputs and predict the forcing terms of the DMPs. The input
image has 120000 dimensions (200×200×3) as compared with a single value of the clock signal.
The image vector can dominate over the clock signal due to its high dimensionality. To avoid this
domination, the clock signal is concatenated with the extracted task parameters and then passed as
an input to the fully connected layers. This is similar to what Levine et al. did with robot’s state
in their approach [62]. In order to avoid the vanishing gradient problem and for learning a good
feature representation, the convolutional layers are pretrained to predict the object’s position in the
image.

Smaller sized kernels as in [40] can capture fine details from the image. Hence smaller kernels
of size 3× 3 are used, with the stride length of 1 and SAME padding, as shown in Figure 4.5.
After convolutional layers a variant of soft attention mechanism called soft-argmax is used, which
is introduced in [62]. The soft-argmax ’softpicks’ out the position or indices of the maximum
value within a matrix. It transforms a feature map into a probability matrix, then the probability
matrix is element wise multiplied with the position matrices. The position matrices for x and y
directions are defined by Eq. (4.1) and (4.2)

Mx = (


0 0 · · · 0
1 1 · · · 1
...

...
. . .

...
199 199 · · · 199

−100.0)/100.0 (4.1)

My = (


0 1 · · · 199
0 1 · · · 199
...

...
. . .

...
0 1 · · · 199

−100.0)/100.0 (4.2)

Now the output positions are calculated as x = ∑
k,l
(so f tmax(F) ◦Mx)k,l, y = ∑

k,l
(so f tmax(F) ◦

My)k,l where ◦ denotes element wise product or Hadamard product, k, l = [0...199] and F is a
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Figure 4.5.: Architecture of CNN.

single feature map, which has to be flattened before so f tmax, the result of so f tmax has to be
reshaped back to 200×200.

Unlike [62], an additional reduce mean operator is added before the soft-argmax. The soft-
argmax operator is executed on the single reduced feature map, so that it outputs only one position
pair (x,y), which can be concatenated with a clock signal for further training. The reduce mean
operator is defined as F(i, j) = (∑

n
Fn(i, j))/n where F denotes the reduced feature map, Fn is a

single feature map in the last convolutional layer, n = [1...32], and i, j = [0...199] are the indices of
pixels. All activation functions are Rectified Linear Unit (ReLU) in the neural network. The fully
connected layers are pretrained with the positions of the marker and the clock signals as inputs
and with the forcing terms as outputs. Once both the convolutional layers and the fully connected
layers are pretrained, the pretrained weights are updated further with end-to-end training.

Adam optimizer is utilized for updating the weights of the CNN [46]. The first moment is set
to be 0.9 and the second moment is set to be 0.999. The epsilon is set to be 1e-8 for numerical
stability. The pixels intensities and the predicted task parameters are rescaled within the interval
[−1,1). The learning rate for pretraining convolutional layers of both object with marker and the
real objects is 0.001. The learning rate for pretraining fully connected layers starts at 0.01 and ends
at 0.0001, and is decayed by half after every 20 epochs. The learning rate for doing end-to-end
training starts at 0.001 and ends at 0.0001. It is decayed by half after every 3 epochs. The loss
function for all training steps is the mean squared error and the batch size for updating the weights
is 100. The CNN is trained by using TensorFlow v1.0 on GPU GTX1060 6G and it takes about
4 hours to train one model. The forward pass of the CNN takes about 20ms with python 2.7 on
GTX1060 GPU. For avoiding the overfitting problem, the model is validated after every 50 steps.

4.3. Experiments and Results

The proposed method is tested in a sweeping task. The goal of this task is to generate robot motion
for moving a trash into the dustpan. The task parameters are defined as the position of the trash
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in the image. The position of the trash governs the movement of the robot’s end-effector. For
a new trash position, the robot should be able to generate a trajectory for moving the trash to
the collection point. Three DMPs are learned, two for generating a planar motion and one for
encoding the rotary motion about the z-axis of the end-effector, as shown by the blue arrows in
Figure 4.1.

4.3.1. Experimental setup

The experiments are conducted by using a KUKA light weight robot IV+. An already trained
TP-DMP is used for collecting demonstrations for the D-DMP. For learning the TP-DMP, four
demonstrations are collected via Kinesthetic teaching, by setting the robot to gravity compensa-
tion mode. For recording the position of the trash, a marker is attached on the object. The marker
is tracked with Kinect RGB-D camera by using Robot Operating System (ROS) wrapper for Alvar,
an open source augmented reality tag tracking library1. By using ROS a Server-Client commu-
nication interface is built between the CNN and the DMP as shown in Figure 4.6. The client PC
(Personal Computer) on which the DMP model is running has to control the robot in real time. In
order to avoid the computational burden on the client PC, the CNN is executed on another high
performance server PC. The server PC receives the clock signal from the client PC. It then passes
the current image and the received clock signal to the learned CNN, which then calculates the
required forcing terms. The predicted forcing terms are then sent back to the client PC. Finally,
the DMP uses the received forcing terms for the motion execution.

Figure 4.6.: Communication interface: interaction between DMP model and CNN using Server-Client pat-
tern on ROS.

4.3.2. Feature maps

An example of the feature maps after ReLU operation of the three convolutional layers is shown in
Figure 4.7. Since the size of feature maps is not decreased, the feature maps of each convolutional
layers are human readable. Figure 4.7b shows one of the feature maps after the third convolutional
layer. The target object (marker) has a strong activation in the reduced feature map. Visually all
feature maps look very similar after the third convolutional layer and have only minor differences.
Although these feature maps can be directly passed into the one of the soft-argmax operator for
predicting the position of the object, the mean value of these feature maps is used for making the
prediction more robust.

1http://wiki.ros.org/ar_track_alvar
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(a) Feature maps after first convolutional layer.

(b) One feature map after third convolutional layer. (c) Feature maps after second convolutional layer.

Figure 4.7.: Feature maps from the three convolutional layers.

4.3.3. Evaluation

Now the errors and accuracies of predicted object’s positions in the training and the validation set
are calculated. The unit of error is pixel and the accuracy is stated in percentage. The (x,y) values
are rescaled from range [−1,1) to [0,200) for calculating the error in pixels. Mean absolute error
is calculated for the training set and the validation set. Errors in horizontal and vertical directions
are evaluated separately. The resolution of the reduced feature map is 200×200, so 200 pixels are
used as reference value for calculating the accuracy of predicted position by using Eq. (4.3). The
errors and accuracies of the pretrained networks for predicting the positions of the marker and the
objects are given in Tab. 4.1.

Accuracy =
(
1− error/(200pixels)

)
×100 (4.3)

Marker Real Objects
horizontal vertical horizontal vertical

Training
Error 1.87 4.56 3.23 8.28
Accuracy 99.07 97.72 98.39 95.86

Validation
Error 1.83 4.39 3.44 8.36
Accuracy 99.09 97.81 98.28 95.82

Table 4.1.: Errors (in pixel) and accuracies (%) of predicted positions in image coordinate system.

In order to check the performance of the CNN on real robot, the trained model is evaluated
in different scenarios. Firstly it is tested that the CNN has learned the correct behavior from the
collected dataset and can reproduce the results in [78]. The learned model is evaluated with the
marker placed over the object. The successfully executed motion with images at different time
steps and their corresponding reduced feature maps are visualized in Figure 4.8a. The feature
maps have high activation at the marker. The red dot in the feature maps represents the predicted
task parameters, which in this case is the object’s position in the image. Since the TP-DMP can be
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(a) The first row show the executed motion. The second row represents the reduced mean feature map of
the images in the first row. The red dots in second row show the predicted marker position by the CNN.

(b) Generated forcing term for motion in x-axis by the TP-DMP (red curve) and the D-DMP (blue curve).

Figure 4.8.: Motion execution with a marker on the object.

Figure 4.9.: Motion execution for an object not used during the training. The red rectangle represents the
bounding box of the initial trash positions in the collected dataset. The object is placed outside
the range of training data for evaluating the extrapolation performance.

used for generating the forcing terms for an object with the marker, they are also being generated
with the TP-DMP, while the motion is being executed by the D-DMP. Figure 4.8b shows the
generated forcing term from the two models, for motion along x-axis. It can be seen that the graph
of the predicted forcing terms from the D-DMP is smooth and closely matches to the graph of the
TP-DMP.

Now the motions are executed for the objects without markers. The performance of the approach
is also evaluated for an object which is not present in the training data. Since the object specific
features are learned by the CNN, the learned skill can be generalized for the objects that look
similar to the objects in the training data. The successfully executed motion for a new object can
be visualized in Figure 4.9. The red rectangle in the most left image in Figure 4.9 depicts the range
of the starting positions of the trash in the collected dataset. It can be seen in image sequences that
the learned CNN can generalize for a real object, even when it is placed outside the range of the
training data.

By combining DMP with a CNN, it inherits the desirable attributes associated with a DMP
model. For instance Figure 4.10 shows that the motion can adapt for a change in the dustpan
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Figure 4.10.: Motion execution for a different goal position.

Figure 4.11.: Robust motion execution under perturbation (above). Corresponding reduced mean feature
map (below).

position, by changing the goal value g in the DMP. The speed of the executed motion can be
changed, by changing the decay rate αs in Eq. (3.1).

The performance of the learned model against the disturbance in the image is also evaluated
while changing the position of the sponge in real time. The results are shown in Figure 4.11. The
sponge is pulled and pushed by a human hand during the task execution. The hand was never
observed by the CNN in the training data and can be termed as a disturbance in the image. The
end-effector of the robot follows the changing position of the sponge and neglects the disturbance
in the image, by successfully pushing the sponge into the dustpan. A strong activation of the
object of interest (sponge) can be visualized in the extracted feature maps. Since the shape and
color of the hand are very different from the objects in the training data, the performance of the
CNN remains unaffected by its introduction in the image.

4.4. Comparison with State-of-the-Art

In the presented approach, 45 motions are selected for the training set while the remaining 5
motions are used for validating the learned model. With 480 images in each demonstration, the
training and testsets consist of 21600 and 2400 data-points respectively. This is lower than 800,000
grasp attempts in [62], at least 156 execution trials in [63] and 24,500 and 3500 data-points in
training and validation sets respectively in [112]. The reason for the need of lower amount of
training data for the D-DMP can be attributed to the hybrid DMP and CNN model where the
CNN has to only learn the forcing terms of the DMP. Also the deep learning based motor primitive
models have to be retrained for even a slight change in the execution speed [112]. In contrast, due
to the underlying DMP model, the approach presented her can easily speed-up or slow-down the
execution speed by simply changing the temporal scaling factor τ . Moreover, the learned motor
primitive can also generalize for different objects, as shown in the experiments.
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4.5. Discussion

This chapter proposes the D-DMP architecture, which is achieved by replacing the GMMs of
a TP-DMP model with a CNN. As shown in the experiments, the training data for the D-DMP
is collected by utilizing the already trained TP-DMP model introduced in the previous chapter.
One can argue that why an already trained model is used for the collecting the training data. If a
human teacher provides demonstrations for the D-DMP, then his presence will also be recorded
in the training images. Since the camera images are utilized in the D-DMP, if a human is always
present in the images during demonstrations, a CNN can learn human specific feature. Now during
motion reproduction, if the human is not present in the image, then it can result in a failure of
the task [62, 63, 112]. Alternatively a human can provide teleoperated demonstrations as in [76,
112]. In teleoperation mode a remote interface is utilized to control the robot. Since collecting
teleoperated demonstrations can be a time consuming and a tedious task for a human operator, we
use the already trained TP-DMP model to speed up the learning process.

In the presented approach task parameters are also recorded along with the training data. One
may wonder that what would be the result of training the CNN model without utilizing the task
parameters. Deep architectures usually have a high tendency of overfitting the training data. This
is due to the vanishing gradient problem where the first few layers of a CNN get very little update
as compared with the last few layers. This problem becomes more severe if the amount of training
data is small. Due to this reason we utilize the collected task parameters to pretrain the convolu-
tional layers of the CNN. In the pretraining, the initial convolutional layers are trained to predict
the task parameters. Pretraining helps to initialize the weights of the initial layers for reducing the
effect of vanishing gradient problem. Moreover the pretraining of inital layers is also helpful to
decrease the number of learning iterations when performing end-to-end learning of the network.
Due to all these reasons, the task parameters are recorded and utilized for pretraining the convolu-
tional layers of the network. Once trained, the network comes up with an internal representation
of the task parameters and thus do not require the extracted task parameters during the motion
reproduction.

CNNs can learn task specific features. The experiments demonstrate that they can also reject
disturbances in the camera images. Figure 4.11 shows that when a hand enters the image, the
learned features did not activate that part of the image and treat it as the background. On the other
hand the sponge in the image is highlighted. The reason is that the shape and color of the hand
is very different from that of the objects which are learned. Another benefit of using image as
an input is that the data augmentation can be applied on the images. This enables the network to
generalize for arbitrary real objects, eliminating the need to use markers on the objects.

4.6. Summary and Future works

This work proposes D-DMP, which is learned by modeling the forcing terms of a TP-DMP with
a CNN. Existing approaches for learning TP-DMP usually require specialized vision systems or
markers for extracting task specific variables. In contrary, task specific features are learned by
supervised learning in the presented approach. Also here the task parameters are only required
during the training phase. After learning, the camera image is directly used for motion reproduc-
tion. The pretraining of the convolutional layers for extracting the task specific variables is also
demonstrated. This reduces the effect of vanishing gradient problem as compared with directly
doing end-to-end learning of the CNN. Since the features are learned, this eliminates the need
to use any markers. Additionally by applying the data augmentation, the proposed approach can
easily generalize the learned skill for various different objects. The generalization capability of
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the D-DMP approach is demonstrated by executing the task for a novel object and against the
background perturbations.

D-DMP requires relatively fewer training data for learning, as compared with other CNN based
motor learning approaches [62,63,112]. Applying RL for learning a motor skill can require a lot of
trials [63]. Thus the imitation strategy proposed in this work can be used to initialize the network
parameters and for rapidly acquiring a motor skill, while the skill refinement can subsequently be
done by using RL [98]. In this work the goal position g is provided by the user. Alternatively, it
can be also predicted by the learned network, along with the forcing terms of the DMPs.

Currently the time signal and the image are the only inputs to the network. Additional informa-
tion such as state of the robot can also be passed as an input to the network. This can enable the
learned network to get an awareness about the robot’s state, which might be helpful for the execu-
tion of the task. Another extension of the the proposed approach can be to eliminate recording of
the task parameters, by applying the dimensionality reduction techniques, to come up with a suit-
able lower dimensional representation of the images. The lower dimensional representation can
then be utilized directly as an input to the fully connected layers. An unsupervised deep learning
architecture that can be investigated for this purpose is an autoencoder [110]. If the network can
only utilize the camera images for learning then this will eliminate the need to identify the task
parameters by a human and hence making the approach more self sustaining.

The presented work has used a CNN. Another interesting approach that can be investigated
is to use a Recurrent Neural Network (RNN) [68] instead of a CNN. RNN can model the time
dependence in a signal and have been shown to work well for speech recognition, text generation
and forecasting applications. They can utilize a sequence of images and have the capability to
model the dynamical systems [34]. By utilizing a sequence of images, the temporal structure in
the tasks can be an exploited, eliminating the need to pass time signal as an additional input for
motion reproduction.
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CHAPTER 5

Learning in Teleoperation

5.1. Motivation

The last two chapters emphasized on learning task parameterized movement primitives by utiliz-
ing kinesthetic teaching for collecting demonstrations. Since a robot and a human cannot always
be colocated, teleopeartion can be utilized to control a robot in such circumstances. While teleop-
eration provides a possibility for a robot to operate at extreme conditions instead of a human, tele-
operating a robot still demands a heavy mental workload from a human operator. Programming by
Demonstrations can reduce the human operator’s burden by learning repetitive teleoperation tasks.
Even though there have been several prior researches on learning via teleoperation, most of them
were focused on applying PbD approaches developed for kinesthetic teaching, undermining the
need to address the problems encountered when using teleoperation for collecting demonstrations.
For instance teleoperation can produce demonstrations with large spatial and temporal variations,
with different starting/ending phases and partial executions of the task. To the best of my knowl-
edge, there has been no research on developing learning from demonstration approach which can
handle inconsistent demonstration with large spatial and temporal variations, demonstration with
different starting/ending phases and partial demonstrations of the task.

This chapter proposes a novel PbD method which aim at identifying and overcoming the chal-
lenges associated with using teleoperation as an input modality for PbD. It first compares kines-
thetic teaching with teleoperation and highlights some inherent problems associated with teleop-
eration; specifically uncomfortable user interface and inconsistent teleoperated demonstrations. A
novel approach for handling the unique features encountered during teleoperation is presented in
this chapter. The approach is based on Dynamic Movement Primitives (DMP) for learning the
demonstrations provided by an operator during teleoperation. As opposed to other papers which
use Dynamic Time Wrapping (DTW) as a preprocessing step, the presented approach aligns and
encodes the motion data simultaneously and incorporates the temporal and spatial variance pre-
sented by using an EM algorithm [28]. Although the task parameters are not explicitly considered
in this chapter, the work presented here can be combined with the task parameterized skill learn-
ing approach presented in chapter 3, to simultaneously align and encode the task parameterized
demonstrations. The utilization of the learned model to the shared teleoperation settings is also
addressed in this chapter. In shared teleoperation, the learned model control some DOFs, while
the remaining DOFs are controlled by the human operator/operators. The synchronization of the
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generated motion of learned model and the human operators is the main challenge which is en-
countered in shared teleoperation. To address this challenge we propose two shared teleoperation
architectures. The performance of the two architectures is tested and validated against human-
only teleoperation arcitecture with real robot experiments of a peg-in-hole task conducted on a
3-Degree of freedom (DOF) master-slave teleoperation system.

5.2. Teleoperated demonstrations

While comparing kinesthetic teaching and teleoperation, the former is reported to be easier to
use, as a faster way to provide the demonstrations and a more preferred way of demonstrating a
task [4, 32]. Additionally kinesthetic teaching is also reported to provide more successful demon-
strations in a shorter time duration. This is due to a lack of situational awareness and difficulty of
controlling the robot with teleoperation. By using the setup shown in the Figure 5.1, an operator
is asked to demonstrate four cycles of the peg-in-hole task. Figures 5.2a and 5.2b illustrate the
demonstrations of the peg-in-hole task recorded via kinesthetic teaching and teleoperation. It can
be seen in Figures 5.2c and 5.2d that the demonstrations obtained using kinesthetic teaching have
a higher level of consistency as compared to the demonstrations recorded via teleoperation. Also
trajectories obtained via teleoperation have a higher level of spatial-temporal variations.

Apart from the higher level of spatial-temporal variations, demonstrations via teleoperation can
pose additional challenges. For instance, due to the symmetric nature of the peg-in-hole task, a
change in camera position can cause a user to lose track of a single starting region while provid-
ing the demonstrations. This can result in different initial and final configurations for different
demonstrations. Also an operator might prematurely terminate his/her motion due to communi-
cation issues or a sensor failure, yielding an incomplete demonstration. All these issues make it
challenging to apply existing PbD techniques directly for teleoperation.

Most of the existing PbD literature for teleoperation focuses on DTW [96] based motions align-
ment before encoding the demonstrations. DTW is an algorithm which measure the similarities
between two temporal signals executed at different speeds. However, DTW does not provide a
good solution to the aforementioned problems because it assumes the same initial and final states
of the signals, executed at different speeds. Another limitation of GMM/HMM based PbD ap-
proaches for teleoperation is that unlike nonlinear dynamical system based approaches, such as
DMP [99], the HMM/GMM based encoding with GMR based trajectory generation does not guar-
antee the stability properties associated with dynamical systems [18, 83]. The above mentioned
reasons raise a scalability issue, when applying PbD approaches developed for kinesthetic teach-
ing to teleoperation. Hence there is a need to develop PbD approaches for handling inconsistencies
encountered during demonstrations via teleoperation.

5.3. Teleoperation Skills Learning

5.3.1. DMP learning with GMM/GMR

In the original DMP, locally weighted regression technique is applied in order to learn the non-
linear forcing term F(s). In this work, the forcing terms are encoded with a GMM. A GMM
with k components is parameterized by Θ(k) = {πm,µm,Σm}k

m=1 where π1, . . . ,πk are mixing
weights, µ1, . . . ,µk are means and Σ1, . . . ,Σk are covariance matrices. The probability den-
sity function of y is said to follow the k-component GMM if it can be written as P(y|Θ(k)) =

∑
k
m=1 πmN (y;µm,Σm), subject to the constraints 0 < πm < 1 and ∑

k
m=1 πm = 1. After learning

the GMM, the forcing term is synthesized by using the GMR. When human demonstrations are
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(a) (b)

Figure 5.1.: (a) Kinesthetic teaching by directly holding the robot, (b) Teleoperation by using 3-DOF haptic
device

collected, each demonstration trajectory is linearly re-sampled to have n number of samples. For
each trajectory, the required forcing terms are calculated by rearranging the terms in the DMP
equation i.e. F(s) = v̇/(τa)− (αx(βx(g− x)− v))/a. Then, there is a sequence of a pair, con-
sisting of position x and forcing terms F(s). Assuming that the corresponding phase variable s
is known, now the joint distribution of these variables is encoded by using a GMM. During the
reproduction phase, GMR is used for predicting the forcing term for a given phase signal s, which
is plugged into the DMP equation to get the acceleration command. A separate controller is used
for executing the motion.

5.3.2. EM algorithm for learning from asynchronous data

As discussed earlier, the demonstrations can have temporal variations and thus the phase signal
cannot be attached with each trajectory. In order to handle such inconsistent and asynchronized
teleoperated demonstration trajectories, the demonstrations are first separated into two parts: one
reference trajectory and the rest. The reference trajectory should be a full execution of the motion
and it is recommended to be a minimum jerk trajectory.

Assume that there are k demonstration trajectories and the first demonstration is the reference
trajectory. From the demonstrations, there are two data sets. The first data set contains only the
reference trajectory, its forcing terms and the concatenated phase signals. It is called as a complete
data (XCom). The second data set contains the remaining trajectories and their forcing terms.
However their phase variables s are unknown. Thus, it is termed as incomplete data (XInCom). The
missing phase signals in the second data set will be estimated by synchronizing this data set with
the first data set iteratively during EM. The notation xCom

i and xInCom
i is used to denote ith column

in complete (XCom) and incomplete data sets (XInCom) respectively.

XCom = X1 =

F1(s0) x1,0 s0
...

...
...

F1(sn) x1,n sn


>

XInCom =

X2
...

Xk


>

Now a GMM is fitted to the data sets by using an EM algorithm. The GMM parameters and the
missing phase signals in each trajectory should be estimated. These parameters are initialized and
are then iteratively updated during EM. The values of phase signals are initialized as a linearly
increasing value from 0 to 2π in each trajectory for a rhythmic DMP and an exponentially de-
creasing value from 1 to 0 in each trajectory for a discrete DMP. Now there are n data-points in
complete data set and n2 = n∗ (k−1) data-points in incomplete data set.
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Figure 5.2.: Four demonstrations recorded via kinesthetic teaching and teleoperation for the peg-in-hole task
(a) Recorded trajectories via kinesthetic teaching (b) Recorded trajectories via teleoperation (c)
Motion in y-axis using kinesthetic teaching (d) Motion in y-axis using teleoperation.

E-step

First the variables are separated into two types, missing (miss) denoting the phase variable and
observable (Obs) denoting all variables other than the phase variable.

µm =

[
µObs

m
µmiss

m

]
,Σm =

[
ΣObs

m ΣObs,miss
m

Σmiss,Obs
m Σmiss

m

]

In case of a rhythmic DMP, first map all the phase variable within the interval [µmiss
m −π,µmiss

m +π],
for calculating the valid probabilities for the mth GMM component.

pi,m = πmN (xCom
i ;µm,Σm)

q j,m = πmN (xInCom
j ;µm,Σm)

where the initialized (or updated during M-step) phase variables are used for probabilities calcu-
lation in incomplete data set. The responsibility terms for the ith and jth data points in complete
and incomplete data sets are calculated as:

E[zi,m|xCom
i ,θt ] = hi,m =

pi,m
k
∑

l=1
pi,l

, hm =
n

∑
l=1

hl,m

E[z j,m|xInCom
j ,θt ] = r j,m =

q j,m
k
∑

l=1
q j,l

, rm =
n2

∑
l=1

rl,m
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In incomplete data set, the prediction of the jth missing value with respect to the mth GMM com-
ponent is done as:
x̂miss

j,m = µmiss
m +Σmiss,Obs

m (ΣObs
m )

−1
(xInCom,Obs

j −µObs
m )

With this predicted value, two additional expectations are calculated for the incomplete data set:

E[z j,m,x
InCom,miss
j |xInCom,obs

j ,θt ] = q j,m(x̂miss
j,m )

E[z j,m,x
InCom,miss
j xInCom,miss

j
>
|xInCom,obs

j ,θt ] =

q j,m(Σ
miss
m −Σmiss.obs

m Σobs
m
−1

Σmiss.obs>
m + x̂miss

j,m x̂miss>
j,m )

M-step

The mixing weights are updated as:

πm =
hm + rm

n+n2

while the GMM means are updated as:

µm =

n
∑

l=1
xCom

l hl,m +
n2

∑
v=1

xInCom
v rv,m

hm + rm

In case of a rhythmic DMP, the phase signal lies on a circular plane for whcih mean of cos and sin
terms is needed:

c̄x =

n
∑

l=1
cos(xCom,miss

i )hl,m +
n2

∑
v=1

cos(xInCom,miss
i )rv,m

hm + rm

s̄x =

n
∑

l=1
sin(xCom,miss

i )hl,m +
n2

∑
v=1

sin(xInCom,miss
i )rv,m

hm + rm

Afterwards the phase variable for a rhythmic DMP is updated in the GMM means with these
conditions and wrapped in the interval [0,2π]:

i f (c̄x)< 0) µ
miss
m = tan−1 s̄x

c̄x
+π

elsei f (s̄x)> 0) µ
miss
m = tan−1 s̄x

c̄x

else µ
miss
m = tan−1 s̄x

c̄x
+2π

As before, phase variable is mapped within the interval [µmiss
m −π,µmiss

m +π] for a rhythmic DMP.
Afterwards the covariances are updated as:

Σm =
∑

n
i=1 hi,m(xCom

i −µm)(xCom
i −µm)

>
+∑

n2
l=1 Al

hm + rm

Al = rl,m

[
xInCom,obs

l −µobs
m

xInCom,miss
l −µmiss

m

][
xInCom,obs

l −µobs
m

xInCom,miss
l −µmiss

m

]>
=

[
A11 a12
a21 a22

]
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where

A11 = rl,m(xInCom,obs
l −µobs

m )(xInCom,obs
l −µobs

m )
>

a21 = (E[zl,m,x
InCom,miss
l ]− rl,mµ

miss
m )(xInCom,obs

l

−µobs
m )>

a12 = a21
>

a22 = E[zl,m,x
InCom,miss
l xInCom,miss>

l ]+

rl,mµ
miss
m (µmiss

m )
>−2E[zl,m,x

InCom,miss
l ](µmiss

m )
>

After updating the GMM parameters the next step is to maximize the phase signal values in the
incomplete data set. This is done by using Gaussian Mixture Regression but with responsibilities
calculated using all of the dimensions (phase values from initialization or from last M-step). For a
given input variable xInCom,obs

i and a given Gaussian distribution m, the expected value of xInCom,miss
i

is defined by:
P(xInCom,miss

i |xInCom,obs
i ,m) = x̂i,m

where
x̂i,m = µ

miss
m +Σmiss,obs

m (Σobs
m )
−1
(xInCom,obs

i −µobs
m )

By considering the complete GMM

E(xInCom,miss
i |xInCom,obs

i ) =
k

∑
l=1

ri,l x̂i,l

with ri,m =
πmN (xInCom

i ;µm,Σm)

∑
k
l=1 πlN (xInCom

i ;µl,Σl)

where E(xInCom,miss
i |xInCom,obs

i ) is the updated phase value of the ith data point in incomplete data
set.

5.4. Shared teleoperation

The goal of skill learning is to decrease the effort which a human operator has to put in for ex-
ecuting the task. Although the autonomy of a task relaxes the workload of a human operator,
the issue of correct task execution has to be addressed for effective assistance [29]. Alternatively
multiple operators can be deployed for the task execution, which in comparison to a single oper-
ator, provides a decrease in cognitive workload of each operator and a reliable execution of the
task [107]. The issue of dividing the control authority among multiple operators with multiple
Field-of-Views (FOVs) is addressed by [107]. However, introducing multiple operators for con-
trolling a single robot is an economically expensive solution. Also during control sharing among
multiple operators, a camera failure or obstruction in FOV of one operator can make it impossible
for that operator to execute the task.

There can be cases where some DOFs in a task are repetitive, while the remaining DOFs have
non repetitive motion. In such cases, we can introduce shared teleoperation instead of either
fully manual teleoperation or autonomous execution of the task. The DOFs which have repetitive
motion, can be encoded by LfD and executed autonomously through the artificial agent, and the
other DOFs, which are either non repetitive or highly uncertain, can be controlled by a human
operator. That way we can expand the application area of the proposed skills learning method to
more general tasks by removing the constraint that all DOFs should be fully repetitive.
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5.4. Shared teleoperation

However, in order to perform human-agent shared teleoperation, the main challenge is how to
synchronize the generated motion of the learned agent and the motion command from the human
operator. To address this problem, two human-agent control sharing strategies are proposed i.e.
human-synchronized shared teleoperation and agent-synchronized shared teleoperation.

5.4.1. Human-synchronized Shared Teleoperation

In the human-synchronized shared teleoperation, the agent controls the motion of its DOFs, with-
out taking into account the motion of DOFs controlled by the human. All the synchronization
effort is performed by the human operator, where the agent does not depend on the former’s spa-
tial information for the execution of task. The control flow of the human-synchronized shared
teleoperation architecture can be visualized in Figure 5.3, where the human operator utilizes the
visual and haptic feedback coming from the slave’s end and the agent, to synchronize his/her
motion while sharing control with the learned artificial agent.

Figure 5.3.: Human-Synchronized Shared Teleoperation.

5.4.2. Agent-synchronized Shared Teleoperation

In agent-synchronized shared teleoperation, the learned agent (DMP) also actively participates in
synchronizing its motion with the human operator, as shown in Figure 5.4. The basic idea in this
architecture is to predict the DMP’s clock signal, for the given robot configuration, which is then
utilized for generating the motion of the DOF to be automated. Hence the learned agent receives
task feedback to adjust its motion.

Table 5.1 presents the pseudo-code for the shared teleoperation in between the DMPs and the
human operator/operators. The basic idea for shared teleoperation is to predict the clock signal for
the given robot configuration, which is then utilized for generating the motion of the DOFs to be
automated. The initial clock signal is predicted by a numerical maximum likelihood approach for
the current end-effectors configuration. Linearly spaced samples of phase variable are generated
and the likelihood value of the generated samples along with the current end-effector configuration
is evaluated for the learned GMMs. The sample which yields the maximum likelihood value is
selected as the predicted starting value for the clock signal.

For generating the motion of the autonomous DOFs, it is important to synchronize them with
the motion of the DOFs to be controlled by the human. For that the current clock signal value is
re-estimated after motion command at each time step. To achieve this the clock signal value is
generated within a predefined window around the current estimated value. The generated clock
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5. Learning in Teleoperation

Figure 5.4.: Agent-Synchronized Shared Teleoperation.

signal values are combined with the current robot configuration and then again a numerical maxi-
mum likelihood approach is deployed along the DOFs controlled by the human. The sample that
maximizes the likelihood value is now used for updating the clock signal. The clock signal is an
increasing function for a rhythmic DMP. If the sample value is greater than the current estimate,
the current estimate is updated with the sample maximizing the likelihood. The clock signal for
the next time step is predicted by increasing the current estimate with an average increase of clock
signal observed in the previous time steps. If the value of the sample maximizing the likelihood
is less than the current estimate, the current estimate is kept as it is, as the clock signal is an in-
creasing variable and increment the current estimate by a small predefined amount ∆ for the next
time step. The same approach for the discrete DMPs is applied but with decreasing values, in-
stead of increasing values of the clock signal. A concise block diagram of the shared teleoperation
controller is presented in Figure 5.5.

Generated motion of

DOFs controlled 

by the human

Predicted clock

signal for next 

time step

Generated motion of 

autonomous DOFs

Correction of current 

clock value via 

maximum likelihood 

estimation

Figure 5.5.: Block diagram of agent-synchronized shared teleoperation.
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5.4. Shared teleoperation

Table 5.1.: Shared teleoperation for rhythmic motion by using the learned GMMs

Input: Θ1 = {{πm,d1 ,µm,d1 ,Σm,d1}
k
m=1}

D1

d1=1,σs,N2,N,∆,δ ,

Θ2 = {{πm,d2 ,µm,d2 ,Σm,d2}
k
m=1}

D2

d2=1
Initialize: Stepsum = 0, l = 0

Predict initial clock value
sSamp = [0 δ 2δ . . . 2π]′ . Generate N2 samples
for o = 1 to N2 do

for d1 = 1 to D1 do . DOFs controlled by operator

Tempd1
= ∑

k
m=1 πm,d1N ([xd1 so

Samp]
′;µ[2 3]

m,d1
,Σ

[2 3]
m,d1

)
end for
for d2 = 1 to D2 do . DOFs to be automated

Tempd2
= ∑

k
m=1 πm,d2N ([xd2 so

Samp]
′;µ[2 3]

m,d2
,Σ

[2 3]
m,d2

)
end for
Probo =N (so

Samp;so
Samp,σ

2
s )∏

D1
d1=1 Tempd1 ∏

D2
d2=1 Tempd2

end for
ô = argmax

o
{Probo,o = 1, . . . ,N2}

scur = sô
Samp

while (GenerateMotion==1) do

Generate motion
ForcingTerms← GMR(scur,Θ2) . For autonomous
AccelerationCommand←DMPs(ForcingTerms) DOFs

Re-estimate clock signal
sSamp = [scur−δ scur . . . scur+Nδ ]′ . Generate N +2 samples

for o = 1 to N +1 do
for d1 = 1 to D1 do . DOFs controlled by operator

Tempd1
= ∑

k
m=1 πm,d1N ([xd1 so

Samp]
′;µ[2 3]

m,d1
,Σ

[2 3]
m,d1

)
end for
Probo =N (so

Samp;so
Samp,σ

2
s )∏

D1
d1=1 Tempd1

end for
ô = argmax

o
{Probo,o = 1, . . . ,N +1}

l = l +1
if sô

Samp < scur then
Stepsum = Stepsum+∆

scur = scur+∆

else
Stepsum = Stepsum+(sô

Samp− scur) . Correct clock
signal

scur = sô
Samp +

Stepsum
l . Predict clock signal

end if
end while
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5.5. Comparison with State-of-the-Art

The proposed approaches are evaluated by using a peg-in-hole task with a master-slave teleopera-
tion system. The setup consists of SensAble PHANToM Omni as a master device and PHANToM
Premium 1.5A as a slave. An aluminum plate with 4 holes as shown in Figure 5.6 is used for
the peg-in-hole task. The operator observed the visual feedback through video displayed on the
monitor and controlled the slave with the same orientation as the view from the camera. One exe-
cution cycle constitutes of inserting the robot end-effector into the four holes in counter-clockwise
direction, while starting and ending above the same hole. During the data collection phase, slave
records the Cartesian positions, which are being used for calculating the velocities and accelera-
tions through numerical differentiation. Separate DMPs are learned for each considered degree of
freedom i.e. the x,y and z-axis. All the models used phase signal as input and 20 Gaussians in the
GMMs. The number of Gaussians in the GMMs can also be optimized [77]. Since the amplitude
modification is not required, the amplitude modifier term a is set in the DMP equation to be 1.

Figure 5.6.: (a) Visual feedback, (b) slave with peg-in-hole task, (c) haptic device and (d) peg-in-hole task.

5.5.1. Experiment 1: Temporal and spatial variations

An operator demonstrated four counter-clockwise cycles of the peg-in-hole task as shown in Fig-
ures (5.8a-5.8d). The operator started and ended above the same hole. An operator needs some
time to reach an adequate level of performance in teleopeartion and thus first few demonstrations
can have large temporal and spatial variations [14], as visible in Figure 5.2d.

Figure 5.8e contains the result of PbD method presented in [3, 19] where the trajectories are
first aligned by using DTW. Afterwards the phase signal and the spatial data are encoded by using
a GMM. Finally GMR is used for motion retrieval. When applying GMR for a rhythmic task,
the data for the circular dimension (phase signal) is always mapped in the interval µ −Xi and
µ +Xi for calculating the valid responsibilities. The downsides of this approach are that firstly
the value of phase signal cannot be inferred for arbitrary starting point of the end-effector using
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Figure 5.7.: Experiment 1: (a) Demonstrated motions and (b) learned trajectory for y-axis plotted against
phase signal.
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Figure 5.8.: All axis are in millimeters. (a-d) Recorded motions for experiment 1, with starting and ending
points in each trajectory indicated by a circle and a square respectively. Same starting point and
ending point representation is also used in the other two experiments. (e-g) Motion reproduc-
tions with different models (e) DTW+GMM based encoding of spatial data with GMR based
motion reproduction, (f) DMP model with DTW+GMM based encoding of forcing terms, (g)
Our approach.

GMR. This is because the mapping from an output to input of a function is not guaranteed to be
one to one. Secondly with phase signal as the only input, the GMM-GMR based encoding does
not consider the current position of the end-effector when generating the motion. The learned
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trajectory partially completes the task by inserting peg in three out of four holes, as shown in
Figure 5.8e.

The next model that is considered in the DMP based encoding of the demonstrations, with
phase signal and forcing terms encoded by using a GMM [6]. Again the forcing terms of different
trajectories are first aligned with DTW. This approach fails to reproduce the task, as shown in
Figure 5.8f. Because of dissimilarity in the forcing terms of different trajectories, the DTW fails
to align them properly.

Figure 5.8g shows the result of the proposed approach which successfully reproduces the task
due to the temporal alignment performed during EM. The asynchronous nature of the motions
and the learned motion along y-axis can be visualized in Figure 5.7. Another benefit of using the
DMP based encoding is that it also considers the current position along with the phase signal when
doing motion reproduction. The starting value of phase signal can easily be inferred by linearly
generating samples of phase signal in between 0 and 2π and then calculating the acceleration value
v̇ for each of them by using the DMP equation. The sample which yields the lowest value of sum
of absolute accelerations of all DMPs is used as the starting point for integrating the canonical
system.

5.5.2. Experiment 2: Different initial and final conditions

In the second experiment, an operator was asked to complete four counter-clockwise cycles of
the peg-in-hole task, each time starting and ending above a different hole, as illustrated in Fig-
ures (5.9a-5.9d). A major constraint when applying DTW is that it assumes similar starting and
ending positions for a signal, with temporal variations in between. If this condition is violated, its
performance degrades. The major advantage with the proposed approach is that it does not need to
fulfill any such constraints. Since the holes are symmetric, a user can easily lose track of a single
hole while demonstrating the peg-in-hole task in case of the change in camera view.

Figure 5.9e shows the result of DTW and GMM-GMR approach. The learned trajectory was
only able to reach two holes due to the extreme misalignment of phase signal. Figure 5.9f shows
the result of DMP encoding with DTW based alignment of forcing terms. This approach only
reaches one hole and fails to learn the complete task due to the aforementioned reasons. The pre-
sented approach successfully executes the task as shown in Figure 5.9g, because in this approach
the trajectories alignment is performed during the EM.

5.5.3. Experiment 3: Incomplete demonstrations

This experiment utilizes data from the first experiment. One full trajectory is used while the
others are clipped to simulate the partial executions. The generated trajectories are shown in
Figures (5.10a-5.10d). This experiment depicts the situation where a human operator may fail to
provide a full execution of the motion and abort the execution before completing the full cycle. As
shown in Figure 5.10e DTW aligned GMM-GMR based reproduction generates reaching motion
for two out of four holes but did not go deep enough to insert the peg. DMP-GMM based encoding
with DTW based alignment of forcing terms completely fails to execute the task as depicted in
Figure 5.10f. Again the presented approach successfully reproduces the learned task as shown in
Figure 5.10g. The success rates of the three experiments are summarized in Table 5.2.
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Figure 5.9.: All axis are in millimeters. (a-d) Recorded motions for experiment 2. The motions start and
end above different holes in each demonstration. (e-g) Motion reproductions with different
models (e) DTW+GMM based encoding of spatial data with GMR based motion reproduction,
(f) DMP model with DTW+GMM based encoding of forcing terms, (g) Our approach.
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Figure 5.10.: All axis are in millimeters. (a-d) Demonstrations for experiment 3. (e-g) Motion reproductions
with different models (e) DTW+GMM based encoding of spatial data with GMR based motion
reproduction, (f) DMP model with DTW+GMM based encoding of forcing terms, (g) Our
approach.

Table 5.2.: Success rate of different approaches shown as the number of holes reached.

DTW
GMM+GMR

DTW
DMP+GMM

Our
approach

Experiment 1
Experiment 2
Experiment 3

3
2
0

0
1
0

4
4
4
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Figure 5.11.: (a) Recorded motion. (b) y-axis motion of the recorded motion is used as the operator motion
while the motion of x and z-axis is autonomously generated. (c) x and y-axis motion of the
recorded motion is used as the operator motion while the motion of z-axis is autonomously
generated. The speed of operators motion is significantly slower than the demonstrated mo-
tions in this experiment. (d) Linearly increasing clock signal (without shared teleoperation)
corresponding to experiment 1. (e) Generated clock signal corresponding to (b). (f) Gener-
ated clock signal corresponding to (c). (g) y and z-axis motion of the recorded motion is used
as the operator motion while the motion of x-axis is autonomously generated. The speed of
operators motion is significantly faster than the demonstrated motions in this experiment. (h)
y-axis motion of the recorded motion is used as the operator motion while the motion of x
and z-axis is autonomously generated during first half of the motion. The later half of the
motion is generated in fully autonomous mode. (i) Control sharing without synchronization.
The motion of x and y-axis comes from a human operator while that of z-axis is autonomously
generated by the approach presented in Section 5.3.2. (j) Generated clock signal correspond-
ing to (g). (k) Generated clock signal corresponding to (h). The switching point from shared
teleoperation to full autonomy is indicated by the red line
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5.5.4. Experiment 4: Shared teleoperation

Simulation Results of Agent-Synchronized Shared Teleoperation

For simulation based experiment, an operator is asked to demonstrate a single motion of the peg-
in-hole task as a reference trajectory, as shown in Figure 5.11a. Now the reference trajectory is
used along with the GMM model learned in experiment one to demonstrate the performance of
the agent-synchronized shared teleoperation. For the simulation, the values of N, N2 δ and ∆ are
set to 4000, 1300, 2×10−4 and 1×10−3 respectively. Firstly only the motion of y-axis is passed
as the human input while that of x and z-axis are autonomously generated. The learned model
successfully completes the peg-in-hole task as shown by the generated motion in Figure 5.11b
while the evolution of clock signal is shown in Figure 5.11e.

Now the performance is evaluated for the temporal variation in the execution of the motion as
well as for the control of multiple DOFs by the operator. The multiple degrees of freedom can
be operated by a single operator or by more than one operator. Figure 5.11c shows the result of
successful motion execution when x and y-axis of the motion comes from the reference trajectory
as human input while the motion of z-axis is autonomously generated. The speed of execution of
the motion of DOFs controlled by the reference trajectory is significantly decreased in this exper-
iment and the generated clock signal also increases slowly. This can be observed by comparing
Figure 5.11f with Figure 5.11e. Figure 5.11g shows the result of successful motion execution
when the motion of y and z-axis comes from the reference trajectory while the motion of x-axis is
autonomously executed. Now the speed of execution of the motion of DOFs controlled by the ref-
erence trajectory is significantly increased in this experiment. This generated clock signal adapts
by increasing faster. This can be observed by comparing Figure 5.11j with Figure 5.11e. In all
of the experiments of shared teleoperation, the generated clock signal does not simply increase
linearly and small adjustments can be observed in the generated clock values for synchronizing
the motion of autonomous DOFs with the DOFs controlled by the human. For comparison, Fig-
ure 5.11d show the result of generated clock signal for experiment 1, which only increases linearly,
as the motion of all DOFs is autonomously generated.

The generated motion can also switch from shared teleoperation to fully autonomous mode and
vice versa. If an operator wants to rest or is confident of correct motion execution then he can
enable the fully autonomous mode. Figure 5.11h shows the result when half of the motion is
generated in shared teleoperation setting while the second half of the motion is generated in fully
autonomous mode. For full autonomy the increase of clock signal becomes linear, as shown in
Figure 5.11k. Due to the use of a dynamical system in the DMP model, the control transitions
smoothly from shared teleoperation to fully autonomous mode as shown in Figure 5.11h. Fig-
ure 5.11i shows the result of failed execution of the peg-in-hole task when the control is shared
without synchronization in-between a learned model and an operator. For unsynchronized trajec-
tory the motion of x and y-axis comes from the reference trajectory while the motion of z-axis is
autonomously executed

Experimental Evaluation of Shared Teleoperation

Eight engineering students, both male and female, ages ranging from 23 to 33, participated in
performing 4 trials for each of the three types of experiments - human-only teleoperation, human-
synchronized shared teleoperation and agent-synchronized shared teleoperation. The subjects
were given sufficient time to familiarize themselves with the setup of the three type of experi-
ments. The subjects observe the visual feedback from the camera placed at the slave’s end. Dur-
ing shared teleoperation experiments the agent and the operator have complete control authority of
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their respective axis. In order to evaluate the performance of the two proposed shared teleoperation
approaches against the human-only teleoperation mode, we recorded the execution time, the rate
of collision and the overall workload index using NASA-TLX [38] for the three aforementioned
settings.

Execution Time: Each execution cycle of the peg-in-hole task comprised of moving to the four
holes of the rig and inserting the end-effector into them. Of the three teleoperation architectures,
the human-synchronized shared teleoperation on average enables slightly faster motion execution,
while the agent-synchronized shared teleoperation on average enables significantly faster motion
execution, when compared with human-only teleoperation. Moreover, in the human-synchronized
teleoperation, the execution time, measured in milliseconds, was almost constant throughout the
task execution across all the 8 subjects’ records, with only minor variations due to the noise in-
troduced by the subjects (time taken by subjects to stop the recording manually). This is because
the execution time in this setting is mainly governed by the time taken by the artificial agent to
complete the task. As visible in Figure 5.12, the agent-synchronized shared control, with the same
value for the temporal scaling factor τ , has the shortest execution time to complete one cycle of the
task, due to the prediction of the next clock signal being based on the current motion of the human
operator. This allows the execution speeds to be variable for different subjects, and hence, brisked
up at points where human intended on moving faster, whereas slowed down (less increment in
the clock value) where human wanted to take more time at critical points of the task. Finally, the
human-only teleoperation posed the most difficulty and labour for the subjects, primarily due to
the visual distortion and zero haptic assistance from any external agents, thereby making it the
most slowest of the three teleoperation modes for the same task.

Figure 5.12.: Average execution time of the peg-in-hole task for the two shared teleoperation approaches
compared with the human-only teleoperation experiments. Error bars indicate the minimum
and maximum values.

98



5.5. Comparison with State-of-the-Art

Rate of Collision and Missed Holes: In this matric the three teleoperation approaches were
evaluated based on the rate of collisions and the missed holes recorded while experimenting. By
definition, ’collision’ here means involuntarily hitting the rig with the slave’s end-effector any-
where apart from the hole itself (including the walls surrounding the holes). It also incorporates
dismantling the rig completely due to a delayed or brisk move of the human controlled axis. ’Miss-
ing’ simply symbolizes losing the opportunity to insert the slave end-effector into the hole of the
rig as per the task’s requisite steps. Additionally, the maximum number of collisions incurred
by each subject throughout the four trials of each teleoperation setting was averaged across all
subjects. Figure 5.13 clearly shows that the subjects had much less collisions and missed holes
with the task rig in the two shared teleoperation approaches, as compared to the highly error-prone
human-only teleoperation. The reason being that in the human-synchronized control, the slave
robot would traverse through the rig as per the prescribed steps of motion and would only station
itself right above each hole, which gives the operator the time as well as the ease to just insert
the end-effector when it is at that point. Similarly, the agent-synchronized shared teleoperation
had no missed holes, since the slave only moved to the next step based on the master’s current
position, thereby synchronizing its speed with the human’s speed at every instant. Whereas, the
human-only teleoperation incurred the most collisions and holes’ misses.

Figure 5.13.: Average rate of collision/missed holes of the peg-in-hole task for the two shared teleoperation
approaches compared with the human-only teleoperation experiments. Error bars indicate the
minimum and maximum values.

Workload Index: The NASA-TLX subjective assessment in terms of the overall workload is
shown in Figure 5.14 for each of the teleoperation methods. As a consequence of all the sat-
isfactory results in the previously mentioned metrics, both of the proposed shared teleoperation
approaches have ranked subjectively to have a lower index of workload. The subjects reported
to have felt complete ease at having to only care about inserting the end-effector into the holes
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(y-axis motion) while the agent controlled the rest of the motion (x and z axes). Between the
two shared teleoperation settings, the human-synchronized one takes preeminence over its agent-
synchronized counterpart slightly. This precedence, even though by a slight margin, could perhaps
be accounted for due to an obvious factor. The human subjects had their motion completely de-
coupled with that of the agent in the human-synchronized mode, hence had little to no dependency
upon themselves regarding the agent’s motion whilst they inserted the end-effector into the holes.
Whereas, in the agent-synchronized mode, the human users had to be constantly in some minimal
movement in order for the agent to deduce that the human motion was in fact non-zero, and thus
the clock signal needs to jump to the next step in the task trajectory. Having only the task execution
fed back into the agent for real-time reproduction as the only distinguishing feature of the agent-
synchronized teleoperation, the human-agent shared teleoperation served as the least laborious of
the two of them.

Hence, conclusively, the agent-synchronized based teleoperation mode was evaluated to be the
one with the most accurate execution of task while taking the least bit of time to perform it across
all subjects. Whereas, its sibling teleoperation, human-synchronized shared control, came out to
be the least burden-some of all.

Figure 5.14.: Overall workload index of the peg-in-hole task for the two shared teleoperation approaches
compared with the human-only teleoperation experiments. Error bars indicate the minimum
and maximum values.

5.6. Discussion

This work introduces a way to simultaneously align and encode the teleopearated demonstrations
via the EM algorithm. The proposed approach outperforms the approaches which first perform
DTW based pre-alignment before encoding the trajectories. The reason for the failure of the other
approaches is that the DTW assumes the signals/trajectories to have same initial and final config-
urations. If this condition is violated then the DTW cannot align the signal. This is particularly
true in the second and the third experiments where demonstrations with different initial and final
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conditions and incomplete demonstrations are considered. Due to this reason DTW failed to align
those demonstrations.

The experiments show the advantage of using the EM based alignment and encoding approach.
Although the presented approach align the data before encoding it, it cannot be separately used as
a trajectories alignment algorithm. This is due to the fact that it does not guarantee to preserve the
temporal structure of the trajectories, as each data point is considered independently in EM. To
use EM for only aligning the trajectories, additional temporal constraints should be considered in
the EM cycles. This can also be regarded as one of the future working directions for this work.

In the shared teleopeartion settings, human and the learned controller operate in conjunction.
One can argue that if the model can operate autonomously then what is the point of including an
operator in the loop. The idea behind shared teleopeartion setup is to execute tasks where some
DOFs have repetitive motion while some have non-repetitive motions. It also guarantee a safe task
execution. A wrong task execution by the learned controller can be dangerous for the robot as well
as for the environment. If the human feels that the task is being correctly executed then he can
let the learned model to execute autonomously. If the operator feels that the certain DOFs should
be manually controlled then they can be taken over by him. As we showed in the experiments,
the switching inbetween manual control and the autonomous mode can take place smoothly at any
moment. Hence the degree of autonomy can be easily regulated by the operator.

5.7. Summary and Future works

This chapter discusses the typical problems encountered when applying existing PbD approaches
to teleoperation. Although it explicitly focuses on utilizing teleopearated demonstrations, this does
not limit the applicability of the presented approach to demonstrations collected via kinesthetic
teaching. In this chapter an EM based approach for aligning and encoding the trajectories simul-
taneously is presented. This is achieved by simultaneous estimation of the GMM parameters and
the phase variables. Although the results have been presented for a rhythmic peg-in-hole task, the
approach can encode rhythmic as well as discrete motions, as it possesses all the desirable proper-
ties associated with a DMP model. Through multiple peg-in-hole experiments, it is demonstrated
that the presented approach can handle large variabilities in the teleoperation demonstrations i.e.
large spatial and temporal variabilities, demonstrations with different starting/ending phases and
partial task executions. Additionally it is also shown that the learned model can also be used in the
shared autonomy setup. This way the motion of DOFs which are delicate for the execution of the
task can be controlled by the human operator/operators while the motion of the remaining DOFs
can be autonomously executed. Adding human in the loop also ensures correct task execution
and supervision during motion execution. The proposed method outperforms existing approaches
based on combining DTW based time alignment and trajectories encoding algorithms.

Generally a separate DMP is learned for each considered DOF. Since the tasks are repetitive, as
a future work it can be useful to consider the learning of correlations inbetween different degrees
of freedom. This can be done by learning only a single DMP that can capture the correlations
inbetween all DOF, instead of learning a separate DMP for each DOF. Learning of movement
primitives by utilizing cameara images is considered in the last chapter. Since the camera feedback
is also available in the teleopeartion setup, use of deep architectures such as a CNN can also be
investigated for learning repetitive teleoperation tasks. This work only utilizes the position data
for encoding the tasks. Haptic data is also often available in the teleoperation setups [1,71,84,89].
For the tasks which involve interaction with the environment, force feedback can be also encoded
in the learned DMP for robust task execution. The EM approach presented in this chapter can be
combined with the EM algorithm for task parameterized skill learning presented in chapter 3. This
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can syncronize the phase variable, along with encoding of the task variables of the demonstrations,
yielding better task reproductions.
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CHAPTER 6

Conclusion

6.1. Conclusions

PbD is the main focus of the reserach presented in this thesis. More specifically I have presented
PbD algorithms for robotics tasks. Although it is not a new research area in robotics, there are still
many challenges which are associated with the existing PbD approaches. In this work, some of
those challenges are identified and new PbD approaches are presented to address them.

In chapter 2, a novel approach for handling the problems encountered when fitting a GMM
with EM is proposed, as most of the PbD approaches presented in this thesis require density
estimation via GMM as a preliminary step. The proposed method considers the initialization
and the model complexity issues. The initialization approach for fitting a GMM utilizes a search
strategy where each component looks for its nearby component. Two components are combined
when they have a high overlap. This provides a transition from an irregular density function to
a smoother density function. CSAEM2 is applied when the components count reaches kmax. A
component is annihilated if its prior becomes very small. (k− 1) components GMM is obtained
by selecting the one which yields highest likelihood value. A model selection criterion is utilized
to select the optimal model complexity.

In chapter 3, it is shown that how the task specific generalization of a DMP can be achieved
by formulating learning as a density estimation problem. The proposed approach captures the
local behavior of each demonstration by using a GMM. These GMMs are then mixed to get the
task specific generalization. The data sparsity along task parameters is handled by introducing
additional incomplete data filling the input space. The task specific generalization is achieved by
just adapting covariances and mixing coefficient of the already learned GMMs. The TP-DMP
framework can perform learning in task space as well as in joint space and can also handle the
learning of meta parameters of a DMP. The proposed approach requires very few demonstrations
for learning and it outperforms the existing approaches specially when extrapolating beyond the
demonstrated ranges of the task variables.

Chapter 4 introduces D-DMP, which is learned by modeling the forcing terms of a TP-DMP
with a CNN. In D-DMP the task parameters are only required during the training phase. After
learning, the camera image is directly used for motion reproduction. Since the features are learned,
this eliminates the need to use any markers. Additionally by applying the data augmentation,
D-DMP can easily generalize the learned skill for various different objects. The generalization

103



6. Conclusion

capability of is demonstrated by executing the task for a novel object and against the background
perturbations. D-DMP requires relatively fewer training data for learning, as compared with other
CNN based motor learning approaches [62, 63, 112].

Chapter 5 highlights the typical problems encountered when applying existing PbD approaches
to teleoperation, as it is not always possible to utilize kinesthetic teaching for collecting the demon-
strations. For solving the issues with teleoperated demonstration, an EM based approach for align-
ing and encoding the trajectories simultaneously is presented. This is achieved by simultaneous
estimation of the GMM parameters and the phase variables. Additionally it is also shown that
the learned model can also be used in the shared autonomy setup. This way the motion of DOFs
which are delicate for the execution of the task can be controlled by the human operator/operators
while the motion of the remaining DOFs can be autonomously executed. The proposed method
outperforms existing approaches based on combining DTW based time alignment and trajectories
encoding algorithms.

6.2. Future research directions

Most of the research presented in this thesis is based on developing mathematical models suitable
for PbD. More research need to be carried out from a psychological perspective on about how
humans actually perform imitation learning. As a future work for TP-DMP and D-DMP, the
proposed approaches can be extended with sample reuse approach [27], where the reproduced
motion is regarded as an additional demonstration for improving the performance of the task.
Another more popular approach of skill refinement is reinforcement learning. Directly applying
RL for learning a motor skill can require a lot of trials [63]. PbD is mostly utilized to initialize the
model parameters of a movement primitive. RL is then usually applied as a next step to improve
the performance of the learned model. As a future work for the PbD approaches presented in this
thesis, they can be used to initialize the model parameters and for rapidly acquiring a motor skill,
while the skill refinement can subsequently be done by using RL [98].

For D-DMP, the task parameters still have to be recorded during the data collection phase. As
a future work, by utilizing the unsupervised learning methods, for instance an autoencoder, lower
dimensional features from a camera image can be directly extracted. The extracted features can
then be utilized for learning the motor actions, eliminating the need to utilize the task parameters
for initializing the CNN parameters. The presented D-DMP approach utilizes a CNN. Since the
robotics tasks usually have a temporal structure, utilizing a Recurrent Neural Network to capture
those dependencies can be considered. The visual feedback is always available in the teleoperation
setups. Using deep learning approaches for directly processing the visual feedback in the teleop-
eration scenarios can be investigated. Also for teleopeartion, additional information, for instance
the haptic feedback, can be utilized in the presented skill acquisition approach.
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Appendix

Following properties have been used in this proof [80]:

• Property 1: If X∼N (µ,Σ) and b a vector then E
[
(X+b)(X+b)>

]
= Σ+(µ+b)(µ+

b)>

• Property 2: The product of Gaussian densities is defined as: N (µ1,Σ1)N (µ2,Σ2) =
e N (µe,Σe) where e =N (µ1;µ2,Σ1+Σ2).

Expected pdf value:
The Expected pdf value of a GaussianN (µ,Σ) evaluated at a Gaussian stochastic random variable
X ∼N (µX ,ΣX) can be defined as:
E[N (X;µ,Σ)]→ E [N (N (µX ,ΣX);µ,Σ)] which is similar to E[ f (X)] =

∫
f (x)p(x)dx. Now

E [N (N (µX ,ΣX );µ,Σ)] =∫
∞

−∞

. . .
∫

∞

−∞

N (µ,Σ)N (µX ,ΣX )

By using property 2.

E [N (N (µX ,ΣX );µ,Σ)] =
∫

∞

−∞

· · ·
∫

∞

−∞

eN (x;µc,Σc)

= e
∫

∞

−∞

· · ·
∫

∞

−∞

N (x;µc,Σc)

= e

where
e =N (µ;µX ,Σ+ΣX) (A.1)

Incorporating Incomplete data via EM for mixture of GMMs:
In the E-step, the expectations E[zi,k|xobs,θt ], E[zi,k,xmiss|xobs,θt ] and E[zi,k,xmissxmiss> |xobs,θt ]

have to be calculated for incomplete data [36]. Let µo,m =

[
µobs

o,m
µmiss

o,m

]
, Σo,m =

[
Σobs

o,m Σobs.miss
o,m

Σmiss.obs
o,m Σmiss

o,m

]
,

107



A. Appendix

Xw =

[
Xobs

w
Xmiss

w

]
whereXobs

w ∼N (µobs
w ,Σobs

w ) is the observable part representing the GMM compo-

nents spanning the input space. Now the similar expectations of the missing dimensions (output)
are calculated as:

E[zw,o,m|Xobs
w ,θt ] = dt+1

w,o,m

=
ct+1

w,o,m

∑
M
r=1 ∑

K
l=1 ct+1

w,r,l

×πobs
w ×N

with ct+1
w,o,m =

(
φoπo,mN (µobs

w ;µobs
o,m,Σ

obs
w +Σobs

o,m)
)β whereN (µobs

w ;µobs
o,m,Σ

obs
w +Σobs

o,m) is the ex-
pected pdf calculated only on the observed dimensions, as derived for Equation (A.1).

E[zw,o,m,X
miss
w |Xobs

w ,θt ] = dt+1
w,o,m(µ

miss
o,m +Σmiss.obs

o,m (Σobs
o,m)

−1
(Xobs

w −µobs
d,m))

Define X̂miss
w,o,m = µmiss

o,m +Σmiss.obs
o,m (Σobs

o,m)
−1
(Xobs

w −µobs
o,m)

Now:

E[zw,o,m,X
miss
w |Xobs

w ,θt ] = dt+1
w,o,mX̂

miss
w,o,m

E[zw,o,m,X
miss
w Xmiss>

w |Xobs
w ,θt ] = dt+1

w,o,m(Σ
miss
o,m −Σmiss.obs

o,m (Σobs
o,m)

−1
(Σmiss.obs

o,m )
>
+X̂miss

w,o,mX̂
miss>
w,o,m )

For updating Σt+1
o,m , the term dt+1

w,o,m(Xw−µo,m)(Xw−µo,m)
> for incomplete data is calculated as:

dt+1
w,o,m

[
Xobs

w −µobs
o,m

Xmiss
w −µmiss

o,m

][
Xobs

w −µobs
o,m

Xmiss
w −µmiss

o,m

]>
=

[
A11 A12
A21 A22

]
where

A11 = dt+1
w,o,m(X

obs
w −µobs

o,m)(X
obs
w −µobs

o,m)
>

by using Property 1

= dt+1
w,o,m

(
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w +(µobs
w −µobs

o,m)(µ
obs
w −µobs

o,m)
>)

A21 = dt+1
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miss
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w −µobs
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>

= (E[zw,o,m,X
miss
w ]−dt+1
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>

=
(

dt+1
w,o,m
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[23] Gilles Celeux, Stéphane Chrétien, Florence Forbes, and Abdallah Mkhadri. A component-
wise em algorithm for mixtures. Journal of Computational and Graphical Statistics, 2012.

[24] Yevgen Chebotar, Mrinal Kalakrishnan, Ali Yahya, Adrian Li, Stefan Schaal, and Sergey
Levine. Path integral guided policy search. In IEEE International Conference on Robotics
and Automation (ICRA), pages 3381–3388, 2017.

[25] Jie Yang’Yangsheng Xu CS ChenZ. Hidden markov model approach to skill learning and
its application to telerobotics. 1993.

[26] Dan Claudiu Ciresan, Ueli Meier, Luca Maria Gambardella, and Jurgen Schmidhuber. Con-
volutional neural network committees for handwritten character classification. In Document
Analysis and Recognition (ICDAR), 2011 International Conference on, pages 1135–1139.
IEEE, 2011.

[27] Bruno Castro Da Silva, Gianluca Baldassarre, George Konidaris, and Andrew Barto. Learn-
ing parameterized motor skills on a humanoid robot. In Robotics and Automation (ICRA),
2014 IEEE International Conference on, pages 5239–5244. IEEE, 2014.

[28] Arthur P Dempster, Nan M Laird, Donald B Rubin, et al. Maximum likelihood from in-
complete data via the em algorithm. Journal of the Royal statistical Society, 39(1):1–38,
1977.

112



Bibliography

[29] Anca D Dragan and Siddhartha S Srinivasa. Assistive teleoperation for manipulation tasks.
In Proceedings of the seventh annual ACM/IEEE international conference on Human-Robot
Interaction, pages 123–124. ACM, 2012.
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with compliant physical contact in humanâC”humanoid interaction. The International
Journal of Robotics Research, 29(13):1684–1704, 2010.

[62] Sergey Levine, Chelsea Finn, Trevor Darrell, and Pieter Abbeel. End-to-end training of
deep visuomotor policies. Journal of Machine Learning Research, 17(39):1–40, 2016.

[63] Sergey Levine, Peter Pastor, Alex Krizhevsky, Julian Ibarz, and Deirdre Quillen. Learning
hand-eye coordination for robotic grasping with deep learning and large-scale data collec-
tion. The International Journal of Robotics Research, 2016.

[64] Bin Luo, Sui Wei, et al. Estimation for the number of components in a mixture model using
stepwise split-and-merge em algorithm. Pattern Recognition Letters, 25(16):1799–1809,
2004.

[65] Takamitsu Matsubara, Sang-Ho Hyon, and Jun Morimoto. Learning parametric dynamic
movement primitives from multiple demonstrations. Neural Networks, 24(5):493–500,
2011.

[66] Clare A McGrory and DM Titterington. Variational approximations in bayesian model
selection for finite mixture distributions. Computational Statistics & Data Analysis,
51(11):5352–5367, 2007.

[67] Geoffrey McLachlan and David Peel. Finite mixture models. John Wiley & Sons, 2004.

[68] Tomas Mikolov, Martin Karafiát, Lukas Burget, Jan Cernockỳ, and Sanjeev Khudanpur.
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ing collaborative impedance-based robot behaviors. parameters, 1(1):1, 2013.
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