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&YQFSJNFOUBM BOE /PSNBUJWF &UIJDT� 5IF $BTF PG
"VUPOPNPVT $BST

"ঋজঝছঊঌঝ

5IF JOUSPEVDUJPO PG BVUPOPNPVT DBST JT NPWJOH BU B SBQJE QBDF� "MNPTU BMM DBS NBOVGBDUVS�
FST
 BT XFMM BT CJH UFDIOPMPHZ DPNQBOJFT
 BSF XPSLJOH PO UIJT UFDIOPMPHZ BOE JUT JOUSPEVDUJPO
NJHIU CF KVTU BSPVOE UIF DPSOFS� "QBSU GSPN UFDIOPMPHJDBM RVFTUJPOT BOE RVFTUJPOT PG MJBCJMJUZ

FUIJDBM JTTVFT QMBZ B NBKPS SPMF JO UIF BDBEFNJD EJTDPVSTF CVU BMTP JO UIF QVCMJD EPNBJO� 5IJT
EJTTFSUBUJPO QSPWJEFT UXP QVCMJTIFE BSUJDMFT UIBU UBDLMF EJ୭GFSFOU
 ZFU SFMBUFE
 FUIJDBM JTTVFT BTTP�
DJBUFE XJUI UIF JOUSPEVDUJPO PG UIF TFMG�ESJWJOH DBS� 'JSTU
 VTJOH UIF USBEJUJPOBM GPSN PG OPSNB�
UJWF BSHVNFOU UIJT EJTTFSUBUJPO EJTDVTTFT UIF RVFTUJPO PG XIP TIPVME EFDJEF BCPVU UIF FUIJDTآ
TFUUJOHأ PG BO BVUPOPNPVT WFIJDMF BOE JG UIF GBNPVT USPMMFZ QSPCMFN JT BO BEFRVBUF UPPM UP FY�
BNJOF UIF QSPCMFN PG UIF FUIJDTآ PG DSBTIJOHأ� *O UIF ୮ୢSTU QVCMJDBUJPO
 * BSHVF UIBU UIF USPMMFZ
QSPCMFN MBDLT UISFF JNQPSUBOU DIBSBDUFSJTUJDT UIBU TFWFSFMZ MJNJU JUT BQQMJDBUJPO UP UIF DBTF PG BV�
UPOPNPVT DBST JO B EZOBNJD USB୭୮ୢD TDFOBSJP� 'VSUIFS
 * BSHVF UIBU B NBOEBUPSZ FUIJDT TFUUJOH
TIPVME CF JOUSPEVDFE UP BMM BVUPOPNPVT DBST CFDBVTF UIJT XPVME CF JO QFPQMFTؠ CFTU JOUFSFTU�
5IF TFDPOE QVCMJDBUJPO USJFT UP TIFE TPNF MJHIU PO QPTTJCMF FNQJSJDBM SFTFSWBUJPOT QFPQMF IBWF
UPXBSET EFMFHBUJOH B NPSBM UBTL UP BO BMHPSJUIN� 5IJT TUVEZ JOWFTUJHBUFT XIFUIFS UIF SFMVDUBODF
UP EFMFHBUF UP B NBDIJOF BHFOU JOTUFBE PG B IVNBO BHFOU DBO CF FYQMBJOFE CZ B NJTQFSDFQUJPO
PS B MBDL PG USVTU� 8F BSF BCMF UP FMJNJOBUF UIFTF FYQMBOBUJPOT BOE ୮ୢOE B HFOFSBM BWFSTJPO PG EFM�
FHBUJOH B NPSBM UBTL UP B NBDIJOF BHFOU JO BO FDPOPNJD MBC FYQFSJNFOU� &NQJSJDBM SFTFBSDI JT
JNQPSUBOU CFDBVTF FWFSZ UFDIOPMPHZ JT CVJMU PO BDDFQUBODF� (JWFO UIF TUSPOH NPSBM DBTF UIBU
DBO CF NBEF JO GBWPS PG BVUPOPNPVT ESJWJOH
 F�H� UIF BWPJEBODF PG BDDJEFOUT
 JU JT WJUBM UP UBDLMF
QSPCMFNT SFHBSEJOH UIF BDDFQUBODF PG UIF UFDIOPMPHZ CFGPSF JU JT JOUSPEVDFE� 5IF JOUSPEVDUJPO
PG UIJT EJTTFSUBUJPO BT XFMM BT UIF ୮ୢSTU UXP DIBQUFST HJWF BO PWFSWJFX BCPVU UIF EFCBUF PG FUIJDBM
JTTVFT SFHBSEJOH BVUPOPNPVT DBST BOE NBLFT UIF DMBJN UIBU OPSNBUJWF DPOTJEFSBUJPOT IBWF UP
HP IBOE JO IBOE XJUI FNQJSJDBM SFTFBSDI�
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* ঠঘঞক঍ ক঒ঔ঎ ঝঘ ঎ডঙছ঎জজ খঢ ঐছঊঝ঒ঝঞ঍঎ UP NZ BEWJTPS
 $ISJTUPQI -¼UHF GPS IJT PQFO�
NJOEFEOFTT
 XIJDI HBWF NF UIF DIBODF UP FOHBHF JO UIJT UPQJD� * XPVME BMTP MJLF UP UIBOL 1SPG�
$MBVEJB 1FVT GPS UBLJOH UIF UBTL PG SFWJFXFS� " TQFDJBM UIBOL ZPV HPFT UP%S� .BUUIJBT 6IM
 XIP
IBT OPU POMZ CFFO POF PG NZ DP�BVUIPST CVU BMTP B TQJSJUVBM HVJEF JO IJT SPMF BT .S� .JZBHJ
 JO�
USPEVDJOH NF UP FYQFSJNFOUBM FDPOPNJDT� * XPVME MJLF UP UIBOLNZ GPSNFS DPMMFBHVFT
 +PIBOOB
+BVFSOJH BOE +VMJBO.¼MMFS ؛ UIF MBUUFS BMTP GPS CFJOH B HSFBU QBSUOFS JO XSJUJOH POF PG UIJT UIFTJTؠ
BSUJDMFT� * XPVME MJLF UP WFSZ TQFDJBMMZ UIBOL 8BMMZ &JDIMFS GPS BMM UIF F୭GPSUT TIF IBT QVU JO BOE
GPS IFS BCJMJUZ UP BOUJDJQBUF BOE TPMWF QSPCMFNT CFGPSF UIFZ PDDVS�

5IBOLT UP UIF %'( BOE UIF FYDFMMFODF JOJUJBUJWF BT XFMM BT UIF 'SJFESJDI�/BVNBOO�4UJG୴VOH
GPS UIFJS TVQQPSU EVSJOH NZ UIFTJT� )PXFWFS
 TJODF UIFTF HSBOUT BSF OPU NBOOB GBMMJOH GSPN UIF
TLZ CVU QBJE GPS XJUI WFSZ SFBM UBYQBZFSTؠ NPOFZ
 Eؠ* MJLF UP FYQSFTT NZ HSBUUJUVEF UP UIF (FSNBO
UBYQBZFST� * TJODFSFMZ IPQF UIBU UIJT EJTTFSUBUJPO BOE UIF SFTFBSDI JU DPOUBJOT BSF OPU B XBTUF PG
UIFJS NPOFZ�

-BTU CVU OPU MFBTU
 * XBOU UP UIBOL NZ GBNJMZ BOE GSJFOET� " TQFDJBM TIPVU PVU HPFT UP NZ
QBSFOUT
 'SBOL BOE +VUUB
 BT XFMM BT UP NZ CSPUIFS +¶SO� 5IFJS TVQQPSU IBT BMXBZT GBS FYDFFEFE
NFSF LJOTIJQ�CBTFE BMUSVJTN�
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* CFMJFWF JO IPSTॶ
 BVUPNPCJMॶ BSF B QBTTJOH QIFOPNFOPO�

8JMIFMN **
 (FSNBO &NQFSPS JO ����

8F BSF TUJMM BU UIF ԘIPSTFMFTT DBSSJBHFԙ TUBHF PG UIॷ UFDIOPMPॻ

EFTDSJCJOH UIFTF UFDIOPMPHJॶ ॵ XIBU UIFZ BSF OPU
 SBUIFS
UIBO XSFTUMJOH XJUI XIBU UIFZ USVMZ BSF�

1FUFS 4JOHFS

0
*OUSPEVDUJPO� "VUPOPNPVT $BST

3FDFOU EFWFMPQNFOU JO UFDIOPMPHZ IBT TFFO NBOZ JOUFSFTUJOH BOE GBTDJOBUJOH QSPEVDUT FNFSHF�

5IF EJHJUBM SFWPMVUJPO IBT TUBSUFE
 ZFU
 XF BSF NFSFMZ JO UIF WFSZ FBSMZ TUBHF PG UIF DIBOHFT UIBU

XJMM DPORVFS NBOZ BSFBT PG PVS MJGF� ,FZXPSET MJLF CJH EBUB
 NBDIJOF MFBSOJOH BOE DSZQUPDVS�
SFODZ BSF EPNJOBUJOH UIF OFXT BOE FWFO FWFSZEBZ DPOWFSTBUJPOT� 8IJMF BMM PG UIFTF EFWFMPQ�

NFOUT IBWF HSFBU QPUFOUJBM SFHBSEJOH GVUVSF VTF DBTFT
 B GFX BEWBODFNFOUT JO UFDIOPMPHZ BSF

BMSFBEZ BU B QPJOU PG DPNNPO BHSFFNFOU UIBU UIF UFDIOPMPHZ XJMM CF UIF GVUVSF� 0OF ؛ BOE QFS�

IBQT UIF CJHHFTU ؛ PG UIFTF BEWBODFNFOUT JT UIF DPODFQU PG UIF TFMG�ESJWJOH WFIJDMF PS BVUPOPNPॸ
DBS� "MM PG UIF NBKPS DBS NBOVGBDUVSFST BSF DVSSFOUMZ XPSLJOH PO JUT JOUSPEVDUJPO� "EEJUJPOBMMZ


TJODF UIF UFDIOPMPHZ PG BO BVUPOPNPVT WFIJDMF SFMJFT BT IFBWJMZ PO TPG୴XBSF BT JU EPFT PO UIF
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IBSEXBSF
 CJH QMBZFST GSPN PUIFS JOEVTUSJFT BSF BMTP QVTIJOH JOUP UIF NBSLFU� *O GBDU
 TPG୴XBSF

DPNQBOJFT BSF BU UIF GPSFGSPOU PG SBJTJOH BXBSFOFTT PG UIJT EFWFMPQNFOU BT DBO CF TFFO CZ UIF

GBDU UIBU UIF UFSN HPPHMFآ DBSأ IBT TPNFUJNFT CFFO VTFE BT BO VNCSFMMB UFSN GPS UIF FOUJSF TQBDF�

#FJOH IJHIMZ DPNQMFY TZTUFNT PQFSBUJOH JO POF PG UIF NPTU EBOHFSPVT TVSSPVOEJOHT ؛ USB୭୮ୢD ؛

UIF MBTU ZFBST IBWF TFFONBOZ TPG୴� BOE IBSEXBSFNBOVGBDUVSFST GPSN KPJOU WFOUVSFT UP UBDLMF UIF

EFWFMPQNFOU BOEXJO UIF SBDF UP CF UIF ୮ୢSTU UP FOUFS UIFNBSLFUXJUI BXPSLJOH BOE TBGF QSPEVDU�

'PS JOTUBODF
 #.8 BOE *OUFM IBWF KPJOFE GPSDFT XJUI .PCJMF&ZF BOE BSF QSFEJDUJOH UP IBWF UIF

୮ୢSTU BVUPOPNPVT DBST PO &VSPQFBO SPBET BT FBSMZ BT ����� +BQBO BMTPXBOUT BVUPOPNPVT DBST PO

UIF SPBET JO UJNF GPS UIF ����0MZNQJDT 	8঑঒ঝ঎
 ����
� "U UIJT UJNF TVDI B QSFEJDUJPO EPFT OPU

TPVOE UP CF GBS�GFUDIFE XIFO POF BDLOPXMFEHFT UIF GBDU UIBU JO SFDFOU ZFBST BOE FWFO EFDBEFT


DBST IBWF CFFO JODSFBTJOHMZ FRVJQQFE XJUI %SJWFS "TTJTUBODF 4ZTUFNT XIJDI
 BMUIPVHI GBS GSPN

UVSOJOH NPEFSO DBST JOUP TFMG�ESJWJOH DBST
 IBWF TMPXMZ UBLFO PWFS NBOZ BTQFDUT PG UIF ESJWJOH

FYQFSJFODF� 5IF NPTU QSPNJOFOU FYBNQMF NJHIU CF UIF BOUJ�MPDL CSBLJOH TZTUFN
 XIJDI IBT CF�

DPNF BO JOUFHSBM QBSU PG CBTJDBMMZ FWFSZ DBS PO UIF TUSFFU BOE JT JO QMBDF UP BWPJE MPDLJOH VQ UIF

XIFFMT XIFO CSBLJOH PO TMJQQFSZ TVSGBDFT UP NBJOUBJO DPOUSPM PWFS UIF WFIJDMF� &TTFOUJBMMZ
 UIJT

TZTUFN UBLFT PWFS DPOUSPM JO DFSUBJO XFMM�EF୮ୢOFE DJSDVNTUBODFT� 5IF /BUJPOBM )JHIXBZ 5SB୭୮ୢD

4BGFUZ "ENJOJTUSBUJPO 	/)54"
 EF୮ୢOFT ୮ୢWF EJ୭GFSFOU MFWFMT PG BVUPOPNPVT ESJWJOH SBOHJOH

GSPN [FSP 	TFF ୮ୢHVSF �

 XIJDI NFBOT OP BVUPNBUJPO BU BMM VQ UP UIF TUBHF � JOEJDBUJOH UIBU OP

IVNBO JOQVU JT OFDFTTBSZ PS FWFO QPTTJCMF 	/)54"
 ����
� *U JT JNQPSUBOU UP OPUF UIBU NPTU

QPMJUJDBM BDUPST IBWF BDLOPXMFEHFE UIF JNQPSUBODF PG ESJWFSMFTT USB୭୮ୢD� 5IJT EJTTFSUBUJPO
 GPS JO�

TUBODF
 IBT CFFO QBSUMZ QFSGPSNFEXJUIJO UIF.VOJDI$FOUFS GPS5FDIOPMPHZ JO 4PDJFUZ 	.$54


MBC VUPNBUJPO"آ � 4PDJFUZ� 5IF $BTF PG )JHIMZ "VUPNBUFE %SJWJOHأ BT QBSU PG UIF &YDFMMFODF

*OJUJBUJWF CZ UIF (FSNBO 3FTFBSDI 'PVOEBUJPO 	%'(

 XIJDI TIPXT BU MFBTU JOEJSFDU TVQQPSU

PG HPWFSONFOUBM BDUPST JO UIJT ୮ୢFME� 5IF (FSNBO 'FEFSBM .JOJTUSZ PG 5SBOTQPSU BOE %JHJUBM *O�
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Figure 1: Levels of automation, source: NHTSA (2018)

GSBTUSVDUVSF IBT BMTP SFMFBTFE BO UIJDT&آ $PEF GPS "VUPNBUFE BOE $POOFDUFE %SJWJOHأ JO ����

JO PSEFS UP IFMQ CVJMEJOH B VTFGVM GSBNFXPSL GPS GVUVSF EFWFMPQNFOUT 	-ঞ঎ঝঐ঎
 ����
 #.7*
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� .PEFSO DBST P୭GFS GFBUVSFT MJLF UIF -BOF ,FFQJOH "TTJTU 4ZTUFN XIJDI DPOUSPMT UIF IPSJ�

[POUBM NPWFNFOU PG B DBS UP LFFQ JU JO JUT MBOF JG UIF ESJWFS JT EJTUSBDUFE� 4JODF UIF EFWFMPQNFOU

PG UIF UFDIOPMPHZ NPWFT BU B SBQJE QBDF
 UIJT EJTTFSUBUJPO JT FYDMVTJWFMZ DPODFSOFE XJUI UIF GVMMZ

BVUPNBUFE DBS
 UIBU JT B TUBHF � DPNQMFUFMZ BVUPOPNPVT WFIJDMF� #BTJDBMMZ
 TVDI B WFIJDMF EPFT

OPU OFFE UP IBWF B TUFFSJOH XIFFM PS B UISPUUMF BOENJHIU SFTFNCMF B USBJO DBCJO SBUIFS UIBO B USB�

EJUJPOBM DBS� 'JHVSF � QSPWJEFT BO PWFSWJFX PG UIF DPNQMFYJUZ BOE BCJMJUZ PG MFWFM�� BVUPOPNPVT

DBST�

"T XJUI FWFSZ OFX UFDIOPMPHZ
 UIFSF JT B NZSJBE PG FUIJDBM JTTVFT UIBU BSJTF XJUI JUT JOUSP�

EVDUJPO� &TQFDJBMMZ
 JG UIJT UFDIOPMPHZ JT EJTSVQUJWF BOE JO UIF EPNBJO PG USB୭୮ୢD ؛ BO JOTUJUV�

UJPO XIJDI JT SFTQPOTJCMF GPS UIF EFBUI PG BO FTUJNBUFE ���� NJMMJPO QFPQMF HMPCBMMZ JO UIF ZFBS

���� BMPOF BDDPSEJOH UP UIF 8PSME )FBMUI 0SHBOJTBUJPO 	8ঘছক঍ )঎ঊকঝ঑ 0ছঐঊগ঒জঊঝ঒ঘগ
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� 8IJMF UIF UFDIOPMPHZ IBT B IVHF QPUFOUJBM UP TJHOJ୮ୢDBOUMZ SFEVDF UIJT UFSSJGZJOH OVN�

�



Figure 2: Sensors and electric equipment of autonomous cars, source: Narnakaje (2017)

CFS
 UIFSF XJMM CF TJUVBUJPOT JO XIJDI UIF UFDIOPMPHZ EPFT OPU GVODUJPO BT JOUFOEFE BO NJHIU

DBVTF TFWFSF IBSN� *O GBDU
 UIF ୮ୢSTU GBUBM DSBTI XJUI B QFEFTUSJBO IBT BMSFBEZ IBQQFOFE JO ����

	8ঊঔঊঋঊঢঊজ঑঒
 ����
� (JWFO UIF GBDU UIBU BVUPOPNPVT DBST NJHIU WFSZ XFMM CF PO UIF TUSFFUT

JO B NBUUFS PG ZFBST
 FUIJDBM JTTVFT OFFE UP CF BEESFTTFE BT TPPO BT QPTTJCMF� 5IJT EJTTFSUBUJPO

JT CBTFE PO XPSL UIBU TUBSUFE JO ���� XJUIJO UIF QSPKFDU VUPNBUJPO"آ � 4PDJFUZ� 5IF $BTF PG

)JHIMZ"VUPNBUFE%SJWJOHأ
 XIJDIXBTNFBOU UP CSJOH FNQJSJDBM FWJEFODF UP JMMVNJOBUF TFWFSBM

JTTVFT SFHBSEJOH BVUPOPNPVT DBST JO HFOFSBM� &UIJDT
 IPXFWFS
 BMTP OFFET B OPSNBUJWF CBTF GSPN

XIJDI FNQJSJDBM FWJEFODF DBO CF KVEHFE GSPN BOE NBEF GSVJUGVM� 5IJT EJTTFSUBUJPO JT DPODFSOFE

XJUI JOUFHSBUJOH FNQJSJDBM ୮ୢOEJOHT BOE OPSNBUJWF BSHVNFOUT� /PSNBUJWF FUIJDT SFHBSEJOH BV�

UPOPNPVT DBST CSPBEMZ EFBMT XJUI RVFTUJPOT MJLF� 4IPVME XF BMMPX PS FWFO GPTUFS UIF EFWFMPQNFOU
PG BVUPOPNPॸ DBST *T UIॷ FUIJDBMMZ KVTUJ׹BCMF � ؛ BOE XIJMF NBOZ PG UIFTF RVFTUJPOT FWFOUV�

BMMZ SFMZ PO FNQJSJDBM GBDUT BCPVU UIF XPSME UP CF USVF 	PS GBMTF

 UIF NFUIPE JT OPU FNQJSJDBM� *

XJMM BSHVF UIBU FNQJSJDBM SFTFBSDI JO FUIJDT JT OFDFTTBSZ BOE JOEFFE IFMQGVM
 FTQFDJBMMZ GPS BO FO�

�



EBWPVS MJLF UIF JOUSPEVDUJPO PG B UFDIOPMPHZ UIBU IBT UIF QPUFOUJBM UP TFWFSFMZ JNQBDU QFPQMFTؠ

MJWFT� 8IFO * UBML BCPVU FNQJSJDBM SFTFBSDI JO FUIJDT
 * BN SFGFSSJOH UP TDJFODFT MJLF FDPOPNJDT


QTZDIPMPHZ BOE FWFO FYQFSJNFOUBM QIJMPTPQIZ� 5IFTF BQQSPBDIFT MPPL GPS EFTDSJQUJWF SBUIFS

UIBO OPSNBUJWF BOTXFST� )PX EP QFPQMF BDUVBMMZ UIJOL BCPVU HJWJOH VQ DPOUSPM UP B NBDIJOF 
*T UIFSF BO BWFSTJPO UP UIF VTF PG BMHPSJUINT XIFO JU DPNॶ UP NPSBMMZ SFMFWBOU EFDJTJPOT 5IJT

EJTUJODUJPO ؛ CFUXFFO OPSNBUJWF BOE FNQJSJDBM SFTFBSDI ؛ TFSWFT BT UIF CBTJT GPS UIJT EJTTFSUBUJPO�

5IFSFGPSF
 UIJT EJTTFSUBUJPO XJMM QSPDFFE BT GPMMPXT� $IBQUFS � PO QBHF � XJMM QSPWJEF UIF SFBEFS

XJUI BO PWFSWJFX PG FUIJDBM JTTVFT SFHBSEJOH BVUPOPNPVT DBST� &UIJDBM RVFTUJPOT SFHBSEJOH BV�

UPOPNPVT DBST XJMM CF EJTDVTTFE IFSF
 GPS JOTUBODF� 4IPVME XF FNCSBDF UIJT UFDIOPMPHZ CFDBVTF

PG FUIJDBM SFBTPOT BOE
 JG TP
 IPX TIPVME XF KVEHF PS QSFTDSJCF CFIBWJPS PG TFMG�ESJWJOH DBST JO

QBSUJDVMBS TJUVBUJPOT MJLF USPMMFZ DBTFT *O DIBQUFS � PO QBHF ��
 * XJMM NBLF UIF DBTF UIBU XIFO JU

DPNFT UP BQQMJFE FUIJDT OPSNBUJWF SFBTPOJOH BMPOF JT JOTV୭୮ୢDJFOU� *HOPSJOH FNQJSJDBM FWJEFODF


FTQFDJBMMZ XIFO JU DPNFT UP CSBOE OFX UFDIOPMPHJFT
 NBLFT UIF SFTFBSDI QSPHSBN GSBHNFOUBSZ BU

CFTU� .PSF MJLFMZ
 IPXFWFS
 BOZ SFTFBSDI QSPHSBN UIBU SFNBJOT VOJOGPSNFE BCPVU BUUJUVEFT BOE

QPTTJCMF GFBST PG QFPQMF UPXBSET UIF OFX UFDIOPMPHZ XJMM IBWF B OFHBUJWF F୭GFDU PO TPDJBM XFMGBSF�

5P UIJT F୭GFDU * XJMM EJTDVTT UIF SFTFBSDI BCPVU USPMMFZ DBTFT GSPN BO FNQJSJDBM TUBOEQPJOU
 UIBU

JT
 ୮ୢSTUMZ
 IPX QFPQMFTؠ PQJOJPOT BCPVU XIBU JT UIF SJHIU XBZ UP BDU NBZ WBSZ BDSPTT EJ୭GFSFOU

TFUUJOHT BOE
 TFDPOEMZ
 BSHVF UIBU UIFSF JT B OFFE UP BEESFTT B QPUFOUJBM BWFSTJPO BHBJOTU NBDIJOF

VTF JO UIF NPSBM EPNBJO
 XIJDI JT
 FTTFOUJBMMZ
 B RVFTUJPO PG BDDFQUBODF�
*O UIJT EJTTFSUBUJPO
 * XJMM VTF UIF UFSNT BVUPOPNPVTآ DBSأ
 TFMG�ESJWJOHآ DBSأ BOE ESJWFSMFTTآ

DBSأ JOUFSDIBOHFBCMZ� * XJMM BUUFNQU UP BOTXFS UXP FUIJDBM JTTVFT SFHBSEJOH BVUPOPNPVT DBST

VTJOH EJ୭GFSFOU NFUIPEPMPHJDBM BQQSPBDIFT ؛ UIF USBEJUJPOBM GPSN PG OPSNBUJWF QIJMPTPQIJDBM

BSHVNFOU
 UIF VTF PG HBNF UIFPSZ BOE ୮ୢOBMMZ
 UIF NFUIPE PG FYQFSJNFOUBM FDPOPNJDT JO UIF

GPSN PG DPOUSPMMFE BOE JODFOUJWJ[FE MBCPSBUPSZ FYQFSJNFOU�

�



5IF QVCMJDBUJPOT POXIJDI UIJT EJTTFSUBUJPO JT CVJMU XJMM CF TIPSUMZ EJTDVTTFE JO DIBQUFS � PO

QBHF ��� )FSF
 UIF SFBEFSXJMM ୮ୢOE BO FYUFOEFE BCTUSBDU PG CPUI QVCMJDBUJPOT� 5IF SFBTPO GPS UIJT

JT UIBUXIJMF * IBWF UIF QFSNJTTJPO UPQSJOU UIF BSUJDMFT JO UIJT EJTTFSUBUJPO
 * DBOPOMZ EP TP JO UIFJS

QVCMJTIFE GPSN JODMVEJOH UIF GPSNBU PG UIF SFTQFDUJWF KPVSOBM 	4DJFODF BOE &OHJOFFSJOH &UIJDT

BOE +PVSOBM PG #FIBWJPSBM BOE &YQFSJNFOUBM &DPOPNJDT
� 5IJT GBDU XPVME NBLF JU VOCFBSBCMF

GPS UIF SFBEFS UP JODMVEF UIFN JO UIF NBJO CPEZ PG UIF UFYU� *OTUFBE
 UIFZ XJMM CF QSPWJEFE JO

UIF "QQFOEJY�

�



* IBWF BSSJWFE BU UIF DPOWJDUJPO UIBU UIF OFHMFDU CZ
FDPOPNJTUT UP EJTDVTT TFSJPVTMZ XIBU ॷ SFBMMZ UIF DSVDJBM
QSPCMFN PG PVS UJNF ॷ EVF UP B DFSUBJO UJNJEJUZ BCPVU TPJM�
JOH UIFJS IBOET CZ HPJOH GSPN QVSFMZ TDJFOUJ׹D RVFTUJPOT
JOUP WBMVF RVFTUJPOT�

'SJFESJDI "VHVTU WPO )BZFL

1
"VUPOPNPVT $BST� &UIJDBM *TTVFT

*গ ঊ খঘ঍঎ছগ
 ঙকঞছঊক঒জঝ঒ঌ ঊগ঍ ঍঎খঘঌছঊঝ঒ঌ জঘঌ঒঎ঝঢ KVTUJGZJOH BOE FWBMVBUJOH JOTUJUV�

UJPOT JT PG UIF VUNPTU JNQPSUBODF� &TQFDJBMMZ
 XIFO JU DPNFT UP RVFTUJPOT BCPVU UIF EFTJHO PG B

WJUBM JOTUJUVUJPO TVDI BT USB୭୮ୢD JO XIJDI FWFSZPOF QBSUBLFT� 5SB୭୮ୢD XJUI BMM JUT SVMFT BOE SFHVMB�

UJPOT JT JOEFFE B GBTDJOBUJOH QIFOPNFOPO� 5IFSF JT B XJEFTQSFBE BDDFQUBODF PG UIF JOTUJUVUJPO


ZFU
 JU JT SFTQPOTJCMF GPS UIF EFBUI PG BCPVU �
��� QFPQMF FBDI ZFBS JO (FSNBOZ BMPOF� "EEJ�

UJPOBMMZ
 BCPVU ���
��� QFPQMF BSF JOKVSFE JO (FSNBOZ 	4ঝঊঝ঒জঝ঒জঌ঑঎জ #ঞগ঍঎জঊখঝ
 ����
�

8IFO UIFSF JT EJTBHSFFNFOU JU VTVBMMZ SFWPMWFT BSPVOE NJOPS DIBOHFT JO UIF MBX UIBU SFHVMBUFT

USB୭୮ୢD TVDI BT EFDSFBTJOH UIF TQFFE MJNJU PO DFSUBJO SPBET BOE UIF MJLF� 5IF JOTUJUVUJPO JUTFMG JT

�



IBSEMZ ؛ JG FWFS ؛ DIBMMFOHFE� 1SJNB GBDJF
 UIJT TFFNT PEE� 8IBU PUIFS JOTUJUVUJPO DBO POF UIJOL

PG UIBU IBT BO FRVBM EFBUI UPMM BOE JT OPU TFFO JO B IJHIMZ DSJUJDBM MJHIU PS BU MFBTU TQPLFOPG JO UFSNT

PG CFJOH B OFDFTTBSZآ FWJMأ *U JT POMZ XIFO XF SFBMJ[F UIBU FWFSZCPEZ IBT B TUBLF JO USB୭୮ୢD UIBU

XF DBO VOEFSTUBOE XIZ UIF JOTUJUVUJPO PG USB୭୮ୢD FOKPZT IJHI BQQSPWBM SBUJOHT� *U TFFNT UIBU UIF

CFOF୮ୢUT GBS PVUXFJHI UIF DPTUT ؛ BU MFBTU GSPN B TPDJFUBM TUBOEQPJOU� $PTU�CFOF୮ୢU�BOBMZTJT BOE

DPNQSPNJTFT BSF
 IPXFWFS
 JO UIF EPNBJO PG QPMJUJDT SBUIFS UIBO FUIJDT� 4UJMM
 JU EPFT HJWF UIF FUI�

JDBM BOBMZTJT B CFODINBSL BT UP XIBU DBOOPU QPTTJCMZ CF KVTUJ୮ୢBCMF� *O UIF DBTF PG BVUPOPNPVT

DBST UIJT NFBOT UIBU JG JU XFSF UIF DBTF UIBU ESJWFSMFTT DBST BSF XPSTF JO FWFSZ SFMFWBOU BTQFDU DPN�

QBSFE UP UIFJS IVNBO�ESJWFO DPVOUFSQBSUT
 UIFSF XPVME CF OP OFFE GPS BO FUIJDBM EJTDVTTJPO� *O

GBDU
 JG ESJWFSMFTT DBST XPVME MFBE UP NPSF PS NPSF TFWFSF BDDJEFOUT
 IBE B IJHIFS OFHBUJWF JNQBDU

PO UIF FOWJSPONFOU
 XFSF TJHOJ୮ୢDBOUMZ NPSF FYQFOTJWF BOE XBTUFE WBMVBCMF IVNBO UJNF JO UIF

QSPDFTT
 UIF SFTFBSDI QSPHSBN BOE UIJT EJTTFSUBUJPO BMPOH XJUI JU XPVME MPTF TJHOJ୮ୢDBODF� )PX�

FWFS
 GPMMPXJOH (ঊঘ ঎ঝ ঊক� 	����

 XIP QSFEJDU UIBU UIF JOUSPEVDUJPO PG BVUPOPNPVT DBST XJMM

MFBE UP B EFDSFBTF JO USB୭୮ୢD BDDJEFOUT CZ VQ UP ��ॎ
 UIF UFDIOPMPHZ IBT HSFBU QPUFOUJBM GPS TPDJ�

FUZ BT B XIPMF BOE EFUFSNJOJOH JUT FUIJDBM JNQMJDBUJPOT TFFNT B XPSUIXIJMF FOEFBWPS� #কঊগঌঘ

঎ঝ ঊক� 	����
 TFDPOE UIJT QSFEJDUJPO CZ TUBUJOH UIBU FWFO UIPVHI UIFSF JT ZFU OPU FOPVHI EBUB

BWBJMBCMF UP NBLF BOZ QSFEJDUJPOT XJUI DFSUBJOUZ
 DVSSFOUآ EBUB <EP> TVHHFTU UIBU TFMG�ESJWJOH

DBST NBZ IBWF MPX SBUFT PG NPSF�TFWFSF DSBTIFT <���> XIFO DPNQBSFE UP OBUJPOBM SBUFT PS UP SBUFT

GSPN OBUVSBMJTUJD EBUB TFUTأ� 3PVHIMZ UXP�UIJSET PG BDDJEFOUT DBO CF BUUSJCVUFE UP IVNBO FSSPS


JODMVEJOH ESVOL ESJWJOH
 TQFFEJOH BOE EJTUSBDUJPOT 	'ঊঐগঊগঝ ঊগ঍,ঘঌঔ঎কখঊগ
 ����
� 4ঙঊছ�

ছঘঠ ঊগ঍ )ঘঠঊছ঍ 	����
 FWFO CSJF୯୳Z FMBCPSBUF XIFUIFS IVNBO ESJWJOH TIPVME TUJMM CF MFHBM

JO DBTF PG B TVDDFTTGVM JOUSPEVDUJPO PG BVUPOPNPVT DBST
 DBMMJOH IVNBOT UIFآ NPSBM FRVJWBMFOU

PG ESVOL SPCPUTأ 	4ঙঊছছঘঠ ঊগ঍ )ঘঠঊছ঍
 ����
� 8IJMF MPXFS DSBTI SBUFT BOE IFODF USB୭୮ୢD

EFBUIT TFFN MJLF B QSP UBOUP HPPE SFBTPO UP GPTUFS UIF EFWFMPQNFOU PG BVUPOPNPVT DBST GSPN BO

�



FUIJDBM WJFXQPJOU
 UIFSF FYJTUT B NZSJBE PG FUIJDBM QPJOUT UIBU IBWF CFFO SBJTFE JO GBWPS PG ESJWFS�

MFTT DBST CVU BMTP GFX UIBU BEESFTT QPUFOUJBM PCTUBDMFT UIBU OFFE UP CF UBLFO JOUP DPOTJEFSBUJPO�

*O HFOFSBM
 POF DBO EJWJEF UIF FYJTUJOH MJUFSBUVSF JOUP UXP NBJO DBUFHPSJFT� 'JSTU
 SFTFBSDI PG UIF

FUIJDTآ PG DSBTIJOHأ
 UIBU EFBMT XJUI UIF SFBDUJPO PG BO BVUPOPNPVT WFIJDMF EVSJOH B DSJUJDBM TJU�

VBUJPO BOE JUT DPOTFRVFODFT� 5IJT SFTFBSDI PG୴FO UBMLT BCPVU UIF 	JO
GBNPVT USPMMFZ DBTF BOE JUT

JNQMJDBUJPOT GPS QSPHSBNNBCMF DBST� 5IJT BQQSPBDI IBT DSFBUFE WBTU BNPVOUT PG MJUFSBUVSF BOE

JT QSPCBCMZ UIF EPNJOBUJOH UPQJD PG FUIJDBM EJTDVTTJPO XJUI SFHBSET UP BVUPOPNPVT DBST� 5IF

TFDPOE MJOF PG SFTFBSDI JT MPXFS JO WPMVNF BOE EFBMT XJUI FUIJDBM JTTVFT UIBU BSF OPU DPODFSOFE

XJUI FYQMJDJU MJGF�PS�EFBUI TDFOBSJPT CVU VTVBMMZ QSPWJEF B NPSF HMPCBM BQQSPBDI� &YBNQMFT PG

UIJT SFTFBSDI BSF RVFTUJPOT BCPVU MJBCJMJUZ
 FOWJSPONFOUBM JTTVFT BOE TPDJBM XFMGBSF JNQSPWJOH

GFBUVSFT MJLF UIF BWPJEBODF PG USB୭୮ୢD KBNT BOE UIF QPTTJCMF SFTUSVDUVSJOH PG JOOFS�DJUZ BSFBT�

* XJMM ୮ୢSTU QSPWJEF BO JOUSPEVDUJPO UP UIF TFDPOE DBUFHPSZ BOE PVUMJOF TPNF JOUFSFTUJOH QPT�

TJCMF EFWFMPQNFOUT EVF UP UIF UFDIOPMPHZ PG ESJWFSMFTT DBST� "G୴FSXBSE
 UIJT EJTTFSUBUJPO XJMM

EFBM XJUI UIF FUIJDTآ PG DSBTIJOHأ BOE UIF USPMMFZ QSPCMFN JO NPSF EFUBJM� 5IF SFBTPO GPS UIJT JT

UXPGPME� ��
 5IJT UPQJD IBT HPUUFO B MPU PG BUUFOUJPO JO BDBEFNJB ؛ FTQFDJBMMZ JO UIF ୮ୢFME PGNPSBM

QIJMPTPQIZ
 CVU BMTP XJUIJO UIF TPDJBM TDJFODFT ؛ BT XFMM BT JO QPQVMBS NFEJB PVUMFUT� 0OF DPVME

TBZ UIBU JU EPNJOBUFT UIF NPSBM EFCBUF SFHBSEJOH BVUPOPNPVT DBST� ��
 5IF ୮ୢSTU QVCMJDBUJPO

PO XIJDI UIJT EJTTFSUBUJPO JT CVJMU BMTP EFBMT XJUI UIF FUIJDT PG DSBTIJOH
 UIFSFGPSF BO FYUFOEFE

JOUSPEVDUJPO TFFNT BQQSPQSJBUF�

��� #ছঘঊ঍঎ছ ঎ঝ঑঒ঌঊক ঒জজঞ঎জ

"TNFOUJPOFE BCPWF
 XIFO POF KVEHFT UIF QPTTJCJMJUZ PG OFX UFDIOPMPHJFT GSPN BO FUIJDBM TUBOE�

QPJOU
 B HPPE TUBSUJOH QPJOU XPVME CF UP MPPL GPS 1BSFUP JNQSPWFNFOUT PS XJO�XJO�TJUVBUJPOT�

"T TPPO BT B UFDIOPMPHZ IBT UIF BCJMJUZ UP DSFBUF B CFOF୮ୢU GPS BMM PS UP SFEVDF B SJTL BTTPDJBUFEXJUI

�



UIF TUBUVT RVP UFDIOPMPHZ
 UIFSF JT BU MFBTU B QSP UBOUP HPPE SFBTPO UP GPTUFS JUT EFWFMPQNFOU� *O�

EFFE
NBOZ BSHVNFOUT IBWF CFFONBEF JO UIJT EJSFDUJPO� )FSF
 * XJMM EFTDSJCF UIF JNQSPWFNFOUT

UIBU ؛ JO NZ WJFX ؛ QSPWJEF UIF HSFBUFTU CFOF୮ୢUT UP TPDJFUZ BOE UIF JOEJWJEVBM� "MBT
 BT XJUI FW�

FSZ UFDIOPMPHZ UIFSF BSF SJTLT BOE EPXOTJEFT UIBU DPNF BMPOH XJUI JU� 5IF DBTF PG BVUPOPNPVT

WFIJDMFT JT OP FYDFQUJPO� 5IJT TVCTFDUJPO XJMM FOE XJUI B CSJFG EJTDVTTJPO BCPVU UIF SJTLT BOE

EBOHFST SFHBSEJOH BVUPOPNPVT WFIJDMF UFDIOPMPHZ�

'JSTU
 IPXFWFS
 * XJMM UBML BCPVU UIF QPUFOUJBM CFOF୮ୢUT PG UIF UFDIOPMPHZ� *U JT PG୴FO BS�

HVFE UIBU UIF JOUSPEVDUJPO PG UIF ESJWFSMFTT DBS IBT TFWFSBM FDPMPHJDBM CFOF୮ୢUT� "VUPOPNPVT

DBST NBZ CF BCMF UP MPXFS GPTTJM GVFM DPOTVNQUJPO TJHOJ୮ୢDBOUMZ 	.ঌঌঊছঝ঑ঢ
 ����
 5ঘছঋ঎ছঝ

ঊগ঍ )঎ছছজঌ঑ঊএঝ
 ����
� 5IF SFBTPOT BSF NBOJGPME� 4FMG�ESJWJOH DBST DPVME PQFSBUF JO TVDI B

XBZ UIBU JU PQUJNJ[FT UIF TQFFE BOE CSFBLJOH PO FOFSHZ�TBWJOH HSPVOET
 HFUUJOH SJE PG UIF BMMآ

UPP IVNBOأ CFIBWJPS PG FYBHHFSBUJOH BDDFMFSBUJPO GPMMPXFE CZ IFBWZ CSFBLJOH GPS JOTUBODF CF�

UXFFO USB୭୮ୢD MJHIUT BOE DSPTTSPBET JO JOOFS DJUZ BSFBT 	"ক঎ডঊগ঍঎ছ�,঎ঊছগজ ঎ঝ ঊক�
 ����
� "

୯୳FFU PG BVUPOPNPVT DBST DPVME FWFO
 EVF UP UIF QSFEJDUBCMF ESJWJOH QBUUFSOT
 CF DPPSEJOBUFE UP

BWPJE CVTZ SPBET PS
 JG OFDFTTBSZ
 UP BEKVTU TQFFET JO TVDI BXBZ UIBU USB୭୮ୢD KBNTXJMM CF QSFWFOUFE�

5IJT EPFT OPU POMZ GPTUFS FOFSHZ TBWJOH EVF UP UIF BWPJEBODF PG TUPQ�BOE�HP ESJWJOH CVU BMTP JO�

DSFBTFT DPNNVUFST TQBSF UJNF ؛ B QPJOU * XJMM BEESFTT MBUFS� "EEJUJPOBMMZ
 GVFM DBO CF TBWFE CZ

DPNQMFUF EFTJHO PWFSIBVMT PG UIF DBS� &WFO UIPVHI UIF BEEJUJPOBM TFOTPST XJMM JOJUJBMMZ JODSFBTF

UIF XFJHIU PG B TFMG�ESJWJOH DBS
 FWFOUVBMMZ NBOVGBDUVSFST DPVME SFEFTJHO UIF DBST BOE HFU SJE

PG UIF DSVNQMF [POF
 BJSCBHT PS PUIFS TBGFUZ EFWJDFT F୭GFDUJWFMZ EFDSFBTJOH UIF XFJHIU BOE IFODF

DPOTVNQUJPO� 4PNF DPNQBOJFT MJLF 5FTMB BOE (. USZ UP MJOL UXP USFOET JO DBS EFWFMPQNFOU�

BVUPOPNPVT ESJWJOH BOE FMFDUSJDBM ESJWJOH� 8IJMF F୭GPSUT BSPVOE UIF XPSME UP EFDSFBTF SFMJBODF

PO GPTTJM GVFMT BSF UBLJOH P୭G
 UIF VTBHF PG FMFDUSJD DBST TUJMM MBDLT CFIJOE DPOTJEFSBCMZ� 0OF SFBTPO

PG୴FO DJUFE JT UIF MPX SBOHF PG FMFDUSJD DBST BOE FSHP UIF DPOTUBOU OFFE UP SFDIBSHF UIF CBUUFSZ�

��



#FDBVTF UIF JOGSBTUSVDUVSF PG DIBSHJOH TJUFT JT TUJMM VOEFSEFWFMPQFE
 NBOZ QFPQMF SBUIFS PQU GPS

B USBEJUJPOBM FOHJOF PS B IZCSJE BMUFSOBUJWF� :FU
 BVUPOPNPVT DBST DPVME GPTUFS UIF BDDFQUBODF

PG FMFDUSJD WFIJDMFT� "O PCWJPVT SFBTPO JT UIBU TFMG�ESJWJOH DBST DPVME UBLF UIF SFDIBSHJOH QSPDFTT

PVU PG JUT PXOFSؠT IBOET CZ MPPLJOH GPS QPTTJCJMJUJFT UP SFDIBSHF XIFOFWFS UIF DBS JT OPU OFFEFE

BOE BVUPOPNPVTMZ SFUVSO XIFO DBMMFE UP EVUZ� 5IJT XJMM IFMQ SFEVDF DBSCPO FNJTTJPOT JO HFO�

FSBM BOE UIPTF UIBU BSF QSPEVDFE CZ PMEFS %JFTFM FOHJOFT JO QBSUJDVMBS� "DDPSEJOH UP $ঊ঒ঊণণঘ

঎ঝ ঊক� 	����
 BJS QPMMVUJPO JT SFTQPOTJCMF GPS UIF EFBUIT PG BSPVOE ������� QFPQMF JO UIF 6OJUFE

4UBUFT XJUI WFIJDMF FNJTTJPOT BT UIF CJHHFTU DPOUSJCVUPS� 3FEVDJOH UIF OVNCFS PG UIJT JOEJSFDU

EBOHFS XPVME DFSUBJOMZ CF BO JNQSPWFNFOU� *U EPFT OPU FOE UIFSF
 IPXFWFS� #VTJOFTT NPEFMT

MJLF DBS TIBSJOH BSF HBJOJOH QPQVMBSJUZ BT DBO CF TFFO CZ TFSWJDFT MJLF 6CFS QPPM �� "T UIF ୯୳FFU PG

BVUPOPNPVT DBST HSPXT
 DBS TIBSJOH XJMM CFDPNF NPSF DPOWFOJFOU BT XFMM BT DIFBQFS DPNQBSFE

UP BDUVBMMZ PXOJOH POFؠT PXO DBS 	TFF ୮ୢHVSF ���
� 4JNVMBUJPOT GPS UIF DJUJFT PG #FSMJO
 "VTUJO BOE

-JTCPO JOEJDBUF UIBU POF TIBSFE BVUPOPNPVT DBS DPVME SFQMBDF VQ UP UFO DPOWFOUJPOBM DBST UIBU

BSF JOEJWJEVBMMZ PXOFE BOE VTFE 	DG�
 0&$% 	����

 'ঊঐগঊগঝ ঊগ঍ ,ঘঌঔ঎কখঊগ 	����
 BOE

#঒জঌ঑ঘএএ ঊগ঍.ঊঌ঒঎ও঎ঠজঔ঒ 	����

� "MM FMTF CFJOH FRVBM DBS TIBSJOH BMTP
 PCWJPVTMZ
 SFEVDFT

FOFSHZ DPOTVNQUJPO؛ SFHBSEMFTT PGXIFUIFS B DBS SFMJFT PO GPTTJM GVFMT PS JT QPXFSFECZ FMFDUSJDJUZ�

4FDPOE
 UIF JOUSPEVDUJPO PG BVUPOPNPVT DBST XJMM GPTUFS QBSUJDJQBUJPO JO USB୭୮ୢD BOE SFEVDF

UIF BNPVOU PG XBTUFE UJNF EVSJOH DPNNVUFT� " MFWFM�� BVUPOPNPVT DBS XJMM QFS EF୮ୢOJUJPO

OPU SFRVJSF BOZ JOWPMWFNFOU PG B IVNBO �أESJWFSآ 5IFSFGPSF
 UIFSF JT OP NPSF OFFE UP FYDMVEF

DFSUBJO HSPVQT PG QFPQMF GSPN VTJOH B DBS BOE DPOTUSBJO UIFJS NPCJMJUZ� 5IFTF HSPVQT JODMVEF

QFPQMF XJUI OP MJDFOTF
 CVU BMTP UIPTF UIBU IBWF CFFO FYDMVEFE GSPN QBSUBLJOH JO USB୭୮ୢD GPS VO�

EFSTUBOEBCMF SFBTPOT
 F�H� DIJMESFO
 QFPQMF XJUI EJTBCJMJUJFT MJLF CMJOEOFTT PS PUIFS SFTUSJDUJPOT

�#BTJDBMMZ
 6CFS QPPM JT B UBYJ TFSWJDF UIBU BMMPXT DVTUPNFST XIP OFFE UP HP UP UIF TBNF BSFB UP TIBSF
UIF SJEF BOE QBZ B MPXFS QSJDF� 5PEBZ
 UIJT TFSWJDF JT BDUJWF JO NBKPS DJUJFT�

��



Figure 1.1: Cost per mile in $

MJLF NFOUBM EJTBCJMJUJFT 	)ঘঠঊছ঍
 ����
� *U JT IBSE UP UIJOL PG BOPUIFS UFDIOPMPHZ UIBU IBT UIF

BCJMJUZ UP FOSJDI IBOEJDBQQFE QFPQMFؠT MJWFT JO TVDI B QSPGPVOE XBZ� "QBSU GSPN UIF JNQBJSFE

UIF PUIFS HSPVQ UIBU XJMM CFOF୮ୢU GSPN UIF JOUSPEVDUJPO PG BVUPOPNPVT DBST DMFBSMZ BSF DPN�

NVUFST� "DDPSEJOH UP UIF 4UBUJTUJDBM 0୭୮ୢDF PG (FSNBOZ
 BCPVU ��ॎ PG UIPTF GVMMZ FNQMPZFE VTF

UIFJS QFSTPOBM DBS UP DPNNVUF CFUXFFO UIFJS IPNF BOE UIFJS QMBDF PG XPSL� 3PVHIMZ ��ॎ PG

UIPTF TQFOE NPSF UIBO �� NJOVUFT PO UIF SPBE 	4ঝঊঝ঒জঝ঒জঌ঑঎জ #ঞগ঍঎জঊখঝ
 ����
� $PN�

NVUJOH JT MJOLFE UP TUSFTT BOE PUIFS JMMOFTTFT EVF UP UIF BNPVOU PG UJNF TQFOU ESJWJOH
 CMPDLFE

SPBET BOE BO PWFSBMM JODSFBTF PG UIF UJNF UIBU JT TQFOU BXBZ GSPN IPNF� "VUPOPNPVT DBST P୭GFS

HSFBU QPUFOUJBM UP CFUUFS UIJT TJUVBUJPO� /PU POMZ EPFT JU FMJNJOBUF UIF UBTL PG ESJWJOH XIJDI ؛

FTQFDJBMMZ JO IFBWZ USB୭୮ୢD ؛ DBO CF NFOUBMMZ UBYJOH PO UIF ESJWFS
 UIFZ BMTP BMMPX GPSNFS ESJWFST

UP VTF UIF UJNF UIFZ TQFOE DPNNVUJOH NPSF F୭GFDUJWFMZ� 8IFUIFS UIJT UJNF JT TQFOU GPS SFDSF�

BUJPOBM QVSQPTFT MJLF SFBEJOH PS XBUDIJOH UW PS VTFE GPS XPSL
 F�H� BOTXFSJOH FNBJMT FUD� CFGPSF

UIF BSSJWBM BU UIF P୭୮ୢDF� *U JT OPU GBS�GFUDIFE UP CFMJFWF UIBU BVUPOPNPVT DBST NBZ P୭GFS JUT QBT�

TFOHFST UIF QPTTJCJMJUZ GPS QIZTJDBM USBJOJOH
 GPS JOTUBODF CZ P୭GFSJOH TQJOOJOH CJLFT UIBU DBO CF

VTFE EVSJOH UIF DPNNVUF� 5IJT BMTP BQQMJFT UP QFPQMF MJWJOH JO SVSBM BSFBT XIP XBOU UP NBLF

��



Figure 1.2: Cost of shared cars vs. robotaxis in different cities

VTF PG UIF TFSWJDFT VSCBO BSFBT DBO P୭GFS
 F�H� DVMUVSBM FWFOUT� "DDPSEJOH UP 4XJTT CBOL 6#4 UIF

UPUBM DPTUT PG DPNNVUJOH XJMM EFDSFBTF XJUI TP�DBMMFE 
ؠSPCPUBYJT؟ UIFSFCZ TBWJOH SFTPVSDFT 	TFF

୮ୢHVSF ���
�

'JOBMMZ
 UIFSF BSF CFOF୮ୢUT BTTPDJBUFEXJUI UIF JOUSPEVDUJPO PG BVUPOPNPVT DBST UIBUXJMM UBLF

MPOHFS UPNBUFSJBMJ[F
 ZFU
 XJMM IBWF BNFBOJOHGVM JNQBDU PO FWFSZEBZ MJGF� 5IFTF CFOF୮ୢUT JODMVEF

UIF QPTTJCJMJUZ UP DPNQMFUFMZ SFEFTJHO VSCBO BSFBT TJODF UPEBZؠT DJUJFT BSF QMBOOFE JO TVDI BXBZ BT

UP FOBCMF USB୭୮ୢD XIJDI JODMVEFT UIF BQQSPQSJBUJPO PG TV୭୮ୢDJFOU QBSLJOH TQBDF FUD� "VUPOPNPVT

DBST
 IPXFWFS
 EP OPU OFFE UP QBSL JO VSCBO BSFBT CVU DBO CF TFOU PVUTJEF BOE DBMMFE BHBJO XIFO

OFFEFE� $JUJFT XJMM CF BCMF UP VTF UIF GSFFE TQBDF UIBU IBE CFFO VTFE GPS TUSFFU QBSLJOH UP FJUIFS

JODSFBTF USB୭୮ୢD ୯୳PXCZ JODSFBTJOH UIFOVNCFSPG MBOFT PS FWFOEFEJDBUF UIF TQBDF GPSOFXCVJMEJOH

QSPKFDUT� 5IF EFNBOE GPS VSCBO MJWJOH IBT HPOF VQ JO SFDFOU ZFBST
 MFBEJOH UP BO JODSFBTF JO

IPVTJOH BOE SFOU QSJDFT� "VUPOPNPVT DBST DPVME
 UIFSFGPSF
 IFMQ UP GSFF WBMVBCMF QSPQFSUJFT JO

��



PSEFS UP DPOTUSVDU MJWJOH TQBDF BT QBSLJOH MPUT PS QBSLJOH HBSBHFT XIJDI CZ EFTJHO UBLF VQ B MPU

PG TQBDF XJMM OP MPOHFS CF OFFEFE�

"VUPOPNPVT DBST
 BT BOZ OFX UFDIOPMPHZ
 NBZ BMTP QPTF OFX FUIJDBM RVFTUJPOT BOE DIBM�

MFOHFT� 5IF NPTU EFCBUFE BSF NBJOMZ EJTDVTTFE JO UIF OFYU TVCTFDUJPO ؛ UIF FUIJDT PG DSBTIJOH�

)PXFWFS
 UIFSF BSF TPNF JTTVFT UIBU CFMPOH UP UIF DBUFHPSZ PG CSPBEFS FUIJDBM JTTVFT
 XIJDI *

XJMM QSFTFOU IFSF� 'JSTU
 BVUPOPNPVT DBST XJMM SFDFJWF BOE HBUIFS B MPU PG EBUB� *O GBDU
 UIF TPG୴�

XBSF PG ESJWFSMFTT DBST VTFT NBDIJOF MFBSOJOH UP JODSFBTF JUT LOPXMFEHF BCPVU UIF XPSME BOE JUT

TVSSPVOEJOHT
 HBUIFST GFFECBDL BOE JNQMFNFOUT GFBUVSFT PO JUT PXO 	,ঞ঍঎ছ঎ছ ঎ঝ ঊক�
 ����
�

"EEJUJPOBMMZ
 DBST XJMM BMTP IBWF UIF OFFE UP DPNNVOJDBUF XJUI FBDI PUIFS BOE FWFO XJUI B DFO�

USBM BVUIPSJUZ JG POF DPOTJEFST USB୭୮ୢD QMBOOJOH JO PSEFS UP BWPJE USB୭୮ୢD KBNT� 5IJT SBJTFT QSJWBDZ

DPODFSOT ؛ FTQFDJBMMZ JO &VSPQFBO DPVOUSJFT UIBU BSF USBEJUJPOBMMZNPSF TUSJDU XJUI UIF QSJWBDZ PG

EBUB� *U JT OPU IBSE UP JNBHJOF UIBU BO BVUPOPNPVT DBS
 UIBU IBT BDDFTT UP MBSHF BNPVOUT PG QFS�

TPOBM EBUB
 DBO DIPPTF B SPVUF UIBU FYQMJDJUMZ FYQPTFT JUT VTFS UP UIJOHT TIF BEPSFT GPS DPNNFSDJBM

QVSQPTFT
 F�H� BMXBZT ESJWJOH QBTU IFS GBWPSJUF GBTU GPPE DIBJO 	-঒গ
 ����
� 4PNF BSHVF UIBU UIF

QPUFOUJBM CFOF୮ୢUT PG UIF OFX UFDIOPMPHZ XPVME EXBSG BOZ QSJWBDZ DPODFSOT UIBU BSF BTTPDJBUFE

XJUI B DPOTUBOU (14�DFMMVMBS DPOOFDUJPO PG UIFJS DBST 	-঎঎
 ����
� 5IF BOBMPHZ PG B DFMM QIPOF

JT PG୴FO VTFE UP EJTTPMWF BOZ DPODFSOT
 DMBJNJOH UIBU XF BMSFBEZ MJWF JO B XPSME PG OP QSJWBDZ EVF

UP PVS EFQFOEFODF PO PVS NPCJMF EFWJDFT� :FU
 UIFSF JT BO JNQPSUBOU EJ୭GFSFODF CFUXFFO UIF

UXP DBTFT� 8IJMF * DBO FBTJMZ MFBWF NZ QIPOF CFIJOE PS UVSO JU P୭G XIFOFWFS * XBOU UP USBWFM

XJUIPVU CFJOH QPUFOUJBMMZ USBDLFE 	CZ BEWFSUJTFST PS UIF HPWFSONFOU

 JU XJMM QSPCBCMZ CF JN�

QPTTJCMF UP UVSO P୭G UIF JOUFSOFU DPOOFDUJPO PG BO BVUPOPNPVT DBS CFDBVTF UIF UFDIOPMPHZ XJMM

EFQFOE PO DPOTUBOU JOGPSNBUJPO WJB UIFTF OFUXPSLT� 3FHVMBUPST IBWF TUBSUFE UPXFJHI JO PO UIJT

JTTVF� *O $BMJGPSOJB
 GPS JOTUBODF
 MBXNBLFST BMSFBEZ EFNBOE UIBU DBS NBOVGBDUVSFST QSPWJEFآ B

XSJUUFO EJTDMPTVSF UP UIF QVSDIBTFS PG BO BVUPOPNPVT WFIJDMF UIBU EFTDSJCFT XIBU JOGPSNBUJPO

��



JT DPMMFDUFE CZ UIF BVUPOPNPVT UFDIOPMPHZ FRVJQQFE PO UIF WFIJDMFأ 	DG�
 $"-� 7&)� $0%&

g������C
� $FSUBJOMZ
 NPSF SFHVMBUJPOTXJMM CF QVU JO QMBDF JO UIF GVUVSF� #VUXIFUIFS UIJTNJHIU

CF BO BDUVBM TPMVUJPO JT EPVCUGVM� $JUJ[FOT XJMM IBWF UP USVTU JO UIF SFHVMBUPSؠT BCJMJUZ UP FOGPSDF

UIFTF MBXT BOE JO DPNQBOJFT UP DPNQMZ� 1BTU EBUB CSFBDI TDBOEBMT
 F�H� 'BDFCPPL JO ���� SF�

HBSEJOH UIF $BNCSJEHF "OBMZUJDB DBTF
 IBWF TIFE GVSUIFS EPVCU PO UIF TFDVSJUZ PG QFSTPOBM EBUB�

#ঘ঎ঐক঒গ 	����
 BSHVFT UP POMZآ BMMPX BVUPOPNPVT WFIJDMFT UP JOGSJOHF PO VTFS GSFFEPN BOE

QSJWBDZ UP UIF FYUFOU UIBU 	�
 SFEVDUJPOT JO GSFFEPN BOE QSJWBDZ MFBE UP FRVJWBMFOU SFEVDUJPOT JO

MJBCJMJUZ GPS UIF VTFST PG TFMG�ESJWJOH DBST� BOE 	�
 UIF TPDJBM DPTUT JODVSSFE CZ GPSGFJUJOH UIFTF WBM�

VFT XJMM CF PVUXFJHIFE CZ BENJOJTUSBUJWF F୭୮ୢDJFODJFT PS PUIFS JEFOUJ୮ୢBCMF TPDJBM CFOF୮ୢUTأ� 8IJMF

UIJT TFFNT MJLF B SFBTPOBCMF BQQSPBDI
 UIF EJ୭୮ୢDVMU QBSU TUJMM MJFT BIFBE PG VT� 5P ୮ୢHVSF PVU UIF

FYBDU CBMBODF PG UIJT DPTU UP CFOF୮ୢU SFMBUJPOTIJQ XJMM EFNBOE QVCMJD EJTDPVSTF BOE HJWFT SPPN

UP GVUVSF TDJFOUJ୮ୢD FYQMPSBUJPO� 5IJT EFCBUF NJSSPST UIF USBEJUJPOBM USBEF�P୭GT CFUXFFO GSFFEPN

BOE TFDVSJUZ� *O UIF MJHIU PG SFDFOU FWFOUT
 JO XIJDI WFIJDMFT IBWF CFFO VTFE UP FYFDVUF UFSSPSJTU

BUUBDLT
 F�H� /JDF
 #FSMJO BOE -POEPO
 BVUIPSJUJFT NJHIU ୮ୢOE JU VTFGVM UP DSFBUF UIF BCJMJUZ UP

SFNPUFMZ DPOUSPM BOZ WFIJDMF XIFO UIFZ TFF ୮ୢU� *O GBDU
 QMBOT UP JOUSPEVDF TVDI B SFNPUF DPOUSPM

GFBUVSF BSF BMSFBEZ PO UIF UBCMF 	$ঘঞগঌ঒ক ঘএ ঝ঑঎ &ঞছঘঙ঎ঊগ 6গ঒ঘগ
 ����
� 5IF FUIJDBM DIBM�

MFOHF IFSF JT PCWJPVT CFDBVTF FWFO JG UIF QFPQMF XFSF UP USVTU UIFJS HPWFSONFOUT XJUI UIJT QPXFS


JU XPVME CF OBJWF UP FYQFDU UIBU UIJT TZTUFN XPVME CF TBGF GSPNNBMJDJPVT IBDLJOH BUUFNQUT� "T

B NBUUFS PG GBDU
 UIFSF IBT OPU CFFO B TJOHMF OFUXPSL�CBTFE DPNQMFY UFDIOPMPHZ UIBU IBT OPU

CFFO TVDDFTTGVMMZ IBDLFE� &WFO UJNF�UFTUFE TZTUFNT MJLF UIPTF FNQMPZFE CZ DSFEJU DBSE DPNQB�

OJFT IBWF TIPXO TFWFSF WVMOFSBCJMJUJFT JO UIF QBTU 	DG�
 %ঊ঒কঢ .ঊ঒ক 	����

� 5IJT XFMM�JOUFOEFE

QSPQPTBM NBZ FWFO CBDL୮ୢSF
 BMMPXJOH UIF DZCFS�IJKBDLJOH PG DBST CZ UIJFWFT PS
 FWFO XPSTF
 UFS�

SPSJTUT 	-঒গ
 ����
� " IBDLJOH BUUBDL DPVME FWFO CF QFSGPSNFEXJUI UIF HPBM UP DSJQQMF UIF USB୭୮ୢD

PG BO FOUJSF DJUZ PS DPVOUSZ BT NFBOT PG DZCFS XBSGBSF
 DBVTJOH OFHBUJWF FDPOPNJD F୭GFDUT BOE

��



CSJOHJOH QVCMJD MJGF UP B IBMU�

4FDPOE
 UIF JOUSPEVDUJPO PG BVUPOPNPVT DBST XJMM IBWF TFWFSF DPOTFRVFODFT GPS B MPU PG JO�

EVTUSJFT BOE PSHBOJ[BUJPOT� 5IF 	DBS�
JOTVSBODF JOEVTUSZ IBT FWPMWFE GPS UIF TPMF SFBTPO UIBU

UIFSF BSF
 JO GBDU
 DBS BDDJEFOUT UIBU DBVTF EBNBHF PS JOKVSJFT GPS XIJDI DPNQFOTBUJPO JT EF�

NBOEFE� *G JU UVSOT PVU UP CF USVF UIBU TFMG�ESJWJOH WFIJDMFT XJMM IBSEMZ FWFS DSBTI
 UIFSF NJHIU

CF OP OFFE UP FOTVSF B DBS BOZ MPOHFS PS BU MFBTU OPU BU UIF MFWFM PG QSFNJVNT UIBU XF FYQFSJFODF

UPEBZ� "VEJUPS ,1.( FTUJNBUFT UIBU UIF NBSLFU GPS DBS JOTVSBODF�SFMBUFE QSPEVDUT XJMM EFDMJOF

CZ ��ॎ XJUIJO UIF OFYU �� ZFBST 	,1.(
 ����
� "OPUIFS HSPVQ PG QFPQMF UIBU XJMM CF BU B EJT�

BEWBOUBHF BSF QFPQMF XIPTF KPCT SFMZ PO ESJWJOH
 F�H� UBYJ ESJWFST
 USVDL ESJWFST BOE NBZCF FWFO

QFPQMF JO QBDLFU EFMJWFSZ TFSWJDF KPCT� &WFSZ SFWPMVUJPOBSZ UFDIOPMPHZ UIBU JODSFBTFE QSPEVD�

UJPO IBT TFFO TPNF PG UIFTF OFHBUJWF F୭GFDUT� 5IF JOUSPEVDUJPO PG QFSTPOBM DPNQVUJOH SFEVDFE

UIF OFFE GPS TFDSFUBSZ TFSWJDFT
 FNBJM�UFDIOPMPHZ EFDSFBTFE UIF OVNCFST PG QIZTJDBM MFUUFST UIBU

OFFE UP CF TFOU BOE UIF JOUSPEVDUJPO PG BVUPNBUFE QSPEVDUJPONBDIJOFSZ IBT FMJNJOBUFENBOZ

CMVF�DPMMBS KPCT�

��� &ঝ঑঒ঌজ ঘএ $ছঊজ঑঒গঐ

$FSUBJOMZ
 UIF NPTU EJTDVTTFE FUIJDBM JTTVF XIFO JU DPNFT UP BVUPOPNPVT DBST JT UIFJS QPUFOUJBM

SFBDUJPO UP TP�DBMMFE EJMFNNBآ TJUVBUJPOTأ ؛ UIBU JT B TJUVBUJPO JO XIJDI XIBUFWFS EFDJTJPO XJMM

CF NBEF
 OFHBUJWF DPOTFRVFODFT XJMM GPMMPX� 5IF ୮ୢSTU QVCMJDBUJPO PO XIJDI UIJT EJTTFSUBUJPO

JT CVJMU EFBMT XJUI UIJT QSPNJOFOU BOE IJHIMZ EFCBUFE JTTVF 	TFF
 DIBQUFS " PO QBHF ��
� 5XP

UIPVHIUT BSF WJUBM UP VOEFSTUBOEJOH JG POF XBOUT UP HSBTQ UIF BQQFBM PG UIF EJTDVTTJPO� 'JSTU
 UIF

USPMMFZ DBTF
 B EFDBEF PME UIPVHIU FYQFSJNFOU POXIJDI UIJT EJTDVTTJPO JT CBTFE
 JMMVTUSBUFT OJDFMZ

UIF EJ୭GFSFODFT CFUXFFO FUIJDBM TDIPPMT BOE IBT UIFSFGPSF FOBCMFE EFCBUF BOE SFTFBSDI BMPOH UIF

MJOFT PG EJMFNNBT� 4FDPOE
 UIJT UIPVHIU FYQFSJNFOU IBT OPX ؛ PS TP JU TFFNT ؛ SFBDIFE B QPJOU

��



JO XIJDI JU NJHIU UVSO JOUP B SFBMJTUJD TDFOBSJP� )VNBOT
 XIP BSF JOWPMWFE JO BDDJEFOUT
 NBLF

TQMJU TFDPOE EFDJTJPOT� %VF UP UIF TIPSU UJNF GSBNF
 UIFTF EFDJTJPOT BSF VTVBMMZ OPUNPUJWBUFE CZ

FUIJDBM DPOTJEFSBUJPOT CVU CZ QVSF JOTUJODU� "VUPOPNPVT DBST
 IPXFWFS
 XJMM IBWF UIF QPTTJCJMJUZ

UP BDUVBMMZ CFIBWF BDDPSEJOH UP QSFTFU FUIJDBM TUBOEBSET BOE DBO QSPCBCMZ GPMMPX UISPVHI PO

UIFJS QSPHSBNNJOH JO B GSBDUJPO PG B TFDPOE� 1SJNB GBDJF UIJT JT B TUSPOH DBTF GPS BO FUIJDBM

BOBMZTJT PG 	�
 IPX B DBS TIPVME SFBDU
 BOE 	�
 XIP TIPVME EFDJEF IPX B DBS TIPVME SFBDU� 5IF

EJTDVTTJPO TP GBS IBT CFFO NPTUMZ GPDVTFE PO UIF GPSNFS�

#FGPSF XF NPWF JOUP UIF EJTDVTTJPO PG IPX UP QSPHSBN BO BVUPOPNPVT DBS
 * XJMM ୮ୢSTU HJWF

B CSJFG PWFSWJFX PG UIF USPMMFZ DBTF BOE JUT BQQMJDBUJPO UP UIF DBTF PG IJHIMZ BVUPNBUFE ESJWJOH�

5IF USPMMFZ DBTF XBT ୮ୢSTU JOUSPEVDFE CZ 1IJMMJQB 'PPU JO UIF MBUF ����T 	'ঘঘঝ
 ����
 BOE IBT

TJODF DSFBUFE B WBTU BNPVOU PG MJUFSBUVSF UIVT TPNFUJNFT EVCCFE �أUSPMMFZPMPHZآ 5IF CBTJD GPS�

NVMBUJPO PG UIJT XFMM�LOPXO EJMFNNB JT BT GPMMPXT� 5Pآ NBLF UIF QBSBMMFM BT DMPTF BT QPTTJCMF JU

NBZ SBUIFS CF TVQQPTFE UIBU IF JT UIF ESJWFS PG B SVOBXBZ USBN XIJDI IF DBO POMZ TUFFS GSPN

POF OBSSPX USBDL PO UP BOPUIFS� ୮ୢWF NFO BSF XPSLJOH PO POF USBDL BOE POF NBO PO UIF PUIFS�

BOZPOF PO UIF USBDL IF FOUFST JT CPVOE UP CF LJMMFE� <���> <5>IF FYDIBOHF JT TVQQPTFE UP CF

POF NBOؠT MJGF GPS UIF MJWFT PG ୮ୢWFأ� 	JCJE�
 5IJT PSJHJOBM GPSNVMBUJPO IBT CFFO NPEJ୮ୢFE NVMUJ�

QMF UJNFT UP JOWFTUJHBUF XIBU JOUVJUJPOT NJHIU CF BU XPSL XIFO XF KVEHF UIF USPMMFZ DBTF� 5IF

NPTU GBNPVT WBSJBUJPO JT UIF TP�DBMMFE أGBUNBOآ TDFOBSJP JO XIJDI JU JT OFDFTTBSZ UP QVTI B IFBWZ

NBO P୭G B CSJEHF UP TUPQ UIF USPMMFZ
 SBUIFS UIBO TXJUDIJOH B MFWFS UP TUFFS UIF USBJO� *O UIJT EJT�

TFSUBUJPO
 * BN OPU UPP NVDI DPODFSOFE XJUI BMM UIF EJ୭GFSFOU WBSJBUJPOT BOE &঍খঘগ঍জ 	����


QSPWJEFT B UIPSPVHI PWFSWJFX PG UIF EJTDVTTJPO� 5IF UXP NBJOMZ EJTDVTTFE TDFOBSJPT ؛ DMBTTJD

BOE UIF GBU NBO ؛ P୭GFS JOUFSFTUJOH JOTJHIUT 	DG�
 	(ছ঎঎গ঎
 ����

� "EEJUJPOBMMZ
 * XJMM JOUSPEVDF

B UIJSE TDFOBSJP MBUFS CFDBVTF JU P୭GFST TPNF JOTJHIUT JOUP UIF DBTF PG BVUPOPNPVT DBST� *O UIF

UXP GPSNFS DBTFT
 IPXFWFS
 NPTU QFPQMF IBWF UIF JOUVJUJPO UP QVMM UIF MFWFS BOE TBWF UIF ୮ୢWF

��



XPSLNFO JO UIF DMBTTJD DBTF
 UIF PQQPTJUF JT USVF XIFO JU DPNFT UP QVTIJOH UIF GBU NBO EPXO

UIF CSJEHF UP TUPQ UIF USPMMFZ� &WFO UIPVHI UIF DPOTFRVFODFT BSF FTTFOUJBMMZ UIF TBNF 	TBWF �
 TBD�

SJ୮ୢDF �
 NPTU QFPQMF FWBMVBUF UIF UXP DBTFT EJ୭GFSFOUMZ� *O GBDU
 XIFO BTLFE BCPVU UIF UXP DBTFT

QFPQMF PWFSXIFMNJOHMZ PQU UP TBWF UIF ୮ୢWF XPSLNFO JO UIF ୮ୢSTU DBTF 	BCPVU �� ॎ

 XIJMF POMZ

��ॎ PG QFPQMF BHSFFE UP QVTI UIF GBU NBO JO UIF TFDPOE TDFOBSJP 	)ঊঞজ঎ছ
 ����
 	DG�
 4ঘঔঘক

	����
 XIP DPOEVDUFE BO POMJOF TVSWFZ XIJDI DPNFT UP TJNJMBS
 ZFU
 TMJHIUMZ MFTT DMFBS SFTVMUT

PG BSPVOE ��ॎ BHSFFNFOU BOE PCKFDUJPO
 SFTQFDUJWFMZ
� 5IF DVSJPVT UBTL JT UIFO UP FYQMBJO XIZ

UIJT EJ୭GFSFODF JO JOUVJUJWF FWBMVBUJPO PDDVST� 5IF NPTU QSPNJOFOU BOTXFS JT VTVBMMZ HJWFO CZ

UIF EPDUSJOFآ PG EPVCMF F୭GFDUأ ؛ B DPODFQU UIBU HPFT CBDL UP 5IPNBT "RVJOBT� 5IJT QSJODJQMF

JT PG୴FO JOWPLFE UP FYQMBJO UIF QFSNJTTJCJMJUZ PG BO BDUJPO UIBU DBVTFT B TFSJPVT IBSN BT MPOH BT

JU JT NFSFMZ B TJEF F୭GFDU PG QSPNPUJOH TPNF HPPE FOE 	.ঌ*গঝঢছ঎
 ����
� 'PMMPXJOH .ঊগঐঊগ

	����
 POF DBO JEFOUJGZ GPVS DPOEJUJPOT UIBU OFFE UP CF GVM୮ୢMMFE GPS BO BDUJPO UIBU DBVTFT B HPPE

BT XFMM BT B CBE F୭GFDU UP CF KVTUJ୮ୢFE CZ UIJT QSJODJQMF� 'JSTU
 UIBU UIF BDUJPO JO JUTFMG NVTU CF HPPE�

4FDPOE
 UIBU UIF HPPE F୭GFDU BOE OPU UIF FWJM F୭GFDU JT BDUVBMMZ JOUFOEFE BOE
 UIJSE
 UIBU UIF HPPE

F୭GFDU JT OPU QSPEVDFE CZ NFBOT PG UIF CBE F୭GFDU� 'JOBMMZ
 UIBU UIFSF JT B QSPQPSUJPOBUFMZ JNQPS�

UBOU SFBTPO GPS QFSNJUUJOH UIF CBE F୭GFDU� 5IF EPDUSJOFآ PG EPVCMF F୭GFDUأ IBT UIF QPUFOUJBM UP

FYQMBJO XIZ XF FWBMVBUF UIF UXP DBTFT EJ୭GFSFOUMZ� 8IJMF JO UIF TUBOEBSE DBTF XFNFSFMZ TBDSJ୮ୢDF

UIF POF QFSTPO BT B TJEF F୭GFDU
 JO GBDU
 XFXJTI UIF PUIFS USBDLXBT FNQUZ
 XF EP OFFE UIF GBUNBO

BT B NFBOT UP BDIJFWF PVS HPBM PG TUPQQJOH UIF SVOBXBZ USPMMFZ� *O UIF GBU NBO DBTF
 XF QSPEVDF

UIF HPPE F୭GFDU CZ UIF NFBOT PG UIF CBE F୭GFDU
 UIFSFGPSF WJPMBUJOH UIF UIJSE DPOEJUJPO� *O PSEFS

GPS UIF USBOTJUJPO UP USPMMFZ QSPCMFNT BOE BVUPOPNPVT DBST UP CF DPNQMFUF
 UIFSF JT POF NPSF

WBSJBUJPO UIBU TIPVME CF UBLFO JOUP BDDPVOU� 5঑ঘখজঘগ 	����
 JOUSPEVDFT B UIJSE PQUJPO UP UIF

TUBOEBSE DBTF JO XIJDI UIF CZTUBOEFS DBO QVMM UIF MFWFS� /PX UIF CZTUBOEFS IBT UISFF PQUJPOT�

	�
 EP OPUIJOH BOE � XPSLNFO EJF
 	�
 QVMM UIF MFWFS BOE SFEJSFDU UIF USPMMFZ UP IJU B TJOHMF XPSL�

��



NBO 	TUBOEBSE DBTF
 BOE 	�
 SFEJSFDU UIF USPMMFZ POUP IJNTFMG PS IFSTFMG
 UIFSFCZ TBDSJ୮ୢDJOH IJT PS

IFS PXO MJGF JO PSEFS UP TBWF UIF ୮ୢWF� 5IPNTPO BSHVFT UIBU XF DBOOPU QPTTJCMZ KVTUJGZ 	�
 JG XF

BSF OPU BMTP XJMMJOH UP EP 	�

 TBZJOH� 4JODFآ IF XPVMEOؠU IJNTFMG QBZ UIF DPTU PG IJT HPPE EFFE

JG IF DPVME QBZ JU
 UIFSF JT OP XBZ JO XIJDI IF DBO EFDFOUMZ SFHBSE IJNTFMG BT FOUJUMFE UP NBLF

TPNFPOF FMTF QBZ JUأ 	JCJE�
� 5IF EJTDVTTJPO BCPVU USPMMFZ DBTFT JT BO POHPJOH EFCBUF BOE * XJMM

TIFE TPNF NPSF MJHIU PO JU JO DIBQUFS �
 XIFSF * XJMM UBML BCPVU FNQJSJDBM ୮ୢOEJOHT JO EJ୭GFSFOU

DBTFT BOE UIFJS 	QPTTJCMF
 JNQMJDBUJPOT�

(JWFO UIF TDFOBSJPT EFTDSJCFE BCPWF
 POF DBO JNNFEJBUFMZ TFF IPX UIF USPMMFZ DBTF NJHIU

USBOTMBUF JOUP B EJMFNNB PG USB୭୮ୢD JO HFOFSBM BOE PG UIF BVUPOPNPVT WFIJDMF JO QBSUJDVMBS� 'JSTU


UIF EJMFNNBBMSFBEZ JODPSQPSBUFT B USB୭୮ୢD TDFOBSJP� 4VSF
 B USPMMFZ JT DPOTUSJDUFE JO JUTNPWFNFOUT

CZ UIF USBDLT UIBU JU JT PO CVU UIJT JT NFSFMZ B NJOPS EFUBJM� 4FDPOE
 B CZTUBOEFS NBLFT B EFDJTJPO

BCPVU XIP JT UP MJWF BOE XIP JT UP EJF 	QVMM UIF MFWFS
 QVTI UIF GBU NBO FUD�
� "OBMPHPVTMZ
 JO UIF

DBTF PG BVUPOPNPVT DBST
 BO BMHPSJUINXJMM EFDJEF XIBU BDUJPO UP UBLF� $FSUBJOMZ
 UIFSF BSF TPNF

BTQFDUT JO XIJDI USPMMFZ DBTFT NJHIU OPU MFOE UIFNTFMWFT GPS FUIJDBM BOBMZTJT SFHBSEJOH UIF DBTF

PG BVUPOPNPVT DBST� *O GBDU
 UIF ୮ୢSTU QVCMJDBUJPO PO XIJDI UIJT EJTTFSUBUJPO JT CVJMU BSHVFT UIBU

USPMMFZ QSPCMFNT MBDL UISFF JNQPSUBOU GFBUVSFT UIBUXPVMECFOFDFTTBSZ UP BEFRVBUFMZ BEESFTT UIJT

JTTVF� * XJMM EJTDVTT UIFTF PCKFDUJPOT CSJF୯୳Z BU UIF FOE� 4JODF SPBE WFIJDMFT BSF OPU DPOTUSJDUFE

CZ USBDLT CVU DBO NPWF SBUIFS GSFFMZ XJUIJO UXP EJNFOTJPOT
 UIF USPMMFZ QSPCMFN
 JG BQQMJFE UP

SPBE WFIJDMFT
 NVTU CF BMUFSFE B CJU� 5IFTF BMUFSBUJPOT BSF PG୴FO DBMMFE UIF UVOOFMآ QSPCMFNأ PS

UIF CSJEHFآ DBTFأ 	DG�
 .঒ককঊছ 	����

 (ঘঘ঍ঊকক 	����

� 5IF ୮ୢSTU VTFT B TDFOBSJP JO XIJDI BO

BVUPOPNPVT WFIJDMF JT BCPVU UP FOUFS B UVOOFM XIFO TVEEFOMZ BO PCTUBDMF 	VTVBMMZ B QMBZJOH

DIJME
 JT TUBOEJOH PO UIF SJHIU MBOF JO GSPOU PG UIF DBS� 0ODPNJOH USB୭୮ୢD JT BQQSPBDIJOH PO UIF

PUIFS MBOF� 5IJT MFBWFT UIF DBS XJUI UISFF DIPJDFT� DSBTI JOUP UIF PCTUBDMF
 TXFSWF JOUP PODPNJOH

USB୭୮ୢD PS ESJWF JUTFMG BHBJOTU UIFXBMM� 0CWJPVTMZ
 BMM DIPJDFT MFBE UP VOXBOUFE DPOTFRVFODFT� 5IF

��



CSJEHF DBTF JT TJNJMBS CVU UIF UIJSE PQUJPO JT GPS UIF DBS UP ESJWF JUTFMG P୭G UIF CSJEHF� %FQFOEJOH

PO UIF QVSQPTF
 UIFTF TDFOBSJPT DBO CF NPEJ୮ୢFE� *U DBO CF B TDIPPM CVT UIBU JT JO GSPOU PG UIF

BVUPOPNPVT DBS UIBU TVEEFOMZ CSBLFT PS TPNF PUIFS GPSN PG PCTUBDMF� 0ODPNJOH USB୭୮ୢD NJHIU

CF B NPUPSDZDMF PS B WBO� 5IF TQFDJ୮ୢDT BSF NFSFMZ EFUBJMT� 8IBU JT WJUBM UP VOEFSTUBOE JT UIBU

XIBUFWFS BDUJPO JT DIPTFO B CBE PVUDPNF XJMM VOGPME� 5IF JOUFSFTUJOH QBSU
 BT NFOUJPOFE BCPWF


JT UIBU XIFO B IVNBO ESJWFS ୮ୢOET IFSTFMG JO B TJUVBUJPO MJLF UIJT
 TIF XPVME TJNQMZ SFBDU� .BZCF

TIF XJMM KVTU CSFBL BOE IJU UIF PCKFDU JO GSPOU
 NBZCF TIF XJMM USZ UP TXFSWF JO FJUIFS EJSFDUJPO�

8IBUFWFS DIPJDF TIF NBLFT
 JU XPVME OPU CF B NPSBMMZ SFMFWBOU DIPJDF GPS TIF NFSFMZ SFBDUT JO B

TQMJU TFDPOE BOE OP EFMJCFSBUJPO UBLFT QMBDF� 5IFNBJO JEFB BOE BMTPXIBUNBLFT JU TP JOUFSFTUJOH

UP QIJMPTPQIFST JT UIBU XJUI UIF JOUSPEVDUJPO PG BVUPOPNPVT DBST XF DPVME QPUFOUJBMMZ OPX

NBLF JOGPSNFE KVEHNFOUT BCPVU XIBU UP EP� (JWFO FOPVHI EBUB BCPVU BMM QBSUJDJQBUJOH QBSUJFT

JO UIJT EJMFNNB
 UIF DBS DPVME QPUFOUJBMMZNJOJNJ[F IVNBO EFBUIT
 NBYJNJ[JOH MJGF ZFBST 	TBWJOH

ZPVOHFS SBUIFS UIBO PMEFS QFPQMF
 IFBMUIZ PWFS TJDL FUD�
 PS NJOJNJ[F UPUBM EBNBHF 	JODMVEJOH

FRVJQNFOU
� (SBOUFE
 TJUVBUJPOT MJLF UVOOFM BOE CSJEHF BSF IJHIMZ VOMJLFMZ ؛ NBZCF B EJMFNNB

TJUVBUJPO MJLF UIJT PDDVST POMZ PODF FWFSZ UFO ZFBST 	PS OFWFS
� 8JUI BMM UIF MJWFT CFJOH TBWFE CZ

BVUPOPNPVT DBST POF NJHIU UIJOL XIZ XPVME UIJT FUIJDBM EJTDVTTJPO FWFO NBUUFS BU BMM #VU

UIJT BSHVNFOU NJTTFT UIF QPJOU� &WFO JG B TJUVBUJPO MJLF UIJT IBQQFOT POMZ PODF JO B MJGFUJNF UIF

BVUPOPNPVT DBS XJMM BDU BDDPSEJOH UP JUT BMHPSJUIN CZ EFGBVMU� 5IJT DPVME CF UP BMXBZT CSFBL BT

IBSE BT QPTTJCMF BOE IPQF GPS UIF CFTU� *O BOZ DBTF
 BO BDUJPO XJMM CF QSPHSBNNFE JOUP UIF DBS ؛

JU DBOOPU KVTU EJTTPMWF JOUP UIJO BJS UP BWPJE UIF EJMFNNB� "OZ TPDJFUZ XIP DMBJNT UP DBSF BCPVU

UIF XFMGBSF PG JUT NFNCFST TIPVME EJTDVTT IPX TVDI B TJUVBUJPO TIPVME CF EFBMU XJUI� *O PUIFS

XPSET� 8F DBOOPU IBWF OP QSFQSPHSBNNFE CFIBWJPS JO B DBS
 UIFSFGPSF UIF EJTDVTTJPO BCPVU

XIBU CFIBWJPS UIJT TIPVME CF NBUUFST�

��



8঑ঘ ঝঘ ঝঊছঐ঎ঝ 

*O TDFOBSJPT MJLF UVOOFM PS CSJEHF
 UIFSF BSF MJNJUFE PQUJPOT XIJDI FBDI DBSSZ VOXBOUFE DPOTF�

RVFODFT� /FWFSUIFMFTT
 B EFDJTJPO NVTU CF NBEF� 5IPVHIU FYQFSJNFOUT BSF PG୴FO VTFE UP FMJDJU

QFPQMFTؠ JOUVJUJPOT XIJMF DIBOHJOH UIF QBSBNFUFST PG UIF TDFOBSJP� *O UIF DBTF PG BVUPOPNPVT

DBST
 UIJT JT VTVBMMZ UIF UZQF PG QFSTPO XIP PDDVQJFT B DFSUBJO SPMF JO UIF EJMFNNB� 5IF RVFT�

UJPO UIFO CFDPNFT� (JWFO UIF EJMFNNBUJD TJUVBUJPO XIBU DIPJDF XPVME CF UIF MFBTU PCKFDUBCMF 

"TTVNF UIBU POF IBT UIF DIPJDF UP CSFBL BOE DSBTI JOUP B TDIPPM CVT
 TWFSXJOH JOUP PODPNJOH

USB୭୮ୢD PS UP TBDSJ୮ୢDF POFTFMG� " TUSBUFHZ MJLF NBYJNJ[JOH MJGF TFFNT QSJNB GBDJF UP CF B HPPE TUBSU�

JOH QPJOU� *G UIFSF BSF UFO TDIPPM LJET BU SJTL BOE UIF DBS JO PODPNJOH USB୭୮ୢD DBSSJFT B GBNJMZ


UIFO TPNFPOFXIP JT BMPOF JO IFS DBS TIPVME IBWF IFS DBS PQU GPS UIF TFMG�TBDSJ୮ୢDJOH PQUJPO� 5IF

QSPCMFNIFSF MJFT JO UIF USBEJOH PG MJWFT� $POTJEFS B TJNJMBS DBTF� "NBO FOUFST B IPTQJUBM CFDBVTF

IF IBT CSPLFO IJT MFH
 XIJDI ؛ UIPVHI QBJOGVM ؛ JT EF୮ୢOJUFMZ B OPO�MJGF�UISFBUFOJOH JOKVSZ� "U

UIF TBNF UJNF UIFSF BSF ୮ୢWF QFPQMF JO UIF IPTQJUBM XIP IBWF CFFO XBJUJOH GPS BO PSHBO EPOBUJPO

CVU IBWF OPU SFDFJWFE BOZ BOE OPX UIFJS UJNF JT SVOOJOH PVU� 5IF EPDUPS DPVME LJMM UIF QBUJFOU

XJUI UIF CSPLFO MFH BOE IBSWFTU IJT PSHBOT JO PSEFS UP TBWF UIF ୮ୢWF QFPQMF XIP IBE CFFO PO UIF

XBJUJOH MJTU UP SFDFJWF BO PSHBO 	5঑ঘখজঘগ
 ����
� :FU
 UIJT BDUJPO TFFNT UP CF VOKVTUJ୮ୢBCMF� 5P

BMXBZT DIPPTF UP TBWF UIF HSFBUFTU OVNCFS PG MJWFT EPFT OPU IPME VQ UP TDSVUJOZ JG JU JT POMZ VTFE

JO B POF�TIPU TDFOBSJP� 0OF DPVME FBTJMZ NPEJGZ UIF TDFOBSJP BOE SFQMBDF UIF TDIPPM CVT XJUI B

CVT PG DPOWJDUFENVSEFSFST� *O GBDU
 UIF(FSNBO DPOTUJUVUJPO 	PUIFS DPVOUSJFT IBWF TJNJMBS MBXT

JO QMBDF� 5IF ��UI "NFOENFOU UP UIF $POTUJUVUJPO PG UIF 6OJUFE 4UBUFT PG "NFSJDB HVBSBOUFFT

FRVBM SJHIUT BOE EVF QSPDFTT
 SFDPHOJ[FT UIF WBMVF BOE EJHOJUZ PG FWFSZ QFSTPO SFHBSEMFTT PG BOZ

TQFDJ୮ୢD BUUSJCVUFT MJLF BHF
 HFOEFS PS SFMJHJPO� .PWJOH BXBZ GSPN MJGF�BOE�EFBUI TJUVBUJPOT
 UBS�

HFUJOH JO TVDI B XBZ BT UP NJOJNJ[F EBNBHF NJHIU BMTP MFBE UP QFSWFSTF SFTVMUT� "U ୮ୢSTU HMBODF
 JU

TFFNT PCWJPVT UIBU B DBS
 QSPWJEFE XJUI UIF EBUB
 TIPVME PSDIFTUSBUF BO VOBWPJEBCMF DSBTI XJUI

��



UIF TPMF BJN UP NJOJNJ[F IBSN DFUFSॷ QBSJCॸ� #VU UIJT XPVME NFBO UP DSBTI JOUP UIF NPUPSDZ�

DMJTU XFBSJOH B IFMNFU
 SBUIFS UIBO JOUP UIF POF XIP EJE OPU DBSF GPS IJT TBGFUZ BOE UIVT JT OPU

XFBSJOH QSPUFDUJPO� 5IF IFMNFE DZDMJTU EPFT IBWF B IJHIFS DIBODF PG TVSWJWBM 	MPXFS TFWFSJUZ PG

JOKVSZ
 BG୴FS BMM� "OPUIFS FYBNQMF XPVME CF UP DSBTI JOUP UIF 467 XJUI IJHIFS TBGFUZ TUBOEBSET

UIBO JOUP B DIFBQ UJOZ DBS� 5IJT TFUT QFSWFSUFE JODFOUJWFT CFDBVTF QFPQMF XIP BDUVBMMZ DBSFE GPS

UIFJS TBGFUZ 	CZ XFBSJOH B IFMNFU BOE TQFOEJOH NPSF PO B TBGFS DBS
 XJMM CF BU B EJTBEWBOUBHF

SFHBSEJOH UIFJS TBGFUZ� *G QFPQMF XFSF UP CFMJFWF UIBU UIF QSPCBCJMJUZ UP CF JOWPMWFE JO B UVOOFM�
MJLF TDFOBSJP JT TV୭୮ୢDJFOUMZ IJHI
 B SBDF UP UIF CPUUPN XPVME CF JOJUJBUFE� *G QFPQMF SVTI UP CVZ

VOTBGF DBST BOE FOHBHF JO SFDLMFTT CFIBWJPS POMZ UP OPU CF UBSHFUFE XPVME MFBE JOUP B QBSBEPY

TJUVBUJPO� *G XF POMZ MPPL BU B EJMFNNB TJUVBUJPO BT B TJOHMF FWFOU
 UIFSF XJMM CF OP DIBODF PG BO

BHSFFNFOU� &WFSZCPEZ IBT UIFJS PXO FUIJDBM BQQSPBDI BOE SJHIUMZ TP� 3FBTPOBCMF EJTBHSFFNFOU

SFHBSEJOH FUIJDBM KVEHNFOUT BMXBZT FYJTUT JO B GSFF TPDJFUZ� 8IFO QFPQMF IBWF BO FRVBM SJHIU UP

OPU CF IBSNFE
 CVU UIF TJUVBUJPO JT TVDI UIBU TPNFCPEZ IBT UP CF IVSU
 B SBOEPN ESBX NJHIU

CF BO BMUFSOBUJWF� $IBODF EPFT OPU EJTDSJNJOBUF JO B NPSBMMZ SFMFWBOU XBZ� 8IJMF TPNF XPVME

DFSUBJOMZ XFMDPNF UIJT TPMVUJPO ؛ FTQFDJBMMZ FDPOPNJTUT XIP WBMVF QSPDFEVSBM KVTUJDF UIF IJHI�

FTU ؛ JU TFFNT DPOUSB�JOUVJUJWF UP NPTU QFPQMF UP MFBWF B MJGF�BOE�EFBUI EFDJTJPO UP QVSF DIBODF�

8IBUFWFS TDFOBSJPT XF DPOTUSVDU UIFSF XJMM CF OP TJOHMF SJHIU BOTXFS ؛ BU MFBTU BT MPOH BT XF

USFBU TVDI USPMMFZ�MJLF TDFOBSJPT BT BO JTPMBUFE POF�TIPU HBNF� *G UIFSF JT OP SJHIU BOTXFS UP IPX

UP TPMWF EJMFNNB TJUVBUJPOT
 ZFU
 UIFZ OFFE UP CF BEESFTTFE OPOFUIFMFTT
 UIF RVFTUJPO UIFO CF�

DPNFT� 8IP TIPVME EFDJEF PO UIF FUIJDT�TFUUJOH PG BVUPOPNPVT WFIJDMFT 5IF ୮ୢSTU QVCMJDBUJPO

POXIJDI UIJT EJTTFSUBUJPO JT CVJMU EFBMT XJUI UIJT WFSZ RVFTUJPO
 BSHVJOH JO GBWPS PG B NBOEBUPSZ

FUIJD TFUUJOH UIBU IBT UP CF JNQMFNFOUFE JO FWFSZ WFIJDMF
 SBUIFS UIBO B QFSTPOBM TFUUJOH XIJDI

DPVME CF EFUFSNJOFE CZ UIF JOEJWJEVBM PXOFS PG UIF DBS 	DG�
 (ঘঐঘকক ঊগ঍ .ঞଝ কক঎ছ 	����
 JO

"QQFOEJY "
� *G XF UIJOL BCPVU USB୭୮ୢD BT BO JOTUJUVUJPO UIBU QSPWJEFT HSFBU CFOF୮ୢUT XIJMF ؛ BU

��



UIF TBNF UJNF ؛ FYQPTFT FWFSZPOF UP B TNBMM SJTL PG HFUUJOH JOKVSFE PS LJMMFE
 UIFOXF VOEFSTUBOE

UIBU UIF QSPQFSXBZ UP BSHVF BCPVU EJMFNNB TJUVBUJPOT JT B TZTUFNJD RVFTUJPO� 5SB୭୮ୢD JT BO �FRVJآ

UBCMF TPDJBM TZTUFN PG SJTL�UBLJOHأ 	)ঊগজজঘগ
 ����
 UIBU XF BDDFQU CFDBVTF JU P୭GFST FOPSNPVT

VQTJEFT
 ZFU
 TPNF QFPQMF QBZ UIF VMUJNBUF QSJDF� 5IF RVFTUJPO PG SJTL�UBLJOH JT UIVT OPU B TUBUJD

POF� &WFSZ UJNF XF TUFQ GPPU PVUTJEF PVS IPVTF
 ESJWF JO PVS DBST PS TJU PO B CVT UIFSF JT B UJOZ

DIBODF PG CFJOH JOWPMWFE JO BO BDDJEFOU� 8F EP OPU FYQMJDJUMZ NBLF UIJT DIPJDF FWFSZ EBZ
 CVU

XF NBLF JU OPOFUIFMFTT� 5IF TUBUJD USPMMFZ TJUVBUJPO
 IPXFWFS
 NPEFMT POMZ B POF�TIPU TDFOBSJP�

8IP IBT UP EJF JO UIJT TQFDJ୮ୢD DBTF 6OEFS UIFTF QFDVMJBS DJSDVNTUBODFT #VU UIF SFBMJUZ JT NPSF

DPNQMFY UIBO UIJT� *O (ঘঐঘকক ঊগ঍ .ঞଝ কক঎ছ 	����
 * NBLF UIF DBTF UIBU UIF USPMMFZ TDFOBSJP

JT
 JO GBDU
 OPU B HPPE ୮ୢU GPS NPEFMJOH QPTTJCMF EJMFNNB TJUVBUJPOT SFHBSEJOH BVUPOPNPVT DBST�

5SPMMFZ DBTFT MBDL UISFF JNQPSUBOU DIBSBDUFSJTUJDT UIBU BSF FTTFOUJBM UP VOEFSTUBOEJOH USB୭୮ୢD BT B

TZTUFNPG SJTL�UBLJOH� 4USBUFHJD JOUFSBDUJPO
 JUFSBUJPO BOE UIF GBDU UIBU FWFSZCPEZ DBO CF B TVCKFDU

BT XFMM BT BO PCKFDU PG UBSHFUJOH�

��



'BOBUJDT NBZ TVQQPTF
 UIBU EPNJOJPO ॷ GPVOEFE PO HSBDF

BOE UIBU TBJOUT BMPOF JOIFSJU UIF FBSUI� CVU UIF DJWJM NBH�
JTUSBUF WFSZ KVTUMZ QVUT UIFTF TVCMJNF UIFPSJTUT PO UIF TBNF
GPPUJOH ॵ DPNNPO SPCCFST
 BOE UFBDIॶ UIFN CZ UIF TFWFS�
FTU EJTDJQMJOF
 UIBU B SVMF
 XIJDI
 JO TQFDVMBUJPO
 NBZ TFFN
UIF NPTU BEWBOUBHFPॸ UP TPDJFUZ
 NBZ ZFU CF GPVOE
 JO QSBD�
UJDF
 UPUBMMZ QFSOJDJPॸ BOE EFTUSVDUJWF�

%BWJE )VNF 2
8IZ &UIJDT IBT BO &NQJSJDBM %JNFOTJPO

*ঝজ঎঎খজঘ঍঍ঝ঑ঊঝঘগ঎঑ঊজঝঘ ওঞজঝ঒এঢঠ঑ঢ঎খঙ঒ছ঒ঌঊক ঎ট঒঍঎গঌ঎ জ঑ঘঞক঍ঙকঊঢঊছঘক঎

঒গ খঘছঊক ঙ঑঒কঘজঘঙ঑ঢ� *U JT FWFO NPSF CFXJMEFSJOH UIBU UIF TVC୮ୢFME PG FUIJDT
 UIBU FWBMVBUFT


TUFFST BOE EFBMT XJUI UIF BDUJPOT PG SFBM QFPQMF JO PG୴FO UJNFT DPNQMFY TJUVBUJPOT TIPVME UVSO B

CMJOE FZF UP FNQJSJDBM BOBMZTJT� 1IJMPTPQIJDBM BOE FUIJDBM JORVJSZ IBWF
 BG୴FS BMM
 CFFO JOUFSUXJOFE

GPS UIF NPTU QBSU PG TDJFOUJ୮ୢD IJTUPSZ BOE OP EJTUJODUJPO IBE CFFO NBEF CFUXFFO QIJMPTPQIZ

BOE UIF 	OBUVSBM
 TDJFODFT� *O GBDU
 *TBBD /FXUPOؠT UIFPSZ PG HSBWJUZ JT QVCMJTIFE JO B CPPL XJUI

UIF OBNF ¦1IJMPTPQIJآ /BUVSBMJT 1SJODJQJB .BUIFNBUJDBأ ؛ MJUFSBMMZ SFGFSSJOH UP .BUIFNBUJDBM

1SJODJQMFT PG B /BUVSBM 1IJMPTPQIZ� %VF UP UIF TQFDJBMJ[BUJPO PG TDJFODF UIJT GPSNFS KPJOU QSPKFDU

��



PG VOEFSTUBOEJOH IBT TQMJU VQ JOUP EJ୭GFSFOU ؠTDJFODFT؟ UIBU VTVBMMZ IBWF B DMFBS BOE XFMM�EF୮ୢOFE

EPNBJO BOE POMZ SBSFMZ JOUFSBDU� 8IFO UIF OBUVSBM TDJFODFT TQMJU GSPN QIJMPTPQIZ GPMMPXFE

CZ UIF TPDJBM TDJFODFT TPNFUJNF MBUFS
 QIJMPTPQIZNBJOMZ CFDBNF BO BSNDIBJS TDJFODF
 SFMZJOH PO

UIPVHIU FYQFSJNFOUT
 MPHJD BOEOPSNBUJWF BSHVNFOU� *O SFDFOU EFDBEFT
 IPXFWFS
 UIFSF IBT CFFO

B NPWFNFOU UP UIF PQQPTJUF� &NQJSJDBM TDJFODFT IBWF TUBSUFE UP UBDLMF RVFTUJPOT UIBU CFMPOH JO

UIFNPSBM EPNBJO BOEQSPWJEFE BOVOEFSTUBOEJOH PG QFPQMFؠT CFIBWJPS� 4QFDJ୮ୢDBMMZ
 UIF SFTFBSDI

EPOF JO ୮ୢFMET MJLF FYQFSJNFOUBM PS CFIBWJPSBM FDPOPNJDT BOE NPSBM QTZDIPMPHZ IBWF IBE NBKPS

JO୯୳VFODF FWFO PO DMBTTJDBM QIJMPTPQIJDBM UIFPSJTUT� 0OF FYBNQMF DFSUBJOMZ JT +PIO 3BXMT XIP


JO IJT PQॸ NBHOVN 5IFPSZآ PG +VTUJDFأ
 CVJMET QBSU PG IJT NBJO BSHVNFOU PO JOTJHIUT GSPN

FDPOPNJDT BOEQTZDIPMPHZ 	D�G�
 3ঊঠকজ 	����
 BOEIJT SFMJBODF PO SJTL BWFSTJPO JO PSEFS UP PCUBJO

IJT EJ୭GFSFODFؠ QSJODJQMFؠ
� 3FDFOUMZ
 B EJ୭GFSFOU USFOE JO QIJMPTPQIZ ؛ FYQFSJNFOUBM QIJMPTPQIZ ؛

IBT HBJOFENPNFOUVNBTXFMM� &YQFSJNFOUBM QIJMPTPQIFST USZ UP FMJDJU TP�DBMMFE GPML JOUVJUJPOT CZ
VTJOH UIF NFUIPE PG B WJHOFUUF TUVEZ� 5IFZ VTF B 	UIPVHIU�
 FYQFSJNFOUBM BQQSPBDI EFTDSJCJOH

IZQPUIFUJDBM TDFOBSJPT BOE BMUFSJOH QBSUT PG JU UP HFU B USFBUNFOU EFTJHO� *OUFSFTUJOH SFTFBSDI IBT

FNFSHFE GSPN UIJT MJOF PG SFTFBSDI
 F�H� ,গঘঋ঎ 	����
�

"T OPUFE BCPWF
 FUIJDT
 FTQFDJBMMZ JO QIJMPTPQIZ
 JT VTVBMMZ TFFO BT B OPSNBUJWF FOEFBWPS�

*U JT DPODFSOFE XJUI UIF RVFTUJPO PG IPX QFPQMF PVHIU UP BDU SBUIFS UIBO IPX QFPQMF BDUVBMMZ

CFIBWF� 5IFNBJO SFBTPOXIZ QIJMPTPQIFST IBWFNPTUMZ TUBZFE DMFBS PG VTJOH FNQJSJDBM ୮ୢOEJOHT

JT UIF XFMM�LOPXO BSHVNFOU CZ %BWJE )VNF UIBU POF DBOOPU EFSJWF BO PVHIU GSPN BO ॷ� 5IJT

BSHVNFOU JT LOPXO BT UIF OBUVSBMJTUJDؠ GBMMBDZؠ 	)ঞখ঎
 ����
� 5IJTNFBOT UIBU POF DBOOPU JOGFS B

OPSNBUJWF DMBJN GSPN B EFTDSJQUJWF FNQJSJDBM PCTFSWBUJPO� /PSNBUJWF DMBJNT BSF UIF DPODMVTJPO

PG OPSNBUJWF BSHVNFOUT BOE UIFSFGPSF IBWF UP SFMZ PO OPSNBUJWF QSFNJTFT� #VU JO PSEFS UP SFBDI

B OPSNBUJWF DPODMVTJPO
 POF IBT UP JOKFDU B OPSNBUJWF DMBJN JO UIF QSFNJTFT PG BO BSHVNFOU

CFDBVTF JO MPHJD BO BSHVNFOU JT POMZ WBMJE JG UIF DPODMVTJPO GPMMPXT GSPN UIF QSFNJTFT� 5P TUBSU

��



BO JORVJSZ XJUI B DFSUBJO DMBJN BMSFBEZ CVJMU JO
 IPXFWFS
 JT SFKFDUFE CZ NPTU NPEFSO TDJFOUJTUT�

5IFSF BSF XBZT UP PWFSDPNF UIJT GBMMBDZ 	DG�
 	+ঊঞ঎ছগ঒ঐ
 ����
 GPS BO PWFSWJFX
� 0OF XBZ UP

HFU FNQJSJDT CBDL JOUP FUIJDT JT QSPWJEFE WJB *NNBOVFM ,BOU XIP TUBUFE UIBU PVHIUآ JNQMJFT

DBOأ 	,ঊগঝ
 ����
� 5IF RVFTUJPO PG XIFUIFS TPNFPOF JT BCMF UP BDU BDDPSEJOH UP B OPSNBUJWF

QSFTDSJQUJPO JT FTTFOUJBMMZ BO FNQJSJDBM POF� )ঘখঊগগ 	����
 JEFOUJ୮ୢFT B UISFF�TUFQ QSPDFTT PG

IPX FUIJDBM DPOWJDUJPOT DBO NBOJGFTU JOUP NPSBM BDUJPO�

� +VTUJ୮ୢDBUJPO�HPPE SFBTPOT

� 5IF XJMM UP BDU NPSBMMZ 	NPUJWBUJPO UP EP TP


� .PSBM BDUJPO

5XP USBOTJUJPOT BSF OFDFTTBSZ UP HFU GSPN TUFQ � UP � BOE GSPN � UP �
 SFTQFDUJWFMZ� "G୴FS

UIF KVTUJ୮ୢDBUJPO QFPQMF OFFE UP IBWF BO JOTJHIU JOUP UIF HPPE SFBTPOT JO PSEFS UP QSPEVDF UIF

NPUJWBUJPO UP GPSN UIFXJMM UP BDUNPSBMMZ
 XIJDI JO UVSO UIFONPUJWBUFT UIF QFSTPO UP BDU BDDPSE�

JOHMZ
 UIBU JT UP QFSGPSN UIF NPSBM BDUJPO� *O UIJT NPEFM
 )ঘখঊগগ 	����
 BSHVFT
 BOZ WJPMBUJPO

PG NPSBMJUZ JT BUUSJCVUFE UP FJUIFS B MBDL PG JOTJHIU PS B CBE PS BU MFBTU XFBL XJMM UP QFSGPSN UIF

NPSBMMZ QSFTDSJCFE UBTL� (JWFO UIF WBTU BNPVOU PG JNNPSBM BDUJPOT
 JU BQQFBST UIBU UIF DPOTUBOU

QMFB GPS NPSF NPSBMJUZ EPFT OPU TFFN UP CF WFSZ F୭୮ୢDJFOU� 5IFSFGPSF
 )PNBOO QSPQPTFT B EJG�

GFSFOU BQQSPBDI� )F BSHVFT UIBU NPSBMJUZ JT FOBCMFE BT XFMM BT DPOTUSBJOFE CZ DFSUBJO FNQJSJDBM

BOE DPOUFYUVBM DPOEJUJPOT UIBU ؛ BU MFBTU TPNFUJNFT ؛ NBLF BDUJOH JO B NPSBM XBZ IBSE PS FWFO

BMNPTU JNQPTTJCMF� 5IF FNQJSJDBM 	TPDJBM
 TDJFODFT
 )PNBOO DMBJNT
 DBO IFMQ VOSBWFM UIFTF DPO�

EJUJPOT BOE TIFE TPNF MJHIU PO TUSVDUVSFT UIBU QSPIJCJU NPSBM DPOEVDU JO BO F୭GPSU UP PWFSDPNF

VOTBUJTGZJOH TUSVDUVSFT JO TPDJFUZ�

-FU VT TFF XIBU JT NFBOU CZ FNQJSJDBM DPOEJUJPOT BOE XIZ QFPQMF NJHIU ୮ୢOE JU IBSE UP BDU

BDDPSEJOH UP XIBU UIFZ UIFNTFMWFT CFMJFWF UP CF UIF SJHIU XBZ� " OPSNBUJWF DMBJN UIBU EFNBOET

UIF JNQPTTJCMF DBOOPU CF WBMJE� *NBHJOF GPS JOTUBODF UIF OPSNBUJWF DPNNBOE UIBU ZPV PVHIU

��



UP XBML PO XBUFS� 'PS BMM CVU POF IVNBO JO IJTUPSZ UIJT JT BO JNQPTTJCMF UBTL BOE XIFUIFS UIF

POF QFSTPO BDUVBMMZ DPVME EP JU
 JT IJHIMZ EFCBUBCMF� (SBOUFE
 UIJT JT BO FYUSFNFMZ PCWJPVT DBTF


POF UIBU EPFT OPU OFFE TDJFOUJ୮ୢD SFTFBSDI UP CF VODPWFSFE� #VU UIF ؠDBOؠ JO ,BOUؠT TUBUFNFOU JT

OPU OFDFTTBSJMZ SFTUSJDUFE UP UIF MPHJDBM PS QIZTJDBM QPTTJCJMJUZ� 3BUIFS
 UIFSF JT BNZSJBE PG GBDUPST

JO FBDI TJUVBUJPO UIBU JO୯୳VFODF IVNBO EFDJTJPONBLJOH� 8F MJWF JO B DPNQMFY XPSME BOE CFGPSF

XF NBLF B EFDJTJPO B MPU PG JOGPSNBUJPO OFFET UP CF QSPDFTTFE� 5P NBLF UIF ؠSJHIUؠ EFDJTJPO

DPVME TPNFUJNFT MFBE UP XIBU FDPOPNJTUT DBMM QSPIJCJUJWFMZ IJHI TFBSDI DPTUT XIJDI EFTDSJCFT

UIF BDU PG DPMMFDUJOH EBUB UP UIF QPJOU PG SVOOJOH PVU PG UJNF BOE SFTPVSDFT XIFO UIF DPTUT TUBSU

UP PVUXFJHI UIF BEEJUJPOBM 	PS NBSHJOBM
 CFOF୮ୢUT� #VU FWFO JG XF BTTVNF UIBU XF DPVME DPMMFDU

BMM UIF SFMFWBOU EBUB
 UIFSF JT UIF QSPCMFN PG BDDVSBUFMZ QSPDFTTJOH UIFN UP CF B VTFGVM UPPM JO

UIF EFDJTJPO�NBLJOH QSPDFTT� 8F BSF
 BG୴FS BMM
 OBUVSBM DSFBUVSFT XIP IBWF CFFO TVCKFDU UP FWP�

MVUJPOBSZ TPSUJOH QSPDFTTFT GPS PWFS � NJMMJPO ZFBST� .PTU PG UIJT UJNF IBT CFFO TQFOU JO TNBMM

BODFTUSBM CBOET BOE SFMBUJWFMZ QMBJO TVSSPVOEJOHT� $POTJEFS EFDJTJPO UIFPSZ
 XIJDI JT BMTP B OPS�

NBUJWF BQQSPBDI� *U P୭GFST UPPMT UP NBLF SBUJPOBM EFDJTJPOT� .BUIFNBUJDT UFMMT VT IPX UP EFBM

XJUI FYQPOFOUJBM HSPXUI
 GPS FYBNQMF� :FU
 PVSNJOET BSF JODBQBCMF UP JOUVJUJWFMZ HSBTQ UIF DPO�

DFQU PG OPO�MJOFBS HSPXUI� 5IJT JT DFSUBJOMZ B MJNJUBUJPO XJUI SFHBSET UP PVS 
ؠDBOؠ FWFO UIPVHI

JU JT OPU JNQPTTJCMF GPS VT UP VOEFSTUBOE JU ؛ NBUIFNBUJDT JT B QSPEVDU PG UIF IVNBONJOE BG୴FS

BMM� )PXFWFS
 BDDPSEJOH UP BO FBSMZ TUVEZ PG 8ঊঐ঎গঊঊছ ঊগ঍ 4ঊঐঊছ঒ঊ 	����

 OFJUIFS NBUIF�

NBUJDBM TPQIJTUJDBUJPO OPS UIF FYQFSJFODF PG TVCKFDUT DPVME FMJNJOBUF UIF GBDU UIBU UIFZ VOEFSFT�

UJNBUFE FYQPOFOUJBM HSPXUI� $PNJOH CBDL UP FUIJDBM DPOTJEFSBUJPOT� 1FPQMF PG୴FO UJNFT IBWF

TUSPOH OPSNBUJWF NPSBM CFMJFGT
 ZFU
 UIFZ BSF VOBCMF UP GPMMPX UISPVHI XJUI UIF BQQSPQSJBUF BD�

UJPO� .PSF PG୴FO UIBO OPU EP QFPQMF FYQFSJFODF B TVCTUBOUJBM HBQ CFUXFFO UIFJS TUBUFE JOUFOU

BOE UIFJS QFSGPSNFE BDUJPO� 0OF SFBTPO GPS UIJT JT UIBU QFPQMF SFHVMBSMZ PWFSFTUJNBUF UIF SPCVTU�

OFTT PG UIFJS NPSBM DPOEVDU� 5P TJNQMZ TBZ UIBU QFPQMF BSF FJUIFS OPU SFBMMZ DPNNJUUFE UP UIFJS

��



NPSBM DPOWJDUJPOT PS KVTU MBDL UIFXJMMQPXFS UP GPMMPX UISPVHIXJUI UIFN JT B TJNQMJ୮ୢDBUJPO UIBU

EPFT OPU BMMPX UP BEESFTT UIF QSPCMFNT UIBU NJHIU BSJTF GSPN UIJT HBQ� *U JT BMTP OPU UIF DBTF UIBU

NPTU QFPQMF BSF FWJM BOE EFMJCFSBUFMZ JHOPSF UIFJS DPOWJDUJPOT� 3BUIFS
 XF ୮ୢOE PVSTFMWFT JO B

XPSME PG JODFOUJWFT BOE TUSVDUVSFT UIBU PG୴FO NBLF JU IBSE UP BDU BDDPSEJOH UP PVS FUIJDBM CFMJFGT�

&NQJSJDBM SFTFBSDI QMBZT BO JNQPSUBOU SPMF JO JEFOUJGZJOH TUSVDUVSBM DIBSBDUFSJTUJDT PG TJUVBUJPOT

UIBU NBLF JU IBSEFS GPS QFPQMF UP CFIBWF UIF XBZ UIFZ JOUFOEFE EVF UP VOGBWPSBCMF JODFOUJWFT�

"MUFSJOH UIFTF TUSVDUVSFT CZ DIBOHJOH UIF JODFOUJWFT JT B UBTL UIBU FDPOPNJTUT
 XIP BSF JOUFSFTUFE

JO FUIJDBM RVFTUJPOT
 BSF FTQFDJBMMZ GPOE PG�

"OPUIFS QPJOU JO XIJDI FUIJDT SFMJFT PO FNQJSJDBM EBUB JT UIF GPMMPXJOH� *O UIF ୮ୢSTU DIBQUFS

* UBMLFE BCPVU UIF FUIJDBM JTTVFT SFHBSEJOH BVUPOPNPVT DBST� &WFO UIPVHI TPNF PG UIFTF FUIJ�

DBM DIBMMFOHFT SFMJFE PO QBSUJDVMBS TUBUFT PG UIF FNQJSJDBM XPSME
 F�H� XIFUIFS BVUPOPNPVT DBST

BDUVBMMZ EFDSFBTF USB୭୮ୢD EFBUIT
 UIFZ XFSF OPSNBUJWF JO OBUVSF� 8IFOFWFS B TQFDJ୮ୢD BDUJPO JT

OPSNBUJWFMZ QSFTDSJCFE SFGFSFODFT UP UIF FNQJSJDBM XPSME BSF B OFDFTTJUZ� "G୴FS BMM
 UIFZ BEESFTT

IVNBOT XIP BDU VOEFS FNQJSJDBM DPOTUSBJOUT BOE JHOPSJOH UIFTF DPOTUSBJOUT XPVME NBLF UIF

FOUJSF OPSNBUJWF DMBJN VTFMFTT� $POTJEFS UIF GPMMPXJOH BSHVNFOU�

1� "VUPOPNPVT DBST XJMM SFEVDF EFBUIT JO USB୭୮ୢD

1� *U JT CFUUFS UP TBWF NPSF MJWFT UIBO GFXFS MJWFT
 BMM PUIFS UIJOHT CFJOH FRVBM

$ "VUPOPNPVT DBST BSF BO JNQSPWFNFOU PG UIF TUBUVT RVP BOE UIFJS JOUSPEVDUJPO TIPVME
CF GPTUFSFE

8IFUIFS 1� IPMET PS OPU DBO POMZ CF EFDJEFE CZ VTJOH PCTFSWBUJPOBM EBUB� 1� JOUSPEVDFT

B OPSNBUJWF DMBJN BOE FOBCMFT UIF GPMMPXJOH OPSNBUJWF DPODMVTJPO $� 5IF BSHVNFOU JT WBMJE
CFDBVTF UIF DPODMVTJPO GPMMPXT GSPN JUT QSFNJTFT� 5P EFUFSNJOF XIFUIFS UIF BSHVNFOU JT USVF

IPXFWFS
 FNQJSJDBM SFTFBSDI JT JOEJTQFOTBCMF�

��



��� 5ছঘকক঎ঢজ ছ঎কঘঊ঍঎঍� &খঙ঒ছ঒ঌজ ঝঘ ঝ঑঎ ছ঎জঌঞ঎ 

4JODF UIF JOUSPEVDUJPO PG BVUPOPNPVT DBST JT B SFMFWBOU UPQJD JO NBOZ TDJFOUJ୮ୢD ୮ୢFMET BOE UIF

EJTDVTTJPO PG USPMMFZ QSPCMFNT JT OP MPOHFS BO FYDMVTJWFMZ QIJMPTPQIJDBM FOEFBWPS
 B MPU PG FN�

QJSJDBM SFTFBSDI IBT FNFSHFE� * UBMLFE BCPVU UIF EJ୭GFSFOU JTTVFT BTTPDJBUFE XJUI JNQMFNFOUJOH

B EFDJTJPO SVMF GPS UIFTF DBTFT� *G XF BSF VOBCMF UP BHSFF PO UIF FUIJDBMMZ DPSSFDU XBZ UP TPMWF

UIFTF EJMFNNB TJUVBUJPOT
 DPMMFDUJOH GPML JOUVJUJPOT NBZ TIFE TPNF MJHIU PO XIZ UIJT JT UIF DBTF�

'VSUIFSNPSF
 JU JT JOUFSFTUJOH UP TFF XIBU GBDUPST NBZ JO୯୳VFODF QFPQMFTؠ EFDJTJPOT BCPVU USPMMFZ

DBTFT� &UIJDBM UIFPSJ[JOH PG୴FO TUBSUT XJUI JOUVJUJPOT BCPVU B QBSUJDVMBS DBTF BOE XIBU QSJODJQMFT

NJHIU VOEFSMJF UIFTF JOUVJUJPOT� ,ঊ঑ঊগ঎ 	����
 BSHVFT UIBU FNQJSJDBM SFTFBSDI FYQPTFTآ QTZ�

DIPMPHJDBM QSFTVQQPTJUJPOT JNQMJDJU JO BSNDIBJS FUIJDBM UIFPSJ[JOHأ BOE UIFSFGPSF JGآ PVS NPSBM

JOUVJUJPOT BSF SFMJBCMF
 UIFO QTZDIPMPHJDBM FWJEFODF TIPVME QMBZ B TVSQSJTJOHMZ TJHOJ୮ୢDBOU SPMF JO

UIF KVTUJ୮ୢDBUJPO PGNPSBM QSJODJQMFTأ� 	JCJE�
� 5IFSF IBWF CFFO TPNF BUUFNQUT UP JMMVNJOBUF XIZ

BOEXIFO QFPQMF EJTBHSFF PO UIF QSPQFS DPVSTF PG BDUJPO BO BVUPOPNPVT DBS TIPVME UBLF� 5IFTF

TUVEJFT BSF OPU OPSNBUJWF CVU SBUIFS EFTDSJQUJWF
 USZJOH UP BOTXFS UIF RVFTUJPO� )PX EP QFPQMF

UIJOL UIFZ XBOU UP SFBDU UP UIF TJUVBUJPO HJWFO B TFU PG QBSUJDVMBS DJSDVNTUBODFT � 5P VODPWFS

QBUUFSOT BOE EJTQPTJUJPOT UIBU DBO FYQMBJO SFBDUJPOT UP EJ୭GFSFOU TDFOBSJPT NJHIU JOEFFE JODSFBTF

PVS VOEFSTUBOEJOH PG UIF QTZDIPMPHJDBM NFDIBOJTNT BU XPSL� 5IF TUVEJFT UIBU IBWF CFFO QVC�

MJTIFE UIVT GBS VTF UIF NFUIPET PG WJHOFUUF TUVEJFT PS TVSWFZT
 CVU BMTP BEWBODFE NFUIPET GSPN

OFVSP�QTZDIPMPHZ� 5IF DMBTTJDBM USPMMFZ QSPCMFN IBT CFFO UIF UPQJD PG FNQJSJDBM SFTFBSDI GPS B

DPVQMF PG ZFBST� (ছ঎঎গ঎ ঎ঝ ঊক� 	����
 VTF GVODUJPOBM NBHOFUJD SFTPOBODF JNBHJOH 	G.3*
 UP

TFF IPX TVCKFDUTؠ CSBJOT SFBDU UP UIF JNQFSTPOBM DBTF 	QVMMJOH UIF MFWFS
 BOE UIF QFSTPOBM DBTF

	QVTIJOH UIF GBU NBO EPXO B CSJEHF
� 8IJMF UIF QFSTPOBM DBTF BDUJWBUFT CSBJO SFHJPOT UIBU BSF

�* QISBTFE JU UIJT XBZ CFDBVTF XIBU QFPQMF BOTXFS JO UIFTF TUVEJFT NJHIU OPU CF UIFJS USVF BTTFTTNFOU
PG UIF TJUVBUJPO� " QSPCMFN * XJMM UBML BCPVU BU UIF FOE PG UIJT DIBQUFS�

��



SFTQPOTJCMF GPS FNPUJPOBM SFBDUJPOT
 UIF JNQFSTPOBM DBTFT BDUJWBUF UIF SFHJPOT UIBU BSF BTTPDJBUFE

XJUI DPOUSPMMFE BOE MPHJDBM SFBTPOJOH 	TFF BMTP (ছ঎঎গ঎ 	����

� )FODF
 (ছ঎঎গ঎ ঎ঝ ঊক� 	����


QVU GPSXBSE B EVBM QSPDFTT UIFPSZ PG EFDJTJPO NBLJOH� 5IF ୮ୢSTU JT CBTFE PO FNPUJPOT BOE NPSF

JO MJOF XJUI EFPOUPMPHJDBM SFBTPOJOH
 XIJMF UIF PUIFS JT B SFBTPOJOH�CBTFE TZTUFN UIBU JT PG୴FO

JO MJOF XJUI VUJMJUBSJBO FUIJDT� $঒ঊছঊখ঎কক঒ ঎ঝ ঊক� 	����
 TUVEZ UIF F୭GFDUT PG DFSUBJO UZQFT PG

CSBJO EBNBHF BOE UIF TVCTFRVFOU SFBDUJPOT UP USPMMFZ DBTFT
 ୮ୢOEJOH UIBU QBUJFOUT XIP TV୭GFSFE

GSPN MFTJPOT JO UIF WFOUSPNFEJBM QSFGSPOUBM DPSUFY
 BO BSFB PG UIF CSBJO BTTPDJBUFE XJUI FNP�

UJPOT
 BSFNPSF MJLFMZ UP PQU GPS UIFNBYJNJ[JOH MJWFT TUSBUFHZ JO QFSTPOBM DBTFT 	GBU NBO TDFOBSJP

BT PQQPTFE UP B IFBMUIZ DPOUSPM HSPVQ� &YQFSJNFOUBM QIJMPTPQIFST IBWF VTFE UIF USPMMFZ DBTF

JO WBSJPVT WJHOFUUF TUVEJFT UP TIFE MJHIU PO TFFNJOHMZ JSSFMFWBOU GBDUPST UIBU JO୯୳VFODF QFPQMFTؠ

EFDJTJPOT 	-঒ঊঘ ঎ঝ ঊক�
 ����
� "঑ক঎গ঒ঞজ ঊগ঍ 5ঊଝ গগজওঘଝ 	����

 GPS JOTUBODF
 TIPX UIBU JO�

UVJUJPOT EJ୭GFS CFUXFFO DVMUVSFT ؛ UFTUJOH XFTUFSO BOE $IJOFTF TVCKFDUT� "OPUIFS JNQPSUBOU

UBTL PG FNQJSJDBM SFTFBSDI JO FUIJDT JT UP TFOTJUJ[F GPS TJUVBUJPOBM GBDUPST BOE DPOUFYUVBM DVFT TJODF

UIFZ DBO IBWF B IVHF JNQBDU PONPSBM SFBTPOJOH� #ক঎জঔ঎�3঎ঌ঑঎ঔ ঎ঝ ঊক� 	����
 MPPLFE GPS BO

FWPMVUJPOBSZ FYQMBOBUJPO BOE NBOJQVMBUFE UIF TFY
 BHF
 HFOFUJD SFMBUFEOFTT BOE QPUFOUJBM SFQSP�

EVDUJWF PQQPSUVOJUZ PG UIF POF QFSTPO UJFE UP UIF USBDL BOE GPVOE UIBU TVCKFDUT XFSF MFTTآ MJLFMZ

UP TBDSJ୮ୢDF POF MJGF GPS ୮ୢWF MJWFT JG UIF POF IZQPUIFUJDBM MJGF XBT ZPVOH
 B HFOFUJD SFMBUJWF
 PS B DVS�

SFOU NBUFأ 	JCJE�
� 'SBNJOH F୭GFDUT BMTP QMBZ BO JNQPSUBOU SPMF XIFO QFPQMF BSF UP KVEHF XIBU

QBUI UIF USPMMFZ TIPVME UBLF� 1঎ঝছ঒গঘট঒ঌ঑ ঊগ঍0ؠ/঎঒কক 	����
 TIPX UIBU UIF XPSEJOH PG UIF

EJMFNNB JO୯୳VFODFT TVCKFDUTؠ EFDJTJPO NBLJOH� 1FPQMF BSF NPSF MJLFMZ UP أTBWFآ ୮ୢWF XPSLNFO

UIBO UP أLJMMآ UIF TJOHMF XPSLNBO PO UIF PUIFS USBDL
 FWFO UIPVHI UIF PVUDPNF JT FTTFOUJBMMZ UIF

TBNF� .BOJQVMBUJOH UIF EFHSFF PG QFSTPOBM JOWPMWFNFOU BMTP BMUFST EFDJTJPO NBLJOH
 UIF NPSF

QFSTPOBM UIF EJMFNNB JT GSBNFE
 UIF GFXFS VUJMJUBSJBO DIPJDFT BSF NBEF 	5ঊজজঢ ঎ঝ ঊক�
 ����
�

*O FYQFSJNFOUBM QIJMPTPQIZ
 SFTFBSDIFST SFMZ PO QBQFS�BOE�QFODJM TVSWFZT UP FMJDJU QFPQMFTؠ

��



PQJOJPOT BCPVU IPX UP EFDJEF JO USPMMFZ TDFOBSJPT 	DG� )ঞ঎ঋগ঎ছ ঊগ঍)ঊঞজ঎ছ 	����

 )ঊঞজ঎ছ

	����

 %঒ /ঞঌঌ঒ 	����

� 5IFZ BSF JOUFSFTUFE JO GPML JOUVJUJPOT BOE FTQFDJBMMZ XIFUIFS UIFSF

JT B TUSVDUVSBM EJ୭GFSFODF CFUXFFO UIFTF GPML JOUVJUJPOT BOE FYQFSUؠT JOUVJUJPOT� *O HFOFSBM UIFTF

୮ୢOEJOHT
 UPP
 ୮ୢOE B TUSPOH UFOEFODZ GPS VUJMJUBSJBO BOTXFST� )PXFWFS
 XIFO UIFZ BEEFE UIF

UIJSE PQUJPO JO UIF USPMMFZ TDFOBSJP ؛ TFMG�TBDSJ୮ୢDF 	TFF DIBQUFS �
 ؛ JOUFSFTUJOH ୮ୢOEJOHT PDDVS� *O

)ঞ঎ঋগ঎ছ ঊগ঍ )ঊঞজ঎ছ 	����
 ��ॎ PG TVCKFDUT PQUFE GPS TFMG�TBDSJ୮ୢDF BOE 'ঊঞক঑ঊঋ঎ছ ঎ঝ ঊক�

	����
 FWFO ୮ୢOENPSF UIBO ��ॎPG TVCKFDUT BSFXJMMJOH UP TFMG�TBDSJ୮ୢDF JO UIF BVUPOPNPVT DBS DBTF�

%঒ /ঞঌঌ঒ 	����
 GPVOE UIBU JG TVCKFDUT BSF DPOGSPOUFE XJUI UIF USJMFNNB ୮ୢSTU 	UIBU JT� TBDSJ୮ୢDF

FJUIFS POF XPSLNBO PS ZPVSTFMG UP TBWF UIF ୮ୢWF XPSLNFO
 UIF USPMMFZ JT IFBEJOH UPXBSET UIF ୮ୢWF

XPSLNFO CZ EFGBVMU�
 UIFZ XJMM TVCTFRVFOUMZ DIBOHF UIFJS BTTFTTNFOU PG UIF TUBOEBSE USPMMFZ

DBTF XJUI NPSF UIBO ��ॎ TBZJOH UIBU JU JT OPU SJHIU UP QVMM UIF MFWFS UP TBWF UIF ୮ୢWF� *OUVJUJPOT


TP JU TFFNT
 ୯୳VDUVBUF BOE BSF FBTJMZ BMUFSFE CZ TJUVBUJPOBM GBDUPST MJLF PSEFS F׸FDUT BOE TBMJFODF PG
XPSEJOH� * XJMM EJTDVTT UIF TIPSUDPNJOHT PG UIJT MJOF PG SFTFBSDI BU UIF FOE PG UIJT TFDUJPO�

5IF BQQMJFE USPMMFZ DBTF PG BVUPOPNPVT ESJWJOH IBT BMTP CFFO TVCKFDU UP SFTFBSDI� (FOFS�

BMMZ
 B TVCKFDU JT QVU JO UIF IZQPUIFUJDBM TJUVBUJPO PG B CSJEHF PS UVOOFM DBTF 	TFF
 DIBQUFS �
� 5IF

TVCKFDU JT UIFO BTLFE UP EFDJEF IPX TIF XPVME QSFGFS UIF BVUPOPNPVT DBS UP SFBDU JO FBDI DBTF�

'JOBMMZ
 UIF DBTF JT BMUFSFE FBDI UJNF SFHBSEJOH UIF OBUVSF PG UIF PUIFS WFIJDMFT PS UIF TQFDJ୮ୢD

QFPQMF JOWPMWFE 	TFF
 ���
� #ছঊগ঍ঘখ 	����
 TUBUFT UIBU UIJT BQQSPBDI XPVMEآ CF TVSWFZJOH UIF

QVCMJD PO XIP UIFZ XPVME NPTU MJLF UP TFF IJU CZ B DBS
 BOE UIFO JOTUSVDUJOH DBST UIBU JUؠT MFTT PG

B QSPCMFN UP IJU UIPTF QFPQMFأ XIJDI IF BSHVFT XPVME CF �أIPSSJ୮ୢDآ :FU
 JU JT KVTU B GBDU PG MJGF

UIBU XF TPNFUJNFT GBDF EJMFNNBUJD TJUVBUJPOT UIBU GPSDF VT UPNBLF TVDI IPSSJ୮ୢD USBEF�P୭GT� 'JSTU

SFTQPOEFST XJUI MJNJUFE SFTPVSDFT GBDF QSPCMFNT MJLF UIJT BMM UIF UJNF� 5P FMJDJU GPML JOUVJUJPOT

BCPVU USPMMFZ DBTFT
 UIFSFGPSF
 NJHIU CF B VTFGVM BQQSPBDI BG୴FS BMM� 5IF .*5 .FEJB -BC IBT

MBVODIFE B XFCTJUF XIJDI BMMPXT UIF QVCMJD UP WPJDF UIFJS PQJOJPO BCPVU XIBU UIFZ GFFM UIF BQ�

��



QSPQSJBUF EFDJTJPO JO FBDI DBTF JT 	TFF
 IUUQ���NPSBMNBDIJOF�NJU�FEV
� 5IJT QSPKFDU JT CBTFE PO

#ঘগগ঎এঘগ ঎ঝ ঊক� 	����
 XIP TIPX JO UISFF DPOEVDUFE TUVEJFT UIBU MBZQFSTPOT FYQSFTT B HFO�

FSBM UFOEFODZ GPS VUJMJUBSJBO TPMVUJPOT UP USPMMFZ TDFOBSJPT� /PUF UIBU UIFTF ୮ୢOEJOHT TIPVME OPU

CF JOUFSQSFUFE BT B OPSNBUJWF DMBJN
 TBZJOH UIBU XF
 JO GBDU
 TIPVME IBWF VUJMJUBSJBO FUIJD TFUUJOHT

GPS BVUPOPNPVT DBST� 5IF BSHVNFOU PG #ঘগগ঎এঘগ ঎ঝ ঊক� 	����
 JT SBUIFS UIBU PO B QPMJUJDBM

MFWFM QFPQMF NJHIU CF XJMMJOH UP BDDFQU B MBX UIBU TPMWFT EJMFNNB TJUVBUJPOT XJUI B VUJMJUBSJBO EF�

DJTJPO QSJODJQMF ؛ UIF RVFTUJPO PG BDDFQUBODF QMBZT BO JNQPSUBOU SPMF SFHBSEJOH UIF JOUSPEVDUJPO

PG BVUPOPNPVT DBST BOE XJMM CF EJTDVTTFE JO TVCTFDUJPO ���� "O JNQPSUBOU ୮ୢOEJOH PG #ঘগগ঎�

এঘগ ঎ঝ ঊক� 	����
 JT UIBU UIF QSFGFSFODF PG UIF VUJMJUBSJBO SBUJPOBMF POMZ IPMET VQ BT MPOH BT UIF

TVCKFDUT UIFNTFMWFT BSF OPU UIF POFT XIP XJMM CF UBSHFUFE� 5IJT NBZ JOGPSN OPSNBUJWF DPOTJE�

FSBUJPOT BCPVU XIFUIFS UIF USPMMFZ DBTF JT UIF BQQSPQSJBUF TDFOBSJP UIBU XF TIPVME MPPL BU XIFO

DPOTJEFSJOH BVUPOPNPVT DBST JO UIF TZTUFN PG USB୭୮ୢD� "T JT BSHVFE JO UIF ୮ୢSTU QVCMJDBUJPO PG UIJT

EJTTFSUBUJPO UIF USPMMFZ DBTF MBDLT UIF JNQPSUBOU GFBUVSF UIBU POF DBO CF UIF PCKFDU BT XFMM BT UIF

TVCKFDU PG UBSHFUJOH 	(ঘঐঘকক ঊগ঍ .ঞଝ কক঎ছ
 ����
�

"OPUIFS BQQSPBDI UIBU IBT CFFO UBLFO JT UIF VTF PG WJSUVBM SFBMJUZ UP TJNVMBUF USPMMFZ DBTFT

GPS BVUPOPNPVT DBST� *O DMBTTJD USPMMFZ TDFOBSJPT /ঊটঊছছ঎ঝ঎ ঎ঝ ঊক� 	����
 BOE 4ঔঞকখঘঠজঔ঒

঎ঝ ঊক� 	����
 TIPX UIBU XIFO QFPQMF BSF QVU JO WJSUVBM SFBMJUZ TDFOBSJPT
 UIFJS BOTXFST UP UIF

EJMFNNB BSF JO MJOF XJUI UIF TVSWFZ EBUB GSPN WJHOFUUF TUVEJFT� 4ঞଝ ঝএ঎ক঍ ঎ঝ ঊক� 	����
 VTFE

TJNVMBUFE SPBE USB୭୮ୢD TDFOBSJPT JO XIJDI QBSUJDJQBOUT DPOUSPMMFE B WJSUVBM DBS� 4VCKFDUT IBE UP

DIPPTF XIJDI PG UXP HJWFO PCTUBDMFT UIFZ XPVME TBDSJ୮ୢDF UP TBWF UIF PUIFS� 5IFZ VTFE SBOEPN

TBNQMFT GSPN B WBSJFUZ PG JOBOJNBUF PCKFDUT
 BOJNBMT BOE IVNBOT BOE MPPLFE GPS DPOTJTUFOU QBU�

UFSOT JO QFPQMFTؠ BTTFTTNFOU� "EEJUJPOBMMZ
 UIFZ NBOJQVMBUFE UIF UJNF TVCKFDUT XFSF HJWFO UP

NBLF UIF EFDJTJPO� 4ঞঝ঎ছ ঊগ঍)঎ছঝঠ঒ঐ 	����
 GPVOE UIBU UIF NPSF UJNF JT BWBJMBCMF UP EFMJC�

FSBUF PO UIF EFDJTJPO
 UIF NPSF MJLFMZ JU JT UIBU B HJWFO TVCKFDU BSSJWFT BU B VUJMJUBSJBO TUBOEQPJOU�

��



Figure 2.1: Example screenshot of “themoral machine”-project, source: http://moralmachine.mit.edu

'ঊঞক঑ঊঋ঎ছ ঎ঝঊক� 	����
 TVQQPSU UIFTF DMBJNT
 ୮ୢOEJOH UIBU B WBTUNBKPSJUZ PQUT GPS B VUJMJUBSJBO

EFDJTJPO JO USPMMFZ DBTFT� 4DJFOUJTUT XIP VTF 73 UFDIOPMPHZ UP SFTFBSDI TVCKFDUTؠ SFBDUJPOT UP USPM�

MFZ EJMFNNB TJUVBUJPOT PG୴FO DMBJN UIBU UIF NPSF SFBMJTUJD BQQSPBDI IBT TFWFSBM CFOF୮ୢUT PWFS B

QBQFS�BOE�QFODJM RVFTUJPOOBJSF
 DMBJNJOH UIBU UIF MBUUFS PG୴FO JHOPSF DPOUFYUVBM BOE TJUVBUJPOBM

DVFT�

5IFSF BSF
 IPXFWFS
 TPNFNFUIPEPMPHJDBM JTTVFT POF OFFET UP UBLF JOUP DPOTJEFSBUJPO XIFO

JOUFSQSFUJOH UIF SFTVMUT PG UIF TUVEJFT BCPWF� (SBOUFE
 UIFTF TUVEJFT EP OPU NBLF BOZ OPSNB�

UJWF DMBJNT
 CVU UP CF B VTFGVM UPPM JO EFUFSNJOJOH XIBU CFIBWJPS QFPQMF IBWF UPXBSET USPMMFZ

EJMFNNBT JU JT DSVDJBM UIBU XF DBO FMJDJU QFPQMFTؠ USVF QSFGFSFODFT PO IPX UIF BVUPOPNPVT WFIJ�

DMF TIPVME SFBDU� 4PNF PG UIFTF TUVEJFT QSFTFOU EBUB UIBU TFFN JNQMBVTJCMF� &NQJSJDBM SFTFBSDI JO

UIF TPDJBM TDJFODFT EFBMT XJUI IVNBO BDUJPO
 XIJDI JT DPNQMJDBUFE TJODF IVNBO CFJOHT IBWF BMM

LJOET PG SFBTPOT GPS UIFJS BDUJPOT ؛ TPNF PG XIJDI UIFZ BSF BXBSF PG BOE PUIFST UIBU BSF VODPO�

TDJPVT� 8FMM FTUBCMJTIFE QIFOPNFOB MJLF UIF TPDJBM EFTJSBCJMJUZ CJॵ PS UIF FYQFSJNFOUFS EFNBOE

��



Figure 2.2: Illustration of the virtual reality design used by Faulhaber et al. (2017)

F׸FDU DBTU TPNF EPVCU PO UIF WBMJEJUZ PG UIFTF ୮ୢOEJOHT� 8IJMF UIJT DSJUJDJTN EPFT OPU TP NVDI

BQQMZ UP UIF G.3* TUVEJFT ؛ BG୴FS BMM
 JU JT WFSZ IBSE JG OPU JNQPTTJCMF UP DPOTDJPVTMZ BMUFS XIJDI

QBSU PG UIF CSBJO NBLFT B EFDJTJPO 
؛ JU EPFT DFSUBJOMZ BQQMZ UP RVFTUJPOOBJSFT� 5IJT JT FTQFDJBMMZ

QSPCMFNBUJD JG UIF RVFTUJPOT SFGFS UP IZQPUIFUJDBM TJUVBUJPOT� 5BLF
 GPS JOTUBODF
 UIF ୮ୢOEJOHT PO

TFMG�TBDSJ୮ୢDF� )ঞ঎ঋগ঎ছ ঊগ঍ )ঊঞজ঎ছ 	����
 SFQPSU UIBU ��ॎ PG TVCKFDUT DIPTF UIF PQUJPO UP

TBDSJ୮ୢDF UIFNTFMWFT JO UIF IZQPUIFUJDBM TJUVBUJPO PG B USJMFNNB USPMMFZ DBTF� 'ঊঞক঑ঊঋ঎ছ ঎ঝ ঊক�

	����
 FWFO ୮ୢOE UIBU SPVHIMZ IBMG PG UIF TVCKFDUT PQUFE GPS TFMG�TBDSJ୮ୢDF JG UIFZ DBO POMZ TBWF POF

PUIFS QFSTPO� 5IF OVNCFS HPFT VQ UP BSPVOE ��ॎ XIFO UIF MJWFT PG TJY QFPQMF DBO CF TBWFE�

5IFTF ୮ୢOEJOHT BSF BT BTUPOJTIJOH BT UIFZ BSF QSPCMFNBUJD� *U TFFNT PCWJPVT UIBU UIFTF ୮ୢOEJOHT

BSF DPNQMFUFMZ JO DPO୯୳JDU XJUI DPNNPO FYQFSJFODFT BCPVU IVNBO OBUVSF� :FU
 'ঊঞক঑ঊঋ঎ছ

঎ঝ ঊক� 	����
 TJNQMZ DMBJN UIBU UIFآ SFTVMUT PG UIJT NPEVMF
 UIFSFGPSF JOEJDBUF UIBU QFPQMF BSF

TUJMM BDUJOH JO GBWPS PG UIF RVBOUJUBUJWF HSFBUFS HPPE FWFO XIFO UIFJS PXO MJGF JT BU TUBLFأ� *G UIF

EBUB DPOUSBEJDUT XIBU TPNF QFPQMF NJHIU DBMM IVNBOآ OBUVSFأ POF XPVME FYQFDU UIBU UIF NFUI�

PET VTFE JO FMJDJUJOH UIF EBUB NJHIU CF RVFTUJPOFE BOE UIF ୮ୢOEJOHT OPU KVTU TJNQMZ CF UBLFO BU

��



GBDF WBMVF� )ঞ঎ঋগ঎ছ ঊগ঍ )ঊঞজ঎ছ 	����
 EP KVTU UIBU CZ BDLOPXMFEHJOH UIBU BMUSVJTUJDآ TFMG�

TBDSJ୮ୢDF JT SBSF
 TVQFSFSPHBUPSZ
 BOE OPU UP CF FYQFDUFE PG BOZ SBUJPOBM BHFOUأ� "G୴FS BMM
 XIZ

XPVME BSNJFT HJWF PVU NFEBMT PG IPOPS BOE IPX DPVME UIFTF NFEBMT JNQSPWF POFؠT TPDJBM TUB�

UVT JG JU XFSF UIF DBTF UIBU FWFSZ PUIFS QFSTPO XPVME CFIBWF UIF TBNF XBZ BOZXBZ *U TFFNT

NPSF MJLFMZ UIBU TVCKFDUT DIPTF UIF PQUJPO PG TFMG�TBDSJ୮ୢDF CFDBVTF UIFZ GFMU UIBU UIJT XPVME CF

UIF TPDJBMMZ EFTJSFE BOTXFS� 4JODF UIF TVCKFDUT ؛ PCWJPVTMZ ؛ EJE OPU BDUVBMMZ IBWF UP CFBS UIF

DPOTFRVFODFT PG UIFJS BDUJPOT UIJT TFFNT QMBVTJCMF� &DPOPNJTUT SFGFS UP UIBU QIFOPNFOPO BT

DIFBQآ UBMLأ� 4VCKFDUT UIVT XFSF BCMF UP LFFQ UIFJS TFMG�JNBHF PG CFJOH BO PVUTUBOEJOHNPSBM QFS�

TPO
 ZFU
 UIFZ BDIJFWFE UIJT HPBM BU OP DPTUT� 8IBU EPFT UIJT NFBO GPS FNQJSJDBM TUVEJFT PG UIF

USPMMFZ EJMFNNB 0OF TPMVUJPO XPVME CF UP JNQMFNFOU TPNF TPSU PG JODFOUJWFT UP UIF TJUVBUJPO�

*U JT JNQPTTJCMF UP JNQMFNFOU UIF BDUVBM USPMMFZ EJMFNNB JO BO FYQFSJNFOU TJODF UIJTXPVME FOUBJM

MJGF PS EFBUI EFDJTJPO BCPVU BDUVBM IVNBO CFJOHT� #VU B NJMEFS WFSTJPO DPVME QBWF UIF XBZ UP B

NPSF BDDVSBUF BTTFTTNFOU PG UIF TJUVBUJPO� (ঘক঍ ঎ঝ ঊক� 	����
 JNQMFNFOU UIF USPMMFZ TJUVBUJPO

VTJOH B HBNF TIPXQBSBEJHN� 4VCKFDUT IBE UP BOTXFS RVFTUJPOT UP B HFOFSBM LOPXMFEHF RVJ[ BOE

FBSOFENPOFZ GPS FWFSZ DPSSFDUMZ BOTXFSFE RVFTUJPO� "T TPPO BT TJY QMBZFST XFSF BCPWF B DFSUBJO

UISFTIPME UIF HBNF TUPQQFE BOE UIF PUIFS QMBZFST XFSF UPME UIBU ୮ୢWF QMBZFST XFSF BCPVU UP CF

LOPDLFE PVU PG UIF HBNF
 MPTJOH BMM UIFJS FBSOJOHT� )PXFWFS
 UIFSF JT B CVUUPO UIBU DPVME CF BDUJ�

WBUFE BOE XPVME SBOEPNMZ TFMFDU BOPUIFS TJOHMF QMBZFS XIP JT BCPWF UIF UISFTIPME BOE EFTUSPZ

IJT PS IFS FBSOJOHT JOTUFBE PG UIF PUIFS ୮ୢWF� *O UIJT TFUUJOH
 UIF EFDJTJPO BDUVBMMZ QSPEVDFT DPO�

TFRVFODFT GPS UIF QMBZFST JOWPMWFE JO UIF HBNF� 'VSUIFS SFTFBSDI JT OFDFTTBSZ
 ZFU
 UIF QSFEJDUJPO

TFFNT QMBVTJCMF UIBU UIF QPTTJCJMJUZ PG TFMG�TBDSJ୮ୢDF 	UIF PQUJPO UP EFTUSPZ POFؠT PXO FBSOJOHT

XIJMF TBWJOH BMM TJY PG UIF PUIFS QMBZFST
 XJMM QSPCBCMZ OPU CF DIPTFO CZ IBMG PG UIF TVCKFDUT ؛

FWFO XJUI TPNFXIBU MPX TUBLFT
 BT XFSF VTFE JO UIF HBNF TIPX TDFOBSJP�

"OPUIFS JTTVF XJUI UIFTF TUVEJFT JT UIBU TVCKFDUT NBZ QFSDFJWF UIFN UP CF IJHIMZ BSUJ୮ୢDJBM VQ

��



UP B QPJOU XIFSF JU JO୯୳VFODFT UIFJS JOUVJUJPOT BCPVU UIF TJUVBUJPO� 4FF ୮ୢHVSF ��� GPS JOTUBODF� *O

UIF VQQFS SJHIU TDSFFOTIPU
 POF DBO TFF B UPUBM PG ୮ୢWF QFPQMF KVTU TUBOEJOH JO UIF NJEEMF PG UIF

TUSFFU� " TJOHMF QFSTPO PO UIF MFG୴ MBOF BOE B HSPVQ PG UISFF PO UIF SJHIU� 4VCKFDUT DPVME JOUFSQSFU

UIF TJUVBUJPO EJ୭GFSFOUMZ� 4PNF NBZ SFBMJ[F UIBU UIJT JT BO BCTUSBDU TJUVBUJPO BOE UIFJS EFDJTJPO JT

BDUVBMMZ CBTFE PO UIF OVNCFST PG MJWFT UP CF TBWFE BT XBT JOUFOEFE CZ UIF SFTFBSDIFST� :FU
 XF

DBOOPU LOPX UIJT XJUI DFSUBJOUZ� *O GBDU
 JU TFFNT QMBVTJCMF UIBU PUIFS SFBTPOT NJHIU JO୯୳VFODF

UIFJS EFDJTJPO� 'PS JOTUBODF
 TVCKFDUT NBZ IBWF UIF GFFMJOH UIBU JU JT JSSFTQPOTJCMF UP XBML PO

B TUSFFU OFYU UP FBDI PUIFS BOE UIBU UIJT SFDLMFTT CFIBWJPS BOE UIF SJTL BTTPDJBUFE XJUI JU NBLFT

UIFN MFTT أXPSUIZآ PG CFJOH TBWFE� *O PUIFSXPSET� .BOZ GBDUPST JO୯୳VFODF PVSNPSBM JOUVJUJPOT�

4UBUFNFOUT MJLF QFPQMFآ QSFGFS VUJMJUBSJBO DBSTأ TIPVME
 UIFSFGPSF
 CF UBLFO XJUI B HSBJO PG TBMU�

��� "ঌঌ঎ঙঝঊগঌ঎
 5ছঞজঝ ঊগ঍ "ট঎ছজ঒ঘগ

5IF FYQFSJNFOUBM FDPOPNJTU "MWJO 3PUI PODF TBJE UIBU FYQFSJNFOUBM SFTFBSDI JO FDPOPNJDT

TFSWFT UISFF QVSQPTFT� 'JSTU
 UIF UFTUJOH BOE NPEJGZJOH PG GPSNBM FDPOPNJD UIFPSJFT XIJDI IF

DBMMT 4QFBLJOHآ UP 5IFPSJTUTأ
 TFDPOE
 JORVJSJFT UIBU NBZ IBWF B EJSFDU JNQBDU PO UIF QPMJDZ�

NBLJOH QSPDFTT
 XIJDI IF DBMMT 8IJTQFSJOHآ JO UIF &BST PG 1SJODFTTأ
 BOE
 ୮ୢOBMMZ
 UP DPMMFDU EBUB

PO JOUFSFTUJOH QIFOPNFOB BOE JOTUJUVUJPOT
 JO UIF IPQF PG EFUFDUJOH VOBOUJDJQBUFE SFHVMBSJUJFT�

"O BQQSPBDI IF DBMMT 4FBSDIJOHآ GPS 'BDUTأ 	3ঘঝ঑
 ����
� 5IF TFDPOE QVCMJDBUJPO PO XIJDI

UIJT EJTTFSUBUJPO JT CBTFE GBMMT JO UIF MBTU UXP DBUFHPSJFT� *U XBT EFTJHOFE UP FMJDJU QFPQMFTؠ CFMJFGT

BCPVU UIF VTF PG BVUPNBUJPO JO UIFNPSBM EPNBJOXJUI UIF BJN UP ୮ୢOE PVU BCPVU QPUFOUJBM SFTFS�

WBUJPOT� 5IJT DPVME UIFO CF VTFE UP JO୯୳VFODF EFDJTJPONBLJOH PO B QPMJUJDBM MFWFM BOE DPVME IFMQ

UP BEESFTT QPUFOUJBM QSPCMFNT QFPQMF IBWF XJUI EFMFHBUJOH NPSBM EFDJTJPOT UP NBDIJOF BHFOUT

CFGPSF UIF JOUSPEVDUJPO PG UIF UFDIOPMPHZ 	8IJTQFSJOH JO UIF &BST PG 1SJODFTT
� 4FDPOEMZ
 XF

BMTP MPPLFE GPS SFHVMBSJUJFT JO QFPQMFTؠ FWBMVBUJPO PG UIFTF EFMFHBUJPO EFDJTJPOT BOEXIBU SFBTPOT

��



QFPQMF NJHIU PS NJHIU OPU IBWF UIBU DPVME TFSWF BT BO FYQMBOBUJPO GPS UIJT 	4FBSDIJOH GPS GBDUT 
�

'JSTU
 IPXFWFS
 * XJMM HJWF B CSJFG PWFSWJFX PG UIF SFTFBSDI SFHBSEJOH UIF BDDFQUBODF PG BV�

UPOPNPVT DBST BT XFMM BT B TIPSU JOUSPEVDUJPO JO UIF MJUFSBUVSF UIBU IBT FWPMWFE BSPVOE UIF

UPQJD PG IVNBO�NBDIJOF�JOUFSBDUJPO BOE XIZ UIFTF JTTVFT BSF TP JNQPSUBOU XIFO JU DPNFT UP

BVUPOPNPVT ESJWJOH� "T JO QPMJUJDT
 FWFSZ OFX UFDIOPMPHZ NVTU SFMZ PO B CSPBE SBUF PG BDDFQ�

UBODF� "VUPOPNPVT DBST NJHIU CF BCMF UP JNQSPWF PONBOZ UIJOHT BT * IBWF PVUMJOFE JO DIBQUFS

�� :FU
 JG QFPQMF BSF OPU XJMMJOH UP VTF UIF UFDIOPMPHZ
 JU XJMM QSPCBCMZ OPU TVDDFFE BOE
 BT B

DPOTFRVFODF
 OPU EFMJWFS BOZ PG UIF QPUFOUJBM BEWBOUBHFT� 5IJT JT IBSEMZ OFXT� -POH CFGPSF XF

BDRVJSFE UIF UFDIOJDBM TLJMMT UP QSPEVDF BVUPOPNPVT DBST
 7ঊগ%঎ছ-ঊঊগ঎ঝঊক� 	����
 QPJOUFE

PVU UIBU JUآ JT VOQSPEVDUJWF UP JOWFTU F୭GPSU JO EFTJHOJOH BOE CVJMEJOH BO JOUFMMJHFOU DP�ESJWFS JG

UIF TZTUFN JT OFWFS TXJUDIFE PO
 PS FWFO EJTBCMFEأ� (JWFO UIF TUSPOHNPSBM DBTF GPS BVUPOPNPVT

WFIJDMFT GSPN DIBQUFS �
 JU NJHIU OPU KVTU CF VOQSPEVDUJWF CVU BMTP VOFUIJDBM UP JHOPSF PCTUBDMFT

UP UIF JOUSPEVDUJPO PG TFMG�ESJWJOH DBST� *O TPNF TFOTF
 XF DBO WJFX UIF FNQJSJDBM SFTFBSDI SFHBSE�

JOH BDDFQUBODF BOE USVTU BT UIF TFDPOE TUFQ PG UIF FUIJDBM FOEFBWPS� 8IJMF UIF UPQJD PG DIBQUFS

� XBT BCPVU QPUFOUJBM NPSBM SFBTPOT UIBU NBZ FOEPSTF UIF UFDIOPMPHZ PG BVUPOPNPVT ESJWJOH


UIJT DIBQUFS USJFT UP TIFE TPNF MJHIU PO UIF RVFTUJPO PG JNQMFNFOUBUJPO� 5IF FNQJSJDBM SFTFBSDI

PO USPMMFZ DBTFT JO UIF QSFWJPVT TFDUJPO TFSWFT BT B HPPE FYBNQMF PG UIJT� 5SPMMFZ DBTFT MJLF UVOOFM
PS CSJEHF BSF VOMJLFMZ UP PDDVS JG UIFZ PDDVS BMM� :FU
 UIF SFTFBSDI JO UIJT ୮ୢFME JT QMFOUZ� 5IF SFB�

TPO GPS UIJT JT DMFBS� 5SPMMFZ TDFOBSJPT NJHIU CF VOJNQPSUBOU JO UIF TFOTF UIBU UIFZ XJMM BDUVBMMZ

IBQQFO
 OFWFSUIFMFTT
 UIFZ IBWF B IVHF JO୯୳VFODF PO BDDFQUBODF� *G QFPQMF BSF VODPNGPSUBCMF

XJUI EFMFHBUJOH NPSBM EFDJTJPOT UP TFMG�ESJWJOH WFIJDMFT
 UIFO UIJT DPVME IBWF B HSFBU JNQBDU PO

UIFJS XJMMJOHOFTT UP CVZ BOE VTF UIF UFDIOPMPHZ� 8IFOFWFS B OFX UFDIOPMPHZ FNFSHFT POF DBO�

OPU QPTTJCMZ GPSFTFF FWFSZ SFMFWBOU BTQFDU MJLF VTF DBTFT
 EJTSVQUJWF QPUFOUJBM BOE BDDFQUBODF PG JU�

5IF TBNF QSPCMFN BQQMJFT UP BVUPNBUFE ESJWJOH� *O UIF TBNF XBZ UIBU BVUPNPCJMFT XFSF NPSF

��



UIBO KVTU IPSTFMFTT DBSSJBHFT
 BVUPOPNPVT DBST NJHIU QSPWF UP CF NPSF UIBO KVTU ESJWFSMFTT DBST�

"O JOUFSFTUJOH UIJOH UP DPOTJEFS JT UIF$PMMJOHSJEHF %JMFNNB� $ঘকক঒গঐছ঒঍ঐ঎ 	����
 TUBUFT UIBU

XJUI NBOZ OFX UFDIOPMPHJFT XF DBOOPU QPTTJCMZ GPSFTFF UIF FOUJSF JNQBDU PG B UFDIOPMPHZ BOE

UIF QPTTJCMF QSPCMFNT BTTPDJBUFE XJUI JU� 5IJT NBLFT SFHVMBUJPO IBSE TJODF POF EPFT OPU XBOU

UP CBO JU DPNQMFUFMZ CFDBVTF PG UIF QSPNJTJOH GFBUVSFT PG UIF UFDIOPMPHZ 	TFF
 DIBQUFS �
� :FU


BT TPPO BT UIF UFDIOPMPHZ IBT BSSJWFE BU UIF NBSLFU BOE JT B TVDDFTT
 SFHVMBUPST
 BHBJO
 POMZ IBWF

WFSZ MJNJUFE QPXFS CFDBVTF PG UIF UIFO XJEFTQSFBE VTF PG UIF UFDIOPMPHZ�

(JWFO UIF VODFSUBJOUZ PG UIF GVUVSF
 UIFSF BSF
 IPXFWFS
 QPTTJCJMJUJFT UP TIFE TPNF MJHIU PO

UIF USBOTGPSNBUJPOT BTTPDJBUFE XJUI UIF UFDIOPMPHZ� " ୮ୢSTU TUFQ JT UP MPPL BU BOBMPHJFT� "VUP�

NBUFE WFIJDMFT JO B CSPBE TFOTF IBWF CFFO BSPVOE GPS EFDBEFT� $PNNFSDJBM QMBOFT VTF BVUPQJMPU

TZTUFNT BOE TP EP TPNF SBJM�CBTFE GPSNT PG USBOTQPSUBUJPO� "VUPOPNPVT SPCPUT IBWF CFFO JO�

USPEVDFE UP GBDUPSJFT BOE XBSFIPVTFT JO PSEFS UP DVU DPTUT BOE JODSFBTF UIF TQFFE PG QSPEVDUJPO

PS EFMJWFSZ� :FU
 UIFSF JT POF DSVDJBM EJ୭GFSFODF CFUXFFO UIFTF UFDIOPMPHJFT BOE BVUPOPNPVT DBST

؛ UIF TDPQF PG BQQMJDBUJPO� 0CWJPVTMZ
 UIFSF BSF GBS GFXFS QMBOFT UIBO DBST
 XIJDI JO UVSO DBSSZ

NPSF QFPQMF PO B TJOHMF USJQ� 5IJT BMMPXT GPS UIF MVYVSZ UP FNQMPZ IVNBO QJMPUT XIP
 FWFO

UIPVHI UIFZ IBSEMZ EP BOZUIJOH UP DPOUSPM UIF QMBOF
 QSPWJEF B TFOTF PG TFDVSJUZ UP QFPQMF XIP

XPVME GFBS BO BVUPOPNPVT TZTUFN UIBU BDUT PO JUT PXO XJUIPVU BOZ TVQFSWJTJPO� "VUPOPNPVT

USBJOT BSF MJNJUFE CZ UIF USBDLT UIFZ SVO PO� &TQFDJBMMZ
 XIFO POF DPOTJEFST VOEFSHSPVOE USBJOT

POF NVTU OPUJDF UIBU NBOZ GBDUPST UIBU NBLF UIF EFWFMPQNFOU PG BVUPOPNPVT DBST TP EJ୭୮ୢDVMU

BSF BCTFOU� 6OEFSHSPVOE USBJOT TJNQMZ EP OPU IBWF UP EFBM XJUI VQDPNJOH USB୭୮ୢD
 CFDBVTF UIFZ

SVO BDDPSEJOH UP UJNFUBCMFT� "EEJUJPOBMMZ
 UIFTF USBJOT VTVBMMZ EP OPU GBDF UIF QSPCMFN PG QFEFT�

USJBOT VOXJUUJOHMZ DSPTTJOH UIFJS QBUIT� 5IFSFGPSF
 UIF TDPQF PG UIJOHT UIBU DPVME HP XSPOH JT

IJHIMZ MJNJUFEXIFO DPNQBSFE UP UIF DBTF PG BVUPOPNPVT DBST� "VUPOPNPVTQSPEVDUJPO SPCPUT

BSF
 CZ EFTJHO
 BMTP MJNJUFE UP UIFJS TQFDJ୮ୢD UBTLT JO B XFMM�EF୮ୢOFE BOE TBGF BSFB XJUI IBSEMZ BOZ

��



VOQSFEJDUBCMF JTTVFT UP PDDVS� "VUPNBUJPO UFDIOPMPHZ JO PUIFS BSFBT NBZ TFSWF BT B TUBSUJOH

QPJOU GPS UIF FWBMVBUJPO PG TFMG�ESJWJOH DBST
 CVU POF OFFET UP SFBMJ[F UIBU EVF UP UIF GBDU UIBU

BVUPOPNPVT DBST XJMM CF BCMF UP ESJWF FWFSZXIFSF
 GPS JOTUBODF JO IJHIMZ QPQVMBUFE VSCBO BSFBT


UIF EBOHFST BOE
 JO UVSO
 UIF QFSDFJWFE WJFX PG UIF UFDIOPMPHZ NJHIU ESBTUJDBMMZ EJ୭GFS GSPN UIF

FYBNQMFT BCPWF� *O UIF MJUFSBUVSF
 POF DBO ୮ୢOE TFWFSBM EJ୭GFSFOU NPEFMT PG BDDFQUBODF SFHBSEJOH

OFX UFDIOPMPHJFT 	DG� +ঘ঑গজ঎গ ঎ঝ ঊক� 	����

� 'PS UIF QVSQPTF PG UIJT BSHVNFOU JU JT TV୭୮ୢDJFOU

UP SFBMJ[F UIBU UIF JOUFOUJPO UP VTF B UFDIOPMPHZ 	DG�
 7঎গঔঊঝ঎জ঑ ঊগ঍ %ঊট঒জ 	����

 BOE UIF

JOUFOUJPO UP QVSDIBTF B QSPEVDU CBTFE PO TBJE OFX UFDIOPMPHZ 	DG�
 "ছগ঍ঝ 	����

 BT XFMM BT TVC�

KFDUTؠ XJMMJOHOFTT UP QBZ TFSWF BT EFDFOU QSPYJFT GPS BDDFQUBODF� 5P CF BCMF UP GPSN BO JNQSFTTJPO

PG QFPQMFTؠ BUUJUVEFT UPXBSET BVUPOPNPVT ESJWJOH B OVNCFS PG TVSWFZT IBWF CFFO DPOEVDUFE�

+ঘ঑গজ঎গ ঎ঝ ঊক� 	����
 P୭GFS B DPOEFOTFE PWFSWJFX PG UIF ୮ୢOEJOHT� 5IFZ MJTU FJHIU DBUFHPSJFT

UIBU IBWF CFFO TVSWFZFE ؛ BNPOH UIFN أ4BGFUZآ BOE 5SVTUآ BOE $POUSPMأ XIJDI BSF PG JNQPS�

UBODF GPS UIF QVSQPTF PG UIJT EJTTFSUBUJPO� $PODFSOT BCPVU UIF TBGFUZ PG BVUPOPNPVT DBST JT B

TBMJFOU JTTVF BOE UIVT JU XBT JODMVEFE JO BMM PG UIF SFWJFXFE TUVEJFT� 5IFSF BSF UXP TJEFT POF IBT

UP UBLF JOUP DPOTJEFSBUJPO XIFO EJTDVTTJOH TFMG�ESJWJOH DBST� 'JSTU
 BT EFTDSJCFE JO DIBQUFS POF

UIF JTTVF PG DSBTI BWPJEBODF JT NBSLFUFE BT B QSPNJOFOU GFBUVSF� 8JUI TP NBOZ BDDJEFOUT CFJOH

DBVTFE CZ IVNBO FSSPS
 UIF BEWBOUBHFT PG BO BMHPSJUIN UIBU OFWFS ESJOLT PS JT UJSFE JT DPOWJOD�

JOH UP NPTU QFPQMF 	1঒ঊঘ ঎ঝ ঊক�
 ����
� 0O UIF PUIFS IBOE
 UIFSF JT UIF JTTVF PG TZTUFN GBJMVSF�

4ZTUFN GBJMVSF JT TVCKFDU UP VODFSUBJOUZ� 8IJMF XF IBWF HPUUFO VTFE UP IVNBO FSSPST
 UIF GFBS

PG UIF ؛ JO B XBZ ؛ SBOEPN QPTTJCJMJUZ PG TZTUFN GBJMVSF JT QFSDFJWFE BT XPSSJTPNF 	,ঢছ঒ঊঔ঒঍঒জ

঎ঝ ঊক�
 ����
 4ঌ঑ঘ঎ঝঝক঎ ঊগ঍ 4঒টঊঔ
 ����
� 5SVTU JT B WFSZ DPNQMJDBUFE DPODFQU� .PTU TUVE�

JFT JOUFSQSFU JU BT UIFآ BUUJUVEF UIBU BO BHFOU XJMM IFMQ BDIJFWF BO JOEJWJEVBMؠT HPBM JO B TJUVBUJPO

DIBSBDUFSJ[FE CZ VODFSUBJOUZ BOE WVMOFSBCJMJUZأ 	-঎঎ ঎ঝ ঊক�
 ����
� "DDPSEJOH UP UIF ୮ୢOEJOHT

UIFSF JT TUJMM B NBKPSJUZ PG QFPQMF XIP IBWF UIF CFMJFG UIBU UIFZ BSF CFUUFS ESJWFST UIBO UIFJS BVUP�

��



NBUFE DPVOUFSQBSUT 	4ঌ঑ঘ঎ঝঝক঎ ঊগ঍ 4঒টঊঔ
 ����
� 5SVTU DPVME
 UIFSFGPSF
 BDU BT B CBSSJFS UP

UIF JOUSPEVDUJPO PG BVUPOPNPVT ESJWJOH� -঎঎ ঊগ঍.ঘছঊঢ 	����
 ����
 BSHVF UIBU FTUJNBUFT PG

UIF USVTUXPSUIJOFTT PG UIF BVUPNBUFE BJE BSF SFMBUJWF UP FTUJNBUFT PG UIFJS PXO BCJMJUZ� :FU
 USVTU

BUUJUVEFT DBO FBTJMZ DIBOHF EVF UP NPSF EBUB BOE GBNJMJBSJ[BUJPO XJUI UIF OFX UFDIOPMPHZ�

5IF GFFMJOH PG DPOUSPM JT IJHIMZ BMJHOFE XJUI UIF OPUJPO PG USVTU� *G B QFSTPO XFSF UP USVTU BO

BVUPNBUFE TZTUFN DPNQMFUFMZ
 UIF GFBS PG MPTJOH DPOUSPM XPVME CF OPOFYJTUFOU� "T UIF DBTF PG

DPNNFSDJBM BJSQMBOFT TVHHFTU
 IPXFWFS
 QFPQMF QSFGFS IBWJOH B IVNBO TVQFSWJTPS UP CF BCMF UP

JOUFSWFOF
 FWFO JG UIBU PG୴FO MFBET UPXPSTF PVUDPNFT 	$ঊছছ
 ����
� 3FTFBSDI JO BVUPNBUJPO UIVT

GBS IBT EFBMU XJUI QSPCMFNT MJLF UIF BVUPNBUJPOآ CJBTأ BOE UIF NJTVTF PS EJTVTF PG BVUPNBUFE

BJET� 5IJT MJOF PG SFTFBSDI
 IPXFWFS
 GPDVTFT PO IVNBO�DPNQVUFS UFBNT
 F�H� B QJMPU BOE UIF BV�

UPQJMPU PG UIF QMBOF� *O UIF DBTF PG CPUI QBSUJFT DPOUSJCVUJOH UP BO PVUDPNFNJTVTFXPVME CF EVF

UP PWFS�SFMZJOH PO UIF BVUPNBUFE BJE JG JU JT
 JO GBDU
 OPU BCMF UP QFSGPSN UIF UBTL BQQSPQSJBUFMZ


XIFSFBT EJTVTF XPVME CF EFTDSJCFE CZ JHOPSJOH UIF BVUPNBUFE BJE
 JG JU JT
 JO GBDU
 BCMF UP QFS�

GPSN UIF UBTL CFUUFS UIBO UIF IVNBO BHFOU� $POTJEFS DPOUFNQPSBSZ DBST� B ESJWFS DBO DIPPTF UP

VTF BVUPNBUFE BTTJTUBODF TVDI BT MBOF�LFFQJOH TZTUFNT PS UIF DSVJTF�DPOUSPM
 ZFU
 IF PS TIF EPFT

OPU IBWF UP� *OTUFBE
 UIFZ DBO PQU JO PS PVU PG UIFTF UFDIOPMPHJFT BDDPSEJOH UP UIFJS QFSTPOBM

QFSDFQUJPO PG UIF USVTUXPSUIJOFTT PG UIF EFWJDF� 0O UIF PUIFS IBOE
 XJUI BVUPOPNPVT DBST
 BU

MFBTU XJUI UIF MFWFM�� GPSNPG DPNQMFUFMZ BVUPOPNPVT WFIJDMFT
 UIFSF JT OP MPOHFS B KPJOU F୭GPSU CF�

UXFFO B IVNBO TVQFSWJTPS BOE UIF BVUPNBUFE BHFOU� *O GBDU
 BNFBOT PG DPOUSPM BOE TVQFSWJTJPO

MJLF B TUFFSJOH XIFFM NJHIU CF DPNQMFUFMZ BCTFOU JO GVUVSF HFOFSBUJPOT PG UIFTF DBST� 5IF EFDJ�

TJPO PG XIFUIFS BO BVUPNBUFE BJE 	JO UIJT DBTF BO BVUPOPNPVT WFIJDMF
 JT VTFE JT UIFSFGPSFNBEF

CFGPSF UIF UBTL CFHJOT� *O B TVSWFZ CZ 1঒ঊঘ ঎ঝ ঊক� 	����
 BTLFE SFTQPOEFOUT BCPVU UIF DIPJDF

CFUXFFO B DPOWFOUJPOBM CVT BOE BO BVUPNBUFE CVT XJUI BOE XJUIPVU B IVNBO TUB୭G PO CPBSE�

��ॎ PQUFE GPS UIF DPOWFOUJPOBM BOE ��ॎ GPS UIF BVUPNBUFE CVT XJUI B IVNBO TVQFSWJTPS� 5IJT

��



HJWFT GVSUIFS SFBTPO UP CFMJFWF UIBU ؛ BT PG OPX ؛ QFPQMF BSF JMM BU FBTF XJUI GVMMZ BVUPOPNPVT WF�

IJDMFT� 'VSUIFS SFTFBSDI JOUP UIF DBVTF PG UIJT BWFSTJPO JT OFDFTTBSZ� 0OF SFBTPO GPS UIJT NJHIU CF

UIBU QFPQMF TFF UIF EFMFHBUJPO PG ESJWJOH BVUPOPNPVTMZ UP B NBDIJOF BT B EFMFHBUJPO PG B NPSBM

UBTL� "G୴FS BMM
 QBSUJDJQBUJOH JO USB୭୮ୢD NJHIU WFSZ XFMM IBWF CBE F୭GFDUT PO UIJSE QBSUJFT BT XFMM BT

PO POFTFMG� 8IFSFBT JO UIF DBTF PG B IVNBO TVQFSWJTPS UIFSF JT TUJMM B IVNBO XIP JT VMUJNBUFMZ

SFTQPOTJCMF GPS UIF PVUDPNF
 JO UIF DBTF PG GVMMZ BVUPOPNPVT WFIJDMFT UIF NPSBM EFDJTJPO OFFET

UP CF USBOTGFSSFE UP BO BMHPSJUIN UIBU SFMJFT PO TPG୴� BOE IBSEXBSF� 5IF TFDPOE QVCMJDBUJPO PO

XIJDI UIJT EJTTFSUBUJPO JT CVJMU FYBNJOFE UIJT WFSZ EJTUJODUJPO� *O (ঘঐঘকক ঊগ঍6঑ক 	����
 XF

DPOEVDUFE B MBCPSBUPSZ FYQFSJNFOU XIJDI BOBMZ[FT UIF EFMFHBUJPO PG B NPSBM UBTL UP FJUIFS B IV�

NBO PS B NBDIJOF� 5P JTPMBUF B QPUFOUJBM BWFSTJPO BHBJOTU NBDIJOF VTF JO UIF NPSBM EPNBJO XF

DPOUSPMMFE GPS UIF QFSDFQUJPO PG UIF BCJMJUZ PG FJUIFS BHFOU BT XFMM BT GPS USVTU UPXBSET B IVNBO

BOE B NBDIJOF
 SFTQFDUJWFMZ� 8F DPODMVEF UIBU OFJUIFS PG UIFTF UXP QSPNJOFOU GBDUPST DBO TFSWF

BT BO FYQMBOBUJPO GPS TVCKFDUTؠ QSFGFSFODFT UP �
 DIPPTF B IVNBO PWFS B NBDIJOF BOE �
 UIF QVO�

JTINFOU PG TVCKFDUT CZ UIFJS QFFST JG UIFZ IBE DIPTFO UP EFMFHBUF UP B NBDIJOF� *O UIF BSUJDMF
 XF

JEFOUJGZ BO BWFSTJPO QFS TF BHBJOTUNBDIJOF VTF JO UIFNPSBM EPNBJO� 'VSUIFS SFTFBSDI JO UIJT BSFB

JT OFDFTTBSZ� 5IF OFYU TUFQ PG JORVJSZ XPVME CF UP TFF JG TVCKFDUT GFFM UIBU SFTQPOTJCJMJUZ GPS UIF

PVUDPNF DBOOPU CF EFMFHBUFE UP B NBDIJOF CVU UP B IVNBO BOE XIFUIFS UIJT NBZ BMTP CF QBSU

PG UIF BWFSTJPO� 8IBUFWFS UIF SFBTPO
 JU TFFNT PCWJPVT UIBU UIF RVFTUJPO PG BDDFQUBODF TIPVME

CF SFTFBSDIFE BOE UBDLMFE CFGPSF UIF JOUSPEVDUJPO PG BVUPOPNPVT DBST XJMM CF JOJUJBUFE�

��



*O UIF DBTF PG BMM UIJOHT XIJDI IBWF TFWFSBM QBSUT BOE JO
XIJDI UIF UPUBMJUZ ॷ OPU
 ॵ JU XFSF
 B NFSF IFBQ
 CVU UIF
XIPMF ॷ TPNFUIJOH CFTJEF UIF QBSUT
 UIFSF ॷ B DBVTF� GPS
FWFO JO CPEJॶ DPOUBDU ॷ UIF DBVTF PG VOJUZ JO TPNF DBTॶ

BOE JO PUIFST WJTDPTJUZ PS TPNF PUIFS TVDI RVBMJUZ�

"SJTUPUMF

3
5XP "SUJDMFT ؛ &YUFOEFE "CTUSBDUT

��� "ঞঝঘগঘখঘঞজ $ঊছজ � *গ 'ঊটঘছ ঘএ " .ঊগ঍ঊঝঘছঢ &ঝ঑঒ঌজ 4঎ঝঝ঒গঐ

5IF SFDFOU QSPHSFTT JO UIF EFWFMPQNFOU PG BVUPOPNPVT DBST IBT TFFO FUIJDBM RVFTUJPOT DPNF UP

UIF GPSFGSPOU� *O QBSUJDVMBS
 MJGF BOE EFBUI EFDJTJPOT SFHBSEJOH UIF CFIBWJPS PG TFMG�ESJWJOH DBST

JO USPMMFZ EJMFNNB TJUVBUJPOT BSF BUUSBDUJOH XJEFTQSFBE JOUFSFTU JO UIF SFDFOU EFCBUF� "TTVNJOH

UIF USFNFOEPVT DPNQVUBUJPOBM QPXFS PG DPNQVUFST JO BVUPOPNPVT DBST BT XFMM BT UIF QSPCB�

CMF BDDFTT UP B MPU PG EBUB SFHBSEJOH USB୭୮ୢD QBSUJDJQBOUT
 POF DBO FBTJMZ JNBHJOF UIF DBQBCJMJUJFT

PG B TFMG�ESJWJOH DBS JO B EJMFNNB TJUVBUJPO� 'SBOLMZ
 BMM LJOET PG EFDJTJPOT BCPVU UIF CFIBWJPS

JO EJMFNNB TJUVBUJPO DPVME CF JNQMFNFOUFE� :FU
 UIF NPTU JNQPSUBOU UIJOH UP SFBMJ[F JT UIBU

TPNF TPSU PG CFIBWJPS Iॵ UP CF JNQMFNFOUFE� 5IJT GBDU MFBET UP UIF RVFTUJPO PG XIP TIPVME

��



EFDJEF IPX B DBS SFBDUT JO B DFSUBJO EJMFNNB TJUVBUJPO� *O UIJT FTTBZ XF XBOU UP BTL XIFUIFS XF

TIPVME JNQMFNFOU B NBOEBUPSZ FUIJDT TFUUJOH 	.&4
 GPS UIF XIPMF PG TPDJFUZ PS
 XIFUIFS FWFSZ

ESJWFS TIPVMEIBWF UIF DIPJDF UP TFMFDU IJT PXOQFSTPOBM FUIJDT TFUUJOH 	1&4
�8IJMF UIF DPOTFOTVT

WJFX TFFNT UP CF UIBU QFPQMF XPVME OPU CF XJMMJOH UP VTF BO BVUPNBUFE DBS UIBU NJHIU TBDSJ୮ୢDF

UIFNTFMWFT JO B EJMFNNB TJUVBUJPO
 XF XJMM EFGFOE UIF TPNFXIBU DPOUSB�JOUVJUJWF DMBJN UIBU UIJT

XPVME CF OFWFSUIFMFTT JO UIFJS CFTU JOUFSFTU� 5IFSF BSF TPNF BSHVNFOUT BT UP XIZ B 1&4 TIPVME

CF DPOTJEFSFE� 0OF PG UIF FTTFOUJBM BOTXFST PG NPEFSO QPMJUJDBM QIJMPTPQIZ UP UIF QSPCMFN PG

SFBTPOBCMF NPSBM EJTBHSFFNFOU JT UP QBSUJUJPO UIF NPSBM EFDJTJPO TQBDF� *OTUFBE PG TFBSDIJOH GPS

B CJOEJOH SVMF
 NPEFSO TPDJFUJFT PG୴FO MFBWF JU UP UIF JOEJWJEVBM UP EFDJEF� 'VSUIFSNPSF
 MFBW�

JOH UIF EFDJTJPO UP UIF JOEJWJEVBM EPFTOؠU POMZ IBWF UIF WJSUVF UIBU ؛ BU MFBTU JO B DJSDVNTDSJCFE

TQBDF ؛ UIF JOEJWJEVBM DBO MJWF BDDPSEJOH UP IFS PXO OPSNBUJWF JEFBMT BOE VOEFSTUBOEJOH PG UIF

HPPE� *U BMTP IBT UIF WJSUVF UIBU MFBWJOH UIF EFDJTJPO UP FBDI JOEJWJEVBM BMTP QBZT FRVBM SFTQFDU

UP FBDI PG UIF NFNCFST PG TPDJFUZ� %FTQJUF UIFTF SFBTPOT XF BSHVF JO GBWPS PG B .&4 CFDBVTF


TJNQMZ QVU
 B 1&4 SFHJNF XPVME NPTU MJLFMZ SFTVMU JO B QSJTPOFSؠT EJMFNNB� 5IF JODFOUJWFT GPS

UIF JOEJWJEVBM XJMM DSPXE PVU NPSBM 1&4 BOE ESJWF QFPQMF UP DIPPTF B TFM୮ୢTI 1&4� 5IF SFTVMU PG

UIJT TJUVBUJPO JT UIBU FWFSZCPEZ 	UIF NPSBM BT XFMM BT UIF TFM୮ୢTI BHFOUT
 JT XPSTF P୭G DPNQBSFE UP

B NBOEBUPSZ SVMF UIBU JT FOGPSDFE CZ B UIJSE QBSUZ� 4JODF JOGPSNBM TBODUJPOT JO BOPOZNPVT MBSHF

TPDJFUJFT EP OPU QPTTFTT UIF GPSDF OFFEFE UP QSFWFOU UIF JOEJWJEVBM UP DIPPTF B TFM୮ୢTI 1&4
 XF

BEWPDBUF GPS B NBOEBUPSZ SVMF UIBU BJNT BU NJOJNJ[JOH PWFSBMM IBSN� 4UBUF SFHVMBUJPO TFFNT UP

CF UIF NPTU PCWJPVT BT XFMM BT QSBDUJDBM XBZ UP BDIJFWF UIBU� "EEJUJPOBMMZ
 XF BSHVF UIBU UIF EJT�

DVTTJPO BCPVU USPMMFZ�DBTFT JT FTTFOUJBMMZNJTHVJEFE CFDBVTF UIFXFMM�LOPXO UIPVHIU FYQFSJNFOU

MBDLT BUUSJCVUFT UIBU BSF WJUBM GPS UIF EFDJTJPO JO B EZOBNJD TZTUFN TVDI BT USB୭୮ୢD� 5IF UISFFNBJO

GBDUPST UIBU BSF JNQPSUBOU
 ZFU
 UIF USPMMFZ QSPCMFN MBDLT
 BSF� TUSBUFHJD JOUFSBDUJPO
 JUFSBUJPO BOE

UIF GBDU UIBU XF DPVME CF TVCKFDUT BOE PCKFDUT PG UBSHFUJOH� 5IFSFGPSF
 PVS BOBMZTJT USBEFT UIF

��



TUBUJD NPEFM PG USPMMFZ DBTFT GPS BO JOUFSBDUJPO BOBMZTJT ؛ B NPSF BQQSPQSJBUF XBZ PG UIJOLJOH

BCPVU UIF FUIJDBM RVFTUJPOT UIBU BSJTF GSPN UIF FUIJDT TFUUJOH PG BVUPNBUFE DBST JT JO UFSNT PG

HBNF UIFPSZ�

��� 3ঊঐ঎ "ঐঊ঒গজঝ ঝ঑঎ .ঊঌ঑঒গ঎� "ঞঝঘখঊঝ঒ঘগ ঒গ ঝ঑঎ .ঘছঊক %ঘখঊ঒গ

5IF JOUSPEVDUJPO PG FWFSNPSF DBQBCMF BVUPOPNPVT TZTUFNT JTNPWJOH BU B SBQJE QBDF� 5IF UFDI�

OPMPHJDBM QSPHSFTT XJMM FOBCMF VT UP DPNQMFUFMZ EFMFHBUF UP NBDIJOFT QSPDFTTFT UIBU XFSF PODF B
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Abstract The recent progress in the development of autonomous cars has seen
ethical questions come to the forefront. In particular, life and death decisions
regarding the behavior of self-driving cars in trolley dilemma situations are
attracting widespread interest in the recent debate. In this essay we want to ask
whether we should implement a mandatory ethics setting (MES) for the whole of
society or, whether every driver should have the choice to select his own personal
ethics setting (PES).While the consensus view seems to be that people would not be
willing to use an automated car that might sacrifice themselves in a dilemma sit-
uation, we will defend the somewhat contra-intuitive claim that this would be
nevertheless in their best interest. The reason is, simply put, that a PES regime
would most likely result in a prisoner’s dilemma.

Keywords Autonomous driving ! Automation ! Ethics ! Morality ! Dilemma

Introduction

The introduction of autonomous cars1 as well as the development of ever more
capable driver assistance systems are moving at a high pace. Big companies like
BMW, Mercedes, Ford, GM, Toyota, Nissan, Volvo, Audi and, most prominently,
Google are currently working on projects that aim to get humans away from the
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steering wheel. Tesla has even gone so far as to release an update that enables their
cars to drive on autopilot (McHugh 2015).

From an ethical perspective, the introduction of autonomous cars promises huge
progress: Car accidents resulted in the deaths of roughly 32,000 people in the year
2013 in the U.S. alone.2 The WHO estimates about 1.2 million traffic deaths
worldwide each year (WHO 2011). According to a study by the ENO Center of
Transportation, about 93 % of the 5.5 million crashes in the U.S. have been
attributed to human error as the primary cause of the crash. This statistic includes all
reported crashes—most of them without serious consequences for the people
involved. Yet, out of these 93 % of human attributed crashes, more than a third is
caused by intoxication (mainly alcohol, but also illegal drugs), speeding (30 %),
distracted drivers (20 %), and other human errors due to external factors such as
weather conditions or personal shortcomings e.g. lack of proper driving skills
(Fagnant and Kockelman 2013). Most experts agree that the introduction of self-
driving cars will lower the overall number of traffic accidents and traffic deaths.
Based on the evidence currently available, it seems fair to suggest that the number
of traffic-related deaths will go down significantly as more and more self-driving
cars are introduced into the market. Some believe that autonomous cars will
decrease traffic accidents by 90 % (Gao et al. 2014). A study by the Virginia
Transportation Research Institute compared crash rates of cars in autonomous mode
to manually steered cars, accounting for different levels of severity. The study states
that ‘‘current data suggest that self-driving cars may have low rates of more-severe
crashes […] when compared to national rates or to rates from naturalistic data sets,
but there is currently too much uncertainty in self-driving rates to draw this
conclusion with strong confidence’’ (Blanco et al. 2016). Nevertheless, given the
fact that the prominent ‘‘Google car’’ has—as of this writing—managed to drive
autonomously for over 1.7 million miles of testing with just 11 minor incidents (in
which the Google car has never been the cause of the incident), an improvement in
safety seems to be a fair assumption.

Although on the one hand, there is—from a normative standpoint3—pro tanto
good reason to welcome the introduction of autonomous cars, there is no doubt that
automated driving also poses new ethical challenges. Self-driving cars—if
introduced—will crash eventually and will kill or seriously hurt someone in the
process. There has never been a technology that has not failed at one point, and self-
driving cars will be no exception. Autonomous cars are highly dependent on
software and sensors, which are prone to fail eventually. Yet, even if we assume that
a malfunction of the system does not occur, unlucky circumstances might lead to the
following situation.

2 This is according to the data of the Insurance Institute for Highway Safety. Note that the traffic-related
death rate per 100,000 inhabitants is lower for first world countries due to safer (newer) technology,
functioning regulation and enforcement of traffic laws.
3 We emphasize the normative point here, since there might be other perspectives from which the
introduction of autonomous cars seems to pose a problem. People who enjoy having a steering wheel in
their hand might fear, for instance, that autonomous cars will prove so much safer than regular cars that
Elon Musk’s prediction comes true and the government might outlaw non-autonomous cars (Hof 2015).
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Imagine you are sitting in your autonomous car going at a steady pace entering a
tunnel. In front of you is a school bus with children on board going at the same pace
as you are. In the left lane there is a single car with two passengers overtaking you.
For some reason the bus in front of you brakes and your car cannot brake to avoid
crashing into the bus. There are three different strategies your car can follow: First,
brake and crash into the bus, which will result in the loss of lives on the bus. Second,
steer into the passing car on your left—pushing it into the wall, saving your life but
killing the other car’s two passengers. Third, it can steer itself (and you) into the
right hand sidewall of the tunnel, sacrificing you but sparing all other participants’
lives.4

In a world without autonomous cars, the tunnel case is a philosophically
interesting problem, which is usually discussed in the literature under the rubric of
‘trolley problems’, but not an ethically relevant ‘‘real world’’ issue. The reason for
this is mainly that the driver behind the bus needs to make a split second decision
based on very limited information. In such a situation, there is simply no time to
form a—what philosophers sometimes call—deliberate judgment and, thus, there
are thin grounds for assigning responsibility. In a world with autonomous cars, the
case is different. Here, an agent—for instance the driver of a particular car or a
regulative agency—essentially needs to tell the car beforehand what it should do in
such a case. Or to put it differently: an agent must decide for a specific ethics
setting. From a normative perspective, this raises an immediate question, namely:
What is the right ethics setting? In this essay, however, we want to deal with
another—although related—normative question: Should we collectively mandate a
specific ethics setting for the whole of society, or should every driver have the
choice to select his own ethics setting? Let us look at both options a little more
closely. First, a society could agree on one ethical rule that is mandatory for every
car under its jurisdiction. For this to be a sensible approach, one would have to show
that there is a rule, for instance, that could be agreed on ex ante by all members of
society. Secondly, there is the option to let each individual choose his own ethical
setting privately for his own car. In theory, she could determine how her car should
behave in a scenario like the tunnel case by setting her car to value her life above all
(or not) as well as set a threshold of possible lives being saved at which she would
be willing to sacrifice herself. In this essay, we will defend a mandatory ethics
setting for all cars. More specifically, we will claim that a mandatory ethics setting
should be in the best interest of all members of society.

We will unfold our argument in three sections. In the first section, we will talk
briefly about the current prospects of automatic driving. Furthermore, we will give a
quick overview of the existing literature that deals with normative questions and
provide some context to the question this article attempts to solve. In the second
section, we will motivate and discuss the arguments that point in the direction of a
personal ethics setting. In the third part, we will argue that there is compelling
reason to accept a mandatory ethics setting, since implementing a PES regime
would most likely result in a prisoner’s dilemma, i.e. a socially inferior outcome.

4 This scenario is based on Millar’s tunnel problem (Millar 2014a). Marcus (2012) and Goodall (2013)
give a similar scenario called the ‘‘bridge scenario’’.
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Autonomous Cars and Ethics

Introduction: Autonomous Cars

The idea of autonomous cars goes back to General Motor’s vision for the future of
transportation at the 1939 New York World’s Fair (Becker et al. 2014). Although
the idea of driverless cars has never disappeared completely from the world of
imagination, in recent years it has experienced an unprecedented uptake. The reason
the idea of the driverless car has gained traction again is twofold. First, considerable
advancements in technology have led to a situation in which driverless cars are
essentially within our reach. The second reason is that big automobile manufac-
turing companies such as BMW, Mercedes, Ford, GM and Toyota as well as leading
tech companies such as Google and Apple (Harris 2015) back the idea of
autonomous driving. Recently, the first autonomous pods were introduced to public
roads in the Netherlands (Murgia 2015) and the Japanese government will launch an
experiment with an unmanned taxi service as early as 2016 (Hongo 2015).

When it comes to automated vehicles, it is important to emphasize that there is a
continuum of vehicle automation. The US National Highway Traffic Safety
Administration (NHTSA), for instance, distinguishes five levels of vehicle
automation. They mainly differentiate between cars that ‘‘do not have any of their
control systems automated’’ (level 0), from cars in which the human driver is still
mainly in control (level 1–2) and cars that are fully automated such that a human
driver can cede full control to the car, whenever she chooses (level 3–4) (NHTSA
2013). The current state of automation does not allow the driver to cede full control,
but ‘‘automobile manufacturers and technology companies are working towards
adding more and more autonomous functions to newly manufactured vehicles’’
(Marshall and Niles 2014). In general, experts ‘‘emphasize incremental automation
over full automation, contrast research platforms with production vehicles […].’’
(Smith 2014) By now it seems evident that different players in the market for
autonomous vehicles will rely on different strategies when it comes to introducing
automated driving. While automobile manufactures especially favor a gradual,
‘‘evolutionary development path of stepwise improvements from advanced driver
assistance systems’’ (Meyer et al. 2015) to fully automated driving, tech companies
like Google favor a revolutionary, disruptive approach (Davies 2015). Although, it
is not certain at the moment when—or on which route—autonomous cars will
conquer the streets, it seems more likely than not that they will succeed in the end.
The members of the Institute of Electrical and Electronics Engineers (IEEE), for
instance, predict that self-driving cars ‘‘will account for up to 75 percent of cars on
the road by the year 2040.’’ (IEEE 2012)

Ethical Issues Regarding Autonomous Cars

Since autonomous cars are a relatively new technology and its development is
fostered mainly by automotive companies and engineers, much of the current debate
revolves around the question of liability. Although other ethical challenges have
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been introduced to the debate, they remain of minor impact. Many favorable ethical
arguments for the introduction of the autonomous car have been made on
environmental grounds. Autonomous cars could reduce fuel usage and pollution by
strictly following hypermiling strategies, and provide the possibility to position
themselves closely behind other cars, since self-driving cars react faster and need
not have the same safety margin as humans (Spieser et al. 2014; Torbert and
Herrschaft 2013; Silberg et al. 2012; Schrank et al. 2011; Coelingh and Solyom
2012). Interestingly enough, car manufacturers might be in a position to build
lighter cars, as it may be the case that additional safety features from the crumple
zone to the air bags are no longer needed, additionally reducing fuel consumption.
Other arguments focus on economic benefits such as an increase in spare time, the
lower frequency of congestions and the possibility to install shared-car business
models. Due to the reasons above, a Morgan Stanley report forecasts about $507
billion in productivity gains in the US alone (Shanker et al. 2013). Societal
arguments focus mainly on the ability of the impaired to gain independence and the
possibility to redesign roads and parking opportunities in urban areas, since
autonomous cars need less space to operate (Silberg et al. 2012). On the other hand,
difficulties arise because the environmental advantages could be nullified by a
higher total number of car users (e.g. children and the impaired). Additionally, some
raise privacy concerns due to the need of autonomous cars to communicate
constantly for the network to work efficiently (Lin 2014a). Mladenovic and
McPherson (2015) raise the question of how to engineer social justice into traffic
control, especially concerning the dimensions of safety sustainability, and privacy.

There is a rapidly increasing literature on the ethical issues surrounding self-
driving cars, which focuses on the potential net benefit of lives saved and the issue
of liability if an autonomous car does crash. These two topics are intertwined for a
reason. If autonomous cars actually reduce the number of fatalities, this seems to be
a reason to foster their development and incentivize companies and research
facilities to invest heavily in the new technology. At this point, the question of
liability comes into play: If an autonomous car causes a crash, it itself cannot be
held morally accountable for the outcome since it is not a moral agent. If lawmakers
were to shift the responsibility towards the developers, it will create a financial
barrier for the companies due to the high-anticipated costs usually associated with a
lawsuit. Hevelke and Nida-Rümelin (2014) provide a detailed analysis of the ethical
issues related to the attribution of responsibility to either the manufacturers or the
driver, proposing a tax or a mandatory insurance to cope with any damages that any
autonomous car might cause.

This article, however, is an attempt to address a special moral issue that is
discussed under the rubric of the trolley problem. First introduced by Philippa Foot,
an Oxford-based philosopher, then taken up by American philosopher Judith Jarvis
Thompson, the trolley problem has generated a vast amount of literature—
sometimes referred to as ‘‘trolleyology’’ (Robinson 2014).5 With the introduction of

5 In this paper we will not discuss the trolley problem in detail. Readers who are not familiar with the
thought experiment are referred to Foot (1967), Thomson (1976) and Thomson (1985). For a complete
overview see Robinson (2014).
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autonomous cars, the nature of the trolley problem changes dramatically. So far it
has been used as a thought experiment to elicit people’s intuitions and to strengthen
or weaken an underlying moral concept like utilitarianism or deontic ethics. In the
case of driverless cars, the issue gets a very practical relevance as Lin (2013)
observes when he writes that ‘‘programmers will [still] need to instruct an
automated car on how to act for the entire range of foreseeable scenarios, as well as
lay down guiding principles for unforeseen scenarios.’’ When we think of a human
driver who suddenly finds herself in a scenario like tunnel, we do not expect her to
follow a certain moral guiding principle and we certainly do not blame her
afterwards if we find that her choice does not line up with our own intuitions or
convictions. Instead, we would rather understand the nature of this dilemma and,
given the short reaction time, would argue that she had no choice but to act out of
pure instinct. In short, we would refrain from assigning moral responsibility and
ergo moral blame. With autonomous cars, the case is quite different: Firstly, a
computer is not deluded by mere instincts and is not pumped up with adrenalin
when it finds itself in a moral dilemma. Secondly, a computer capable of controlling
a vehicle autonomously in everyday traffic situations can be expected to take huge
amounts of information (e.g. number of possible victims) into consideration, even if
the time horizon for a decision is limited. Thirdly, it has to have some kind of
default reaction if there is no specific order on how to react in a case like the tunnel
case. Assuming that the default setting would be to brake and go straight ahead, this
would already be a morally relevant decision made by the developer of the
underlying algorithm. In any case, the automatic system will act and the
consequences cannot be considered accidental because they are determined
beforehand. As with the original trolley problem, there are different moral
arguments that propose divergent strategies as to what conduct should be considered
morally preferable in this scenario. This line of thought can be described with the
umbrella term of ‘‘ethics of crashing’’, which tries to shed light on which decision is
morally justified given the dilemma-like characteristic of trolley situations.

The central ethical issue with regard to trolley problems simply put is then: How
should an autonomous car react in a trolley situation? Much of the current debate
revolves around the question whether there is good moral reason to have the
autonomous car react according to deontological or utilitarian considerations. While
the first requires the ethical decision to be made according to a set of rules that must
be adhered to under any circumstances, the latter seeks to maximize utility with
every decision made, that is, it places the consequences of a morally relevant act in
the foreground. Goodall (2013) notes that these ‘‘rational approaches’’ are appealing
to engineers and software developers since machines are, by nature, destined to
follow a specific set of rules (deontology) or maximize preset functions for
optimization (utilitarianism). Others stress the importance of a virtue ethics
approach, which is fostered by professional engineering organizations and therefore
influence the decision-making of engineers (Kumfer and Burgess 2015).

However, if one takes into consideration the broader spectrum of machine ethics,
one finds additional approaches evaluating the possibility of Kantian machines
(Powers 2006), empathy based machines called Smithian machines (Powers 2013)
and descriptive ethics based machines, which mimic the entire spectrum of actual
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human ethical opinions of society using some mechanism of randomization
(Goodall 2014). In a sense then, the autonomous vehicle version of the trolley
problem just reproduces the debate—and thus the disagreement—of the original
trolley problem. The question from a normative perspective then becomes: how
should we proceed given widespread normative disagreement about the appropriate
ethics setting of autonomous cars?

In philosophy, such disagreements are ubiquitous. Since ethics—and in particular
political philosophy—is faced with such normative stand-offs on a regular basis,
philosophy has developed certain tools to approach those disagreements. The most
common approach in liberal society is to partition the moral decision space and thus
give individuals the freedom to act according to their own normative standards. In
the next section, we will discuss this approach to facing disagreement. Although, at
first, it seems very attractive, we will argue that such an arrangement would be to
the detriment of everybody in the case of autonomous cars.

Personal Ethics Setting (PES)

When it comes to ethical problems, modern societies usually face pervasive
disagreement. While it might be the case that reasonable people might be able to
agree on very general rules of justice and the distribution of rights, political
philosophers are usually much more skeptical when it comes to questions of applied
ethics. Gerald Gaus (2005) writes: ‘‘although we may be able to obtain knowledge
of abstract principles of right, particular judgments and specific issues involve
conflicting principles, and [thus] it is exceedingly difficult to provide answers to
these questions that have any claim to being clear and definitive.’’ As Rawls (1993)
has pointed out in his seminal work ‘‘a plurality of reasonable, yet incompatible,
comprehensive doctrines is the normal result of the exercise of human reason within
the framework of the free institutions of a constitutional democratic regime.’’ In
short, Rawls—and many others believe—that the institutions of modern democra-
cies, which are based on toleration and acknowledgment of what economists call
bounded rationality, and what Rawls dubbed the burdens of judgment, will
inevitably produce a plethora of different beliefs and moral stances.

One of the essential answers of modern political philosophy to the problem of
reasonable moral disagreement is to partition the moral decision space. Instead of
searching for a binding rule, modern societies often leave it to the individual to
decide. Furthermore, leaving the decision to the individual doesn’t only have the
virtue that—at least in a circumscribed space—the individual can live according to
her own normative ideals and understanding of the good. It also has the virtue that
leaving the decision to each individual also pays equal respect to each of the
members of society. Jason Millar gives the following example: ‘‘In medical ethics,
there is general agreement that it is impermissible to impose answers to deeply
personal moral questions upon the [patient]. When faced with a diagnosis of cancer,
for example, it is up to the patient to decide whether or not to undergo
chemotherapy.’’ (Millar 2014b) A personal ethics setting reflects the value of
autonomy and is in that sense sensitive to the moral views of the members of
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society. In such a world, an old couple might decide that they have lived a fulfilled
life and thus are willing to sacrifice themselves in a tunnel case scenario. On the
other hand, a family father might decide that even if he drives his car alone to work
that his car should never be allowed to sacrifice him. Even if it is his life against a
family or a school bus. At least prima facie, devolving the ethical decisions space
seems to be the appropriate solution; a solution that is in accordance with the values
of a liberal society. Sandberg and Bradshaw (2013) argue along these lines
proposing that an autonomous car should have different ethics settings consistent
with several ethical theories to allow each individual owner to decide what ethics
setting her car should have. In this case, a self-driving vehicle would be considered a
‘‘moral proxy’’ as opposed to a ‘‘moral agent’’ or a ‘‘moral patient’’ (see Millar
2014a). A recent web poll by robohub.org supports this result. The poll asked who
should determine how an automated car responds in ethical dilemma situations such
as the trolley problem. Most of the participants (44 %) thought that the passengers
should decide, while 33 % thought that lawmakers should have the final say (Millar
2014b). In his short essay ‘‘Here is a terrible idea: Robot Cars With
Adjustable Ethics Settings’’, Patrick Lin (2014b), however, takes a stance
against—as the headline suggests—an adjustable ethics setting. The argument Lin
presents in his short piece is mainly about manufacturer liability and does not
directly confront the normative issue of whether a personal ethic setting would be
justified or not. Nevertheless, Lin—en passant—mentions two interesting moral
reasons against a PES that we want to consider here. The first reason is that a PES
might allow options that seem morally troubling: For instances targeting black
people over white people, poor people over rich ones, and gay people over straight.
Lin undoubtedly touches an important point here. But there is an important counter-
argument to this objection. Allowing for a PES does not mean that the PES itself
allows for all conceivable trade-offs. Think about one of the central rights in modern
liberal states: religious freedom. Modern states allow for a wide range of religious
practices, but there are nonetheless certain practices that are ruled out. In Germany,
for instance, shechita, a special Jewish tradition of slaughtering animals in a kosher
fashion is banned because the practice stands in conflict with animal rights. A PES,
thus, as every ‘‘moral free space’’ (Donaldson and Dunfee 1999) would have clearly
defined limits. Presumably, modern societies could achieve a far-reaching
overlapping consensus to prohibit deeply racist or sexist settings or even forbid
the allocation of demographic data that such a targeting mechanism would require.
Furthermore, it does not seem likely that any automotive company would indeed
offer a vehicle that permitted discrimination against a certain minority in the case of
an accident (see Millar 2014c).

The second objection that Lin mentions is, basically, that a PES would be too
much of a burden for the individual. From a philosophical point of view, however,
an argument along these lines would be puzzling. Who else, if not the citizens,
should decide these moral conundrums? Lin points to two alternative agents: The
car manufacturers and the government. Although at first glance, punting the
responsibility to the manufacturers and the government seems to be a feasible
option, a more careful analysis suggests that this is not a viable alternative. First,
automobile manufacturers are faced with fierce international competition. This
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means that the individual manufacturers need to be responsive to the demand of
customers. If customers want automated cars with a PES, manufacturers will have
no other option than to produce robo-cars with a PES.6 The other alternative is
shifting the responsibility to government agencies. From a normative point of view
though, the government should only pass laws that reflect the values, ideals and
preferences of its citizens. Thus, a necessary condition to determine which
regulations the government should pass is to elicit the values and preferences of the
citizens. Again, we are back to the citizens as the primary moral authority. The
crucial point we make is that, in any case, the citizen needs to make up her mind
about these new ethical conundrums. Neither the government nor the automobile
manufacturers have the moral authority to decide these questions, even if they had
the opportunity to do so.

Mandatory Ethics Setting (MES)

In this section, we want to argue that despite the advantages of a PES, a mandatory
ethics setting (MES) is actually in the best interest of society as a whole. Our
argument will proceed in three steps. In ‘‘PES in an interaction analyses’’ section we
will argue that implementing a PES would lead to a prisoner’s dilemma. To be more
specific, we argue that implementing a PES will lead to a situation that will crowd
out the ethical PES and lead to a socially unwanted outcome. In ‘‘Why a mandatory
rule is necessary’’ section, building on the result of the preceding section, we will
argue that a MES is the only way to solve the prisoner’s dilemma and that a MES
would be in the interest of selfish as well as morally motivated agents. In particular,
we will argue that a MES that minimizes the risk of people being harmed in traffic is
in the considered interest of society. As a corollary, we will defend the somewhat
contra-intuitive idea that automated cars—at least under some circumstances—
should sacrifice their drivers in order to save a greater number of lives. In
‘‘Objections’’ section we will review a few objections against our approach.

PES in an Interaction Analyses

In the second part, we argued, that in liberal societies a common response to
disagreement is partitioning the moral decision space. In applying this insight to the
question of ethics settings, we developed and justified the idea of a PES. Although
this idea seems intuitively appealing, implementing a PES will—or so we argue—
most likely lead to a social state that is unappealing from a wide variety of views. In
this section, we want to explain why implementing a PES leads to a prisoner’s
dilemma. However, before we go into medias res, we first want to comment on
some methodological issues with regard to the application of trolley problems to the
issue of autonomous cars.

6 One could argue that the manufactures could come together and agree on industry standards. There are
two things to say to this. First, industry-wide standards are pretty hard to achieve in a globalized world
with important car manufacturers all over the globe. Second, it is especially difficult if the industry
standards do not reflect the preferences of consumers.

Autonomous Cars: In Favor of a Mandatory Ethics Setting

123



Since the ethical questions of automated driving are often discussed with
reference to trolley problems, we want to explain how our approach relates to the
current debate. Trolley problems, as we discussed earlier, are philosophical thought
experiments used to elicit moral intuitions. Collecting moral intuitions about certain
cases, in turn, allows philosophers to infer underlying moral principles that, in part,
explain our reactive moral attitudes. Thus, in applied ethics, we then use thought
experiments as proxies for moral problems in the real world. Thought experiments
in applied ethics are useful only insofar as they manage to abstract away distracting
details, while retaining the important moral properties and variables of the initial
problem X. If we fail to include an important variable of the initial problem in our
thought experiment, then the elicited intuitions and the corresponding underlying
moral principles will not teach us anything about how to regulate problem X.
Creating a moral thought experiment is then essentially similar to what is called
model building in the (social) sciences. In creating a model, it is important that we
are able to identify the relevant variables at work in a certain situation. The tricky
part in modeling, of course, is identifying the correct set of variables. If we miss
important variables in modeling a problem, our explanations and predictions will
suffer. If we are missing important moral variables in an ethical thought experiment,
our moral judgments will be most likely inadequate. Basically, the question is then
whether trolley cases adequately model the moral problems we are interested in
when thinking about the ethics settings of automated cars.

We think that standard trolley problems miss three morally important aspects of
the moral problem at hand and, thus, are inadequate, at least for the question we
raise in this paper. The first two aspects missing in the trolley case are strategic
interaction and iteration. In trolley problems, we are faced with a non-strategic
dilemma situation. Our actions alone determine the result of the dilemma. If we pull
the lever, the trolley will turn right; if we do nothing, the trolley will go straight
ahead and will kill whoever is tied to the tracks. Furthermore, our decision is not
dependent on the actions of other participants. This is very different in the case of
ethics settings. Think about it this way: if you live in a society, in which everybody
is known to have an altruistic ethics setting, you might consider having an altruistic
ethics setting as well. On the other hand, if you know that everybody around you set
their cars to protect themselves no matter what, you will most likely not be inclined
to sacrifice yourself for the greater number in case of a crash. Closely related to that,
trolley dilemma situations are essentially one-shot games. You make a decision and
that is it. Your decision, importantly, does not take into account the response to your
choice in the future. Again, this is different when it comes to the dilemma we are
grappling with. As our last example suggested, the distribution of ethics settings
might shift over time as a result of a myriad of individual strategic decisions.

The third aspect has to do with the decision situation of the trolley problem. In its
standard form, the trolley problem puts the ethical inquirer in the position of the
agent who needs to decide about life and death. However, when deliberating about
an adequate ethics setting for an automated car, it is important to view the dilemma
at hand from both perspectives, from the perspective of the subject and of the object.
This is because every participant in traffic is equally concerned with the possibility
of making the call in a dilemma situation, but also with being the target in such a
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situation. The agent, furthermore, can be singled out as a target or can be part of a
group that is targeted, for instance, if he is sitting in a bus, is carpooling or in a
group of pedestrians. The bottom line is that our fate in a trolley-like situation is not
only determined by the ethics setting of our own car, but by all other road users and
their ethics settings, respectively.

Since so many relevant moral aspects for the correct choice of ethics settings do
not come into the picture in the classical trolley choice problem, we think it is not
well suited to generate adequate intuitions and answers for the problem at hand. The
argument so far suggests we look for a choice situation that models:

(a) strategic interaction
(b) iteration
(c) the fact that we could be subjects and objects of targeting.

A more appropriate way of thinking about the ethical questions that arise from
the ethics setting of automated cars, we maintain, is in terms of game theory. Game
theory is essentially about strategic interactions. Modeling the strategic interaction
between drivers who can choose their ethics setting will give a new and important
insight into the ethical question at hand.

PES: Crowding Out of Morality

We want to start here with a very simple game theoretic model. Imagine a social
world, in which autonomous cars have the capability to communicate with each
other and the relevant infrastructure about a wide range of potentially morally
relevant issues, such as the number of persons within a car. Further, imagine for
sake of simplicity that there are only two types of agents: moral agents and selfish
agents. In general, moral agents are disposed to act altruistically as long as most of
their fellows do so as well. Thus, their attitude towards moral behavior is
conditioned upon a certain degree of overall reciprocity. Applied to traffic dilemma
cases like the tunnel case, moral agents are disposed to sacrifice themselves in at
least some situations. Moral agents in our story are then disposed to minimize harm.
Note that the moral agents are not adhering to utilitarianism. Utilitarian agents
would need to sacrifice themselves for the greater good regardless of whether other
agents would do so or not. Selfish agents on the other hand, as one might expect, are
solely interested in minimizing harm to themselves.

Now, it seems clear that in a population that is constituted solely by moral agents,
every moral agent has good reasons to believe that every autonomous car on the
road is programmed ‘morally’, which gives him sufficient reason to choose a moral
PES as well. But consider now that a moral agent is put in a society in which he
cannot be sure what the actual distribution of moral and selfish agents is. In this
circumstance, even a moral agent might think to herself: Well, I am not disposed to
sacrifice myself for people I don’t know and who might well not do the same for me.
I want to be moral, but I do not want to be a sucker. A standard way to model such a
case is the well-known prisoner’s dilemma.
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In this situation, two players have the choice between cooperation and defection.
Both recognize that they could maximize the social good by choosing to cooperate.
Yet, each of the players has the opportunity to get a higher payoff if she defects,
while the other player cooperates. Anticipating this line of thought, each player will
choose to defect in order to not be exploited, thus leading to the socially unwanted
outcome of (1,1) in the lower right quadrant. Obviously, the prisoner’s dilemma
depicted in Fig. 1 is a great simplification of any social situation that might occur,
since in actual scenarios, countless variables and uncertainties enter the equation.
The complexity of the dilemma also grows with an increasing number of players
and possible strategy options. However, following Brennan and Buchanan (1985),
we believe that the prisoner’s dilemma does ‘‘contain most of the elements in its
structure required for an understanding of the central problems of social order, those
of reconciling the behavior of separately motivated persons so as to generate
patterns of outcomes that are tolerable to all participants’’. How does the prisoner’s
dilemma then translate to our discussion of ethics settings? Let us first begin with a
strategic analysis of the situation. The individual, let’s call her Johanna, plays the
game against all other people who participate in traffic. If every participant chooses
the moral PES, traffic would be maximally safe for everyone.

This can be shown displaying the case of a society that consists only of three
people. These people have to commute every day but, since they happen to have two
sports cars, they cannot carpool together. Instead, they have to split up in parties of
two and one. Before they leave, they decide how their autonomous cars should
behave in case of a dilemma situation in which one car has to be sacrificed. To mix
up the daily routine, they also decide to switch positions every time they leave, so
that, ultimately, the probability of each person occupying any single spot (being
alone in one car or being the (co-)driver in the other) is identical. If they decide on a
selfish PES setting the expected value7 of the situation would be:

E PESð Þ : 0:5 $ 2 þ 0:5 $ 1 ¼ 1:5

Since one position in the dilemma is at an advantage and it is equally likely that
either car occupies this position, each car would have a chance of 50 % to survive

Fig. 1 The Prisoner’s Dilemma

7 In this case, the expected value equals the expected number of deaths.
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the dilemma. This means that the expected value of a dilemma in a PES world is 1.5
deaths.

Setting the car according to a (mandatory) MES setting, which is programmed to
always spare the car that has two passengers, however, leads to the following
expected value:

E MESð Þ : 0 $ 2 þ 1 $ 1 ¼ 1

Since 1\ 1.5 the social outcome of a PES is worse compared to the MES world.
From the standpoint of each individual, the expected value to die in a dilemma is
therefore:

EMES Ið Þ : 1
3
$ 1 þ 2

3
$ 0 ¼ 1

3

Being randomly distributed to the two cars, each of the three people in this
society survives in two out of three cases, because the two-person car is never the
one that has to sacrifice.

Contrariwise, if the three decide on a selfish PES for each car the expected value
of a dilemma would be:

EPES Ið Þ : 1
3
$ 0:5 þ 2

3
$ 0:5 ¼ 1

2

Obviously, this is a deterioration compared to the former scenario since the
expected value to die for each individual is 50 % higher than before.

Coming back to Johanna, the problem that arises is that even if Johanna
believes that everyone else set their PES setting to minimize harm, she still has a
strong reason to set her car’s ethics setting privately to value her life above all. If
everyone chooses a moral PES, Johanna can maximize her personal safety by
choosing the selfish PES unilaterally. In dilemma situations, Johanna’s car would
then be the only one who would save its driver no matter what, while all other
cars in traffic would sacrifice their driver given it minimizes total harm. Instead of
cooperating and reaping the overall higher social benefit (in this case a lower
probability of being harmed or killed), Johanna then could defect and gain
additional security by avoiding those cases in which a strategy to minimize harm
would mean self-sacrifice on her part, thus increasing the probability of not being
harmed at the expense of other road users. At the same time, choosing the selfish
PES is not only the best strategy for Johanna in a world populated by (mostly)
moral agents, but also in a social world that is inhabited by mostly selfish agents.
In game theoretic terms, defecting is, thus, the optimal choice regardless of what
the others do.

Up to this point, we have analyzed the strategic decision that Johanna, and,
thus, every agent, faces in the traffic game. However, as we explicated earlier,
choosing PES has an important temporal aspect. The decision by another agent—
let us name him Matt—for or against a moral PES in t2 will, at least in part,
depend on the PES Johanna and others have chosen. If Matt, who is generally
inclined to choose a moral PES, is convinced that most of society has chosen a
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moral ethics setting, there is a good chance that he will choose a moral PES as
well. There are many people, of course, who would follow a general rule even if
the individual incentive to deviate is high and the chance of being sanctioned is
low. Nevertheless, if there is a sufficient number of people who will not choose a
moral PES, the moral equilibrium will not be stable. There is a strong incentive
for each individual to defect from the minimizing harm strategy. Therefore, even
if Matt accepts the minimizing strategy to be morally superior to a selfish PES,
defecting will increase his safety. Yet, if such a defection is possible, there is no
reason to believe that only Matt would take this opportunity. If a sufficient
number of people realize that this strategy maximizes their utility, the benefits of
the minimizing harm strategy to society will eventually evaporate. This
phenomenon can be observed in many circumstances. In such situations, theory
as well as experiments show that conditional-cooperators—moral agents in our
case—will usually become crowded out rather quickly. To conclude, the first
result is that a PES, even in a population of mostly moral agents, will lead to a
prisoner’s dilemma. To put it differently, the result is that there is good reason to
believe that morality will become crowded out in a world where people can
choose their own ethics setting.

One might think that, since morality becomes crowded out, at least the selfish
agents end up with what they want. Readers familiar with the prisoner’s dilemma
know that this is not the case. The unintended result of letting everybody choose
their personal ethics setting is also not in the interest of selfish agents. Again, selfish
agents are defined as agents aiming to minimize harm to themselves and their
friends and family. As becomes evident from our small game theoretic exercise
above, if everybody tries to minimize the expected harm to him or herself, the
expected likelihood of everyone becoming harmed actually rises. This game
theoretic exercise is easily confirmed. Think about a world in which everybody is
moral and, thus, is ready to sacrifice themselves for a greater number of people.
Evidently, in such a world, fewer people in total will be killed. Therefore, by this
logic, a world in which nobody is ready to sacrifice themselves for the greater
number, the number of actual traffic casualties is necessarily higher. This leads to
our second, and maybe unexpected, result that selfish as well as moral agents have a
strong reason against implementing PES.

Why a Mandatory Rule is Necessary

So far, we have argued that moral agents as well as selfish agents prefer a social
world—albeit for different reasons—in which the risk of serious injury in traffic is
minimized. It is important to emphasize here that the result of our discussion is
derived from a contractarian thought experiment. We arrived at the answer by
asking what would be in the interest of a diverse set of individuals (moral and selfish
ones). We have further argued that to achieve such a world, every participant in
‘traffic’ needs to have a moral PES, i.e. a PES that would allow the car to sacrifice
its driver for the greater number. Unfortunately, as we have shown, due to the logic
of the iterated prisoner’s dilemma, the moral PES would eventually be crowded out.
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Given that moral as well as selfish agents are interested in establishing a social
world in which everybody uses a moral PES, the question becomes how to solve the
generalized prisoner’s dilemma that prevents our agents to achieve the socially
preferred result? In general, there are two types of solutions to collective action
problems. The first kind of solution involves the introduction and sanctioning of
informal rules. Nobel Prize laureate Elinor Ostrom has shown that under certain
conditions, a group of people can overcome collective action problems such as the
prisoner’s dilemma (Ostrom 2005: 258–270). There are, however, certain conditions
for overcoming collective action problems. In general, solving collective action
problems by informal rules works best in relatively small groups, since effective
monitoring as well as informal punishing of rule violation must be comparatively
cheap. The bigger the group, the more expensive monitoring and punishing
becomes. In the social dilemma ‘traffic’ however, monitoring and sanctioning is
very complicated. There is no way to know about the ethics settings of the other cars
participating in traffic. In general, in anonymous large-scale societies, informal
sanctioning mechanisms do not work.

This leaves us with the classical solution to collective action problems:
governmental intervention. The only way to achieve the moral equilibrium is state
regulation. In particular, the government would need to prescribe a mandatory ethics
setting (MES) for automated cars. The easiest way to implement a MES that
maximizes traffic safety would be to introduce a new industry standard for
automated cars that binds manufactures directly. The normative content of the MES,
that we arrived at through a contractarian thought experiment, can easily be
summarized in one maxim: Minimize the harm for all people affected!8

If applied ethics wants to generate useful solutions to real world ethical problems,
it is important that the solutions suggested not stray away too far from the normative
beliefs held by the people affected by the normative proposal. While in traditional
ethics, we are usually not concerned with the normative beliefs that people actually
hold, applied ethics has to be concerned with popular sentiment. The reason for this
is simply that any proposal not properly reflecting the values of the affected people
will certainly not be picked up by lawmakers or by the people affected, respectively.
Thus, what we need here is a ‘sanity check’. Regarding trolley situations with
autonomous cars, there is already some empirical evidence that corroborates the
results of our philosophical thought experiment. Three studies performed by
Bonnefon et al. (2015) show that subjects being presented vignettes of dilemma
situations involving self-driving cars are generally comfortable with utilitarian
autonomous cars, ‘‘programmed to minimize an accident’s death toll’’ (ibid.). What
Bonnefon et al. call the ‘‘utilitarian autonomous vehicle’’ is completely in line with
our notion of minimizing harm in trolley situations.9

8 Unfortunately, we cannot debate the various ways in which such a maxim could be implemented.
Although this maxim, on the face of it, seems quite simple, the implementation will surely raise many
morally relevant follow-up questions. For instance, how should we weight lives? Should one person count
equally regardless of, say, their age? Furthermore, who should count as ‘all people affected’—should this
include just motorized participants in traffic or should this also include pedestrians?
9 However, note that our approach is contractarian by nature.
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Our proposal of a MES that minimizes harm for all affected is further vindicated
by a recent experimental study that tests a new version of Thomson’s trolley
dilemma. In this version, the initial dilemma becomes a trilemma. In the example of
Bryce Huebner and Marc Hauser, an agent named Jesse has the option to sacrifice
himself or another person for the benefit of a small group of strangers. Alternatively,
he can also do nothing, which results in the death of the aforementioned group.
Huebner and Hauser (2011) found that when confronted with the trilemma, ‘‘the
largest number of participants (43 %) judged that Jesse should flip the switch to the
right (killing the lone stranger) and a surprisingly large proportion of participants
(38.3 %) judged that Jesse should engage in an act of altruistic self-sacrifice to save
the five people on the main track.’’ Adding up the numbers, this means that 81.3 %
of the people in this study preferred a solution to the trilemma that minimizes the
harm for all affected. The limited evidence available then seems to corroborate our
proposal.10 Before we conclude our argument though, we want to discuss a few
objections.

Objections

In this essay we presented a contractarian argument for a mandatory ethics setting.
In this final part of the essay, we want to discuss whether our argument holds under
scrutiny. Let us then turn to the first objection. Firstly, one might ask, whether our
proposed mandatory ethics setting is not biased against people who are usually or
exclusively single drivers, since single drivers would be targeted over vehicles with
more than one passenger in any case.

This question implicitly attacks one of the fundamental premises of our model.
Our model rests upon the concept of the average participant in traffic. This
participant spends an equal amount of time as a single driver, in groups of two,
three, four and so forth. While our mathematical example has shown that the
average participant of traffic has an increase in safety with a MES, it is not so
clear as to what the benefit to single drivers is. On the contrary, the calculations
suggest that people who always drive alone might incur a loss in safety relative to
a PES world. We define a marked individualist driver as someone who (almost)
always drives his car alone. To assess this objection, we first need a better
understanding of its importance. There are a few things to note. First off, even
somebody who rarely drives with other people will benefit from a MES under
many circumstances. The maxim ‘minimize harm for all affected’ applies not only
to single vehicles, but, more generally, to traffic. Therefore, even if a marked
individualist is usually alone in his car when he participates in traffic, he will
nevertheless be treated as part of a group by the AI of an autonomous car under
many circumstances. To highlight just a few cases: (a) Think about the following
dilemma. An automated truck can decide whether it sacrifices its driver or collides
with the oncoming traffic, which would save the truck driver but put the lives of

10 It should be noted, though, that the data just weekly confirms our argument. The reason is that there is
a difference between what an individual deems as the right course of conduct and whether she wants that
particular course of action to become a law that is applied to everyone.
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the car drivers in danger. (b) An individualist car driver might sometimes use
public transportation and, thus, be counted as part of a group by the AI of an
automated car. (c) A third case that would make him part of a group from the
vantage point of an AI, is him taking a stroll on a somewhat populated boardwalk.
In all these cases, even an individualist would gain from a MES. Furthermore,
even an individualist might strongly care about her family and friends and, thus,
would prefer if his loved ones were as secure as possible in traffic. Taking these
arguments together, we think that the idealization of the average participant at
work in our model can be defended.11

Let us now turn to a second objection. Our model defined a moral agent as an
agent that is ready to act altruistically as long as others do so as well. Our moral
agent is then a conditional cooperator. One might object that morality consists of
more than reciprocal altruism. This is certainly true. However, within the limits of
an essay, it is not possible to discuss various strains of ethical theory in detail.
Furthermore, it is important to note that ethical theories such as deontic ethics and
utilitarianism are themselves abstractions. Real world agents usually do not judge
a case on purely deontic or utilitarian grounds. Instead, real world actors usually
rely on rather eclectic normative standards in evaluating certain actions or
regulations. At the same time, altruism as well as reciprocity are core ideals of our
everyday morality. While there is much ethical disagreement, it is reasonable to
assume that the absolute majority of real world reasoners would judge someone
moral who is ready to sacrifice her life for a greater number of strangers.
Considering both points, we think our modelling of moral agents is sufficiently
justified.

Furthermore, there is a third and very plausible objection. A liberal might be not
impressed by the advantages of a MES. He might hold that the government is
nevertheless not justified to restrict the choices of reasonable people. Millar for
instance argues that owners of autonomous cars ‘‘ought to be morally responsible’’
for their car’s ethics setting and that any interference to their choice by either the
companies or the government would be paternalistic (Millar 2014a). The question
then becomes, under which circumstances liberals in general accept infringements
on choice sets. One reason that liberals in general accept for coercing individuals
and limiting their choices is the prevention of negative externalities. This explains
why liberals in general might be in favor of granting a life or death decision to a
cancer patient, as in the Millar example, but are nevertheless in favor of prohibiting
drunk driving.12 The reason why liberals are in favor of granting autonomy in the
first case, but not in the latter is because drunk driving does not only endanger the

11 An interesting question that arises from this line of argument would be whether a MES would
incentivize people to car-share to minimize their risk of being targeted. The answer to that depends on
many variables, for instance, to what degree people value time alone. From an ecological perspective, an
incentive to carpool would surely not be a bad thing. Furthermore, more carpooling or the use of public
transportation would mean less traffic, and less traffic might decrease the possibility of accidents. On the
other hand, people could choose to pay people to accompany them in their cars to increase their safety.
While this is not impossible, it seems highly unlikely to play a role.
12 For that reason we are also highly skeptical of Millar’s suggestion to apply ethical norms from
medicine and bioethics to the case of autonomous cars.
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life of the driver, but also imposes risks on others. Acts that are justified because
they limit unwanted externalities are therefore never paternalistic. If that is the case,
then liberals should be in favor of a MES since self-prioritizing PES unilaterally
impose additional risks on others.13

A valid fourth objection would be that the proposed moral MES would simply
not be moral enough from the viewpoint of at least some agents. Take, for instance,
the elderly couple Ann and Joe. They might feel that they have already had a great
life and enjoyed much good fortune during their fifty years of marriage. It is then
intelligible if Ann and Joe preferred to sacrifice themselves in a dilemma situation
rather than killing, say, a young driver or a single mother. The MES setting we
proposed, however, would make it impossible for them to act on their altruistic
judgment. We are not sure how many people there are that really have such high-
end altruistic preferences. At the same time, we do not think, in principle, this
objection poses much of a problem to our approach. There seems to be prima facie
no reason why our proposed MES should not allow for an ‘altruistic add-on’. There
are neither game theoretic nor any moral reasons that speak against the option to
allow people to confirm to moral standards that go beyond the MES. Furthermore,
there also seem to be no important technical problems to allow for such an altruistic
add-on.

Conclusion

The question of how an autonomous vehicle should behave in trolley-like situations
has caused much debate over the last 2 years. Debates about the autonomous
vehicle version of the trolley problem have largely reproduced the moral
disagreement of the original trolley problem. In this article, we presented two
ways of dealing with moral disagreement about trolley dilemmas. We argue that the
default option in liberal societies to deal with moral disagreement is to partition the
moral decision space in order to enable each individual to live according to her own
normative ideals and understanding of the good and thus to respect individual
autonomy (within limits). Applied to the case of autonomous cars this would peak in
favor of a personal ethics setting (PES). However, allowing for a PES, we argued,
will likely lead to a situation that has the structure of a prisoner’s dilemma. The
incentives for the individual will crowd out moral PES and drive people to choose a
selfish PES. The result of this situation, so we argued, is that everybody (the moral
as well as the selfish agents) is worse off compared to a mandatory rule that is
enforced by a third party. While the consensus view seems to be that people would
not be willing to use an automated car that might sacrifice themselves in a dilemma
situation, we argued that such a MES is in the considered interest of everybody.
Since informal sanctions in anonymous large societies do not possess the force
needed to prevent the individual to choose a selfish PES, we advocate for a
mandatory rule that aims at minimizing overall harm. State regulation seems to be

13 We want to express our gratitude towards two anonymous reviewers who brought this point to our
attention.
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the most obvious as well as practical way to achieve that. Furthermore, we made the
case that the classic trolley problem is conceptually inadequate for discussing the
case of ethics settings. The reason for this is that the trolley problem fails to model
three important structural aspects of the traffic dilemma discussed: strategic
interaction, iteration as well as the varying position an individual might occupy.
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Rage against the machine: Automation in the moral domain☆
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A B S T R A C T

The introduction of ever more capable autonomous systems is moving at a rapid pace. The technological pro-
gress will enable us to completely delegate to machines processes that were once a prerogative for humans.
Progress in fields like autonomous driving promises huge benefits on both economical and ethical scales. Yet,
there is little research that investigates the utilization of machines to perform tasks that are in the moral domain.
This study explores whether subjects are willing to delegate tasks that affect third parties to machines as well as
how this decision is evaluated by an impartial observer. We examined two possible factors that might coin
attitudes regarding machine use—perceived utility of and trust in the automated device. We found that people
are hesitant to delegate to a machine and that observers judge such delegations in relatively critical light.
Neither perceived utility nor trust, however, can account for this pattern. Alternative explanations that we test in
a post-experimental survey also do not find support. We may thus observe an aversion per se against machine use
in the moral domain.

“I know I have made some very poor decisions recently, but I can give
you my complete assurance that my work will be back to normal. I have
still got the greatest enthusiasm and confidence in the mission. And I
want to help you.”
– HAL9000 (2001: A Space Odyssey)

1. Introduction

Due to the constant progress of automation over the past decades,
we find ourselves ever and anon in a situation in which we have the
possibility of employing an automated companion to help us take some
work off our shoulders. In a perfect collaboration scenario the human
operator delegates part of the work to her automated aid while she
keeps an eye on its performance and takes back control whenever she
sees fit. Yet, as technology progresses we (will) find ourselves in si-
tuations in which this dichotomy of work and supervision might
crumble—even up to a point where human supervision during a task is
neither needed nor wanted. The planned introduction of a technology
that need and will not be monitored by human operators during its
performance therefore poses new ethical challenges and questions. In
the absence of a human operator who serves as an ultimately re-
sponsible moral agent, we have to address questions of responsibility
and liability (Hevelke and Nida-Rümelin, 2014). Recently, the case of

autonomous cars is gaining substantial interest.
Almost all car manufacturing firms have fostered the development

of automated devices. While traditional car companies follow a step by
step approach of adding pieces of automation to their latest models,
such as “Active Lane Keeping Assist” systems, Google and Tesla are
taking a disruptive approach that aims directly at the creation of a
completely autonomous vehicle. The economic opportunities of au-
tonomous driving are great. A Morgan Stanley report estimates a pro-
ductivity gain of about $500 billion annually for the U.S. alone
(Shanker et al., 2013). But there is also a moral case that can be made:
Since most traffic accidents are due to human error (drunk driving,
speeding, distraction, insufficient abilities) some estimate that the in-
troduction of autonomous cars will decrease the number of traffic ac-
cidents by as much as 90% (Gao et al., 2014).

While a small literature on the moral case of autonomous driving
exists, it mainly focuses on utilitarian benefits of the technology
(Fagnant and Kockelmann, 2015) or deals with ethical decision-making
in dilemma situations (see, e.g., Goodall, 2014; Gogoll and Müller,
2017). Little attention has been paid to possible empirical reservations
that might influence the acceptance of the new technology. The dele-
gation of a task that could carry severe consequences for a third party to
an unmonitored machine might invoke popular resistance to the tech-
nology in cases of malfunction. This is of the utmost importance, since
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any form of public reservation regarding the introduction of new
technology could impede the implementation of a technology that
could be beneficial overall.

The relationship between human operators and automated devices
has generated vast amounts of literature. The primary focus has been
set on understanding this relationship. To our knowledge, however, the
question of whether the delegation of tasks that affect a third party to
an automated device is being welcomed or condemned has not received
any attention. This may largely be due to the fact that the usual role of a
human operator is to supervise and control an automated device that
carries out a specific task. A typical example is the duties of the pilot of
an airplane, which is, essentially, capable of flying on its own. The
primary role of a human operator is therefore to supervise and—if need
be—to intervene in case of automation failure or unforeseen scenarios
that are not in the domain of the automated device. Consequently, a
large part of the literature has investigated what factors influence the
usage of an automated device.

Dzindolet et al. (2001) have created a framework of automation use
indicating a variety of parameters that can be used to predict the use of
automation in a human-computer “team”. There is evidence that people
who can opt in for automation use sometimes fear a loss of control
when delegating to an automated device (Muir and Moray, 1996; Ray
et al., 2008). This study, however, investigates the attitudes toward
delegating tasks that affect a third party to a machine rather than to a
human being, as opposed to the more general question of under which
circumstances people are willing to relinquish control. The latter would
refer to people’s general propensity to delegate, as is also the case when
people take a bus or taxi instead of driving themselves. To abstract from
this issue, we wittingly forced subjects to give up control by delegating
to either a machine agent or a human agent, thus keeping a loss of
control constant between groups.

First, our study elicits attitudes toward machine use in the moral
domain from the perspective of actors and observers: Do subjects prefer
to delegate a task that affects a third party to a machine or a human? To
what extent do subjects get blamed or praised for their delegation de-
cision? Specifically, our first two hypotheses are as follows:

Hypothesis 1. People’s delegation of a task that affects a third party to
a human or to a machine is not balanced.

Hypothesis 2. Delegators are rewarded differently for delegating a task
that affects a third party to a machine than for delegating it to a human.

In a second step, we investigate potential reasons for any negative or
positive preference concerning machine use in the moral domain.
Specifically, we test two factors that recur throughout the literature.

A major factor that could influence the decision of a subject to de-
legate to a machine is the “perceived utility” of an automated aid,
which is defined as a comparison between the perceived reliability of an
automated device and manual control (Dzindolet et al., 2002). If a
subject judges that her ability exceeds that of an automated device, she
usually does not allocate a task to the machine (Lee and Moray, 1994).
This judgment might also be due to self-serving biases that see people
overestimating their own abilities (Svenson, 1981) or their contribution
to a joint task (Ross and Sicoly, 1979). Additionally, the perceived
abilities of an automated aid might be influenced by a higher or lower
salience of errors an automated device commits. There are controversial
findings in cognitive psychology as to whether a violation of expecta-
tion (expectancy-incongruent information) is more readily remembered
than decisions that are in line with prior anticipation (expectancy-
congruent information) (Stangor and McMillan, 1992; Stangor and
Ruble, 1989). While people initially tend to have high expectations of
the performance of automation, humans may be judged according to a
“errare humanum est” standard—decreasing the salience of an ob-
served mistake made by a human delegatee due to a priced-in ex-
pectancy of errors. In Dzindolet et al. (2002) subjects chose to be paid
according to their performance rather than that of their automated aids.

This was even the case when they were informed that the automated
device was far superior, stating salient errors of the automated device
they perceived earlier to justify their decision. This is astonishing since
an important factor in the decision to employ an automated device lies
in the goal-oriented nature (Lee and See, 2004) of the task. Prima facie,
a subject should be more likely to use automation if she rates the de-
vice’s ability to successfully perform the delegated task positively
(Davis, 1989), i.e., if the machine is seen as a reliable entity. We isolate
the potential effect of machine-error salience by forcing subjects to
relinquish control, thus abstracting from a self-serving bias. Our third
hypothesis is as follows:

Hypothesis 3. Machine errors are perceived differently to human
errors.

Another important factor that is known to influence the decision to
delegate to an automated device is trust. The concept of trust has at-
tracted a lot of attention regarding its influence on automation. While
some researchers have seen trust between human agents and machines
to be closely related to the traditional concept of trust between humans,
others stress important differences regarding trust relationships be-
tween humans and machines (de Visser et al., 2012). Trust is a notor-
iously broad term but one characteristic that is commonly shared by
most authors is a state of vulnerability the trustor has to be in. That is, a
trust relationship requires the trustor’s willingness to set herself in a
vulnerable position by delegating responsibility to the trustee
(Rousseau et al., 1998). Obviously, if the outcome of a delegation is
completely determined and the process fully transparent, there is no
need to incorporate trust. In this study, we use a simple trust game to
isolate the mere aspect of trust, since it requires no capabilities on the
trustee’s side about which the trustor might have biased beliefs. The
trust game only requires the trustee to reciprocate. It thus abstracts
from the aspect of perceived utility discussed above, which is closely
related to the specific task at hand. Finally, our fourth hypothesis is as
follows:

Hypothesis 4. The level of trust toward machines and toward humans
is different.

2. Experiment design

The experiment consisted of three parts: (1) the delegation and
execution of a task that affected a third party, (2) a perception guess,
and (3) a trust game. The aim of part 1 was to elicit attitudes toward
machine use in the moral domain from the perspectives of actors and
observers (Hypotheses 1 and 2). Part 2 was designed to test whether a
given divergence in judgments towards humans and machines could
stem from systematically different perceptions of the errors committed
by humans versus machines (Hypothesis 3). Part 3 was designed to test
whether different levels of trust in humans and machines could account
for diverging judgments (Hypothesis 4).

Subjects received instructions for the experiment on screen. They
were informed at the beginning that the experiment consisted of three
independent parts and that they could earn money in each of these
three parts. In the end of the experiment, one of these parts was selected
at random and subjects were paid according to their respective payoff
in this part. Prior to the experiment there were two preparatory sessions
which provided us with the necessary data to calibrate machine per-
formances and were also used to create perception tasks. We will first
explain the three parts of the experiment and then provide some details
on the preparatory sessions.

2.1. Part 1: Task affecting third party

Part 1 of the experiment consisted of the delegation of a calculation
task to either another human or to a machine and in the subsequent
solving of the task by human task-solvers and the machine. The
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benevolent effort of the other human or the preprogrammed actions of
the machine then determined the payoff of a third party.

For part 1 of the experiment, half of the subjects were randomly
assigned the role of actors, and the other half, observers. One observer
was randomly assigned to each actor. Each actor played all roles con-
secutively. First, actors as delegators had to delegate the calculation
task either to another human or to a machine. Second, actors as task-
solvers had to perform the task themselves. Third, actors as third parties
were the recipient of the payoff created by the benevolent effort of
another human task-solver or by the performance of a machine. The
fact that the successful or unsuccessful performance of the task de-
termined a third party’s payoff made its solving, and—more im-
portantly—its prior delegation, morally relevant.

Actors were first informed that they were randomly assigned to two
other subjects in the lab, say X and Y. They were told that their own
payoff would depend on the decision of Y and that their own decision
would determine the payoff of X. The calculation task in part 1 of the
experiment was then explained to actors. For the task each subject was
confronted with a block of ten calculation exercises, each consisting of
seven digits, lined up on the screen. The sum of the seven digits had to
be entered in an input field. Finally, one line was selected at random. If
the respective exercise was solved correctly, the third party received 70
ECU. Otherwise, the third party received nothing.

Before the actors made their delegation decision, we wanted them
to form an impression about the relative capability of human task-sol-
vers and the machine. Because we were interested in a potential sys-
tematic misperception of human and machine errors, we did not simply
provide subjects with statistics on actual performances. Instead, all
subjects were visually presented with past performances of 24 subjects
from a preparatory session. They were also shown the corresponding
performance of a preprogrammed algorithm (see section 2.4 for de-
tails).

Relative performances of humans and machine in the task were
visualized on a split screen. The caption “human” and “machine” was
shown on the respective half of the screen. In total, subjects were shown
240 (24 subjects solved 10 lines each) past solutions of humans and the
corresponding machine performances. If a single exercise was solved
correctly by the human subject or by the algorithm respectively, it
appeared in white. Otherwise, it appeared in red.1 Exercises solved by
human and machine appeared alternately and one by one. Each ex-
ercise appeared for only 0.5 s making it extremely difficult to simply
count the number of red lines. The side of the screen on which the
performance of the machine was presented was randomized across
subjects. In fact, subjects in the earlier preparatory sessions, and con-
sequently also the tailored algorithm, solved about 20% of the lines
incorrectly.

Once delegators had formed an impression of the performance of
humans and the machine, they made their delegation decision. Note
that every actor solved the calculation task in the task-solver’s role for
her recipient. Each actor did this without knowing whether her dele-
gator had actually delegated the task to her or to a machine. This was
done to prevent a general tendency to delegate to the machine to spare
fellow subjects the work. The performance of a task-solver was only
relevant for her recipient if the task-solver’s delegator decided to de-
legate to her and not to a machine. Observers solved the calculation
task as well, without any consequence for another subject, in order to
give them an impression of the task.

Each actor was rewarded or punished for her delegation decision by
her assigned observer. An observer could reduce the actor’s initial en-
dowment of 30 ECU by any integer amount, down to a minimum of zero

or increase it up to a maximum of 60 ECU without any influence on her
own payoff. The observer could, of course, also leave the actor’s en-
dowment unaltered. Reward and punishment choices were elicited via
the strategy method (Selten, 1967). This means that each observer
made her reward or punishment choice conditional on the delegation
decision, as well as its outcome. Thus, judgment was contingent upon
whether the delegator had delegated to a human task-solver or to a
machine and upon whether the randomly drawn exercise was solved
correctly or not. An observer thus gave his full evaluation profile behind
the veil.

For the first round, actors thus received their altered endowment,
ranging from 0 to 60 ECU plus 70 ECU, if their task-solver had calcu-
lated the randomly drawn line correctly. Observers received a flat
payment of 100 ECU for the first round.2

The dependencies between subjects and the matching procedure for
part 1 of the experiment are illustrated in Fig. 1. Here, actors are de-
noted by the letter A, while observers are denoted by the letter O.
Consider the case of A1. A1 delegates the calculation task to A2 or to a
machine (solid arrows). A2’s or the machine’s performance in the cal-
culation task then determines the payoff of A4 (dotted arrows).3 In this
constellation, A1 is the delegator, A2 is the task-solver, and A4 is the
recipient. A1, however, is also a task-solver, because A8 delegates to
him or to a machine. Finally, A1 is a recipient. His payoff depends on
the calculation performance of A7, if A6 has decided to delegate the
calculation task to A7. Otherwise, it depends on the machine’s perfor-
mance. As can be seen, the design made sure that there were no direct
interdependencies between any actors in the experiment. Potential
feelings of reciprocity were thus excluded.4 Subjects were explicitly
informed about this feature of the design. O1 rewarded or punished the
delegation decision of A1.

In the example above, the task-solving performance of A2 only de-
termined A4’s payoff if A1 had actually delegated the decision to A2.
Otherwise, the performance of the machine was relevant. In either case,
one of the ten solved exercises was selected at random and the recipient

Fig. 1. Matching for delegation decision.

1 Subjects were told the following: “To evaluate the performance of a person and a
machine, you will subsequently see a comparison of the performance of a past run. One
line is shown per column, each respectively calculated either by a person or a machine. If
calculated correctly, the line will be displayed in white. If calculated incorrectly the line
will be displayed in red.”

2 This equalized the observer’s own payoff with the payoff of an as-yet unrewarded or
unpunished actor who had received the 70 ECU from the randomly-drawn exercise solved
successfully by the task-solver on whom he depended. This is the case because he was
additionally equipped with an initial endowment of 30 ECU. Thus, we established a
conservative measure of reward and punishment, since any alteration of actors’ endow-
ment by a generally inequality-averse observer would require good reasons.

3 For reasons of visual clarity, delegation and payoff dependency between actors and
machine in Fig. 1 are shown for A1 and A4 only, by way of an example.

4 See Greiner and Levati (2005) regarding the issue of indirect reciprocity in small
groups.
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received her earnings if it was solved correctly. If A1 delegated to the
machine, the performance of the tailored algorithm determined the
payoff to A4.

2.2. Part 2: Perception guess

For part 2, the role differentiation of subjects was abolished.
Subjects were informed that they would soon be confronted with yet
another visualization of actual previous performances of the known
calculation task by humans and a machine.5 Their task was then to
guess the number of errors of either the humans or the machine as
accurately as possible. When seeing the visualization, they did not yet
know whether they would later be asked to guess the errors of the
humans or of the machine. All subjects were shown the data of the 24
subjects (240 lines) from a second preparatory session (i.e., different
data than used for visualization in part 1) and the performance of the
tailored algorithm. As in part 1, the relative performance of humans
and the machine was presented on a split screen. The side of the screen
on which the performance of the machine was presented was rando-
mized across subjects. Exercises solved correctly again appeared in
white, while those solved incorrectly appeared in red. In order to pre-
vent subjects from counting, each exercise was only shown for 0.3 s.
The interval was even shorter than in part 1, because subjects were
already used to this kind of visualization.

After the actual past performances were shown, subjects had to state
how many of the 240 exercises shown had been solved incorrectly, i.e.,
how many errors had been made. Subjects’ payoff for part 2 depended
on the accuracy of their guess. Payoffs were calculated according to
Table 1.

Half of subjects were randomly asked to guess humans’ perfor-
mance, while the other half was asked to guess the machine’s perfor-
mance. It was ensured that an equal number of actors and observers
from part 1 of the experiment were distributed between both of these
treatments. Furthermore, subjects who delegated to a human and those
who delegated to a machine were also divided equally between the two
treatments.

2.3. Part 3: Trust game

In part 3, subjects were randomly assigned to one of two treatments.
In the Human Treatment, subjects played a standard trust game.
Trustors were endowed with 50 ECU. They could transfer 0, 10, 20, 30,
40 or 50 ECU to the trustee. The sent amount was tripled and credited
to the trustee. The trustee could then reciprocate any integer amount
she wished. The Machine Treatment was identical to the Human
Treatment except for the fact that the reciprocation decision was made
by a machine agent on behalf of the trustee who had no chance to
intervene. Before subjects were informed about the treatment to which
they were assigned, the setup of both treatments was carefully ex-
plained to them.

In the Human Treatment, before subjects learned their role, they
made their choice for the trust game via the strategy vector method

(Selten, 1967) and submitted their full strategy profile for both roles. If
a subject was ultimately assigned the role of a trustee, her reciprocation
decision conditional on the amount actually transferred by the trustor
was returned.

Because the trustee had no voice in the Machine Treatment, subjects
only took a decision for the case of ending up in the role of the trustor.6

The reciprocation decision of the machine was determined according to
the actually previously submitted strategy profiles of the subjects in the
preparatory sessions. The algorithm was programmed such that it
picked one of all 48 reciprocation profiles submitted in the preparatory
sessions at random, and applied the respective conditional choice to a
trustor’s actually chosen transfer.

Before subjects made their choices, they were given an impression
of the reciprocation choices of humans and the machine on a split
screen.7 For each subject, the choices of the machine were shown on
either the left or right side of the screen at random. For this purpose,
subjects were shown the actual reciprocation profiles of all 48 subjects
from both preparatory sessions. These choices were contrasted with the
reciprocation profiles of the machine algorithm. Each profile consisted
of five choices, i.e., the returned amount for each possible transfer. The
five choices of a human and the machine profile selected at random
appeared alternately and one by one in blocks. Each choice was shown
for only 0.7 s.8

As in part 2, random assignment to the Human and Machine
Treatment was contingent upon the subjects’ role and delegation de-
cisions from part 1. Thus, they were assigned in equal proportions to
both treatments.

2.4. Preparatory sessions

The preparatory sessions were necessary for two reasons. First, they
were needed in order to produce actual data from human task-solvers,
which would later be presented to subjects in the experiment. Second,
they were needed in order to tailor the machine’s task-solving perfor-
mance and decisions in the trust game to the performance and decisions
of the humans. Keeping the de-facto performance of humans and ma-
chine constant allowed us to test for a potential systematic mis-
perception of relative performances.

In the first part of the preparatory sessions, subjects processed the
same calculation task as in the experiment. Also, each subject solved the
task not for herself but for another subject with whom she was ran-
domly matched. This receiver was paid according to the task-solvers
performance. For this purpose, one of the ten exercises was selected at
random and if this exercise was solved correctly, the receiver was given
70 ECU. Otherwise, she received nothing. It was ensured that no pair of
subjects solved tasks for each other. So, the mechanism of the matching
was the same as described in 2.1 in order to eliminate any potential
feelings of reciprocity. Twenty-four subjects took part in each calibra-
tion session for the calculation task. Thus, 24 blocks of ten exercises
were solved in each session.

Table 1
Payoffs for accuracy of guess.

Deviation(%) Payoff

≤ 20 70 ECU
≤ 40 40 ECU
≤ 60 20 ECU
> 60 0 ECU

5 Subjects were told the following: “Now you will see the performance of humans and
machines again. Please be aware of the fact that the data has been collected in a different
past run than the performance that you saw in the first part.”

6 Subjects were told the following: “Every participant is able to send money to the
participant assigned to him. This participant cannot decide how much money he wants to
send back. This decision is made by a machine. You and the participant assigned to you
decide simultaneously, but only one decision is going to be implemented. (...) The amount
you transfer will be subtracted from your initial endowment. Subsequently, it will be
tripled and send to the participant assigned to you. (...) Afterwards, the machine, deciding
for the participant assigned to you, determines the amount of ECU that is returned to you.
The participant assigned to you cannot influence the machine’s decision. (...). As men-
tioned above, the participant assigned to you is also able to transfer money. The proce-
dure is the same as already outlined above, meaning the returned amount is determined
by your machine agent.”

7 Subjects were told the following: “To be able to form your personal expectations
about how much will be sent back, you will be shown the return transfer of participants
from an earlier session. To form an expectation about the return transfers of machines,
you will see the decisions of the machine agent next to those of human participants.”

8 A choice was indicated by the returned amount for each possible transfer, e.g.,
“transfer: 30 → return:45.′′
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The algorithm of the machine that solved the calculation task was
programmed in such a way that it resembled the error distribution of
the human subjects exactly.9 So, for instance, if few subjects tended to
make many errors, while many subjects made few errors, this was re-
sembled by the algorithm: It made many mistakes in few of the 24
blocks and solved many blocks with few mistakes. The clustering of
errors was important to equalize error distribution and account for risk
preferences.10

Recall that past data on calculation performance was presented
twice in the experiment, once before the delegation decision in part 1
and once before the perception guess in part 2. Therefore, two pre-
paratory sessions were performed. We used the data from the first
session for part 1 of the experiment, and the data from the second
session for part 2.11

In the second part of the preparatory sessions, subjects were ran-
domly rematched to new pairs and played a trust game with the same
parameters as in the experiment. Using the strategy vector method,
each subject gave a reciprocation profile for the case of ending up in the
role of a trustee. A random draw then assigned the roles and payoffs
were determined according to their own decision for that role and the
decisions of their match. The collected 48 reciprocation profiles con-
stituted the pool of data from which the machine agent in part 3 of the
experiment randomly picked one and applied it to a trustor’s chosen
transfer.

Finally, one of the two parts of the preparatory sessions was selected
at random and subjects were paid according to their payoff in this part.

3. Experiment results

The experiment took place in a major German university in
September 2015. It was programmed in z-Tree (Fischbacher, 2007),
subjects were recruited via ORSEE (Greiner et al., 2003). A total of 264
subjects participated in twelve sessions. Subjects received a show-up fee
of € 4.00 and could earn additional money in the experiment. A session
lasted about 45 min. and the average payment was € 10.38 ( =sd €
3.45). Task-solvers solved on average 8.58 ( =sd 2.3 4) of the ten ex-
ercises correctly. The conversion rate was 10 ECU = € 1.00.

First, we checked whether subjects preferred delegating a task that
affects a third party to a human over delegating it to a machine.
Overall, 132 subjects made a delegation decision. Ninety-seven of these
subjects (73.48%) delegated to a human, 35 of them (26.52%) dele-
gated to a machine. The fraction of subjects deciding to delegate to a
machine is therefore significantly lower than half (p< .001, according
to an Exact Binomial Test). This confirms our first hypothesis.

Result 1. Subjects preferred to delegate a task that affects a third party
to a human than to a machine.

We now turn to analyze the observers’ evaluation of a delegation to
a machine as compared to a human. Remember that each observer

evaluated both cases—the delegation to a human and to a machine—in
a random order. Furthermore, he made choices contingent upon whe-
ther the respective task-solver had successfully solved the task or made
an error. This means that each observer provided four choices.

Observers’ levels of rewarding delegators are illustrated in Fig. 2. If
the respective task-solver was successful, observers rewarded delega-
tions to a machine with an average of 12.52 ECU ( =sd 17.38 ECU),
while they rewarded delegations to humans with an average of 17.77
ECU ( =sd 15.01 ECU). If the respective task-solver made an error, ob-
servers rewarded delegations to a machine with an average of 0.49 ECU
( =sd 19.53 ECU), while they rewarded delegations to humans with an
average of 4.42 ECU ( =sd 19.53 ECU). Delegators to machines are thus
evaluated significantly worse than delegators to humans regardless of
whether the outcomes are successful or unsuccessful (p< .001 and=p .002, respectively, according to two-sided Wilcoxon signed-rank
tests). This confirms our second hypothesis.

Result 2. Delegators were rewarded less for delegating a task that
affects a third party to a machine than for delegating it to a human.

In the next two steps, we investigated whether the aversion to
machine use in the moral domain identified is based on a lower “per-
ceived utility” of the machine or on a general lack of trust in machines.

First, we compare the number of machine errors guessed by subjects
to the number of human errors they guessed. Note that the number of
actual errors, i.e., red-colored exercises, presented to subjects was the
same for humans and the machine. Specifically, 50 of the 240 exercises
shown to subjects on each side of the screen, which was split between
human and machine, were shown in red. Subjects who were in-
centivized to guess the number of machine errors made an average
guess of 58.11 ( =sd 24.8 8 ), while those who were incentivized to guess
the number of human errors made an average guess of 59.84
( =sd 24.43 ). This difference in guesses is insignificant ( =p .63 2 ac-
cording to a two-sided Mann–Whitney U-test). We thus reject our third
hypothesis.

Result 3. Machine errors are not perceived significantly different from
human errors.

Second, we tested whether the amount in the trust game transferred
by trustors to a machine agent was lower than that sent to a human
trustee. Those who were randomly matched with a machine agent sent
an average amount of 30.83 ECU ( =sd 16.67 ECU), while those mat-
ched with a human trustee sent an average of 33.64 ECU ( =sd 15.78
ECU). The difference is insignificant ( =p .170 according to a two-sided
Mann-Whitney U-test).

One might suspect that this insignificance is only an aggregate
phenomenon: It may result from the leveling of diverging levels of trust

Fig. 2. Observers’ rewarding of delegation to machines and to humans.

9 The algorithm was programmed such that it could not solve exercises in which the
sum of numbers was higher than 34. The algorithm was fed with calculation data which
led it to reproduce the historical error distribution from the calibration session precisely.
Assume the first task-solver in a calibration session had made one mistake, while the
second had made three mistakes, and so on. The algorithm was thus fed with an initial
block of ten exercises in which one exercise added up to more than 34 and with a second
block of ten exercises in which three exercises added up to more than 34. One of the 24
blocks resembling the performance of the task-solvers from the calibration study was
randomly drawn to be decisive. The machine then actually calculated this block of ten
exercises. Due to its inability to calculate the exercises adding up to more than 34 cor-
rectly, it made the same number of errors as the respective human task-solver.

10 If the machine would have taken the average error rate of all 24 humans and “ap-
plied” it to each block, it would have caused a more uniform distribution of errors over
the 24 blocks than the humans. In this case, a risk-averse subject might have preferred to
delegate the task to a machine, because she feared a particularly weak fellow human
subject more than she appreciated a particularly strong fellow human subject.

11 The average number of lines solved correctly was 8.00 ( =sd 2.10) in the first session
and 7.92 ( =sd 1.93 ) in the second session. They were thus very close to each other.
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toward humans and machines between subjects who made different
delegation decisions. In particular, one might expect that delegators to
humans are generally more skeptical toward machines and express a
lower level of trust. Subjects who delegated to a human task-solver in
the first part, however, did not, on average, transfer any less to a ma-
chine than to a human (31.63 ECU ( =sd 15.46) vs. 32.92 ECU
( =sd 16.3 7), =p .627 according to two-sided Mann–Whitney U-tests).
Therefore, our fourth hypothesis is also rejected.

Result 4. The level of trust toward machines and toward humans does
not differ significantly.

4. Post-experimental survey

Because both potential explanations for the very clear relative
aversion to machine use in the moral domain could not be supported in
the experiment, we conducted a survey study in February 2018. In this
survey, we recruited 78 new participants via ORSEE (Greiner, 2004)
and confronted them with a concise description of part 1 of the ex-
periment. They were then asked to indicate their agreement to several
statements on a 7-point Likert scale.

We confronted subjects with five pairs of statements that were
identical except for the words “human task-solver” and “machine”. The
order in which statements were presented was randomized within each
pair. Specifically, we investigated the following alternative explana-
tions for the observed aversion to a delegation to a machine. First,
people might feel that a delegator who delegated the task to a machine
holds a human task-solver’s benevolent effort in contempt (first pair of
statements). Second, people might be biased against delegators to ma-
chines when attributing praise and blame for a resulting outcome
(second and third pair). Third, delegators might successfully pass on the
responsibility for negative outcomes to another human but not to a
machine (fourth and fifth pair). The eleventh statement was not directly
related to part 1 but represented a general remark on automation in a
morally relevant domain that we included as a control.

Fig. 3 illustrates the average agreement to the five pairs of state-
ments testing the alternative explanations for an aversion to machine

use in the moral domain and to the eleventh statement that served as a
control.

The figure suggests that the agreements for each pair of statements
concerning delegators to a human and to a machine are quite similar to
each other. In fact, none of the differences between the delegators to
humans and machines is significant (p> .100 according to two-sided
Wilcoxon signed-rank tests) except for the first pair. People do indeed
more readily agree with the idea that delegators to machines hold a
human’s work in contempt than that delegators to humans hold the
machine’s work in contempt ( =p .03 1). The agreement with the former
statement, however, is still close to neutrality. The effect is thus likely
to be driven by a perceived implausibility of the idea that a machine’s
effort can be held in contempt.

The only statement where participants’ answers tend to clearly de-
viate from neutrality is the eleventh statement, where people firmly
express the opinion that a human pilot should always be able to over-
rule the decision of an autopilot. While we can thus also identify an
aversion to automation in the moral domain in the post-experimental
survey, none of the alternative explanations tested in this survey can be
supported.

5. Discussion

In this study, we compared the frequency of delegation decisions of
a task that affects a third party to machines and humans and elicited
their respective evaluation by impartial observers. It should be stressed
again that the question we posed here was about people’s preference
relation over a machine agent and a human agent, and not about de-
legating versus performing the task oneself. Consequently, subjects had
to delegate in either case and could thus not be blamed merely for
shifting responsibility.

We found that subjects express an aversion to delegating tasks that
fall into the moral domain to machines rather than humans. First, this
manifests in the relatively small fraction of delegators that mandate a
machine rather than a human. Second, it is clear that observers evaluate
the decision to delegate to a machine in the moral domain less favor-
ably than if the delegation is to a human. Interestingly, machine use is

Fig. 3. Results of post-experimental survey.
NOTE: Upper rows of numbers to the right of the graph represent means, medians and standard deviations (sd) for human agent, lower rows represent measures for
machine agent.
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viewed more critically, irrespective of whether the delegation ulti-
mately caused positive or negative consequences for the person af-
fected.

The experiment tested two potential explanations for an aversion to
machine use in the moral domain: an oversensitivity to machine errors,
and a lack of trust in machines. Both explanations could be ruled out in
our experiment. Subjects did not perceive machine errors more saliently
than human errors, as subjects’ incentivized guessing of failure rates
demonstrates. The phenomenon identified, therefore, seems to be an
aversion to delegating tasks that affect a third party to machines per se
as opposed to an instrumentally justified attempt to minimize the risk of
failure for those affected. Analogously, the level of trust expressed by
subjects toward a machine agent was very similar to the trust level
expressed toward a human. Thus, we were unable to identify a general
distrust in machines in a self-regarding trust game. This latter finding
indicates that the unconditional aversion to machine use seems to be
rather specific to the delegation of tasks that affect a third party.

Finally, we used a post-experimental survey with fresh subjects to
investigate three alternative explanations for the observed phenom-
enon: the feeling that delegators to machines hold humans’ effort in
contempt, a bias against delegators to machines when attributing praise
and blame, and a difference in a delegator’s ability to pass on respon-
sibility to another human and to a machine. Neither of these potential
alternative explanations, however, could account for the aversion at
hand.

From our findings, it seems that most people rather intuitively
dislike machine use in the moral domain—an intuition which turns out
being hard to rationalize. We identified this aversion per se by ex-
perimentally equalizing humans’ and the algorithm’s performance. In
practice, however, algorithms will usually not be simulating human
moral behavior but will be programmed to implement a specific nor-
mative rationale. This attachment to rules may induce a dismissal of
their decisional inflexibility in people. Such an instrumental aversion
would then come in addition to the non-instrumental aversion that we
identified. In the case of self-learning algorithms, we might observe an
additional instrumental aversion to decisional opacity.

Our results underline the importance of an open discussion of ma-
chine use in the moral domain. The case of automated driving certainly
qualifies as such a domain, since errors of the machine may cause
substantial externalities to third parties. The non-instrumental aversion
identified suggests that the emphasis on the superior performance of
automated cars, which is currently the main argument for automation
in traffic, may not be sufficient or even decisive in convincing the
general public. It might be as important to address the perceived moral
problems that are necessarily associated with the introduction of au-
tomated vehicles.

Against this background, Chris Urmson, head of Google’s self-
driving car project, might be mistaken in downplaying the role of moral
considerations in the context of automated driving by calling them “a
fun problem for philosophers to think about” (McFarland, 2015). As
this empirical study suggests, concerns regarding the involvement of
machines in the moral domain are not only an issue for armchair phi-
losophers but may reflect a larger societal phenomenon, viz. a folk
aversion (see also Kohl et al. (2018)). So far, the industry seems to
mainly be occupied with engineering issues and has, due to a dé-
formation professionnelle, predominantly neglected or downplayed the
possibility of public resistance to the new technology. It may, however,
be well-advised to take moral concerns against automated driving ser-
iously, since citizens’ resistance may slow down the automation process
substantially. This, however, would mean to preserve a status quo that
involves an avoidably high number of traffic deaths, injuries and da-
mages.

Research that investigates how the feeling of unease can be ad-
dressed prophylactically (Feldhütter et al., 2016) is just emerging. En-
abling people to experience, and thus better understand, the technology
in order to dissipate reservations and fears may pave the way for a

trouble-free introduction of autonomous driving. A deeper investigation
of the causes of people’s aversion to the use of automated cars in the
moral domain seems to us a promising venue for future research.

Supplementary material

Supplementary material associated with this article can be found, in
the online version, at doi:http://dx.doi.org/10.1016/j.socec.2018.04.
003.
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Appendix 1: Instructions (translated from German)

Explanations

During the experiment subjects were assigned to di↵erent roles. The role is indicated at the

top of each slide. Generally, slides are in chronological order. Although, the di↵erent roles

acted simultaneously, the slides of each role are depicted consecutively to improve readability.

Some slides (e.g., waiting screens) and features (e.g., buttons to click in order to advance)

were eliminated as long as they did not serve any significant purpose.

Part 1 - Delegation and Blaming

Role: Everyone

Welcome!

You will now receive a participation letter.

*RANDOM DRAW*

The letter *X* has been assigned to you.

Role: Everyone

The experiment consists of three parts. You can earn money in each of these parts but

only your earnings in one of these parts will actually be paid out to you. The relevant part

is chosen at random. The three parts are independent and do not build on each other.

Your identity remains unknown and will not be revealed during the experiment.

Role: Delegator (1)

During the first part of the experiment, two participants out of this room will be assigned

to you at random.

*RANDOM DRAW*

Participants *Y* and *Z* have been assigned to you.

Your personal payment depends on the decision of *Z*.

The payment of participant *Y* depends on your decision.



Role: Delegator (2)

You will be presented with 10 lines. Each line consists of 7 fields. Each field displays a

number between 1 and 9. All fields of any given line must be summed up. Subsequently,

the result has to be entered into the accompanying input field and confirmed by clicking on

the “OK” button. Below you can see an example of such a line. Please sum up the numbers

of this line probationary and enter the result into the accompanying input field and confirm

your input by clicking “OK”.

*TEST LINE TO SOLVE*

Role: Delegator (3)

The payment of participant *Y* depends on your decision regarding the calculation task.

You can either delegate the calculation of the lines to another person (di↵erent from the

participants assigned to you) or to a machine. The person is someone di↵erent than the

assigned participants *Y* and *Z*. Afterwards, your delegation decision will be evaluated

by a person that is unknown to you. This person has the option to add or subtract money

from your endowment, depending on the consequences of your decision.

Role: Delegator (4)

You receive an endowment of 30 ECU (e 3) that can be increased during the first part.

Your personal payment also depends on the decision of the participant assigned to you. Out

of the ten lines to be solved, one is picked at random. Hereby every single line has the same

probability to be selected. If participant *Z* calculated the result correctly, you will receive

70 ECU (e 7) additionally leading to a total payment of ECU 100 (e 10.00). If the result of

this line has been calculated incorrectly, you will not receive any additional payment to your

original endowment of ECU 30 (e 3).

The procedure is the same for all participants, meaning that participant *Y* will be

rewarded according to your delegation and the performance of your agent.

Role: Delegator (5)

To evaluate the performance of a person and a machine, you will subsequently see a

comparison of the performance of a past run. One line is shown per column, each respectively

calculated either by a person or a machine. If calculated correctly, the line will be displayed



in white. If calculated incorrectly the line will be displayed in red.

Role: Delegator (6)

*PERCEPTION TASK IS SHOWN*

Role: Delegator (7)

Your decision a↵ects participant *Y*. You have to delegate the calculation of the lines

to another person or to a machine. The result of this delegation is relevant for participant

*Y*, who has been assigned to you.

*CHOOSE MACHINE* *CHOOSE HUMAN* (*RANDOMIZED ORDER*)

Role: Delegator (8)

You now have to solve the addition tasks for the case that you have been chosen to

calculate the lines of another participant. Please consider that your results are relevant to

another participant that is unknown to you. This is only relevant if you have been selected

instead of a machine.

Role: Observer (1)

During the first part of the experiment, one participant out of this room will be assigned

to you randomly. This participant is Y. For the first part of the experiment you will receive

a fixed payment of 100 ECU (e 10). You will be presented with 10 lines. Each line consists

of 7 fields. Each field displays a number between 1 and 9. All fields of any given line must

be summed up. Subsequently, the result has to be entered into the accompanying input

field and confirmed by clicking on the “OK” button. Below you can see an example of such

a line. Please sum up the numbers of this line probationary and enter the result into the

accompanying input field and confirm your input by clicking “OK”.

*TEST LINE TO SOLVE*

Role: Observer (2)



The participant assigned to you now has the opportunity to delegate this task to an-

other person or to a machine. Therefore, his decision becomes relevant to a person that

is unknown to you. The payment of participant *Y* depends on a delegation decision as

well. This decision is made by an unknown participant who also delegates the calculation to

another person or to a machine. Thus, the participant assigned to you is responsible for the

delegation, relevant for a third person that is unknown to you. Additionally, the payment

of participant *Y* depends on a participant that is unknown to you, who is in exactly the

same situation as you are in.

Role: Observer (3)

The payment of participant *Y* depends on the decision of another participant, who is

assigned to your participant. Out of the ten lines to be solved, one is picked at random.

Each single line has the same probability to be selected. If the participant, who is deciding

for participant *Y*, delegated the calculation to another person or to a machine, solving it

correctly, your participant receives 70 ECU (e 7). If the result is wrong, participant *Y*

receives no additional payment. The procedure is the same for all participants, meaning

that another participant is rewarded according to the delegation decision of the participant

assigned to your participant and the performance of the agent who was selected at random.

Role: Observer (4)

To evaluate the performance of a person and a machine, you will subsequently see a

comparison of the performance of a past run. One line is shown per column, each respectively

calculated either by a person or a machine. If calculated correctly, the line will be displayed

in white. If calculated incorrectly the line will be displayed in red.

Role: Observer (5)

*PERCEPTION TASK IS SHOWN*

Role: Everyone

Please calculate the lines underneath. Also consider, that the result of each line has to

be entered in the input field on the right hand side. Please confirm your input by clicking

the “OK” button. You have 105 seconds to solve the whole task.



Role: Observer (6)

In what follows you have the opportunity to judge the delegation decision of participant

*Y*. Note that participant Y’s delegation decision impacts the earnings of another partici-

pant that is unknown to you. You have the opportunity to add or subtract money from the

endowment of participant *Y*. This is only possible in integer numbers, while the maximum

increase or reduction is 30 ECU.

The participant assigned to you delegates to Add Subtract

Machine—a correctly solved line is drawn (unknown participant receives 70 ECU) *INPUT FIELD* *INPUT FIELD

Machine—an incorrectly solved line is drawn (unknown participant receives 0 ECU) *INPUT FIELD* *INPUT FIELD

Human—a correctly solved line is drawn (unknown participant receives 70 ECU) *INPUT FIELD* *INPUT FIELD

Human—an incorrectly solved line is drawn (unknown participant receives 0 ECU) *INPUT FIELD* *INPUT FIELD

*ORDER IN WHICH CHOICE CONCERNING MACHINE AND HUMAN IS PRE-

SENTED IS RANDOMIZED*



Part 2 - Perceived Ability

Role: Everyone

Now you will see the performance of humans and machines again. Please be aware of

the fact that the data has been collected in a di↵erent past run than the performance that

you saw in the first part. You will subsequently see a comparison of the performance of a

past run. One line is shown per column, each respectively calculated either by a person or a

machine. If calculated correctly, the line will be displayed in white. If calculated incorrectly

the line will be displayed in red.

Afterwards, you will be questioned about the error rate and rewarded depending on the

accuracy of your guess.

Role: Perceiver of machine (1)

Please estimate the performance of the machine. Give your estimation on how many lines

out of 240 have been solved incorrectly by the machine. The following table displays the

payments per deviation of your guess.

Deviation Payo↵

 20 % 70 ECU
 40 % 40 ECU
 60 % 20 ECU
> 60 % 0 ECU

Role: Perceiver of machine (2)

Please enter your estimated number of errors made by the machine in the input field

below.

*INPUT FIELD*

Role: Perceiver of human (1)

Please estimate the performance of the machine. Give your estimation on how many

lines out of 240 have been solved incorrectly by the human. The following table displays the

payments per deviation of your guess.



Deviation Payo↵

 20 % 70 ECU
 40 % 40 ECU
 60 % 20 ECU
> 60 % 0 ECU

Role: Perceiver of human (2)

Please enter your estimated number of errors made by the person in the input field below.

*INPUT FIELD*



Part 3 - Trust

Role: Everyone

In the third part, you will be assigned to another participant. You form a pair with him.

Role: Everyone (2)

You and the participant assigned to you decide simultaneously, but only one decision is

going to be implemented. You will start with an endowment of 50 ECU for the case that

your decision is going to be implemented. Now you have the opportunity to send money to

the participant assigned to you. You can transfer a maximum of 50 ECU and a minimum of

0 ECU. Amounts of 10, 20, 30 or 40 ECU are also possible. The amount you transfer will

be subtracted from your initial endowment. Subsequently, it will be tripled and send to the

participant assigned to you. As an example a transferred amount of 30 ECU results in a

credit of 90 ECU on your participant’s account.

The decision of how much will be returned to you is either made by your partner or by a

machine that is acting on behalf of your partner. In the latter case your partner has no say

in the decision of how much is sent back.

Role: Everyone (3)

To be able to form your personal expectations about how much will be sent back, you will

be shown the return transfer of participants from an earlier session. To form an expectation

about the return transfers of machines, you will see the decisions of the machine agent next

to those of human participants.

*PERCEPTION TASK IS SHOWN*

Role: Matched with machine (1)

Every participant is able to send money to the participant assigned to him. This par-

ticipant cannot decide how much money he wants to send back. This decision is made by a

machine.

Role: Matched with machine (2)



You and the participant assigned to you decide simultaneously, but only one decision is

going to be implemented. You will start with an endowment of 50 ECU for the case your

decision is implemented. Now you have the opportunity to send money to the participant

assigned to you. You can transfer a maximum of 50 ECU and a minimum of 0 ECU. Amounts

of 10, 20, 30 or 40 ECU are also possible. The amount you transfer will be subtracted from

your initial endowment. Subsequently, it will be tripled and send to the participant assigned

to you. As an example, a transferred amount of 30 ECU results in a credit of 90 ECU on

your participant’s account.

Afterwards, the machine, deciding for the participant assigned to you, determines the

amount of ECU that is returned to you. The participant assigned to you cannot influence

the machine’s decision. The returned amount can vary between 0 ECU (minimum) and 150

ECU (maximum).

As mentioned above, the participant assigned to you is also able to transfer money. The

procedure is the same as already outlined above, meaning the returned amount is determined

by your machine agent.

One of the two transactions (your transaction or the one of the participant assigned to

you) is selected at random and classified as a payment for the third part. If the decision of

the participant assigned to you is implemented, you will receive the tripled amount that has

been transferred to you subtracted by the amount returned by the machine acting on your

behalf.

For the case your decision is going to be implemented, please put the amount you want

to transfer into the following input field.

*INPUT FIELD*

Role: Matched with human (1)

You and the participant assigned to you decide simultaneously, but only one decision is



going to be implemented. You will start with an endowment of 50 ECU for the case that

your decision is going to be implemented. Now you have the opportunity to send money to

the participant assigned to you. You can transfer a maximum of 50 ECU and a minimum of

0 ECU. Amounts of 10, 20, 30 or 40 ECU are also possible. The amount you transfer will

be subtracted from your initial endowment. Subsequently, it will be tripled and send to the

participant assigned to you. As an example a transferred amount of 30 ECU results in a

credit of 90 ECU on your participant’s account.

He can now decide what amount is returned to you. The returned amount can vary

between 0 ECU (minimum) and 150 ECU (maximum).

As mentioned above, the participant assigned to you is also able to transfer money. The

procedure is the same as already outlined above. One of the two transactions (your trans-

action or the one of the participant assigned to you) is selected at random and classified as

a payment for the third part. If the decision of the participant assigned to you is imple-

mented, you will receive the tripled amount that has been transferred to you subtracted by

the amount returned by you.

For the case that your decision is going to be implemented, please put the amount you

want to transfer into the following input field.

*INPUT FIELD*

Role: Matched with human (2)

Simultaneously with your decision, the participant assigned to you made his decision

about the amount of money to be transferred for the case that his decision is going to be

implemented.

Please enter the amount of money you would like to return if your the participant assigned

to you selected the shown amount in the table below. If you do not want to transfer any

money, insert the number “0”. Please note that every amount transferred to you by the

participant assigned to you will be tripled.

If the participant assigned to me transferred 10 ECU (you receive 30 ECU), I will transfer: *INPUT FIELD*

If the participant assigned to me transferred 20 ECU (you receive 60 ECU), I will transfer: *INPUT FIELD*

If the participant assigned to me transferred 30 ECU (you receive 90 ECU), I will transfer: *INPUT FIELD*

If the participant assigned to me transferred 40 ECU (you receive 120 ECU), I will transfer: *INPUT FIELD*

If the participant assigned transferred 50 ECU (you receive 150 ECU), I will transfer: *INPUT FIELD*



Payment (Example)

Role: Everyone (1)

Thank you. The decision to be implemented will now be picked at random.

*RANDOM DRAW*

The decision of the participant assigned to you has been implemented. He transferred 10

ECU. 30 ECU are credited to your account. You returned 15 ECU.

You receive 15 ECU.

Role: Everyone (2)

Your guess for the second part of the experiment is now evaluated.

The machine made 50 errors and you estimated 42 errors.

You receive 70 ECU.

Role: Everyone (3)

Now the part of the experiment relevant for your payment (part 1, part 2 or part 3) will

be picked at random. All three parts are equally likely to be chosen as relevant for payment.

*RANDOM DRAW*

Part *x* is relevant for your payment.

You receive *y* ECU for this part. This equals *e 0.10 · y*. Additionally, you receive a

show-up fee of e 4.00.

In total, you receive *e 0.10 · y + e 4.00*.



Appendix 2: Post-Experimental Survey (translated from

German)

Description of the Situation

Recently, a scientific experiment was conducted. In this experiment, deciders had to del-

egate the solving of ten calculation exercises. The task could either be delegated to a human

task-solver or to a machine. The deciders did not have the possibility to solve the task

themselves.

The payo↵ of a passive third party depended on the correct solving of the task by the

machine or the human task-solver. For each correctly solved exercise, a green ball was put

into an urn, while for each incorrectly solved exercise a red ball was put into it. Then, one

ball was randomly drawn and the passive third party received a payment of e 7.00, if a green

ball was drawn and nothing, if a red ball was drawn.

The deciders who had to delegate the task to a human task-solver or a machine knew the

following:

a. The machine solves the same fraction of exercises incorrectly as the human task-solvers.

It is thus neither superior nor inferior in its capabilities.

b. All human task-solvers had to solve the task. But only the performance of those task-

solvers was considered whose decider had determined that their solution should be

relevant for the third party’s payment. The performance of the task-solvers whose

decider had chosen the machine was thus irrelevant. The task-solvers, however, did not

find out whether their performance was ultimately relevant. Therefore, by delegation

to a machine, nobody was spared from working.

*THE ORDER WITHIN EACH PAIR OF STATEMENTS WAS RANDOMIZED*

1. People who delegate the task to another human hold the work of the machine in con-

tempt.

7-POINT LIKERT SCALE RANGING FROM 1 (STRONGLY DISAGREE) to 7

(STRONGLY AGREE)*

2. People who delegate the task to a machine hold the work of other people in contempt.

3. People who delegate the task to another human who then commits an error are to

blame for this outcome.

4. People who delegate the task to a machine that then commits an error are to blame

for this outcome.



5. People who delegate the task to another human who then solves it correctly deserve

praise for this outcome.

6. People who delegate the task to a machine that then solves it correctly deserve praise

for this result.

7. People who delegate the task to another human pass on their responsibility for the

outcome.

8. People who delegate the task to a machine pass on their responsibility for the outcome.

9. People who delegate the task to another human who then commits an error carry the

responsibility for this outcome.

10. People who delegate the task to a machine that then commits an error carry the

responsibility for this outcome.

11. Pilots should be able to overrule the decisions of the autopilot at any time.



Appendix 3: Additional Illustrations

Figure 4: Visualization of Calculation Performance from Preparatory Sessions—Example 1



Figure 5: Visualization of Calculation Performance from Preparatory Sessions—Example 2



Figure 6: Visualization of Reciprocity Choices from Preparatory Sessions



Figure 7: Visualization of Trust Game with Machine
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