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Abstract

Recently, several load monitoring techniques have been introduced, but non-intrusive load
monitoring (NILM) stands out due to single-point (aggregate) energy measurement to
detect individual appliance and estimate its power consumption. The accurate appliance
detection primarily depends on the density and diversity of appliances under observation.
For commercial and industrial environments, there are multiple appliances such as laptops
(office), refrigerators (supermarket), and motors (factory) operating in parallel, which usually
require high-frequency data acquisition (DAQ) for anomaly detection and simultaneous
event reduction. The non-invasive appliance recognition through load disaggregation also

supports effective scheduling of appliances for the demand-side management programs.

This work proposes, develops, and evaluates a fine-grained high-frequency DAQ solution
to accurately detect individual appliances from the aggregate load, even when several
appliances are operating simultaneously. As most disaggregation inaccuracies stem from
DAQ, we initiated our investigation by exploring and experimenting with different low-cost,
off-the-shelf energy monitors to gather the required aggregate energy data. Similarly,
we examined the use of sound card, due to its better quality analog to digital converters
and built-in filters to screen-out unwanted low-frequency noise, to measure energy at
high sampling frequency. Unfortunately, inadequate low-level signal handling capabilities
and lack of multiple inputs for the three-phase system were key deficiencies for effective
NILM utilization. To handle NILM DAQ limitations and fulfill other appliance specific
disaggregation requirements, we have developed a circuit-level electric appliance radar
(CLEAR). CLEAR is a customizable energy monitoring solution capable of providing a
cost-effective mechanism to simultaneously gather accurate energy data at up to 250 kHz

from three circuits (or six channels).

Similarly, this work also evaluates the appliance-switching (on/off) event detection capability
to isolate high-resolution appliance event signatures (start-up current waveform pattern)
from the aggregate data acquired by CLEAR. We assessed CLEAR in an office environment
with an abundance of switched-mode power supplies (SMPS) to observe the effect of
high-resolution on simultaneous event detection. A novel event detection algorithm using
the Hilbert-Huang transform is proposed to demonstrate the effectiveness of high-resolution
data to accurately detect SMPS-equipped appliance events from the aggregate load. The
results indicate that higher sampling frequency readily reduces simultaneous events and

helps detect most of the low-powered office appliance switching events from the aggregate
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load.

Furthermore, eight different audio, sliding-window, and dictionary-based lossless com-
pression techniques were compared based on metrics such as compression ratio and time
to compress/decompress energy data. For high-frequency energy data, the audio-based
lossless compression algorithms showed better results, essentially due to the periodic nature

of energy data.

iv



Zusammenfassung

In den letzten Jahren wurden verschiedene Techniken zur Lastgangiiberwachung vorgestellt.
Die nicht-invasive Lastgangmessung (NILM) zeichnet sich durch ihre Einzelpunktmessung
(aggregiertes Signal) der elektrischen Energie aus, um einzelne Gerite zu erkennen und
deren individuellen Leistungsverbrauch zu ermitteln. Eine fehlerfreie Gerdteerkennung
hingt stark von der Haufigkeit und Diversitit der einzelnen eingesetzten Gerite ab.
Kommerzielle und industrielle Umgebungen beinhalten eine Vielzahl an &dhnlichen
Verbrauchern, wie Laptops (Biiros), Kiihlschrinke (Supermirkte) und Motoren (Fabriken),
welche alle gleichzeitig aktiv sein konnen. Solch komplex iiberlagerte Umgebungen
erfordern hochfrequent erfassende Messsysteme (DAQ) zur Signalerfassung und weiteren
Anomalieerkennung um zeitgleiche Ereignisse zu unterscheiden. Die nicht-invasive
Geriteerkennung mithilfe der Lastgangdisaggregation ermoglicht Informationen aus dem
aggregierten Signal zu gewinnen und damit eine effektivere Planung von Geriten fiir
Demand-Side Management (DSM) Programme.

Diese Arbeit definiert, implementiert, und evaluiert ein feingranulares hochfrequentes
DAQ zur prazisen Erkennung von Einzelverbrauchern aus dem Gesamtlastgangs, mit
besondern Fokus wenn mehrere Verbraucher gleichzeitig betrieben werden. Ein GroBteil
von Ungenauigkeiten im Bereich der Disaggregation lisst sich auf die Datenerfassung
zuriickfiihren. Daher starten wir mit der experimentellen Untersuchung von verschiedenen
preiswerten und handelsiiblichen Energiemessgeridten um die notwendigen Gesamtlastginge
zu ermitteln.

Im néchsten Schritt, untersuchen wir die Verwendung von handelsiiblichen PC Soundkar-
ten zur hochfrequenten Energiemessung um ungewliinschte niederfrequente Storsignale
aufgrund der besseren Qualitit der Analog-zu-Digital Wandler und eingebauten Filter
herauszufiltern. Allerdings sind die Fahigkeiten zur Signalverarbeitung auf unterster Ebene
ungeniigend und die Anzahl der Signaleingédnge fiir ein 3-Phasen-System wiederum nicht
ausreichend fiir effektives NILM. Um die NILM- und dazu verwandte Anforderungen an
ein DAQ System zu erfiillen, haben wir CLEAR entwickelt: ein circuit-level appliance
radar (etwa: Schaltkreis-bezogenes Geriteradar). CLEAR ist eine konfigurierbare Energie-
messlosung welche eine kosten-effektive gleichzeitige Messung von Energiedaten mit bis
zu 250 kHz von 3 Schaltkreisen (6 Kanilen) ermoglicht.

Anhand der mit CLEAR aufgezeichneten Messdaten evaluieren wir eine Geridte An-

/Ausschalt-Eventerkennung mithilfe von hoch aufgelosten Eventsignaturen (beinhalten



Wellenform des Stroms und Einschaltspitzen). Wir testen CLEAR in einer Biiroumgebung
mit einem groBen Anteil an Schaltnetzteilen um den Effekt von hoch aufgelosten
Messdaten mit einer simultanen Eventerkennung zu evaluieren. Wir stellen einen neuartigen
Eventerkennungsalgorithmus vor, basierend auf Hilbert-Huang Transformationen, um
die Vorteile von hochfrequenten Messdaten zur Erkennung von Schaltnetzteilen zu
demonstrieren. Die Ergebnisse zeigen, dass hohere Abtastraten die Anzahl an gleichzeitig
erkannten Events reduzieren und dabei helfen kann, einen Grofteil der Kleinverbraucher in

Biiros anhand des Gesamtlastgangs zu erkennen.

Die verfiigbaren NILM Messdaten wurden mit acht verschiedenen Komprimierungsver-
fahren, basierend auf Audio, Sliding-Window und Worterbuch, grof3enreduziert und in
weiterer Folge die Kompressionsrate und Rechenzeit ermittelt. Hochfrequente Energiedaten
zeigten die besten Ergebnisse mit Audio-basierten verlustfreien Kompressionsverfahren,

aufgrund der Periodizitit in Energiedaten.
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CHAPTER |1

Introduction

Energy systems around the globe are evolving with a transition from fossil fuels towards
clean energy technologies. Through smart grid initiative, we have witnessed a historic
transformation in the energy sector over the last decade. Some tremendous technological
innovations have kick-started a positive trend to achieve climate change ambitions in
accordance with the Paris Agreement [9]. Still, more significant efforts are required as
the sustainable energy future relies heavily on the interaction between different energy
technologies. An integrated approach is required with the collaboration of all the key
stakeholders to reduce the overall energy demand.

The CO, emission reduction is the most pressing requirement for the climate change
initiative. This requirement has already encouraged the reduction in greenhouse gas
emissions. According to 2DS paradigm [10], scaling up renewable energy generation by
74% alone can help achieve the net-zero CO, emissions from the power sector by 2060.
Hence, the renewable energy resources provide a realistic alternative to mitigate the climate
change challenges. Unfortunately, due to high dependency on weather, these renewable
energy resources cannot be entirely controlled. In order to increase grid reliability, these
weather driven resources require flexibility for a consistent generation, transmission, and

distribution of power across the grid [11].

To some extent, the grid flexibility required by renewable energy resources can be provided
through improved weather prediction, increased energy conversion efficiency through
technological advancement, and with the integration of grid storage mechanisms [12].

Similarly, with efficient use of resources, the effective prosumer (producer and consumer)



1.1. MOTIVATION

participation in the demand side management programs can also provide the inherent
flexibility. As the renewable energy resources are expected to increase on the demand
side, suitable measures are required to encourage active consumer partition in the demand
side management programs. According to Lord Kelvin: “To measure is to know. If
you cannot measure, you can not improve it”. Hence, to ensure effective participation,
consumers require in-depth knowledge about appliance-level energy consumption statistics

and identification of power hungry appliances.

In this work, we present a comprehensive roadmap to implement non-intrusive load
monitoring (NILM) technique, especially for the complex and challenging environments.
Although NILM techniques for appliance event detection and load estimation from
aggregate load have been around for nearly three decades, they mostly focus on the
residential environment. Even to date, there is little insight to address the challenges
associated with the commercial and industrial environment. In an industrial environment,
for instance, multiple parallel processes and sub-events are concurrently occurring from
different motors and other sub-machine components. The detection of each sub-event such
as heating, lighting, and controller event is critical for proper identification and maintenance
of appliances. Hence, it is of utmost importance to avoid or minimize these simultaneous
events. Other factors such as appliance type and the number of appliances also impact the

event detection capability during multiple simultaneous events.

1.1 Motivation

The smart grid initiative has led to tremendous innovations to shape the future of energy
usage. Smart meters, equipped with bi-directional communication and power transfer
capabilities, are deployed to measure the overall energy consumed in a household [13].
Traditionally, utility companies use energy meters to measure the aggregate energy for
a household or building. The indicators such as weekly, monthly, and yearly energy
consumption are primarily used for billing purposes. Unfortunately, such consumption
indicators are not appropriate to infer any useful information regarding individual appliance

consumption patterns.

For the future electric grid, consumers play an important role in conserving electricity
usage to help decrease the overall energy consumption. For effective participation in

demand-side management (DSM) programs, consumers need to be aware of the overall and
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CHAPTER 1. INTRODUCTION

appliance-specific consumption details, ideally in real time. Similarly, the incorporation
of weather-driven renewable resources on the distribution grid also requires flexibility to
optimize the energy utilization through DSM. Considerable savings can be achieved by
sharing fine-grained real-time energy consumption at the appliance level with consumers.
According to a recent study [14], around 4.5% savings can be achieved through proper
consumption feedback.

To further encourage consumer participation, the smart homes and buildings are expected
to embed the necessary intelligence to automatically manage the necessary operations
within a home or building. These operations range from the incorporation of intermittent
renewable generation and storage systems to the intelligent building management systems.
To effectively perform these basic energy management operations, it is essential to measure
the energy consumed by the individual appliance. With appliance-level consumption
information, the consumers can distinguish between power-hungry appliances and perform

demand response (DR) for local load management.

For accurate measurement of overall energy consumption, the energy monitors can be
broadly categorized into two categories; multi-point and single-point energy monitors.
The multi-point energy monitors require the installation of some dedicated sensors for
individual appliances. Multi-point metering can therefore be termed as intrusive load
monitoring (ILM), as each appliance to be measured must be attached to a dedicated
sensing unit (a smart plug or a smart power strip). This technique is useful and accurate
for acquiring appliance-specific energy information. On the contrary, the maintenance of
these sparsely distributed energy sensors can be labor intensive, even if the sensors are

cost-effective (mass produced) and long-lasting.
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Figure 1.1.1: Non-intrusive load monitoring in office environment




1.2. PROBLEM STATEMENT

Similarly, the single-point energy monitors take measurement at a single location, usually at
electricity mains, to acquire aggregate energy consumption. The traditional utility energy
meters fall into this category as they obtain energy data at a fixed location (main circuit
board) and provide the aggregate weekly, monthly, or yearly energy consumption. The
recent advances in informatics, especially in machine learning, have fostered the growth
of the non-intrusive load monitoring technique [15, 16, 17]. NILM, as shown in Fig.
1.1.1, breaks down the aggregate energy consumption to essentially differentiate between

individual loads.

1.2 Problem Statement

With this research, we focus on the design and evaluation of NILM hardware to suggest
a better way of acquiring energy dataset, especially for the complex and challenging
environments. The goal of this study is to improve the data acquisition (DAQ) and event
detection capability of NILM-based energy monitoring systems. The proper DAQ and
event detection for NILM requires simultaneous acquisition of high-frequency voltage and
current measurements from multiple circuits to satisfy disaggregation requirements. This

work concentrates on following research objectives/challenges.

Challenge 1: How to design a suitable and cost-effective NILM hardware capable of
performing accurate energy disaggregation under multiple operating environments such as

residential, commercial, and industrial?

Challenge 2: Is it possible to detect and capture appliance switching (on/off) events for
complex environments such as offices and factories with low appliance diversity and high
appliance density? If adequately detected, can we accurately estimate the instantaneous

energy of the appliance event?

Challenge 3: How does sampling frequency effect appliance event detection accuracy?

Does the high-frequency DAQ help minimize simultaneous events?

4
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Challenge 4: How to take advantage of high-frequency DAQ while minimizing potential

disadvantages related to data quality and storage?

1.3 Approach

The overall objectives of this work are fourfold. First, some off-the-shelf energy monitors
are compared using a technical survey. The idea is to evaluate different energy monitors
available on the market and check their suitability with NILM. Second, a state-of-the-
art DAQ hardware capable of acquiring high-resolution energy data from challenging
environments is presented. Third, a novel event detection algorithm based on Hilbert-
Huang transform is presented to evaluate the acquired data for switching event detection.
Fourth, we compare eight different audio, sliding-window, and dictionary-based lossless
compression algorithms based on compression ratio and time to compress/decompress

energy data. Let us discuss these approaches in detail.

1.3.1 Technical Evaluation of Off-The-Shelf Energy Monitors

The smart grid initiative has encouraged utility companies worldwide to roll-out new
and smarter versions of energy meters. Before an extensive roll-out, which is both
labor-intensive and incurs high capital costs, consumers need to be incentivized to reap
the long-term benefits of such smart meters. Off-the-shelf energy monitors (e-monitors)
can provide consumers with insight into such potential benefits. As the consumer owns
e-monitors, the consumer has greater control over the data, which significantly reduces
the privacy and data confidentiality concerns. Because only limited online technical
information is available about e-monitors, we evaluate several existing e-monitors using an

online technical survey directly from the vendors.

Besides automated e-monitoring, the use of different off-the-shelf e-monitors can also help
us demonstrate the state-of-the-art techniques such as non-intrusive load monitoring, data
analytics, and predictive maintenance of appliances. Our survey indicates a trend towards
the incorporation of such state-of-the-art capabilities, particularly the appliance-level
e-monitoring and load disaggregation. We have also discussed some essential requirements
to implement load disaggregation in the next generation e-monitors. In future, these

intelligent e-monitoring techniques will encourage effective consumer participation in the

5



1.3. APPROACH

DSM programs.

1.3.2 Design and Evaluation of NILM DAQ Hardware

Depending on the restrictions and application requirements, multiple NILM approaches
have been proposed in the literature [15]. Unfortunately, none of these approaches have
considered the requirements and challenges of detecting multiple appliance-switching
events, a typical scenario in an industrial environment where many motors are operating
in parallel. Similarly, in supermarkets and offices, a large number of similar appliances
such as refrigerators and low-powered appliances are working together. Due to their
unpredictable switching (on/off), it is almost impossible to avoid some simultaneous events.
High-frequency DAQ can extract more information regarding these appliances and help
reduce (or even prevent) the simultaneous events. Besides improving appliance detection
accuracy, high-frequency DAQ can also assist in predictive maintenance (suggest appliance
maintenance before it fails) and anomaly detection (detect unknown or malfunctioning

appliances) inside a building.

1.3.3 NILM Event Detection in Complex Environments

For accurate NILM disaggregation, precise event detection is of paramount importance.
The accurate appliance switching (on/off) event detection mainly depends on factors such
as data resolution, appliance density, and diversity. In general, the appliance detection
challenge using load disaggregation techniques increases as the percentage of power

consumption decreases.

In a study by Wong et al. [18], the authors have introduced a categorization of NILM
approaches into event-based methods and non-event-based methods. Event-based methods
first determine the time instants when the aggregate power consumption changes drastically.
Later, the responsible appliances are identified, and the state of each appliance is monitored
to calculate the event duration. On the other hand, non-event-based methods completely
refrain from detecting events and instead try to detect the state of appliances from
instantaneous properties of the current and voltage signals. The accurate event detection
of low-powered SMPS-equipped office appliances can be performed using event-based

approach. We present a Hilbert-Huang transform based event detection approach to
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detect micro-events from an office environment with an abundance of SMPS-equipped
appliances. The challenge lies in accurately determining the switching events caused by
these low-powered supplies. For this purpose, we perform our proposed event detection

algorithm on high-frequency aggregate energy data from BLOND [19].

1.3.4 Analysis of Lossless Compression Algorithms on Energy Data

The high-frequency data acquisition significantly improves the event detection accuracy and
recognition of appliances [20]. It also helps to minimize simultaneous appliance switching
events [21]. The collection of high-frequency energy data also facilitates fault-detection
and predictive maintenance of appliances through smart monitoring [22]. In other words,
evaluating electro-mechanical systems through analysis of electrical power data could lead
to the detection of malfunctioning appliances in a network. Unfortunately, high-frequency
sampling also elevates the storage requirements making error-free data handling both
process intensive and challenging. For example, high-frequency DAQ for a three-phase
system requires 56 GB/day storage when sampled at 50 kHz. The storage requirement is
elevated to 281 GB/day when sampling at 250 kHz [1], which makes storage as one of the
main drawbacks when considering high-frequency DAQ.

One way to reduce the system load and network traffic is to apply compression algorithms
to reduce data size and hence, the storage requirement. The primary motivation of this
work is to explore different lossless compression algorithms developed over the years. The
energy data typically consists of periodic voltage and current waveforms centered at a
fundamental frequency of 50 Hz (60 Hz for the US). The audio-based lossless compression
algorithms can be readily applied due to very nature of these periodic AC waveforms.
Similarly, as energy monitoring is a continuous process, large volumes of data are expected
to be accumulated over time, especially at higher sampling rates. The sliding-window and
dictionary-based lossless compression techniques are also explored in this study to find a

suitable match.
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1.3.5 Known Use Cases

Anomaly Detection

Often appliance health monitoring is critical to detect faults and suggest maintenance
before complete breakout [23], especially when the appliance is not easily accessible. Most
faults in electric machines develop gradually and take some time to grow and completely
break the machine. Motor current signature analysis (MCSA) method is widely utilized
for fault detection in induction motors [24]. A similar analysis can be performed by the
proposed hardware to closely monitor the AC waveform of the appliance in high-frequency.
Later, machine learning techniques can be used to detect any unusual changes in the AC

waveform and provide online appliance diagnosis.

Wide Area NILM

Since NILM can be easily utilized in a house or building, it makes sense to utilize such
monitoring on a broader level such as neighborhood and district-level. By using NILM
on district-level, we can overcome the privacy concerns of the consumers as the only
information available to the Utilities will include the number and type of appliances on
a higher district-level without giving away the consumer identity. This will help add the
flexibility in the distribution grid through better renewable energy prediction and will also

encourage effective consumer participation.

Energy Leakage Detection

The proposed hardware and event detection scheme can also be utilized to better manage the
operating appliances in a building. It can identify the consumption patterns of appliances,
which can be used to check the efficiency of the operating appliances. It can also help
identify the building managers detect unauthorized appliance use and even unintentional
energy leakage (caused by appliances accidentally left operating). Similarly, the proposed
hardware is capable enough to identify the speed of motor [25].
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1.4 Contributions

Some contributions for the technical survey include:

* Through our online survey, we directly contacted 54 different companies to obtain

technical information regarding 79 different e-monitors.

* We received useful information regarding the architecture and operation of 27
e-monitors, a response ratio of 34.1%. Some technical information was not publicly

available.

* We also explored the available online literature from 9 companies for 14 different
products. These companies did not participate in the survey but provided enough

technical information online as technical-notes.

* We provide an in-depth analysis of NILM and highlight key requirements for
NILM-enabled DAQ systems. This knowledge helped us to understand how the

state-of-the-art e-monitors can be upgraded to perform load disaggregation.

* Our survey indicates a trend towards the incorporation of such state-of-the-art

capabilities, particularly the appliance-level e-monitoring and load disaggregation.

Some challenges associated with high-frequency DAQ include increased complexity
to handle simultaneous data streams from all three phases. To overcome NILM DAQ
challenges, we propose a state-of-the-art DAQ system with high temporal and amplitude
accuracy. The main contributions in design and evaluation of proposed DAQ hardware

include:

* A reproducible and purpose-built hardware design for the NILM application is
presented, which satisfies the general safety requirements

* Due to its customizable features, the proposed DAQ system is operable under various

operating environments (residential, commercial, and industrial)

* The proposed hardware is capable of acquiring and handling six simultaneous high-
frequency sample streams (up to 250 kHz) from electricity mains, which improves

the probability of anomaly detection while reducing simultaneous events
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* As a test case, the proposed hardware is installed in an office with an abundance of
low-powered switched mode power supplies. In such an environment, the challenge
is to minimize event detection errors caused by simultaneous switching appliances.
The successful event detection in an office environment using high-frequency DAQ
will enable us to detect events in the industrial environment, where many motors and

other machines are operating simultaneously

Event detection from aggregate load is a daunting task, especially in complex industrial and
commercial environments, where many similar appliances are operating simultaneously.

The main contributions of our NILM-based event detection approach include:

* We present a novel technique to detect low power appliance switching events from
an office environment with high appliance density (upto 50 appliances) and low

appliance diversity (mostly SMPS-equipped appliances)

» The approach is based on Hilbert-Huang transform (HHT) which provides time-
frequency-energy analysis on the acquired/recorded AC waveform. The HHT method

is also useful to estimate the instantaneous amplitude (power) of the AC waveform

* We perform empirical evaluation on BLOND dataset and also provide runtime

considerations

* Similarly, we present the effect of sampling frequency on the simultaneous events

detection

The last challenge is related to the massive amount of data that resulted from 250 kHz
sampling rate from six channels. The main contributions for the comparison of lossless

compression algorithms for energy data include:

* We present a comparison of state-of-the-art lossless compression algorithms on

high-frequency energy data

* We inspect eight different audio, sliding-window, and dictionary-based compression

algorithms

» Using different lossless audio compression techniques, we try to find the correlation

between compression ratio and sampling frequency.
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» Similarly, we present the compression efficiency of periodic energy data, especially
with the music based algorithms. In general, a smooth and stable periodic waveform
(voltage) compresses well as compared to non-smooth and unstable periodic waveform

(current)

1.5 Organization

The rest of dissertation is organized as follows. Chapter 2 presents the background
knowledge necessary to understand the basics of energy monitoring, especially the non-
intrusive load monitoring technique. Chapter 3 explores the related work regarding the
types of NILM enabled DAQ hardware followed by different event detection techniques
used in NILM literature with a focus on high-frequency energy DAQ. We also discuss

different compression techniques, especially for energy data.

Chapter 4 partly deals with challenge 1. In this chapter, we discuss the results of the online
technical survey conducted to compare different off-the-shelf energy monitors available on
the market. The purpose of the online survey was to obtain detailed technical information
regarding e-monitors, as limited information is publicly available. A total of 54 different

companies were shortlisted and invited to participate in the survey.

Chapter 5 also addresses challenge 1. Here, we propose hardware design for a circuit
level electric appliance radar (CLEAR), and briefly discuss the hardware and software
components. We also discuss the approaches we tried before the development of customized
CLEAR hardware architecture. Similarly, we explain the process of how the data is acquired,
processed, and forwarded for persistence. Chapter 6 evaluates the CLEAR hardware based
on the key requirements we defined for state-of-the-art NILM DAQ system.

Chapter 7 briefly addresses challenge 2 and 3. This chapter elaborates different event
detection techniques utilized in NILM. Later, we propose a novel event detection technique
based on Hilbert-Huang transform to detect switching events of SMPS-equipped appliances.
Apart from processing complexity, the initial tests are encouraging as we are able to
segregate most of the SMPS events from aggregate load. We believe that such a technique
can also be applied to a higher district-level to support demand side management programs
for the smart grid.

Chapter 8 addresses challenge 4. Here, we compare eight different lossless compression
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techniques for aggregate CLEAR data. The comparison is based on compression ratio and
time to compress/decompress. One interesting result is the relatively better performance
of music-based compression techniques. Chapter 9 presents the conclusions and future
work covering different aspects of design and evaluation of DAQ hardware for NILM and

appliance event detection in challenging and complex environments.
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Background

The concept of electricity monitoring emerged immediately after the inception of electricity
generation and distribution systems during the late 19th century. The first commercial use
of electricity was direct current (DC), and electrochemical meters were introduced initially
to measure electricity consumption [26]. These meters were labor-intensive as they required
the periodic removal and weighing of plates from an electrolytic cell. Electrochemical
meters were then replaced by electromechanical meters, also known as induction meters or
Ferraris meters [27]. The early electromechanical meters measured charge in ampere-hours

and calculated energy consumed during the billing period.

In the beginning, electricity was primarily utilized by lighting systems and to a lesser extent
for operating electric loads such as electric motors. As more industries shifted from oil and
gas to electricity, there was an enormous increase in energy demand and hence the need to
measure electricity use accurately. Modern buildings, both residential and commercial,
constitute a major portion of the electricity demand. It is estimated that around 73% of
electricity in the United States is consumed by buildings [28]. From 1999 to 2004, the
consumption of electricity in the residential sector of European Union (EU) alone has
increased by 10.8% [29]. In Europe, the energy consumption in buildings accounts for
41%% of the primary energy consumption, for which a major chunk of this primary energy
(85%) is utilized to achieve a comfortable room temperature (mostly through oil and gas

heating), and the remaining 15% is consumed as electrical energy [30].

In this chapter, we explore the different energy monitors (e-monitors) currently available

to consumers. The main goal of our work is to help researchers, building managers, and
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consumers choose the e-monitor best suited for their specific applications. Although some
of these e-monitors are appropriate to manage renewables and can provide added features,
such as load disaggregation for appliance-level monitoring, they are often overlooked as a
result of a lack of available technical data about their capabilities. Similarly, as compared
to a smart meter, which is owned by the utility company, the e-monitor is bought and
managed by the consumer. The e-monitor allows consumers to have more control over
data. The consumer can even share non-private data collected by the e-monitor with the

utility to facilitate in load-forecasting.

2.1 Energy Monitoring Overview

Before going into detail, it is necessary to differentiate between a smart meter and an
e-monitor. A smart meter is the next-generation meter capable of linking a building with
the utility company to enable two-way communication and power exchange between them
[31]. A smart meter also assists in remote billing and instant load feedback to the utility
for load forecasting. As it is owned by the utility, the smart meter comes with inherent
drawbacks related to data confidentiality and privacy [32, 33, 34]. On the contrary, an
e-monitor is owned by the consumer and works independently alongside existing energy
meters, without any direct effect on the billing. E-monitors are preferred because of their
ability to observe energy consumption patterns in real-time through a user-friendly visual
interface, and they are helpful in making informed energy-conservation decisions. They
can be easily installed by clipping their current sensors around a current-carrying wire or
directly inserting them into a power plug. As a result of local and private cloud storage,
the e-monitor can minimize privacy concerns and added features, such as disaggregation
and the efficient integration of renewables, and can encourage consumers and building

managers to participate in DSM effectively.

For a fair comparison, it is important to view how different vendors and platforms measure
and calculate energy consumption. For load monitoring, there are two main categories of
e-monitors available on the market: single- and multi-point e-monitors. The single-point
e-monitors capture the aggregate energy consumption of the whole house, building or
industrial facility. The multi-point e-monitors constantly capture measurement data at
several locations and are preferred for detailed load monitoring, such as monitoring the

power usage of individual appliances. Monitoring at the appliance-level can result in more
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engaged consumer participation as consumers can better identify power-hungry appliances
and accordingly manage their peak load. For a rational comparison of e-monitors, we have
outlined six dimensions, the types of parameters, the sampling frequency, the accuracy, the
resolution, the application area, and the cost of monitoring equipment on which we base

our comparisons.

2.1.1 Parameter Type

Except for voltage and current, most of the parameters (if utilized) are calculated using
standard mathematical formulations. These parameters are derived internally, and for the
most part, a subset of these parameters is utilized and displayed to consumers. Some basic

parameters are described below.

Voltage and Current Waveform

Voltage waveform measurement assists in making corrective measures against harmful
low and high voltage levels. Usually, the voltage transformers (AC—AC adaptors) are
used to measure the peak and root-mean-square (RMS) voltages of the line. Unlike the
voltage waveform, the current waveforms are not stable sine waves; they vary considerably
depending upon the type of operating load, as illustrated in Fig. 2.1.1. Each load type
(resistive, inductive or capacitive load) has a different influence on the current curve, and

often the inrush current features are used for appliance segregation using NILM.

Power and Power Factor

The main feature used by almost every energy-metering device is the real power. This
is the true rate at which energy is used and is calculated through the voltage and current
measurements [35]. Similarly, the power factor is used to distinguish between resistive,
inductive and capacitive appliances. It determines the phase difference caused by the
inductive and capacitive components. A positive phase angle indicates a net inductive
reactance of the circuit, where the current lags voltage. On the contrary, a negative phase

angle indicates a net capacitive reactance of the circuit as the current leads the voltage.
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Figure 2.1.1: Instantaneous voltage and current waveforms.

Harmonics

Harmonics or higher-frequency components occur as a result of pulsating devices (such as
frequency drive, electric welders, etc.), resulting in system heating and overvoltage [36].
The harmonics are created by different electronic components present in the appliance
circuitry. They produce a new distinct waveform as a result of the superposition of different
harmonics. The fast Fourier transform (FFT) resolves the superimposed waves into their
constituent waves. In e-monitors, another term commonly associated with harmonics is
the total harmonic distortion (THD). This refers to the presence of harmonic distortion
caused by the non-linear loads. THD determines the power quality of the system, where a
lower THD indicates a reduction in heating, peak currents, and losses [37]. As a result of
these distinctive features, the higher-order harmonics are useful for power disaggregation

applications.

2.1.2 Resolution

The resolution is determined by the number of bits of the analog to digital converters
(ADCs) and defines the number of codes that can be formed digitally using these bits.
Because the voltage and current signals are continuous in nature (analog), to calculate the
other set of features (e.g., real power, RMS voltage and current, power factor, etc.), analog
signals need to be converted to digital signals. The uncertainty in the digital signal is
determined by the measurement accuracy in the analog input and is known as the resolution
of the signal. The resolution is determined by the number of bits used to represent each

variable (bits of ADCs), which defines the quantization levels and hence the uncertainty.
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2.1.3 Sampling Frequency

For e-monitoring, the choice of any specific sampling frequency or sampling rate depends
upon the amount of information we are interested in obtaining from these signals. The
sampling frequency may range from the hourly reading to the high-frequency (MHz) range.
In general, to observe the harmonics and transient switching response of the appliances, it
is better to utilize a higher sampling frequency. It is also important to mention that the
sampling done for analog to digital conversion might not be the same as samples reported
for display. Although all e-monitors have a sampling rate sufficient to satisfy the Nyquist
criteria and accurately calculate the consumed power, most of the modern e-monitors

downsample to lower sampling rates to reduce storage requirements.

2.1.4 Accuracy

The accuracy is determined by the difference between the measured and the true consumption.
A study on commercial smart meters indicated an accuracy of around 99.96% within a
+/—2% accuracy range [38]. Generally, the accuracy is considered the most specified
feature for any meter, and often a 0.5% minimum accuracy is considered adequate for
revenue billing [36]. The inaccuracies mainly stem from the ADCs and transformers (both
voltage and current). The ADCs introduce a quantization error, which can be reduced using

a higher-bit ADC corresponding to the smaller step-size.

2.1.5 Application Environment

The e-monitors are utilized almost everywhere electricity monitoring is required, but
how they are utilized differs on the basis of the area of application. The residential
sector consists of housing units; the commercial sector consists of non-manufacturing
business establishments (e.g., warehouses, hotels, restaurants, etc.), and the industrial sector
consists of manufacturing units with fixed machinery (e.g., motors, drives, generators, etc.)
[39]. In residential and commercial buildings, the aggregate load is mostly monitored
using electromechanical meters. This single-point sensing can be single- or three-phase
monitoring at the whole house or building-level. If one is interested in more detailed
energy consumption information, circuit-level monitoring can be applied, which can be

termed as multi-point energy sensing.
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Figure 2.2.1: Disaggregation using non-intrusive load monitoring (NILM).

2.1.6 Cost of Energy Monitors

Cost is one of the most important factors when purchasing an e-monitor. A large-scale
longitudinal survey was carried out by the Department of Energy and Climate in the United
Kingdom to estimate the cost of different monitoring solutions for electricity and gas. The
survey results recommend three different e-monitoring packages ranging from £210 to
£950 per dwelling [40].

2.2 Non-Intrusive Load Monitoring

Recently, the use of NILM has increased, as it takes advantage of single-point sensing
(i.e., at electricity mains) to identify the operating electrical appliances [41, 42]. NILM, as
shown in Fig. 2.2.1, breaks down aggregate power consumption to essentially differentiate
between specific individual loads. As compared to the ILM or other traditional approaches,
NILM helps to achieve an enhanced appliance load profile at a reduced cost. Since its
inception in the 1980’s, NILM research has evolved considerably and has now produced
new tools for feature extraction and load-disaggregation algorithms [43].

NILM is a combination of four main modules, as shown in Fig. 2.2.2. The DAQ module
is responsible for measuring the aggregate load of a house or building. Depending on
the disaggregation algorithm and the area of application, data can be acquired at a low
frequency (smart meter) or a high frequency (in kHz to MHz range) [42]. In the feature
extraction module, raw data is processed to detect and extract individual appliance events

(on/off). There exist two main classes of feature extraction:
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The steady-state load signatures concentrate on the signal amplitude and its smooth
variations from high to low and vice versa. These amplitude changes are not abrupt and
hence do not require fast sampling; they are preferred for appliances with a high power
rating. The load identification module analyzes these features through the application of
different disaggregation algorithms [44]. On the other hand, the transient features capture
the abrupt changes in the current waveform to identify appliances. Transient load signatures

essentially capture the unique pattern an appliance follows, particularly when it is switched
on/off [45].

Earlier NILM approaches focused on feature selection and extraction with little emphasis on
learning and inference techniques [46, 47]. The advances in computer science and machine
learning techniques have led to innovations in data prediction and disaggregation techniques.
Existing machine learning algorithms such as the support vector machine (SVM) [48],
k-nearest neighbor (k-NN) [49], and artificial neural network (ANN) [50, 51, 52] algorithms
have had a significant impact on the development of NILM. However, much effort is still
required to bring the error caused by different prediction and disaggregation algorithms
to within an acceptable range. Once data is acquired, proper handling and screening is
required to appropriately present it for disaggregation. Different compression and storage
methods have been suggested in the literature [53, 54]. Apart from acquiring transient
features, using high-frequency DAQ also enables load disaggregation in near real-time [42].
The consumers can take advantage of near-real-time disaggregation feedback to adequately
utilize DSM programs and reduce their load during peak hours. Such data can also be used
for occupancy detection and can capture the occupant specific energy consumption [55].

The load or energy consumption profiles help to determine the pattern of energy usage
with respect to time [56]. For consumers, these patterns are helpful in finding energy
leakage. Utility companies use these patterns as a statistical tool for load forecasting. A
precise and appliance-level consumption profile can be produced either through multi-point

NILM Architecture
Data Appliance Appliance Energy
Acquisition || Event Detection [,| Classification || Disaggregation
= Sampling Rate = Event Start/Stop = [ earning = Appliance Type
= Signal Resolution = Multiple Events = Inference = Consumption

Figure 2.2.2: Non-intrusive load monitoring (NILM) architecture.
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e-monitoring by using smart plugs or through load disaggregation techniques using NILM
[57]. In addition to calculating power consumed by the appliance at a particular point in
time, the shape of the power consumption profile also provides useful insight into the energy
usage behavior. Consumption profiles are also useful in distinguishing the multi-state

appliances on the basis of identical patterns of peaks during their operation.

2.3 NILM DAQ Requirements

To incorporate NILM and load disaggregation techniques in the next-generation e-monitors,
we have listed some key requirements for NILM. The specific requirements may vary

according to the specific application area of these e-monitors.

2.3.1 Sampling Frequency

One key requirement for any NILM system is to detect the appliances from the aggregate
load accurately. Accurate appliance detection requires an adequate sampling rate to detect
appliance switching events from the aggregate load. For precise appliance identification,
many factors, such as appliance diversity, the number of appliances, the operating states of
the appliances (e.g., washing machine, dishwasher, etc.), and the least amount of power
consumed by an appliance under observation, need to be considered. As a general rule
for disaggregation, a higher sampling frequency allows us to distinguish more appliances
in near real-time. For example, with a sampling frequency of 10 to 40 kHz, one can
differentiate 20 to 40 appliances. Increasing the sampling frequency beyond 1 MHz can
help to distinguish 40 to 100 unique appliances [42]. To be considered for NILM-related
operation, the sampling frequency can either be high or adjustable to fit the specific
application.

2.3.2 High-Resolution

As discussed earlier, the resolution of any DAQ system is determined by the number of
bits of the ADC. In terms of NILM, this resolution determines the uncertainty introduced

by the DAQ system and hence decides the accuracy of event detection. In general, the
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sampling frequency is responsible for the uncertainty along the x-axis, whereas the number
of ADC bits defines the uncertainty along the y-axis during analog to digital conversion.
Thus, a high resolution is important to accurately detect the events from the aggregate load

and reduce the chances of simultaneous events.

Similarly, the resolution of ADCs defines the minimum change in the signal level (e.g.,
power, current, etc.) detectable from the aggregate load. Assuming no external noise, a
house with 50 A demand can detect a minimum load of 11.23 W using a 10 bit ADC,
whereas a minimum detectable load using a 16 bit ADC for the same house is 0.17 W. The
survey results indicate most of the available e-monitors are capable of measuring a 1-5 W

load, which is quite suitable for load disaggregation.

2.3.3 Accuracy

Throughout the NILM literature, various accuracy definitions have been used and are
broadly covered in some recent studies [58, 42, 59, 60]. At times, accuracy is defined
in terms of the fraction of correctly recognized events, while sometimes the fraction
of correctly explained total energy determines the accuracy [46]. Norford et al. [44]
determined the accuracy by utilizing the difference in the estimated and apparent power

drawn by an appliance.

Similarly, some other NILM accuracy definitions include classification accuracy [61, 62],
the appliance-wise fraction of load duration and the fraction of correctly identified or
missed switching events [63], and the receiving operating characteristic (ROC) curve
[58]. Makonin et al. [64] utilized classification and estimation performance (at both the
overall and appliance-level) for reporting the NILM accuracy. To compare the accuracies
of different NILM studies, Batra et al. [43] developed a toolkit to check the quality and

accuracy of different datasets compared against predefined NILM algorithms.

2.3.4 Multi-Environment Operability

Another requirement for NILM is the ability to acquire the consumption data from multiple
channels. The commercial and industrial environments require at least three channel
measurements for measuring three-phase systems. Similarly, sometimes the residential

households are also equipped with a three-phase system; thus a three-channel DAQ system
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Figure 2.3.1: Current waveform acquired at 250 kHz using CLEAR and downsampled at different sampling
frequencies.

is required to adequately handle the simultaneous measurements. The number of inputs
is doubled if both the voltage and current are measured simultaneously. Apart from a
couple of e-monitors and the smart plugs, the surveyed e-monitors fulfil the criteria of
a three-phase measurement. Some NILM-enabled e-monitors such as Smappee [65],
Verdgris, and CURB acquire the aggregate load at the circuit-level, which facilitates in
appliance classification and detection using the NILM algorithms as a result of a reduced

appliance number in a single circuit.

2.3.5 Simultaneous Event Detection

Most NILM studies follow the switch continuity principle (SCP) [21], which states that
at a given instant, only one appliance is switched (on/off). Such an assumption may lead
to error when a number of appliances are operating, such as in the office environment, or
when more than one multi-state appliance, such as a washing machine and dish-washer,
is operating together. One way to deal with this issue is to increase the resolution and
sampling frequency of the aggregate DAQ. The effect of data granularity in an office
environment can be observed in Fig. 2.3.1. The spikes indicate the switching events caused
by the switched-mode power supply (SMPS)-equipped office appliances. For a single
current waveform at 250 kHz (5000 sample points), the switching events are easy to detect,
whereas the downsampled 25 kHz (500 sample points) current waveform introduces two
or more simultaneous events, which are difficult to detect using available disaggregation

algorithms.
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2.3.6 Appliance Identification Parameters

Apart from basic parameters such as the current, power, energy, and harmonics [66], the
new range of e-monitors are expected to be equipped with advanced sensors and a high
processing power to acquire transient appliance features. These features or parameters
are utilized to detect appliance switching from the aggregate load using machine learning
algorithms. Khal et al. [5] have identified 36 such features, including wavelet analysis,
voltage-current (V-I) trajectory, inrush current ratio, waveform approximation, and log
attack time, along with other spectral and temporal features. When considering load
disaggregation, it is always better to incorporate more parameters, as certain parameters

work better for particular load types [67, 68].

Similarly, the instantaneous admittance waveform (IAW) [59] is a robust feature, as it
simplifies the calculations because small differences in impedance are harder to observe as
compared to admittance (inverse of impedance) [69]; this can introduce some numerical
instability as a result of sharp spikes as the voltage approaches zero. Similarly, the current
waveform for dynamic loads such as air-conditioners varies from cycle to cycle. To
capture these variations, we usually perform eigenvalue (EIG) analysis by rearranging the
time-series current waveform into matrix form. The study on appliance load signatures [59]
indicates that power-hungry appliances usually have higher first EIG features. Even the
second and third EIG features of these appliances show a good correlation and can be

utilized as a feature for appliance identification.

In addition to the main features or parameters discussed above, external parameters are
also helpful in the e-monitoring of individual appliances and are known as side-channel
features. Features such as the time of day, weather information, the appliance location
in the circuit (single- or three-phase), and the appliance usage pattern can help to boost
the appliance detection process [70]. The side-channel-assisted NILM can significantly
enhance the ground truth verification capabilities of the NILM-based systems. In addition
to external parameters, light, sound, and the electromagnetic field (EMF) are also utilized as
side-channel features. To obtain the appliance switching information, the electromagnetic
sensors are placed in close proximity to the appliance under observation (usually a 5-10
cm range) [71]. Similarly, the channel electrical noise can also assist in the appliance
identification, but this has a strong dependency on the electrical wiring system—the main

drawback of using this approach [72].
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2.3.7 NILM Scalability

Scalability is one basic requirement for any DAQ system, and in terms of NILM, scalability
can be considered as the ability of the e-monitor to detect newly added appliances. This can
be achieved either through supervised or unsupervised learning techniques [73]. Generally,
appliances are identified through their unique load signature in the current waveform during
their start-up. Disaggregation algorithms scan for these abrupt changes to begin the process
of classification, inference, and learning. Once a new appliance is added to the system, the
disaggregation algorithms try to match the features of these newly added appliances with
the already developed appliance feature database. Another use-case regarding scalability is
to apply the disaggregation at a district-level [74]. This can help to detect the power-hungry
appliances in the district and help the utility companies to manage the distribution by

incorporating more renewable energy.

2.3.8 NILM Reliability

One of the main requirements regarding NILM-enabled e-monitors is to reliably scan for
appliance switching events from the aggregate load. As a result of the unpredictable nature
of appliance switching, the e-monitors are required to acquire the measurement data around
the clock for a long time (ideally forever). To ensure reliability, an e-monitor is expected to
withstand small network and power outages. The use of the on-board buffers, mass storage
devices, and battery banks for backup power is encouraged. The increase in the sampling
frequency and the number of measurement channels adds to the challenge of maintaining

reliability.

2.3.9 Privacy and Data Confidentiality

Besides many benefits regarding NILM, one drawback often associated with the NILM
technique is the lack of consumer privacy. The fine-grained energy utilization information
cannot only reveal one’s presence in the house, but such data can also help to deduce
the activities and habits of the consumer [75, 76]. Lisovich et al. [77] experimented to
determine what kind of information can be extracted from the energy consumption data.
They concluded that even with just a 15 s data resolution, they were able to accurately

identify the major operating appliances to infer the eating habits and sleeping cycles of
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the residents. One way to solve this problem is to use a local storage and utilize on-site
disaggregation algorithms to build load profiles.

2.3.10 Efficient Data Storage and Analytics

As most of the available disaggregation algorithms work on the precollected measurement
data, the measurement data needs to be collected and stored by the e-monitor. With
the simultaneous measurement of multiple channels, collecting error-free data is a major
challenge. The data collection and storage challenge increases further with the high-
frequency measurements requiring large volumes of data to be stored at a steady rate. It is
also important to use well-established file formats to store the data. HDFS5 is a commonly
used data format in the NILM research community [43] as a result of its superior data
handling. HDFS is compatible with input from multiple simultaneous streams and supports
large, complex, and heterogeneous data. Once the data is collected and stored, different
machine learning and data analytic techniques are applied to accurately detect appliances
from the aggregate load.

2.3.11 Cost-Effective and User-Friendly

The adaptability of new technology in the public domain is mainly attributed to factors
such as the equipment cost, ease of installation, and user-friendly operation. Our survey
(see Chapter 4) indicates an average price of € 375 for NILM-enabled e-monitors. The
cost of equipment depends upon the single- or three-phase system and utilized accessories.
Similarly, the NILM-enabled e-monitors in the survey mostly come with split-core CTs,
which can be easily installed by clipping around the mains cable of an electric meter. The
appliance-level energy consumption information captured by these e-monitors is available
to the users through dedicated apps. Disaggregation is an automated process and depends
on whether supervised or unsupervised learning approaches are used, as discussed in
Section 2.3.7.
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Related Work

The origin of energy monitoring dates back to 19th century, shortly after the inception
of electricity. Traditionally, energy is monitored at a single point to calculate aggregate
consumption on a whole house or building level. Sub-metering is applied to measure
energy consumption on circuit or appliance level. Several similar data acquisition hardware
solutions have been suggested in literature. Many variations of low and high granularity
data acquisition hardware [78], with as high as 24-bit analog to digital converters, have
been utilized for collection of different data sets [79]. Some of the high-resolution and
high-frequency approaches are discussed here.

Since its inception in the mid 1980’s, NILM research has evolved considerably and has
produced new tools for feature extraction and load disaggregation [43]. NILM takes
advantage of different machine learning techniques to predict the operating appliances
from aggregate load and estimate their energy consumption. Earlier NILM approaches
focused on feature selection and extraction with little emphasis on learning and inference
techniques [80, 44]. The advances in computer science and machine learning techniques
have led to innovations in data prediction and disaggregation techniques. Existing machine
learning algorithms such as support vector machine (SVM) [48], k-nearest neighbor (k-NN)
[81], and artificial neural networks (ANN) [51] have had a great impact on the development
of NILM. However, further research is required to bring the error caused by different

prediction and disaggregation algorithms within an acceptable range.

As compared to the ILM or other traditional approaches, NILM helps to achieve superior

appliance load profiles at reduced cost. The limitations with NILM approach are dominant
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in case of appliances with multiple operating states (e.g., motors, washing machines, LEDs,
etc.) and lower power office appliances (e.g., laptops, LCDs, etc.,) equipped with switched
mode power supplies (SMPS) which can be easily confused with noise. The appliance state
changes can be analyzed using statistical characteristics such as shape, size, duration and
other abrupt variations in the appliance signatures [5]. In order to observe these sudden
variations in the signal, fairly high sampling frequency is required to reveal detailed and
precise load signature characteristics. The disadvantage of using high-frequency sampling
is extra processing power, data transmission, and storage requirements which adds to the

DAQ hardware complexity and cost.

3.1 NILM DAQ Hardware

As the proposed work is focused on high-frequency DAQ, Table 3.1.1 lists some high-
frequency DAQ hardware used for NILM research to acquire aggregate voltage and current.
Some commercially available NILM compatible hardware solutions are also listed in Table
3.3.1. There are other high-frequency DAQ solutions such as the electrical data recorder
(EDR) proposed by Maass et al. [82] which is capable of recording three-phase voltage
time series data at 25 kHz. Although the acquired data has adequate resolution, the absence
of current measurement limits their use as the disaggregation algorithms, which rely on
load signature from current waveform. Similarly, there exist some other high-frequency
DAQ solutions for per appliance energy consumption measurement (e.g., smart plugs,
smart power strips, etc.) but are not considered in this study as we are only interested in
NILM.

Some non-conventional hardware approaches have also been proposed in the literature. In
[83], the authors have presented a new sensing approach that decouples dynamic range
and resolution during current waveform measurement. This division of measuring range
facilitates an optimized sensor design for specific applications. The windowing sensor
approach divides the measurement in two subsystems, the compensation current and residual
current measurement, which demonstrates accuracy over a wide range. Similarly, some
math-based approaches with special hardware have also been proposed in the literature for
accurate estimation of the spectral content of the measured voltage and current waveforms
[84, 85]. We are also not considering smart meters due to lower sampling frequency, which

makes it difficult to avoid simultaneous evens. Similarly, the data from commercial meters
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is owned by the utility company.

3.2 NILM Event Detection

An event-based NILM approach consists of following main steps: Power measurement,
event detection, classification, and energy disaggregation [91]. Besides reducing errors
resulting from data acquisition (power measurement), the event detection step is yet another
important step to ensure accurate appliance disaggregation. Since disaggregation accuracy
is directly related to detection accuracy, accurate event detection is of paramount importance
for proper classification of appliances. Similarly, the detection accuracy is also directly
related to sampling frequency, where higher sampling results in higher accuracy detection

[92]. Additionally, the higher sampling frequency also helps minimize simultaneous events.

Over the years many event detection approaches have been proposed in the literature. Wild
et al. [93], propose an unsupervised approach based on kernel Fisher discriminant analysis
(KDFA) for non-linear and variable loads. They define event as an active session which is
marked as a deviation between two consecutive steady states. These active sessions vary
in duration so an important task for NILM detector is to accurately identify the start and
end duration. On the other hand, Meziane et al. [94, 95] present a high accuracy NILM
detector (HAND), an unsupervised event-based algorithm which even performs better than
KFDA approach. The HAND algorithm is simple, iterative, and fast as it uses standard

deviation (SD) of the current signals envelope as a feature for disaggregation.

Similarly, Baets et al. [96] present a statistical event detection based on chi-squared
goodness of fit (x> GOF) approach and claim a 7-12 percent performance increase in
F-measure as compared to state of the art. In another work, Baets et al. [97] present a
Cepstrum smoothing method to eliminate noise for better event detection and claim the
results to be compatible with x> GOF. Trung et al. [98] present an improved cumulative
sum (CUSUM) approach for event detection, especially for multi-state appliances. The
other highlight of their approach as the use of FPGA (Spartan 6) to accelerate the CUSM
detection from about 186 us in the CPU to about 1 us in the FPGA.

Similarly, some other statistical approaches based on different transforms have also been
suggested in literature for NILM event detection . The Fourier transform has been applied

by Li et al. [99] to detect appliances and the obtained harmonics are used as input for
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Table 3.1.1: List of high-frequency DAQ (aggregate and circuit-level) solutions for NILM

NILM Research Studies
Author/Study Hardware Sampling Resolution Current Sensor Voltage Sensor
REDD [79] NI-9239 15 kHz 24-bits TED (200 A) PICO (TA041)
BLUED [86] NI-USB-9152A 12 kHz 16-bits TED (QX 201-CT) PICO (TA041)
UK-DALE [87] Soundcard 16 kHz 24-bits YHDC SCT-013-000 Ideal Power (77DB-06-09)
Clifford et al. [88] NerdJack 8 kHz 16-bits Inductive CT

BLOCK (VB 1.5/2/6)

Proposed Study ~ Custom Design 250 kHz 16-bits LEM (HAL-50 S)
NILM Compatible Commercial Products
Company Hardware Sampling Resolution Current Sensor Voltage Sensor
LabJack [89] UE-9 250 Hz 12 to 16-bits LEM LA-55/205 Proprietary
Smappee Pro [2] Proprietary 2-16 kHz - magl.AB SCT-T24 Proprietary
Verdigris [2] Proprietary 7.68 kHz 16-bits Third Party Proprietary
CURB [2] Proprietary 8 kHz I'W Proprietary -
Sense [90] Proprietary 1 MHz - Proprietary -
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the classification using support vector machine. In another approach, Su et al. [100]
compared the wavelet transform to the short time Fourier transform (STFT). The authors
concluded that the wavelet transform is better suited to detect start-up transients, because
the STFT necessitates a fixed window-size, which could either be too short or too long
for some events. However, the study covered the start-up events of only three appliances
(non-aggregate data) in a laboratory setting.

In a similar study, the event-based detection approach by Alcala et al. uses Hilbert transform
(HT) to detect the envelope of transient states [101]. The main disadvantage of using
only HT lies in the fact that it is not always possible to obtain a physically meaningful
instantaneous frequency [102]. Hence, reducing a function in multiple intrinsic mode
funtions (IMFs) using HHT increases the probability to obtain meaningful instantaneous

frequency.

Although some of above mentioned techniques provided high event detection accuracy, all
of these techniques were developed for residential environment where appliance density is
generally low. The main event detection challenges for commercial building, as pointed
out by Norford et al., are caused by periodic overlapping events [47]. These challenges
make the normal event-based NILM approaches for residential environment unsuitable for
commercial settings [103]. Besides NILM, the Hilbert Huang transform (HHT) has been
applied to various fields such as analyzing seismic data and earthquakes, ocean waves,
image processing, and ECG changes detection in medical studies [104, 105]. Similarly,
HHT has also already been used in the context of the power system for short-circuit
detection, bearing fault detection, power quality classification, broken rotor bar detection
and load forecasting [106]. Also the HHT was used in a number of papers to detect and
analyze low frequency oscillations in the power system[107, 108, 109] and to analyze

transient disturbance signals in the power system [110].

3.3 Compression of Energy Data

Over the years, many approaches have been presented in literature, as shown in Table 3.3.1,
but in reality, they are all variations of Shannon-Fano coding and Lempel-Ziv77 (LZ77).
Earlier compression approaches focused on hardware coding until Huffman implemented
dynamically generated codes based on input data. Many variations of the Lempel-Ziv77

algorithm have been derived, but only a few such as Lempel-Ziv-Markov chain algorithm
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(LZMA), Lempel-Ziv-Welch (LZW), and DEFLATE with its variants such as GZIP and
Bzip2 have survived. Similarly, with the launch of internet and incorporation of more

images on web pages, several new formats such as ZIP, GIF, and PNG were introduced.

For decades, different audio and other data compression techniques have been developed
and utilized. While most of these techniques are purpose-built for specific use-cases, some
are more general and find their application in multiple fields. Recently, some of these
techniques have been utilized to compress energy data with the focus on the aggregate
load (data collected by smart meter representing the whole house load). The aggregate
load compression is less efficient as compared to appliance level compression, since some
individual appliances such as refrigerator tend to follow a periodic pattern, and a repeated

pattern can be compressed efficiently [111].

Ringwelski et al. [112] compared lossless compression algorithms for smart plugs and
smart meter based energy data in terms of compression ratio and processing times. For
low sampling frequencies (1 s), they were able to achieve average compression rates
between 75% and 95% with relatively modest execution time. For lower execution time,
they achieved 40-60% compression rate. In another study, Zeinali et al. [113] proposed
applying adaptive Huffman (AH) and Lempel-Ziv Welsh (LZW) algorithms for wireless
transmission of low-frequency smart grid data (10 minutes to one-hour). Using LZW,
they achieved 74-88% compression rates on average. Although they claim to achieve
98-99% compression ratio using double compression approach (both LZW and AH), the
sampling rate is too low for considering load disaggregation. Similarly, Unterweger et al.
[114] presented a compression approach tailored for low complexity encoding, decoding,
and transmission of smart meters load profile data in their study. As compared to other
approaches, the proposed method reduces the average bit string length per value. They
assume that if smart meter data is similar to their test data, the data volume can be reduced
by almost 90%, but again only low-frequency (1 s) data were analyzed with their approach.

Most of the energy data compression studies concentrate on the low-frequency data, but
since we are interested in detecting the appliance switching events from the aggregate load,
our focus in this work is to discover compression techniques suitable for aggregate load,
especially considering the high-frequency data. Some high-frequency datasets employ
compression techniques on the aggregate load data. It should be mentioned that data

compression is generally more effective on a single big file, than on individual files.

J. Z Kolter et al. [115] published a high-frequency dataset at 15 kHz aggregate data using
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24-bit analog to digital converter (ADC). The data was recorded locally using a mass
storage device which reduced network traffic but resulted in 11 GB of data per day. The
data was compressed using Bzip2, which resulted in 1.5-3 times reduction in the data
volume. Similarly, J. Kelly et al. [87] presented an approach to acquire high-frequency
aggregate data using the sound card. The uncompressed 16 kHz data using 24-bit files
accumulated 28.3 GB! of data per day. Since the data was in audio format, they utilized
free lossless audio codec (FLAC) to reduce the data volume to 4.8 GB per day.

I'The author suggests 8.3 GB of data per day reduced to 4.8 GB per day (57% of its original size) on his
blog (http://jack-kelly.com/data/)
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Energy Data Acquisition

The residential and commercial buildings account for a fair share of the grid load [116].
Traditionally, buildings are considered as passive grid component, only consuming the power
from the grid, but smart homes and buildings have given a new life to this concept. The
smart homes and buildings have enormous potential in terms of energy generation through
renewables and energy conservation through the demand side management programs (DSM)
[117, 118]. Hence smart homes and buildings are regarded as an essential component of

future grid.

The smart grid initiatives allow energy providers and consumers to intelligently manage
their energy needs through real-time monitoring. Around the globe, the smart meters are
increasingly penetrating the energy market[119]. This penetration results in enormous data
volumes to be transferred, stored and analyzed. Perhaps the most critical use of collecting
energy data is to empower energy providers, policymakers, and governments to implement
energy management programs and consistently achieve energy performance improvements.
The smart grid support for demand response provides strategies for the electricity service
provider to shed loads during peak load periods with minimal consumer inconvenience
[120]. Considering a large number of grid consumers, the raw data may reach in terabytes
(TB) per day under different scenarios [121].

The primary aim of any household or building manager is to intelligently utilize appliances
with regard to user comfort and preferences while emphasizing energy efficiency. To
manage the amount of energy spent, it is necessary to measure how and where this energy is

consumed. Under the smart grid paradigm, the next-generation smart buildings will require
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bidirectional power and data communication to reduce demand during high wholesale
market prices or grid malfunctions [122]. This situation calls for highly interactive metering
technologies that act as middleware to seamlessly gather data regardless of the vendor or

communication protocol.

4.1 Technical Survey Overview

For this research, we conducted a comprehensive online survey [123] of various e-monitoring
solutions available on the market. The purpose of the online survey was to obtain detailed
technical information regarding e-monitors, as limited information is publicly available.
A total of 54 different companies were shortlisted and invited to participate in the survey.
The survey included 79 different e-monitors, all of which were off-the-shelf monitors and
hence owned directly by the customers. For three respondents, we were not allowed to
publish the data, but their information is included in the results. We received responses
from 18 companies for 27 e-monitors through the online forms, a response ratio of 34.1%.
We further collected information from 9 companies on their 14 e-monitors through online
literature. In the survey, we grouped similar monitors from the same vendor together. For

complete data, please refer to our technical note in Appendix A.

4.1.1 Application Environment

We identified the applications of the available e-monitors and divided these into three main
categories: residential, commercial (including buildings and offices) and industry. Some
of these e-monitors could be deployed in multiple environments. According to the survey,
more than 90% of the e-monitors could be utilized in the residential sector, while over 60%
could be utilized for commercial use. Similarly, more than 30% of the e-monitors could be

utilized for industrial use.

4.1.2 Monitor Categories

For our survey, we categorized different monitors on the basis of their installation and

measurement position in the electrical network of buildings. These included smart plugs,

36



CHAPTER 4. ENERGY DATA ACQUISITION

Figure 4.1.1: Different categories of e-monitors.

which are mounted on the wall outlet to measure individual end appliances. These smart
plugs are utilized for the collection and validation of turn-on/off events to establish ground
truth, to verify the load disaggregation algorithms. The smart e-monitors, such as smart-me,
are installed between the electricity mains and distribution box inside the building. Because
these monitors were owned and controlled directly by the customer, they were included
in the survey. The majority of the e-monitors included in this study were installed in the
fuse box or attached directly to the electric main and meters. These e-monitors usually
incorporated electricity monitoring and analytics aimed at reducing the monthly electric bill
through effective customer participation. This study also includes the gateways installed
between the e-monitoring unit and the Internet to upload information directly to a cloud.
Over 75% of the surveyed e-monitors included e-monitors followed by the smart plugs
(Fig. 4.1.1).

4.1.3 System Compatability

We surveyed the different monitoring solutions and their compatibility with either single- or
three-phase systems. According to our survey, over 70% of the e-monitors were compatible
with both single- and three-phase systems (Fig. 4.1.2). The single-phase e-monitors could
be scaled to three phases by using multiple units, and they could be calibrated using a pure

resistive load so that the voltage and current curves did not mismatch.
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Figure 4.1.2: E-monitor utilization system.

4.1.4 Sensor Type

Some e-monitors only measure the current of the system while assuming a constant voltage;
for three-phase systems, it is essential to include the voltage for at least one phase, if not for
all phases. The three phases are ideally considered balanced, but if the load is not evenly
distributed in each phase, which is very often the case, then different phases tend to have
different voltages. The survey results indicate that nearly 60% of the monitoring systems
used current transformers (CTs) and some utilized Rogowski coils for the measurement of
the current (Fig. 4.1.3).

Although Rogowski coils are safer to use than regular CTs and offer a broader measurement
range, they are still underutilized. A recent study [124] compared Rogowski coil-equipped
digital meters with Ferraris principle-based electromechanical meters. The experiments
indicated an increased reading of 376% as compared to conventional meters, which was
mainly caused by electromagnetic interference in digital meters. A higher cost, as compared
to the CT, is also a factor for the underdeployment of Rogowski coils. It is also noteworthy
that only 21% of the e-monitoring solutions independently measured voltage. Some
monitoring solutions directly used a shunt, pulse count, and optical measurement from the

meter (see Appendix A).
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Figure 4.1.3: Types of sensor used by e-monitors.
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Figure 4.1.4: Rating of current transformers.

4.1.5 Sensor Rating

The type of sensor utilized depends on the application and is defined by the maximum load
to be measured. A CT consists of an iron core with primary and secondary coils wrapped
around it. The survey results indicate a wide variety of CTs utilized by different e-monitors
(Fig. 4.1.4). The results also indicate that around 70% of the CTs were rated up to 200
A. This was due to the extensive use of e-monitors in the residential sector, for which the
maximum load at any given time does not typically exceed 200 A.
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Figure 4.1.5: Number of e-monitor parameters used.
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Figure 4.1.6: Parameters used by the e-monitors.

4.1.6 Parameter Type

E-monitors primarily measure the system voltage and current passing through a point at
any given point in time. On the basis of these measurements, many different parameters
can be calculated. According to the survey results, most of the e-monitors utilized a single
parameter, followed by the use of five or more parameters (Fig. 4.1.5). Although almost all
of the e-monitors measured the voltage and current (except when the voltage was assumed
constant), these measurements were not necessarily displayed to the user. Approximately
80% of e-monitors utilize current and real power to indicate load, followed by voltage
(Fig. 4.1.6). The inclusion of load-specific parameters enhances the distinction among the

appliances. In our survey, some e-monitors utilized up to nine distinct parameters.
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Figure 4.1.7: Sampling frequency used by e-monitors.
4.1.7 Sampling Frequency

The sampling frequency is an important dimension for comparison and is required for the
proper conversion of an analog signal to digital. The voltage waveform is usually quite
stable and can be reconstructed easily, but the current waveform is not even close to a proper
sine-wave and hence requires increased sampling for proper digital reconstruction. Our

survey indicated that a 1 s to 1 min sampling rate was commonly used by these e-monitors
(Fig. 4.1.7).

Not all the participants disclosed the number of bits, but most ADCs lay between 10 and
16 bits. From the received data, most of the monitors were using 16-bit ADCs. Another
important parameter associated with resolution is the power resolution, that is, the minimum
level of power measured by these appliances. Most e-monitors have a power resolution of

between 1 and 5 W, making them capable of exact and accurate metering.

4.1.8 Measurement Channels

Some load appliances rely on three-phase measurement, while others operate on a single
phase, consequently affecting the number of channels that can be monitored. More than
75% of appliances support the measurement of one to three distinct channels (Fig. 4.1.8).
With three input channels, one can either measure three separate single phases or one
three-phase. Some e-monitors can simultaneously measure multiple channels (at the circuit
and breaker level) in an electric cabinet. Circuit-level energy measurement can help in
the disaggregation process, as an individual circuit has fewer appliances as compared
to an entire house. As a result of the reduced set of appliances, there is also a smaller
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Figure 4.1.8: Number of channels measured by e-monitor.

probability of appliances switching on or off at the same time. With Verdigris, one can
accurately measure about 42 different channels/circuits [125]. GridSpy [126] is another
example of a system capable of measuring six circuits per node (wireless data collector)
and 30 circuits per hub (collects and uploads data) and can scale up to 600 circuits per
site. CURB Pro is also capable of monitoring 18 breakers per hub and this breaker level
measurement (hardware disaggregation) facilitates disaggregation algorithms, as the type

of load appliance on a particular breaker is already known [127].

4.1.9 Storage Type

E-monitors are capable of storing data either locally or by uploading to a cloud to perform
further analytics. Most e-monitors prefer to upload data to a cloud, while others have
the dual capability to store data locally and, at the same time, upload it to a cloud (Fig.
4.1.9). Issues such as data privacy and confidentiality can be decreased by using local or
private cloud storage. With such data, arrangements can be made for the consumer to take

advantage of load disaggregation and compute the appliance-level power consumption.

4.1.10 Equipment Cost

To compare costs, we converted all prices into euro to help consumers find the best-suited
solution according to their application requirements and budget constraints. According

to our survey, the cost of e-monitors varies between €38 and €3220 for a single product
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Figure 4.1.9: Different storage options for e-monitors.

according to its application. The typical price range is €452 to around €655, depending
upon single- or three-phase systems and accessories utilized with the e-monitors. The
prices of smart plugs range between €15 and €79, with an average price of around €48.

4.2 Findings, Observations, and Recommendations

The primary purpose of this study was to gather technical information to facilitate
researchers, facility managers, and general consumers in selecting an e-monitoring system
that best fits their requirements. Commonly, e-monitors are used to track and display the
amount of utilized and conserved energy. The critical differences in e-monitors originate
from the application area, the sampling frequency, the resolution, the system configuration,
and the sensor type. Because the power consumed by e-monitors is quite small, we have

not considered it in our study.

We believe that consumers can participate efficiently in DSM programs once they are
provided with real-time energy consumption information, particularly at the appliance
level. Information regarding appliance-level energy consumption can help to identify
energy-hungry appliances and facilitate demand response. Some of the surveyed e-monitors,
such as Smappee, Smappee Pro, Neurio, Verdigris, CURB Pro, and CURB Duo, which
made up around 18% of the surveyed e-monitors, already claim to utilize NILM techniques.
Similarly, most of the other e-monitors possess enough resolution, parameter diversity,

processing power, and sampling frequency to employ disaggregation.
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In some cases, monitoring appliance health is critical to the overall system operation,
particularly for industrial applications. The load disaggregation techniques can facilitate
the prediction of faults and recommend appliance maintenance before complete breakdown.
Similarly, in addition to being a labor-intensive task, some of the most significant hurdles
in the speedy roll-out of smart meters are data confidentiality and privacy concerns. As a
result of the private storage and ownership of both the e-monitor and data, consumers can

virtually experience smart grid benefits without compromising on privacy.

Most e-monitors can be used in multiple settings and configurations, as they come with
numerous options regarding the sensor rating, the number of inputs, and the application area.
Furthermore, the utility companies can also take advantage of the data from e-monitors (if
allowed) to obtain detailed information regarding high-power appliances operating in an

area and enhance the renewable integration through DSM programs.

Although NILM has been around for three decades, the technology never made its way into
the public domain until recently. This was mainly due to a high equipment cost and a lack of
disaggregation accuracy. Our survey indicates the presence of a new and affordable range

of e-monitors, most of which can be easily upgraded to support NILM and disaggregation.
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Circuit Level Electric Appliance Radar

Before the extensive roll-out of smart meters, it is important to realize the potential
benefits of smart metering to consumers. Circuit level electric appliance radar (CLEAR) is
developed to tap these benefits and even expand the operational capabilities of available
smart meters. In a bid to find a potential DAQ solution satisfying NILM disaggregation
requirements, an extensive online technical survey was conducted to check capabilities of
different off-the-shelf energy monitors [2]. Although some energy monitors fulfilled the
requisite capabilities such as sensor rating, measured electrical parameters (e.g., voltage,
current, power, power factor, etc.), accuracy, and number of inputs, but often lacked high
frequency sampling required for analyzing transients. The lack of customizable DAQ

features limits the application of these energy monitors in the context of NILM.

Due to its configurable sampling frequency, local/cloud data storage, multiple inputs, and
ease of installation, CLEAR is applicable to various operating environments. We have
initially installed CLEAR in an office environment to capture building-level aggregate
energy data as, to the best of our knowledge, no such high resolution dataset is publicly
available for the office environment. The first prototype is operating at our institute. One
challenge associated with office environments is the presence of multiple similar appliances
such as laptops, LEDs, desktop PCs, servers, and printers. The use of SMPS also limits
most disaggregation algorithms due to the use of switching regulators to increase energy
efficiency. A key requirement is to use high frequency DAQ to uniquely capture the start-up
transients. In addition to observing transients, the high frequency data also facilitates
predictive maintenance of appliances, by observing degradation of appliance load signature

over time.
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Apart from error introduced by disaggregation algorithms, typical uncertainty issues stem
from DAQ system. The DAQ module is expected to acquire the aggregate load at an
adequate rate to distinctly segregate different operating appliances. Usually, voltage and
current sensors are installed in the main distribution panel to accurately measure the voltage
and current. As primary current is relatively high and dangerous to measure directly, the
common current sensing techniques lower these high currents by using shunt resistor to
measure voltage drop or by using magnetic sensing devices such as current transformers
(CT), Rogowski coils, or Hall-effect current transducers. We will now describe our design

approach which led to the develop our customized DAQ system.

5.1 Earlier Approaches

5.1.1 Open Energy Monitor

We started with an off-the-shelf and cost-effective metering solution provided by open
energy monitor (OEM) [2]. OEM, a platform that provides services for energy monitoring,
control, and analysis of the energy data. These devices are compatible with Arduino, a
well- known open source sensor-actuator platform. In the first phase, all the devices were
assembled, soldered (GLCD) and tested with offline storage (microSD card) and online
storage (emoncms.org). The main components of OEM include:

Monitoring unit (emonTx V .3)

e Current transformer (CT)

Voltage transformer (9V AC-AC)

Base unit (Raspberry pi)

Display (emonGLCD)

The main data processing unit is capable of monitoring four separate circuits simultaneously.
We used emonTx V.3, capable of measuring three CT inputs with 33kW maximum power
and a single 4.5 kW CT for precision measurements. This version is equipped with Atmega
328P, a 10 bit analog to digital converter and a surface mount RF antenna to increase the

range of transmission as most energy meters are deployed in the basement.
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The CT is a type of instrument transformer used for the measurement of current passing
through a wire at a given time. A CT produces smaller output current for a given input,
as secondary current is directly proportional to the primary current. For our experiment,
we tested different split-core type CTs with turn ratio of 1:2000 and conversion ratings
of 100A: 50A, 100A:1V, and 30A:1V. The main difference is the absence (for output in
amperes) and presence (for output in voltage) of burden resistance. In order to capture line
voltage samples, we used a 240V-9V AC-to-AC adapter to derive real power, power factor

and line frequency.

The raspberry pi acts as a web-connected base station, which directly receives data from
energy monitor and posts it to an online database. We have used both online web logging
on emoncms.com and offline logging on its internal microSD card or an external hard
drive. Raspberry pi is equipped with an external RFM12Pi radio frequency transceiver for
communicating with energy monitor and display unit. In order to display the real-time
energy consumption from emonTx, we used Arduino compatible wireless graphical display
unit, also known as emonGLCD. It also includes a built-in temperature and LDR light
sensor. It is also equipped with RFM12Pi transceiver to exchange data with emonTx.
Since the monitoring unit lacks a hardware clock, time synchronization was performed by
raspberry pi.

A prototype OEM V3 was installed in a kitchen with multiple appliances, as shown in Fig.
5.1.1. Although OEM is capable of recording 50 sample pairs (voltage and current) per
second at 2.5 kHz, the reporting rate is up to 1 s (10 s by default). We configured OEM to
increase the reporting rate but after 2 samples/s, packets started to dropout. OEM is accurate
for low-frequency metering to acquire aggregate power data but, due to lack of samples
at high-frequency, it was inappropriate for accurate disaggregation. Since emonTx-V3 is
equipped with a 10-bit ADC (Atmega 328P), it is difficult to detect small loads. Similarly,
CT and AC-AC adapter are other sources of error resulting in the phase-angle mismatch.

In order to reduce uncertainty caused by OEM, some researchers have explored the
possibility of adding a separate ADC to enhance the capability of the current emonTx.
OEM is an Arduino compatible platform which provides services for energy monitoring
and analysis of energy data. The main data processing unit (emonTx V.3) is capable of
simultaneously monitoring current for four separate circuits using CTs. Out of these, three
CT inputs can measure a maximum power of 33 kW whereas the remaining 4.5 kW input
is utilized for precision measurements. This version is equipped with Atmega 328P, a 10
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Figure 5.1.1: Appliances connected to open energy monitor in kitchen

bit analog to digital converter, and a surface mount RF antenna to increase the range of
transmission as most energy meters are deployed in the basement of the residence.

5.1.2 Sound Card Energy Monitor

Although OEM was accurate for low frequency metering to acquire aggregate power
data but due to lack of samples at high frequency, it was not appropriate for accurate
disaggregation in office environment. As emonTx-V3 comes with a 10-bit ADC, so
theoretically, we are unable to detect small loads by using these standard OEM devices.
For example, consider a small home with a peak requirement between O A and 30 A at any
given time. As emonTx uses only 9 bits to capture both positive and negative curves over
the range of 0 to 30 A, so theoretically, minimum detable load is 46.8 W.

Typical office appliances such as laptops, LCD’s, LED’s and florescence tubes with lower
power rating cannot be detected with the 10-bit ADC. In order to tackle this problem, we
explored means to increase the accuracy of signal read by using a sound card to capture a
high-resolution signal using the card’s 16-bit ADC operating at 48 kHz. Low cost sound
cards have been around for years with built-in filters to remove noise below 20 Hz and

many lossless compression techniques are also available to reduce data size.
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Figure 5.1.2: Sound card energy meter (mic input)
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Figure 5.1.3: Sound card energy meter (line input)
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Figure 5.1.4: Voltage (green) and current (red) waveforms for electric kettle

The experimental setup for the USB sound card with mic input is demonstrated in Fig. 5.1.2
whereas Fig. 5.1.3 shows an extension with line-input. In our experimental setup, we opted
for different USB sound cards instead of laptops built-in sound card. The important aspect
was the use of line-in port, having high impedance stereo input, to capture both voltage and
current simultaneously. The microphone input has lower impedance mono-input which
tends to mix both voltage and current signals. A closer look on the voltage and current
signals for electric kettle, as shown in Fig. 5.1.4.

These unique power signatures help in appliance recognition from aggregate measurements.
To extend the experimental setup for 3-phase measurement, we used three different USB
sound cards with line-in and captured both voltage and current for each phase simultaneously
as shown in the Fig. 5.1.5. The AC-AC adaptors were used to extract the information (e.g.,
phase difference, line voltage etc.) from voltage signals. The adaptor model we used (ideal
power, 900 VAC and 600mA) had nearly zero quiescent power and phase variation of about
4 to 7.5 degrees. The system was calibrated to minimize the error. Some peak shaving of

the voltage signal was observed but it was mainly due to the protection diodes.

To protect the sound card from dangerous voltage and current surges, we developed a

simple protection circuit to keep the current and voltage measurements within the required
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Figure 5.1.5: Thee phase sound card measurement system

operating range. We also utilized a software-based sound card oscilloscope! to observe
the signal waveform in real-time. A similar study was carried out by Kelly et al. [87] to
measure the single-phase voltage and current measurement for domestic households using
the built-in sound card of a laptop. Our approach enhanced that research further by utilizing
three USB sound cards to measure the voltage and current for each phase using line-in
port (a high impedance stereo input to simultaneously capture both voltage and current).
So, instead of just measuring a single-phase, our approach enabled us to simultaneously

measure either three single-phase circuits or a three-phase circuit.

An important consideration was the use of line input (line-in) port, a high impedance
stereo input, to simultaneously capture both voltage and current. In contrast to line-in,
the microphone input (mono) has lower impedance and eventually mixes both voltage and

current signals which makes it impossible to obtain the original values.

Due to better data resolution, the use of sound card demonstrated fairly accurate
disaggregation by detecting appliance transient features from switching appliances. The
preliminary testing with some disaggregation algorithms provided encouraging results.
Although the sound card measurement system provided a cost-effective solution to
simultaneously measure the voltage and current, it is associated with few drawbacks

such as lack of multiple inputs, limited low-level signal processing, and lack of long-term

thttps://www.zeitnitz.eu/scope_en
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Figure 5.1.6: Design architecture of proposed hardware

error-free measurement for multiple phases.

5.2 CLEAR Hardware Design

Initial success with the sound card energy monitor encouraged us to develop a reproducible,
high-frequency and high-resolution DAQ system for the cyber-physical systems. The
design and customizable features make our proposed solution applicable to many different
working environments. Our first prototype is installed in an office environment where
one major challenge lies in detecting and isolating multiple switching events caused by
SMPS-equipped appliances. The overall design architecture of the proposed energy monitor
is shown in Fig. 5.1.6. The custom-made PCBs are housed in a laser-cut enclosure and are
designed to fit together with the single-board PC as a single unit (Fig. 5.1.7).

5.2.1 Main Board

Being the point of contact between the electric cabinet and digital circuitry, the main board
houses sensing units, power supplies, and auxiliary connections between the analog and
digital part of energy monitor (Fig. 5.2.1). The primary function of the main board is to
acquire an error-free, high-quality, and continuous stream of analog signals (line voltage
and current) and deliver them to the DAQ board for further processing. For our prototype,
we have chosen Hall-effect-based current transducers from LEM (HAL 50-S) capable of

handling a primary nominal RMS current of 50 A with a measuring range of +150 A. As
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Figure 5.2.1: Main board consisting of power supplies and voltage transformers

the CTs tend to show better result near the full load, multiple turns on the primary winding
increases the overall measurement efficiency. Since each line has a 16 A circuit breaker,
we introduced three turns on the primary winding to boost the effective signal bandwidth

while staying in the 50 A nominal rms current range.

The Hall-effect-based CTs also require an external voltage of =15 V, which is provided
by two power supplies on the main board. Additionally, the external power supplies keep
the secondary winding of CTs energized to gather accurate calculations as no power is
consumed by the components. Main features of HAL 50-S CT are shown in Table. 5.2.1.
Similarly, the external power supplies also help prevent any potential accident caused by
open secondary winding. Besides the 15 V power supplies for CTs, a 5 V power supply
is also added to operate the single-board PC and cooling fans. Smoothing capacitors are
added to ensure a clean power signal to CTs and help prevent any fluctuations from power

supplies to affect the raw voltage and current measurements.

The line voltage for each phase is fed directly to one of three AC-AC voltage transformers
which steps-down the voltage. Variable resistors are used to calibrate the voltage for each
phase according to the required input level for the DAQ board. Two separate CAT-6 cables
are used to connect the main board with CTs in electric cabinet. The first cable provides
power (15 V) to the CTs whereas the second cable transfers the raw measurements to the

main board. The use of separate CAT-6 cables helps prevent cross-talk between power and
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Table 5.2.1: Summary of LEM (HAL-50 S) CT parameters

ELECTRICAL DATA

Notation Parameter Value  Unit
Ipn Primary nominal rms current 50 A
Ipm Primary current, measuring range  +150 A
Vout Output voltage (Analog) @ +/pN +4 A%
Ve Supply voltage +15 \%

ACCURACY

Notation Parameter Value  Unit
X Accuracy @ Ipn,Ta=25° <+1 %o

BW Frequency bandwidth (-3db) DC..50 kHz

aa o

T Lattice XO2 Analog
FT-232  .7000-HC - AD7656A

board PC

K>
oh
RS
70|
o
=

M-ain —1;)0&11;1

Figure 5.2.2: DAQ board consisting of ADC, FPGA and USB conversion chip

signal channel. The AC-AC voltage transformer and Hall-effect current transducers also

provide galvanic isolation to improve the overall safety and equipment protection.

5.2.2 Data Acquisition Board

The DAQ board, as shown in Fig. 5.2.2, is tasked to convert the raw analog measurement data
into digital format and forward it to the single-board PC for post-processing and persistence.
The DAQ board contains no high-voltage component to isolate raw measurement data
from any electromagnetic distortion caused by high power components. We have utilized a
16-bit, bipolar, successive approximation ADC from Analog Devices (AD-7656A), which
is capable of handing six simultaneous channel streams at 250 kHz. A true bipolar signal

in £4 V range is accommodated with a 2.5 V on-chip reference. The six ADCs are grouped
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as pairs of three to initiate simultaneous sampling of voltage and current signal pair for

each phase.

After we acquire the high frequency data, proper handling is required to collect, secure,
and store these simultaneous data streams. We have utilized a high-performance FPGA
(Lattice MACH XOR 7000-HC) which triggers single shot to read data into the memory for
buffering. Some special FPGA characteristics include high performance, instant power-on
(microseconds), low power consumption, flexible on-chip clocks (8 primary clocks and 2
phase-locked loops per device), and infield logic update during system operation. To avoid
momentary processing delays, first-in first-out (FIFO) buffers are added to stabilize data
streams. A USB conversion chip from FTDI (FT-232 HL) operating in an asynchronous
FIFO mode is added for USB data transfers to the single board PC.

5.2.3 Single Board PC

The prime job of single board PC is to collect the energy measurement data from the
DAQ board and securely transfer it to persistent storage. With our proposed measurement
system, both local and cloud storage options are available. The local storage provision
is encouraged for privacy-conscious consumers where the disaggregation algorithms are
applied locally and no private data is sent over the internet. Currently, we have attached
a USB storage device which also serves as a backup to store high-frequency data for a
couple of days. At 250 kHz, the measurement data from the DAQ board is around 281
GB/day. For the proposed hardware, we have utilized LattePanda due to its superior
processing (quad-core 1.8 GHz) and memory (4 GB with upgradeable eMMC up to 64
GB) characteristics. Due to the high cost of LattePanda, we are also experimenting with

Raspberry Pi 3 as a replacement.

5.2.4 Housing

The main board, the DAQ board and the single-board PC are housed together in a custom-
built, laser-cut and non-conductive acrylic glass casing, capable of working over a broad
temperature range. As the measuring unit is expected to be operational 24/7 for a long

duration (ideally forever), two cooling fans are added to avoid over-heating.
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5.2.5 Software Architecture

The software architecture is designed to operate the metering unit as a standalone DAQ
unit. Initial experiments aim to implement the disaggregation algorithms on an external
server and experiments will be carried out for on-site storage and disaggregation using
different state-of-the-art NILM algorithms.

5.2.6 Energy DAQ Software

The energy DAQ (e-DAQ) is performed on a single-board PC running generic Linux
distribution. The software architecture provides a common command and control
infrastructure to enable bulk transfers via USB. The custom e-DAQ is initialized as
a systemd service to start rest of the service and keep track of the Linux processes. Using
command line switches and environment variables, the systemd services initialize the FPGA
and other low-level parameters such as file names, chunk size, and sampling frequency

configuration.

The initialization phase is followed by the USB bulk transfer requests to fill up the queue
and initiate the transfer requests. A full buffer on the sampler board triggers a callback in the
e-DAQ software as the data is forwarded to the Linux kernel. The triggered callback also
includes a buffer containing the acquired data. Since the hardware supports customizable
sampling frequency, the buffer size on the USB interface chip may not always align with
our standard 14-byte packet size. Due to this size mismatch, the callback buffer might
contain fragmented samples, which should be defragmented to align the samples before
validating the missing samples using checksum identifier. This validation ensures error-free

and consistent DAQ, hence the data gets written into a file.

Each file is labeled with a sequence number with a corresponding time-stamp to facilitate
identification and reassembly process. The appropriate file size depends upon sampling
rate and available bandwidth. A reasonable method is to align the file size according to the
sampling time such as 2, 5, 10, 15, 30, or 60 minutes, depending on the samples acquired
per second. At 250 kHz, we have chosen a 2 min duration for each file and 50 min data (25
files) chunks are batch transferred for storage, where each file is properly time-stamped
to pinpoint the switching event during the disaggregation. Once the maximum file size

is achieved, new data are written into a new file. The completed file is handled through

57



5.2. CLEAR HARDWARE DESIGN

an asynchronous procedure to transform sequential ADC values into 16-bit little-endian
integer values. Currently, we are collecting data for offline disaggregation and since the

task is not time critical, it is performed asynchronously with actual data acquisition.

5.2.7 Collector Service

Concurrently, a collector service is operating to transfer finalized data files to a persistent
storage (cloud) and perform a list of tests to validate certain system checks. With high
sampling rate, huge volumes of data are generated at a firm rate, the storage backend must
be capable of managing this consistently large flow of streaming data. The two-way bulk
transfers via USB-ethernet interface (system commands and sampled data) may cause
bottlenecks and hence require a trade-off between transfer speed and network bandwidth

utilization to ensure a sustainable data flow.

The DAQ board consists of three local buffers to cope with short outages (minutes up
to hours depending upon sampling frequency). A USB storage is also provided on the
single-board PC in case of network outage. This allows uninterrupted measurements and
files on the single-board PC until the collector service kicks in again after failure. After
the network connection is re-established, the buffered data are transferred to a persistent

storage.

During normal operation, the buffered files can be transmitted as soon as the collector
service is activated, but since writing files to persistent storage is costly, files are batched up
before persistence. This requires keeping all the files in RAM until the collector receives
them. However, RAM is a scarce resource and most single-board PCs have limited memory.
This problem is countered through a watchdog, which regularly moves the files from RAM
to a local mass storage device. The mass storage device also helps prevent potential data
loss in case of system failure or power outage.
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Evaluation

To test the effectiveness of available NILM algorithms and develop new algorithms for
the office environment, we have installed the first prototype at our institute. The test
environment consists of 9 offices with a maximum 51 different appliance models at a given
time (since the number of occupants changed during the six month monitoring period). Due
to special protection requirements, we were not allowed to install the monitoring hardware
in the electric cabinet room (Fig. 6.0.1). So, the CTs are the only external components
present in the electric cabinet (Fig. 6.0.2) and connected with the monitoring unit in the
adjacent room through the CAT-6 cables.

.....
"

e

Figure 6.0.1: CAT-6 cables to transfer power and current data
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6.1 Evaluation Criteria

Although the particular requirements of any DAQ system vary with the type of application,
we have listed a few key requirements for DAQ hardware with special emphasis on load
disaggregation. The precise event detection from aggregate load requires adequate sampling
frequency. A high sampling rate (R1) is required when the appliance diversity is high or in
presence of low-power appliances such as laptops and other SMPS-equipped appliances.
Similarly, higher resolution (R2) ensures proper matching and extraction of appliance load
signature from aggregate load for accurate appliance detection. The higher resolution also
helps to reduce simultaneous events due to the higher sample count. The DAQ system
should be stable enough to acquire non-stop and simultaneous data recording (R3) for

multiple channels (R4) using well-established file formats to support interoperability (RS).

The DAQ system should be scalable (R6) and reliable (R7) to handle additional appliances,
circuits, and even withstand short network outages. The design should also ensure data
privacy and confidentiality (R8) through local data handling. The DAQ system should be
capable of efficiently storing (R9) the energy data to perform post processing and data
analytics (R10). It should also support multiple operating environments (R11) and be
capable enough to detect simultaneous appliance-switching events (R12) to deal with
switch continuity principle. Finally, the system should be independent and user friendly

(R13) to ensure large-scale deployment.

L

Figure 6.0.2: Increase in data sensitivity using loops
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Figure 6.1.1: Voltage signal for phase 1 (peak-to-peak voltage)

6.2 Evaluation at 50 kHz

The voltage and current waveforms acquired by CLEAR for the first phase are shown in
Fig. 6.1.1 and Fig. 6.2.1, respectively. Apart from the 120° phase shift, the other two
phases show similar waveforms. The graphs show 0.15 sec of mains voltage and current
sampled at 50 kHz for a single phase. As expected, the voltage signal is smooth and shows
peak-to-peak voltage for the first phase. On the contrary, the current signal shows some
underterministic spikes. These spikes are mainly due to switched-mode power supplies
which dominate office environments. Due to the presence of these transients, the challenge

lies in how to use these underterministic spikes to train disaggregation algorithms.

Event detection is an important step to accurately single out appliances from the aggregate
load. These events are detected by observing start-up appliance transients which contain
appliance specific unique identifiers. The start-up transients of electric kettle and multitool
are shown in Fig. 6.2.2 and Fig. 6.2.3, respectively. Due to higher power requirement of
kettle (1800 W), much more current is drawn during start-up and the event is easily visible
from the aggregate current curve. On the other hand, multitool consumes much less power
(135 W) and hence has a much smaller impact on the aggregate curve, as shown in Fig.
6.2.3. The high probability of simultaneous events due to increased number of electrical
appliances in office environments also contribute to disaggregation challenges. Besides
50 kHz data-acquisition, we have collected data at 100 kHz, 150 kHz, 200 kHz, and 250
kHz to check the hardware performance and data handling capabilities of CLEAR. We will

61



6.3. EVALUATION AT 250 KHZ

Phase 1 Current @ 50kHz
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Figure 6.2.1: Current signal for phase 1 (spikes due to presence of SMPS)

utilize these sampling frequencies to analyze any improvement in appliance detection.

At 50 kHz, we obtain 1000 sample points per cycle which is much better than REDD (250
sample points at 15 kHz) and BLUED (200 sample points at 12 kHz) datasets collected in
US (60 Hz grid frequency). Similarly, the UK-DALE dataset, which was collected at 50 Hz
grid frequency, provides 320 sample points at 16 kHz. For 250 kHz, these sample points
increase to 5000 per cycle, which helps to clearly observe even smallest spikes caused by
SMPS. As a first step, we have installed CLEAR in our institute to acquire high-resolution
energy data. This will lead us to develop accurate disaggregation algorithms for office
environments. We are also interested to explore different compression techniques to reduce
the storage requirement. Another research direction would be to apply some on-board low
level signal processing to facilitate event detection for NILM disaggregation algorithms.

6.3 Evaluation at 250 kHz

Since, to the best of our knowledge, no high-frequency data set representing an office
environment exists, we have collected the data using our proposed hardware and will be
openly available for the research community. To make a more reasonable contribution
for the NILM community, we have also gathered high-frequency ground truth data for
developing and testing new disaggregation algorithms. The aggregate data is gathered over
a period of 6 months at different sampling frequencies (50 kHz and 250 kHz) to check
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Figure 6.2.2: Start-up transient response of electric kettle

Multitool Start-Up Event (135W)
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Figure 6.2.3: Start-up transient response of multitool
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Figure 6.3.1: Voltage and current waveforms (raw values) of the three-phase system at 250 kHz

the performance of our proposed hardware. Apart from increasing the chances to detect
multiple events, the higher frequency results in better bandwidth utilization and anomaly
detection. The three-phase voltage and current for each phase at 250 kHz are shown in
Fig. 6.3.1. Phase 1 has a higher current range (around 9 A) due to more appliances on this
phase.

The periodogram in Fig. 6.3.2 shows that most of the signal is centered at 50 Hz, the
fundamental frequency. It is a common scenario for periodic signals where the rest of
the signal’s power is distributed throughout the frequency domain with small peaks at the
harmonic frequencies. Although at 250 kHz sampling, the harmonics are theoratically
possible upto 125 kHz (Nyquist criterion), but only first few harmonics are shown here as
a reference. Similarly, crest factor (ratio of peak to rms current) indicates how extreme
the peaks/spikes are in the waveform. A linear sinusoidal waveform has the crest factor
of 1.414 and increases with the number of random peaks in the waveform [128]. For our
measurements, the higher crest factor indicates the presence substantial number of spikes
due to the abundance of SMPS-equipped appliances.

6.3.1 Sampling, Resolution, and Accuracy

The sampling rate (R1) determines the amount of information that can be extracted from

the aggregate load. Armel et al. [17] suggest that higher sampling can significantly
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(indicated by spikes)
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Figure 6.3.4: Two independent events casued by the SMPS equipped office appliances observed at 250 kHz
from aggregate load

improve the recognition of both number and type of appliances during the disaggregation
process. Less granular data can still disaggregate higher load appliances but the accuracy
of identifying lower power appliances will be limited. The typical interesting range is
between 10 kHz to 40 kHz; a range providing medium order harmonics and differentiation
between 20 to 40 different appliances. Usually, higher energy savings are achieved with
accurate measurement system, as precise enough energy breakdown (at appliance level)
can be achieved. This also enables us to segregate the power-hungry appliances from the

rest of appliances for effective participation in the DSM programs.

The disaggregation accuracy depends on sampling frequency and resolution during the
analog to digital conversion. Higher resolution along the y-axis depends upon the ADC
bits to determine the quantization levels, where higher quantization levels achieve higher
accuracy by reducing uncertainity. Similarly, the x-axis resolution depends on the number
of samples captured from the raw voltage and current signals. With 250 kHz sampling,
the proposed energy monitor has a wide operation range to capture overall signal behavior
while being sensitive enough to cover the minute details (spikes), as shown in Fig. 6.3.4.
Theoratically, it is capable of measuring a minimum isolated load of 0.17 W but because
of base noise, we consider a minimum of 30 W as potential switching event. This fulfills
the requirement of basic office appliances such as laptops and LCDs which have a power
consumption of 45 W or more.
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6.3.2 Appliance Switching

The higher resolution (R2) also increases the probability to identify simultaneous switching
events. The event detection complexity increases with the number of appliances and can
pose a major challenge when numerous similar appliances are operating in parallel, a
common scenario in an office. A comparison at 25 kHz and 250 kHz sampling frequency for
current of phase 1 is shown in Fig. 6.3.3. Single current waveform at 25 kHz (500 sample
points), down-sampled from 250 kHz, is compared with the corresponding waveform at
250 kHz (5000 sample points) sampling rate. Similarly, using the same 250 kHz waveform,
Fig 6.3.4 shows two switching events caused by SMPS-equipped office appliances. These
two switching events happen within a space of 300 samples and are around 50 samples
apart from eachother. It can be observed that higher sampling frequency offers more
likelihood to detect the start-up transients (indicated here by spikes) of low powered office
appliances and minimizes the probability of simultaneous events. Never the less, detecting
the appliance associated with each spike is a challenge as each SMPS includes a switching
regulator to reduce energy wastage by storing excess energy and utilzing it in next cycle
[129].

Most NILM studies follow switch continuity principle (SCP) [21], which assumes that at a
given time, only one appliance changes its state (on/off). For office environments, multiple
appliance-switching events at an instant are common due to high appliance diversity. The
office appliances often work in pair (laptop and LCD) and this assumption can lead to
error. A similar situation exists for industrial environment where multiple motors are
working together. Fig. 6.3.3 and Fig. 6.3.4 indicate that higher sampling frequencies help
better distinguish these switching events (R11). Once an event is detected, these appliance
start-up features (load signature) are extracted by the disaggregation algorithms to perform

inference and learning.

6.3.3 Reliable and Simultaneous DAQ

Due to the unpredictable nature of appliance usage, one major requirement is to acquire
non-stop voltage and current measurement data from each measured phase (R3). For
three-phase systems, multiple inputs are required to simultaneously monitor the individual
voltage and current streams for each phase. The cost-effective approach proposed in [87]

only supports single-phase measurement. This approach lacks the multiple input feature
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and hence not practical for three-phase systems. The proposed design is capable of handling
six measurement channels (R4) using Analog Devices (AD7656A) chip.

To ensure reliable data handling (R7), a Lattice XO2 7000HC FPGA chip is used to collect
and forward the data to the single-board PC (LattePanda) via USB (FTDI-232HL) chip.
Here data is converted into the appropriate format (HDF5) and forwarded to the storage
server. To avoid any data loss due to network connectivity issues, a mass storage device is
attached as backup with the single-board PC. During its six month operation, only one

major error was observed which resulted in data loss of about 2 hours.

6.3.4 Scalability and Interoperability

From prototype to actual deployment, one challenge regarding energy monitoring is its
interoperability with existing infrastructure and how well it can expand to meet future
requirements. In terms of NILM, a system can be termed as scalable if it is able to
accurately detect a newly added appliance category. To detect newly added appliances, we
rely on the turn on/off transients (Fig. 6.3.4) caused by appliance switching. Once these

events are detected, appliance classification algorithms are used to point out the appliance

type.

Scalability and interoperability usually go hand in hand and require well-known standard
measurement and data formats. Our hardware, is capable of operating under different
voltage and current rating. The customizable features and replaceable external components
(CTs, single-board PC) make the system deployment user friendly (R13) and extendable.
Due to its independent DAQ and persistence, our hardware can scale well with multiple
units operating in parallel (R5, R6) for different floors of a building or for different buildings

altogether, only requiring basic internet connectivity.

6.3.5 Data Processing, Storage, and Privacy

Disaggregation algorithms require high-frequency and high-resolution data, especially with
large number of low-powered appliances present in an office environment. Capturing this
huge amount of data for three phases requires special emphasis for error-free simultaneous
data collection. Two different approaches were used to collect and process the data. At

50 kHz, the data was converted to HDF5 format, compressed and transferred to storage
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cluster in chunks. Due to limited resources of single-board PC, the raw data at 250 kHz
was directly transferred in chunks (50 min) to the storage cluster and then converted to
HDFS5 format and compressed. In order to perform load disaggregation, data needs to be
securely stored in an appropriate format (R10). We utilized HDFS as it is a well-established
and widely accepted file storage format in the NILM community (R9).

Besides major advantages, data confidentiality is one main concern regarding NILM as
energy usage patterns provide a detailed and in-depth analysis about consumer’s life style.
To apprehend these concerns, we have provided multiple storage options to the consumers
(R8). Our monitoring system is capable of storing both on- and off-site data storage
(cloud). So far, the on-site data storage is only used as a backup but the future designs will
incorporate on-board NILM algorithms to perform disaggregation locally.
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NILM Event Detection

In today’s digital age, the ever growing demand for the collection and analysis of big
data has steered many techniques for discovering certain patterns within the data. The
prime objective is to extract useful information for proper interpretation and analysis
of the data under study. In information processing, this knowledge helps us develop
different data trends for condition monitoring and later identification of minor deviations
for anomaly detection [130]. Although these minor deviations or micro-events vary for

different applications, they form the basis of any data driven analysis approach.

For NILM, the event-based detection approaches can be further sub-divided into two
categories. The first category consists of macro-events which occupy from one up
to multiple AC cycles. To detect such inter-cycle events, low-sampling frequency (in
seconds/Hertz) is adequate. The low-sampling frequency usually works well for a household
or a small building, where limited appliances are operating (low density) and each appliance
has very distinctive features (high diversity) for effective classification of these appliances
from aggregate load. For the second category, several micro-events occur within an AC cycle.
To detect such small intra-cycle events, high-sampling frequency (in milliseconds/kHz)
is essential. Hence, for the commercial and industrial environments such as an office,
a supermarket, or a factory with high appliance density and low appliance diversity,
high-frequency sampling is an absolute necessity. Without high-frequency sampling, event

detection is not accurate as simultaneous switching events are almost impossible to avoid.

During most NILM studies, the switch continuity principle (SCP) [21] is assumed by

the researchers. According to SCP, only a single appliance changes its state (on/off) at
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a given time. This assumption is not valid when multiple low-powered appliances are
operating in parallel. For instance, consider an environment where several multi-state
appliances such as freezers or motors with multiple sub-machine components (e.g., heating,
lighting, controllers, etc.), are operating simultaneously. Using low-sampling frequency
will certainly merge some micro-events and with multiple micro-events stacked together,

the appliance classification error is likely to increase.

This chapter presents a Hilbert-Huang transform based event detection approach to detect
micro-events from an office environment with an abundance of SMPS-equipped appliances.
The challenge lies in accurately determining the switching events caused by these low-
powered supplies. For this purpose, we perform our proposed event detection algorithm on
high-frequency aggregate energy data from BLOND [19]. Unlike conventional analysis
methods, most of the real world energy data represents non-linear and non-stationary
systems. This limits the application of Fourier transform which is mostly suited for
analyzing linear systems with stationary signals [102]. The Hilbert-Huang transform
approach provides time-frequency-energy analysis of the data and helps estimate the
instantaneous energy, an important requirement for NILM. We also discuss why the
Hilbert-Huang transform based approach is preferred instead of a discrete Fourier transform

and a discrete wavelet transform.

7.1 SignalPlant-based NILM Event Detection

To detect events from aggregate load, we first employed some already existing tools to
check how well we can detect these events, if at all possible. Initially, we utilized a freely
available statistical event detector tool called SignalPlant [131]. SignalPlant was primarily
developed for bio-medical signals (e.g., ECG, EEG, etc.), where a lot of low-powered
waveforms are expected and it is very challenging to remove the base noise from the signal.
We used a combination of built-in filters such as infinite impulse response (IIR) and finite
impulse response (FIR) to remove the unwanted signal noise and obtain smooth curves for
the current waveform. Later, we utilized the built-in threshold detector to identify these
events from the aggregate load. The event detection process using the SignalPlant is shown
in the Fig. 7.1.1. We tested for a small window to determine the number of events from the
aggregate load. The initial results indicate that the aggregate data acquired by CLEAR

can be accurately utilized to precisely identify the low-powered operating appliances in
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Figure 7.1.1: Event detection process using SignalPlant

a building. This success led us to develop our own event detection algorithm using the
Hilbert-Huang transform.

7.2 Event Detection Techniques

In this section, we will discuss the two common methods for detecting changes in
information processing systems, namely the discrete Fourier transform and the discrete
wavelet transform. In the end, we will introduce the Hilbert-Huang transform, its advantages,
and disadvantages followed by the event detection results.

7.2.1 Discrete Fourier Transform (DFT)

In general, the DFT is a transformation of a time domain signal into the frequency domain
[132]. This is done by interpreting the space of all possible complex signals § = C¥N*! of
length N + 1 as a vector space, and defining the dot product between two elements of this
vector space a,b € Sasa-b = 22{:0 a[k]m. It turns out that using this definition of the

73



7.2. EVENT DETECTION TECHNIQUES

dot product, the following set of signals forms an orthonormal basis of S.

2

B :={b,|k] = exp(N +i1kn)|n € {0;.;N}}

Using this basis, the DFT is nothing more than a transformation from the natural basis to the
basis B. The coefficient x,, of the base-vector b, can then be interpreted as the prevalence
of the frequency /7 in the signal s € S. As the coefficients x, can be complex-valued

(even if s € R), they are usually not directly displayed, but instead as 20 log |x,|dB.

Two parameters, the sampling frequency f; and the number of used samples N + 1, are
required when applying the DFT to actual signals. Both parameters influence the set of
frequencies analyzed when applying the DFT. The lowest analyzed frequency, at n = 0, is

always 0, i.e., a constant signal. The highest frequency, according to the Nyquist-Shannon
fs‘(];""l) . AS

n
N+1

all remaining analyzed frequencies linearly interpolate between the lowest and highest

sampling theorem, will be %, which when equating with yields n =

frequency, the final set of analyzed frequencies is:

fsn N+1
e {0, ...,
N1 et 2

F={f= 1

The main disadvantage of the DFT lies within the high difficulty of detecting when a certain
instantaneous frequency is observed, as this would require interpretation of the phase
spectrum of a signal. In other words, the DFT is not suitable for analyzing non-stationary
signals. Unfortunately, most signals acquired from real word physical processes will
have at least some non-stationary content. The main advantages of the DFT include the

computational efficiency and strong mathematical proofs.

7.2.2 Discrete Wavelet Transform (DWT)

The DWT also uses a transformation to an orthonormal basis to draw conclusions about an
input signal. In the case of the DWT, this new basis consists of wavelets. Usually, one
mother-wavelet ¥ is used to construct all base-wavelets by dilating and translating the
mother-wavelet. This way a wavelet can be dilated by a factor w and translated by 7 in the
following way, to generate the wavelet [133].

t—7

l/’w,r(t):l//( W )/\/W
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Another key feature of wavelets is that their features are localized [133], i.e., the wavelets are
almost always zero except for one short period of time in which they exhibit a characteristic
signal-shape. This time-restricted nature has the effect that a basis-coefficient x,,  for a
wavelet i, , after a transformation of a signal s € S not only yields information concerning
the frequency f —~ 1/w of s, but also about the location 7 within s, where this frequency
is prevalent. It should be noted that when using the DWT, the period and not its inverse
(frequency), is implicitly calculated. This is because one cannot directly choose the
frequency f of any given wavelet. Instead, the width of the wavelet w —~ 1/ f is chosen.

Hence, the ordinate of wavelet-spectrograms is usually a width and not a frequency.

When applying the DWT to signal measurements, three parameters are required. First,
the range of the wavelet widths is chosen, which implicitly changes the range of analyzed
frequencies. Second, the number of samples used for the DWT are chosen. But unlike the
DFT, this does not directly influence the highest analyzable frequency. It only gives an
upper bound to the range of the wavelet widths, as matching a wavelet longer than the base
signal would make little sense. The third parameter is the sampling frequency f;, which

directly correlates to the frequencies corresponding to the wavelets.

The main disadvantage of the DWT is its inability to determine the instantaneous frequency
of the signal at every point in time. This discreteness is the main weakness of the DWT.
Furthermore, DWT is suitable for non-stationary and linear signals, whereas most of
the naturally occurring signals are non-stationary and non-linear signals. On the bright
side, the DWT is capable of detecting a change in frequency over time and does so at a

reasonable computational complexity.

7.2.3 Hilbert-Huang Transform (HHT)

The HHT, first described by Huang et al. [134], takes a different approach than the previous
two methods. HHT provides an empirical method to examine the time-series data for
time-frequency-energy analysis. Instead of dictating what the orthogonal basis vectors
should look like, it empirically generates its own set of orthogonal basis vectors from a given
base-signal through empirical mode decomposition (EMD). The resulting basis vectors are
then called intrinsic mode functions (IMFs). Thereafter, the Hilbert transform is applied to
the IMFs to analyze the instantaneous energy and frequency of the IMFs at any point in
time. Contrary to the other methods explained so far, the HHT was explicitly developed to
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deal with non-stationary and non-linear signals. The HHT method is explained in detail

below.

Empirical Mode Decomposition

The first step in the two-step Hilbert-Huang transform is the EMD. EMD essentially splits
the given signal into multiple IMFs.

Intrinsic Mode Function — IMFs decompose the times-series data into a set of functions
based on the different frequencies. So, IMFs provide a pre-processing step to remove the
already known unwanted noise from any signal. Any signal is an intrinsic mode function if

it satisfies two conditions:

e The number of maxima and minima together must be equal to the number of

zero-crossings or atmost differ by one.

* The mean of the local envelopes defined by its local maxima and minima should be

zero at all times to obtain meaningful instantaneous frequency.

A graphical representation for these conditions is shown in Fig. 7.2.1. In the first example,
the region around x=1900 has a number of local extrema with value below zero. For those
maxima and minima, the zero crossings are not balanced and hence, the total number
of zero crossings will not match the number of extrema. Similarly, the second example
seems to have enough zero crossings, but the upper envelope has a greater magnitude than
the lower envelope. A proper IMF satisfying both conditions is shown in the last example.
If the two conditions are satisfied, it is ensured that at every point in time an instantaneous

frequency of the signal can be defined and computed by applying the Hilbert transform.

The EMD algorithm for NILM -  Asenergy data acquired from real world measurements
are unlikely to fulfill the strict IMF-conditions, it needs to be transformed first. This can be
achieved by applying the EMD algorithm, as shown in Fig. 7.2.2. The EMD algorithm
does not transform the energy data into a single IMF, but instead splits it into several IMFs.

This corresponds to separating physical effects on different time-scales.
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Figure 7.2.1: Counterexamples for IMF conditions

The algorithm begins with the input data. After the first IMF is obtained, it is subtracted
from the input and the algorithm continues to produce the next IMF from the result of
this subtraction. The first IMF contains information regarding the highest frequency
components present in the measured data (often the first IMF contains high-frequency
noise). The following IMFs contain information about effects on larger timescales. The
process continues until the result of the aforementioned subtraction contains no more local
extrema, but instead a monotonic function. This is called the residue. Mathematically
[104], we denote the input signal as X(¢), the kth IMF as c; and the final residue as r. The

decomposition can then be written as

n

X(t):ch+r

k=1
The construction of IMFs is carried out by an iterative process called sifting. Anintermediate
IMF that still needs more steps of sifting is denoted as hy;, where k is the IMF about to
be constructed and i is the number of sifting iterations already performed. In the same
fashion, the mean of the upper and the lower envelope of the signal is denoted as my;. One

step of sifting can be written as:

hi(iv1) = hii — my;
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Figure 7.2.2: EMD algorithm for NILM event detection
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First, all the local maxima (max) and minima (min), as indicated in Fig. 7.2.2, have to
be identified. Then an upper and a lower envelope is created by fitting a cubic spline
through all the max and min, respectively. In the first iteration, the mean of the upper and
lower envelope is subtracted from the input data. The sifting process is repeated until the
aforementioned IMF conditions are met. So in total, the EMD algorithm consists of an
outer loop, which produces one IMF per iteration and an inner loop, in which multiple

iterations of sifting are performed to obtain a candidate IMF.

Stoppage criteria— An important decision that has to be made is when to stop the sifting
process. Ideally, the process should stop when data series satisfying IMF conditions are
produced. In practice, it is not easy to end the sifting process because the second condition
(mean value of upper and lower envelope must be zero) cannot be easily fulfilled due to
numerical instabilities of calculations with floating-point numbers. Similarly, too many
sifting steps could obliterate amplitude fluctuations that carry important information about
the underlying process [134].

A more practical stopping criteria would require the mean of the envelopes to be close to
zero, but using a fixed threshold for this condition limits different amplitudes the input
signal might have over time. A better approach is to leverage the fact, that sifting is a
converging process, i.e., in each iteration of sifting, the changes made to the data should
be smaller than in the previous iteration. Therefore, Huang [135] proposed the standard

deviation between the results of two consecutive sifting steps as stoppage criterion:

T 2
|k(i-1)(t) = hi(2)]
= e
=0 k(1)

Sifting stops if the value calculated for SD is below a predefined threshold value. This
value is dependent on the length of the input data 7'.

Hilbert Transform

The second step in the HHT-based event detection method is to take the computed IMFs
and extract their instantaneous amplitude and frequency. It is achieved by first expanding
the IMFs to the complex number plane in such a way that they become analytic, in other

words, their negative frequencies become zero. For this purpose, the Hilbert transform is
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applied to take in a signal x[k] and output a signal y[k], such that the signal x[k] + iy[k]
is analytic. It turns out that the transformation to achieve this is a convolution with the

function % So, the Hilbert transform can be written as:

H@) = (= )(e) = - / T g

TJ) ot—T

According to Huang et al. [134], the result X;(z) of the sum of the jth IMF x;(¢) and its
Hilbert transformation i H(x;)(t) can be written as:

X;(t) = x;(¢) + iH(x;)(¢)

= a;(t)exp(ig;) = a;(t) exp(i / wj(t)dt)

7.3 HHT-based NILM Event Detection

In this section, we will explain the implementation and analysis work in detail. As we are
interested in detecting and isolating micro-events, we will be using the BLOND energy
dataset [19], mainly due to a sufficiently high sampling-rate. The event-detection techniques
discussed here were implemented in Python, and are built to read . hd£5 files from BLOND.

7.3.1 Building Level Office eNvironment Dataset (BLOND)

In contrast to other existing NILM datasets, which mostly cover residential environments,
BLOND contains measurements for an office building in Germany using CLEAR and
MEDAL. The appliances present in an office environment are different from typical
households. Most appliances have low power-consumption (e.g., when compared to an
oven) and there exist multiple appliances of the same type such as laptops, PCs, and LEDs.
To detect these appliances based on the patterns they cause in the aggregated measurements,
it is necessary to increase the sampling frequency. BLOND also provides an excellent
environment to observe the effect of simultaneous events, as a number of low-powered
SMPS-equipped appliances are operating on each phase. Due to abundance of these
low-powered appliances, the probability of simultaneous events is quite high.

BLOND-250 uses a high sampling frequency of 250 kHz for 50 days of aggregated
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recordings using CLEAR [19]. Similarly, recordings at individual power plugs are also
available with a sampling frequency of 50 kHz using MEDAL. For this study, we are
not considering BLOND-50 which contains aggregate data with a sampling frequency of
50 kHz at the mains and 6.4 kHz for the individual power plugs and covers 213 days of
measurements. Even at 50 kHz, some of the low-powered events from SMPS-equipped
appliances get merged together (see 7.3.5). All files are saved in the .hdf5 format, which is
a common format for storing large amounts of scientific data. At 250 kHz, each aggregate
load file (CLEAR) has a file size of around 220 MB and contains 6 channels, corresponding
to the voltage and current of each of the three phases and represents 2 minutes worth of
data. All the experiments were conducted on 250 kHz data.

7.3.2 Preliminary Data Analysis

HHT-based Event Detector — The proposed event detector first applies the Hilbert-
Huang transform to the input signal, and then detects events in that signal by analyzing
the output of the HHT. To detect the events, the algorithm uses the sum of instantaneous
amplitudes of some chosen IMFs to generate a signal-energy-curve. On this signal-energy-
curve, a standard peak-detection-algorithm is applied.

As soon as the optimal parameters for detecting events in a specific dataset have been
manually optimized, they can be applied to an entire file at once. In the end, a CSV-file is
created containing the outcome of the HHT event detection. Each row contains individually

detected event with following information:

1. Event number (detected for input file)
2. Start sample (to mark start of event)

3. End sample (to mark end of event)

4. Event duration (in number of samples)

5. Overlap: a boolean value describing if this event was considered to consist of two

overlapping events by the peak-detection.

6. Event-Type: ’1’ if there is a single non-overlaping event (2’ otherwise).
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Table 7.3.1: Parameters of Peak-Detection

Parameter Description

Height (h) Peaks smaller than this value are
ignored.

Prominence (p) Prominence is a relative parameter,
that determines that a peak has to be
larger that its neighboring peaks. It
can be used to suppress small peaks
that lie on the shoulder of larger peaks.

Width (w) Peaks narrower than this value are
ignored.

Distance (d) The minimal distance between two
peaks. If two peaks are too close, the
smaller one will be rejected.

Rel_height (th) Used to define at which height of the
peak the width is measured. 1.0 means
measure the width at the absolute
lowest point, which will lead to very
broad event-borders.

Parameters of the Peak Detection— The choice of IMFs is an important part of the event
detection algorithm because the next steps only use the sum of instantaneous amplitudes of
specific IMFs to detect event peaks. The parameters utilized for the peak-detection are
shown in Table 7.3.1. The Python package scipy is used for peak-detection [136].

Instantaneous frequencies — Analyzing the instantaneous frequencies of IMFs can
reveal which of them might correspond to actual events. Generally, the instantaneous
frequency of the IMF becomes less variable (more smooth) with higher IMF number (lower
frequency), as seen in Fig. 7.3.2. Hence, to detect micro-events, one has to primarily use
the low-numbered IMFs, because micro-events tend to have a high-frequency. At the same
time, due to a high noise probability, we should also avoid the lowest IMFs. Using the
above criteria and visual inspection of IMFs with 250 kHz data, we selected /M F'1 and
IM F? as candidates for event detection, as they feature both high, and fairly narrow-banded

frequencies. /M FO was not utilized due to high presence of noise.
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Figure 7.3.1: Visual representation of parameters listed in Table 7.3.1
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Figure 7.3.2: IMFs generated using EMD algorithm on aggregate data from CLEAR (a) input, (b)
spectrogram showing /M FO0 (black), IM F1 (blue), IMF2 (red), IMF3 (yellow)
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7.3.3 Analysis of Micro-Bursts

The output of our HHT event-detector algorithm is shown in Fig. 7.3.3. The sum of
amplitudes of the chosen IMFs are displayed. Similarly, the boundaries of the detected
peaks are used to mark the detected events in the original data. The amplitude of the sum
of IMFs can be up to 10 times higher than their surrounding background noise. Comparing
this result to the preliminary result of the DWT, the HHT not only extracts the events from
the original signal, but also achieves a good signal-to-noise ratio (about a factor of 3x
higher).

In general, the proposed event detector can reliably detect the position and length of events.
However, the user has to define what actually classifies as an event. For example, the last
detected event in Fig. 7.3.3 might not be considered a real event because it is too short.
Some fine-tuning can be done by adjusting the parameters defined in Table 7.3.1. When
adjusting these parameters, the user should keep in mind that this modification can also
cause some peaks to be suppressed, which actually do correspond to real events. The
rationale for only including /M F'1 and IM F?2 in the sum as input to the peak detection
algorithm is as follows:

* When including high numbered IMFs in the sum, the peaks tend to get very broad,
up to the point where entire periods of the mains-power-frequency will be considered
as an event.

* Similarly, the lowest IMF (/M FO0) contains a lot of noise at 250 kHz, which leads to

a noisy input to the peak-detection, resulting in more false positives.

It turns out that using /M F1 and IM F?2 for further processing is a good compromise.
Incidentally, the choice of not including/calculating higher IMFs also has a positive impact
on processing speed and overall processing time.

7.3.4 Empirical Evaluation of BLOND Energy Dataset

As the micro-events considered in this work have not been analyzed before and also the
BLOND dataset is not labeled with respect to those, it is not possible to evaluate the

actual performance of the event-detection implemented. But it is possible to provide some
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Figure 7.3.3: Input /MF1 + IMF?2) to find (a) peaks and (b) detected events

empirical results gained when applying the algorithm to sample files from the dataset. For
this section, we consider the following five HDF5 sample files.

Sample 1: (clear-2017-06-21T06-07-20.122303T+0200-0028508)

Sample 2: (clear-2017-06-21T07-51-51.046155T+0200-0028560)

Sample 3: (clear-2017-06-21T13-01-22.636113T+0200-0028714)

Sample 4: (clear-2017-05-16T11-39-20.114921T+0200-0002881)

Sample 5: (clear-2017-06-03T16-34-36.724819T+0200-0015924)

Sample 1 to 3 were chosen because they cover different times of the same day. Sample 1
covers 2 minutes of measurement in the early morning at around 6 o’clock, where power-
consumption is not altered much by activity of the researchers in the building. Sample
2 covers two minutes at around 8 o’clock in the morning. Here the power-consumption
is changed a little due to someone switching on a device. This was judged by looking
at the daily summary provided by BLOND. Sample 3 was recorded on the same day at
13 o’clock, when power-consumption is high. Sample 4 and 5 were additionally chosen
randomly from two different days to compare the results with sample 1 to 3.

The average event-rate in events per 100 ms for above five files is shown in Fig. 7.3.4.
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Figure 7.3.6: Event detection at different sampling rates using Hilbert-Huang transform

Although it seems reasonable to expect more events during busy office hours the comparison
of the first three samples, the samples differ only slightly.

Similarly, Fig. 7.3.5 shows the histogram of the event-duration. Here, a slight difference
is noticeable during the office times. There seem to be slightly more short events with a
duration of around 180 us as compared to night time. This especially applies to sample 4,
which contains data from 11:39 AM. This is essentially due to the fact that SMPS-equipped
appliances show more rapid charging-discharging outside the stand-by mode. In all samples,
most events have a duration of around 300 us which represent a typical SMPS-equipped
appliance. Similarly, there are no events that are shorter than 80 ps. This is due to the
peak-detection algorithm, which is set to a minimal peak-width of 20 samples and one

sample covers 4 ps.
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7.3.5 Effects of Reduced Sampling Frequency

To check the effect of the sampling frequency on event detection, we downsampled the aggre-
gate data at four different sampling frequencies of f; = [125, 000; 62, 500; 31, 250; 15, 625],
as shown in Fig. 7.3.6. We observed that as the sampling frequency decreases, events
can still be detected, however, some events got coalesced/merged together and became
indistinguishable. For different sampling rates, the parameters for the event-detection
(see 7.3.2) had to be adjusted manually. Interestingly, with the decrease of the sampling
frequency (f; = [125,000;62,500]), the event-detector had to be adjusted to include
IMFO and IMF1 to detect events as now they contain the useful information regarding
SMPS-equipped appliances. So, by using minor adjustments with the HHT event detector

algorithm, we can accurately detect events from multiple frequency ranges.

It can be observed that a high sampling frequency is beneficial for detecting micro-events
in current measurements. However, the sampling frequency below 250 kHz might still be
sufficient in some cases. Both performance of the algorithm and visual inspection of events
in general, begin to quickly degrade at sampling frequencies below 62.5kHz. The main
reason for this lies not in the HHT-based method itself, but in the fact that micro-events
from an office environment have a certain frequency, thereby putting a lower bound on the
sampling frequency.

7.3.6 Runtime Considerations

Although the proposed EMD algorithm can accurately detect events from complex
environments, it is computationally expensive. To improve the runtime, some theoretical

considerations are discussed here to identfy the bottlenecks.

* The runtime of the algorithm should increase linearly with the number of input

data-points

* The runtime of the algorithm should increase linearly with the number of IMFs to be

calculated

* The number of sifting steps should be constant with respect to the number of input

data-points
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Table 7.3.2: Runtime measurements (in s) for EMD algorithm

No. of 250,000 500,000 1,000,000
samples  fivp  Tsife !/Nsife TIMF Msife t/Rsite OMF Psife /Pt

IMFO 12.1 23 053 207 18 1.15 344 14 246
IMF1 119 26 046 499 51 098 651 31 210
IMF?2 151 36 042 27.8 30 093 451 23 1.96
IMF3 150 37 041 223 25 089 51.7 28 1.85
IMF4 141 35 040 31.0 36 086 719 35 2.05
IMF5 16.8 43 039 295 35 084 524 30 1.75
IMF6 144 36 040 31.0 37 084 799 47 1.70
IMF7 22.0 57 039 123.0 146 0.84 965 57 1.69
IMF8 189 49 039 391 46 085 977 58 1.68

Total 140.3 374.2 594.6
Mean 38 042 47.1 091 359 1.92

When implementing the EMD-algorithm naively and choosing a fixed threshold for the
stoppage criteria (see section 7.2.3), the sifting process depends on the length of the input,

due to the definition of the stoppage criteria.

Runtime Evaluation — To improve intuition for the behavior of the EMD-algorithm,
more IMFs than necessary for peak-detection were calculated in the following experiment.
The algorithm was set to produce 9 IMFs and input sizes of 250,000, 500,000, and 1,000,000
samples representing 1s, 2s, and 4s duration aggregate energy data. Initially, only one core
of the CPU was used.

Table 7.3.2 shows the results of this experiment. The number of sifting steps (ns;s)
performed until the stoppage criteria is reached can not be predicted exactly, as this process
is completely data-dependent. For example, for IMF 7 in the 500,000 sample test, 146 steps
of sifting were performed. This also has a big influence on the overall runtime. Maybe
small perturbations in the input data in this example led to bad behavior of the cubic spline
estimation.

Similarly, the processing time per sifting step (/nsis) decreases gradually as higher IMFs
are calculated. The main reason is that higher IMFs contain fewer minima and maxima
(smoother waveform) which results in lower time per sifting step. With respect to the size

of the input, the processing time increases almost linearly. This can be seen by computing
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Table 7.3.3: Runtime measurements (in s) for NILM

No. of 2,000,000 4,000,000

samples EMD Total EMD Total
Sequential 402.7 406.9 783.7 791.7
Parallel (4 Cores) 177.3 347.5

the factor of 2.17 between the mean of (¢/ng) for input-size 250,000 and 500,000 for
example. The computing factor from input-size 500,000 to 1,000,000 is 2.11. Hence, as

expected, the computation time for sifting step of increases almost linearly with input data.

Runtime Evaluation for NILM Event Detection — Overall, the total processing time
for the entire algorithm is dependent on the number of IMFs to be calculated, the processing
time for one step of sifting (dependent on the size of the input), and the steps of sifting until
the stoppage criterion is reached. For our NILM event-detection test, the algorithm was
configured to only use /M F'1 and IM F2. So, in total three IMFs had to be generated. As
it is not possible to process the complete data in one pass, because most machines do not
have sufficient RAM, the algorithm is implemented to divide the data into smaller chunks.
Here a chunk-size of 500,000 (2s) was used. Measurements were taken for input-sizes
of 2,000,000 (8s) and 4,000,000 (16s). Also the benefits of using multiple cores were
explored.

Table 7.3.3 shows the results, from which it can be seen that the EMD-algorithm takes the
most time of the overall process. The Hilbert transform and finding the peaks takes less
than 1% of the total time. By extrapolating to a full 120 s sample of the BLOND-250, the
following statements about the runtime can be made:

* In sequential mode, a full 2 min (120 s) CLEAR file should take around 100 minutes
to process.

* In parallel mode with 4 cores, a full 120 s CLEAR file should take around 40 minutes

to process.

In general, inspite of being complex and computationally expensive, HHT proves to be an
effective method to detect the SMPS appliance events. The proposed method can effectively

detect low-powered signals with a good signal to noise ratio (SNR), as shown in Fig. 7.3.3.
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This boost in SNR is probably due to the EMD sifting out the useful parts of the signal
before analyzing the energy of the signal. Due to this boost in SNR, the event-detector
based on the HHT achieved better results.
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CHAPTER §

Energy Data Compression

In this chapter, we compare state-of-the-art audio, sliding-window, and dictionary-based
lossless compression algorithms to increase reliability, reduce transmission time, and
hence decrease the storage requirement. Since these compression algorithms are openly
available for decades, this work explores the use of already available algorithms to check

their suitability with the real energy data acquired at a high sampling frequency.

Our work mainly contributes to finding any correlation between compression ratio and
sampling frequency. Similarly, how well a smooth and stable periodic waveform (voltage)
compresses as compared to a non-smooth and unstable periodic waveform (current). We
also try to find if periodic energy data has better compression efficiency with audio
compression techniques due to its similarity with music data. Since we are interested in
NILM using high-frequency DAQ, our work represents a scenario where data is regularly
acquired, compressed, and transferred to persistent storage where disaggregation algorithms
can be readily applied.

8.1 Compression Algorithm Classification

Compression represents the art of condencing the information in a compact form. This
results in a significant size reduction of particular file to support processing, transferring,
or storing huge chunks of data [112]. Coding, linear prediction, and pattern recognition

are among the most common techniques used in compression algorithms. The process to
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compress a file is called encoding, while its decompression is termed as decoding [137].

8.1.1 Sampling Frequency

The sampling frequency is an important factor to accurately disaggregate the load. Since
we are interested to detect the switching events of appliances from aggregate load and
compare them with the standard appliance load signature, we require high-resolution data
to increase the overall appliance detection accuracy. The data size is also linearly related
with the sampling frequency. Consider, for example, that we acquire one-hour energy data
for two channels (voltage and current) with 1 Hz, 1 kHz, and 100 kHz, and 32 bit per value

(4 Bytes), the corresponding file sizes would be as follows:

1
1Hz: — % 3600s = 2 « 4Byte = 28.125 kByte
S

1000
S
100, 000
S

1kHz:

% 3600s = 2 * 4Byte = 27.466 MByte

100kHz: * 3600s = 2 * 4Byte = 2.682 GByte

Although higher frequencies lead to larger file sizes, the appliance detection algorithms
require kHz to MHz sampling frequency to accurately disaggregate [138]. The accuracy of
transient-state based NILM algorithms also increases at higher sampling frequency and
creates a lot of possibilities for further computation. Using high-frequency enables us to
precisely detect appliance switching and predict its power consumption by utilizing a single
power meter per household.

8.1.2 Compression Techniques

There are two main types of compression techniques used in literature. The lossy
compression, as the name suggests, makes it impossible to recover the original signal
waveform and hence cannot accurately identify the appliance during load disaggregation.
Although lossy data formats such as the commonly known and widely spread MPEG-2
Layer III (better known as MP3), have a good compression rate but comes with some
inherent issues which make it unsuitable for energy data. The main drawback is the inability

to retrieve original data after lossy compression. Lossy compression algorithms focus on
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Table 8.1.1: Summary of utilized lossless compression techniques

Audio-Based Compression

Technique Year Levels Main Feature
FLAC 2001 8 Rice code
OptimFrog 2001 10 Optical decorrelation
Monkeys Au- 2000 5 Linear prediction
dio

Sliding-Window & Dictionary-Based Compression
Technique Year Levels Main Feature
LZMA 1998 9 Delta encoder
LZ4 2011 12 LZ77 with fixed byte encoding
Zstandard 2016 22 Asymemetric numeral system (ANS)
Gzip 1992 9 LZ77 & Huffman coding
Bzip2 1996 9 Burrows-Wheeler algorithm

discarding and de-emphasizing pieces of digital data. Data is compressed until it reaches a
target file size. Lossy codecs usually take longer to compress since they have the added
responsibility to decide which information can be permanently removed. A lossy algorithm
can typically achieve 5-20% of the original size [137].

On the contrary, lossless compression algorithms do not irreversibly transform the data.
After lossless compression, it is still possible to reproduce an exact duplicate of the original
data by decoding. Thus the signal information does not change during the compression
and decompression process. The lossless compression algorithms are preferred for energy
data compression as they retain the signal spikes caused by the appliance switching. These
unique transients are considered an essential feature for the load disaggregation algorithms.
A typical lossless algorithm generally reduces the file size to about 50-60% of the original
size [137]. The summary of all the lossless compression techniques used in our study is
shown in Table 8.1.1. It also lists the main features and number of compression levels for
each algorithm.

8.2 Audio Compression

Audio compression techniques consist of widely accepted lossless compression algorithms,

as they work well with oscillating high-frequency data because the oscillating signal can be
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well approximated due to repeating values. As a result, most lossless audio compression
techniques have excellent compression ratios. Like audio data, high-frequency energy
data is also oscillating, so audio compression should work well on energy data. In this
section, we look at the audio formats utilized in this study and shortly discuss their internal

configuration.

8.2.1 WAVE

WAVE [139] is an audio file format developed by IBM and Microsoft for saving raw audio
data. Although it is uncompressed, WAVE is the most common raw audio format. For our
audio compression technique, we have used a wav-file as an input. The WAVE file format,
commonly stored within a RIF'F chunk, contains a 12-byte R/ F F-header containing the
string RIFF, file size, and the string wave. The small header consists of a 24-byte format
section, which contains mainly information such as the number of channels and sampling

rate.

8.2.2 FLAC

The Xiph.org foundation developed free lossless audio codec (FLAC) [140]. It is a
lossless audio compression technique also adapted for the UK-DALE energy dataset. For
FLAC audio compression, the first step is to divide the audio frame into several blocks.
The number of blocks depends on the compression stage but usually lie in the range of
2000-6000 blocks. Afterward, data-coding techniques are applied to these data blocks. In
FLAC, multi-channel coding is not possible as it only supports stereo channel coupling.
For the stereo channel, the use of Mid-Side-/Left-Right-Coding or leave it unchanged is
automatically decided.

Left-/Right-Coding: Channely, - Channelg

Channel; + Channelg
2

Channel; — Channelg
S = >

Mid-/Side-Coding: M =

In the next step, the linear predictive coding scheme is applied for signal approximation.
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Afterward, the residuum is calculated, which is essentially the difference between the

signal and its approximation.
Residuum = Signal - Approximation

The residuum is then compressed using Rice codes. In the last step, a header and footer
are added with a 16-bit CRC-checksum for synchronization. There are four modes, again

depending on the compression stage:

Verbatim: zero order predictor — uncompressed

* Constant: used for constant values, which appear for a certain time

Fixed linear prediction: rather restrictive linear predictor, which is limited to the
fourth- order

FIR linear prediction: up to 32nd order, Levinson-Durbin algorithm for calculating

the LPC coefficients, precision can be varied from sub-frame to sub-frame

8.2.3 OptimFROG

OptimFROG (ofr) is proprietary lossless audio codec with high compression ratio and was
developed by Florin Ghido in 2001. It uses generalized stereo decorrelation concept, a
new audio compression technology, together with an optimal predictor to achieve superior
compression [141]. The global minimum is obtained by merging the stereo decorrelation
and prediction into one step. As compared to other audio codecs, one main drawback of
using OptimFROG is relatively more time required for encoding and decoding the audio
files.

8.2.4 Monkeys Audio

Monkeys Audio (mac) is a freely available fast, efficient, and lossless audio compression
algorithm developed by Mathew T. Ashland in 2000 [142]. Mac employes a symmetric
compression algorithm, where compression takes comparable time and resources as
decompression. Although it has one of the highest compression ratios as compared to other

codecs, it comes at the price of extra processing time [143].
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The compression process starts with a transform of left and right stereo channels to
mid-channel (X) and side channel (Y). The inter-correlation indicates that X is similar to
both channels and Y consists of smaller numbers. A constant appears for a specified time

before a somewhat restrictive linear predictor (limited to the fourth-order) is applied.

8.3 Non-Audio Compression Techniques

Most of sliding-window and dictionary-based compression techniques are based on the
algorithm developed by Jacob Ziv and Abraham Lempel in 1977 called LZ77 or LZ1 [144].

Lets have a look at the very basic pseudocode of the encoder:

83.1 LZMA

Lempel-Ziv-Markov chain algorithm (LZMA) was developed in 1998 and is similar to
LZ77 algorithm [145]. It has following main steps:

* Delta Encoding: In the first step, the data is saved in a more efficient way for the
next step. The first byte is stored as it is and the following bytes are saved as the

difference between the previous and the current byte.

* Sliding Dictionary Algorithm: This algorithm is a lot more complex than using a

static dictionary as it always tries to find the longest match.

* Range Coder: As the last step, the range coder encodes all symbols into one using

probability estimation.

83.2 Lz4

Lz4 is a lossless compression algorithm developed by Yann Collet [146]. It is extremely
fast as it is not aiming for the best compression rate. So, the algorithm doesn’t have to
compute the longest match as in LZMA, which significantly increases the compression
speed at a decent compression ratio. L.z4 utilizes little small-integer coding on data blocks,

where a block mainly comprises a Token and Literals.
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8.3.3 Zstandard

Zstandard (Zstd) is a lossless compression algorithm also developed by Yann Collet [147].
It aims to combine the compression speed of Lz4 with a high compression ratio of LZMA
to achieve high efficiency, especially for the real-time applications. This high efficiency is
achieved by a combination of the LZ77 algorithm and finite state entropy, which is based
on asymmetric numeral systems (ANS)[148]. ANS again is a compromise of the speed

between Huffman coding and arithmetic coding.

8.3.4 Gzip

Gzip is another dictionary-based lossless compression algorithm developed by Jean-loup
Gailly and Mark Adler in 1992. It is based on DEFLATE and was developed to be used for
free by GNU. It is a combination of LZ77 and Huffman coding. With gzip, text files such
as source code are reduced by 60-70% [149]. In general, compression achieved by gzip is

much better than LZW, Huffman coding, and adaptive Huffman coding.

8.3.5 Buzip2

Bzip2 is free and open-source lossless compression technique developed and maintained
by Hulian Seward. Bzip2 utilizes Burrows-Wheeler algorithm and was initially released in
1996. Compared to its predecessors such as LZW and DEFLATE, bzip2 has more efficient
compression but is also relatively slower. The Burrows-Wheeler method utilizes a sorting

block, where the input is read block by block and is separately encoded as one string [142].

8.4 Data Structure

8.4.1 Data Source: BLOND

The BLOND data is captured from a typical three-phase office environment and stored
in HDF5-files of approximately 220 MB file size (gzip compression applied). Each file

represents two minutes of data for six simultaneous channels at 250 kHz. Each file contains
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30 million 16-bit integer entries for each of six sub-datasets representing three phases for
current and three phases for voltage. To balance error caused by hardware components
such as voltage and current transformers, a calibration factor is included to restore the
original measurement-value. For our experiment, we utilized one-hour data (30 such files)
recorded on the 19th of June 2017 from 11 AM to 12 PM.

8.4.2 Data Preprocesing

Data preparation and comparison of compression algorithms are implemented in Python.
The high-frequency energy data were down-sampled to get eight sample rates: 250000,
125000, 50000, 25000, 10000, 5000, 2500, and 1000, which helped to test the performance
of disaggregation algorithms at different sampling rates. Similarly, to ensure the same
entries (same binary file size) for test-files at all sample rates, the number of entries were
calculated using the smallest sample rate, which is 1kHz: (30E6 * 1000/250000 = 120000).
The down-sampled data were later saved as 16-bit integer values to a .bin file. Additionally,
a .wav file was created for each rate by collecting the minimum and maximum value and
scaling all integer values into float values ranging from -1 to 1. These minimum and

maximum values were stored to revert to the original values later for validation.

So, for each HDFS5 file and therein each sub-dataset (currentl, current2, current3, voltagel,
voltage2, voltage3), the .bin and .wav files were prepared at eight sample rates. As
measurements are from a three-phase system, 1,2, and 3 here represent current and voltage
for phase 1, phase 2, and phase 3. Additionally, while reading in the files, the power
for each phase (powerl, power2, power3) was calculated on the fly by multiplying the
respective current and voltage entries. This data generated (30 files) * (9 datasets) * (6
sample rates) = 1620 .bin and .wav file pairs.

8.5 Evaluation

In this section, we will compare eight state-of-the-art audio, sliding-window, and dictionary-
based lossless compression algorithms. The comparison is based on compression ratio
and processing time to figure out which technique performs better. Although several
compression levels are available for each compression algorithm, as indicated in Table 2,

we have only included the best compression ratio of each algorithm for our results. Before
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going into detail regarding different compression algorithms, lets discuss how we compare

different compression algorithms in our study.

8.5.1 Compression Ratio

Compression ratio is an important factor to classify different compression algorithms.
Compression ratio is obtained by comparing the initial uncompressed file with the
compressed file and can be calculated as follows [142].

sizeof compressed data

Compression ratio =
P size of initial data
All our compression ratios are compared with a binary file to have a good base value for

the comparison.

Various factors can affect the compression ratio. If the dataset includes a few symbols
that occur with high-frequency, this pattern is beneficial for a compression algorithm,
and the compression performance would be relatively good. Same applies to data that
has low entropy. Entropy is a measure of uncertainty. High entropy means the data has
high variance and thus contains much information or noise. In the case of data with high
entropy, the compression algorithm has a hard time finding redundancies, and therefore
the performance of the algorithm in terms of compression ratio is not good. Additionally,
the variety of reading types and dataset sizes impact compression performance. Some
algorithms have shown better performance for a larger dataset, whereas others exhibit
higher compression ratio for small datasets.

8.5.2 Processing Time

The processing time indicates the time required to execute the compression algorithms.
Typically, it depends upon the complexity of the compression algorithms and hardware
capabilities of the energy monitoring equipment. The only reason for introducing processing
time here is to compare the complexity of the compression algorithms. Processing time
includes both compression and decompression time and is affected by many factors including
data structure, amplitude (or volume), and the compression ratio. Some experimental

studies [112] have shown that the compression speed of some algorithms is not affected by
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Figure 8.5.1: Compression ratio for current at different sampling frequencies

the size of the dataset. Similarly, some compression algorithms perform faster on larger
data sets. Compression time is a very important criterion to choose compression algorithms

in different applications, especially when considering real-time applications.

8.5.3 Comparison Results

Firstly, lets compare the compression ratio of all eight lossless compression techniques for
current (I), voltage (V), and power (P) of channel 1, as shown in Fig. 8.5.1, 8.5.2, and 8.5.3,
respectively. The compression ratio on y-axis determines the how much file size is reduced
as compared to original. Here, a value of 1 indicates no compression whereas a value of
0.6 indicates data occupies 60% of its original size after compression (reduced by 40%).
In general, the voltage data compresses more efficiently for most of the lossless algorithms,
mainly due to the periodic waveform and repeating values. Similarly, the compression
ratio for V and I tends to improve gradually, especially above 10 kHz. This improvement
in compression ratio suggests that the increase in sampling frequency results in better
compression. In terms of compression ratio, OptimFROG (ofr) shows better results for
both current and voltage signals at almost all sampling frequencies, as shown in Fig. 8.5.1
and 8.5.2. It is interesting to see that bzip2 (bz2) also performs well for current waveform
which contains a lot of spikes due to presence of switched mode power supplies (SMPS) in

an office environment. For power signal, opr performs better at most sampling frequencies.
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Voltagel (Compression Ratio Comparison)
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Figure 8.5.2: Compression ratio for voltage at different sampling frequencies
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Figure 8.5.3: Compression ratio for power at different sampling frequencies
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Figure 8.5.4: Compression time for current at different sampling frequencies

Overall, the audio-based techniques show much better compression ratios as compared to
the sliding-window and dictionary-based techniques.

For compression time, the results are shown below. We have excluded ofr from the results
because, as expected, it takes a long time to compress (see Fig. 8.5.10). In terms of
time to compress, mac and 1z4 show better performance for current (Fig. 8.5.4), voltage
(Fig. 8.5.5), and power (Fig. 8.5.6). It is interesting to see that apart from LZMA, most

algorithms show reasonable performance.

Similarly for compression time, the results are shown below. In General, decompression
takes much less time as compared to compression. In terms of time to decompress, 1z4
and Zstd show identical performance for all current (Fig. 8.5.7), voltage (Fig. 8.5.8), and

power (Fig. 8.5.9) waveforms.

8.5.4 Key Findings for Energy Data Compression

We know that the choice of compression algorithm varies with application. For energy data
using NILM, if near real-time disaggregation is required, processing time is the defining
factor whereas, for offline disaggregation, the compression ratio is of paramount importance.
One can, therefore, argue that for near real-time disaggregation, compression can be directly
performed at the remote server (with better computation power) by transferring the

uncompressed data. Unfortunately, that would be a constraint for restricted bandwidth
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Figure 8.5.5: Compression time for voltage at different sampling frequencies
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Figure 8.5.6: Compression time for power at different sampling frequencies
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Powerl (Decompression Time Comparison)
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Figure 8.5.9: Decompression time for power at different sampling frequencies
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Compression Ratio Vs Time (@ 50kHz)
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Figure 8.5.11: Comparison of compression ratio vs time for voltage (red) and current (blue) at 50 kHz
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Figure 8.5.13: Comparison of compression ratio with sampling frequency and data volume for voltagel
(OptimFROG)

networks.

We compare both voltage and current of all eight lossless compression techniques at 250
kHz, 50 kHz, and 2500 Hz, as shown in Fig. 8.5.10, 8.5.11, and 8.5.12, respectively, to
determine the best all-around performance. Clearly, mac is the overall winner at almost all
the frequencies closely followed by FLAC. The results indicate that audio compression
techniques such as mac and FLAC perform better at good compression speeds (less
compression time). Their best performance at around 50 kHz (and above) is justified as
these formats are originally designed to compress audio files, which also lie at a similar
frequency range. Similarly, since audio compression algorithms perform better with smooth
changes, they show superior performance for the periodic energy data. On the contrary,
if compression time is not an issue, OptimFROG outperforms the other compression

techniques for both current and voltage at high- and low-frequency data.

To observe the effect of compression ratio on sampling frequency and data volume, we have
compared the compression ratio of OptimFROG voltage waveform, as shown in Fig. 8.5.13.
We can observe that compression ratio increases with the sampling frequency. Hence,
the sampling and compression ratio are positively correlated in almost all compression
algorithms we tested, most significantly notable in the audio-based compression techniques.
Similarly, we observed no significant change in compression ratio based on data volume, at

least not for one-hour data.

To compare overall performance, we added the compression and decompression time
to compare them directly to the compression ratio. Our experiment indicates that

decompression is generally much faster as compared to compression. Similarly, there is a
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significant difference, again most notable in the audio-based algorithms, in the compression
ratios of current as compared to the voltage. The smoother voltage waveform is usually

better compressed than the uneven and spikier current waveform.
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CHAPTER 9

Conclusions

Modern buildings contribute a significant portion of electric load to the grid. In order to
increase energy efficiency and participate effectively in demand side management programs,
consumers need access to real-time energy consumption information, preferably at the
appliance-level. Recently, there has been a growing interest in appliance-level energy
monitoring to help consumers view fine-grained energy consumption information. The
NILM approach utilizes single-point sensing and machine learning techniques to help
disaggregate energy data and estimate the appliance-specific energy consumption. NILM
provides one such appliance-level energy monitoring solution at a considerably reduced

cost.

In this work, we first compare different state-of-the-art e-monitors available on the market
and determine their ability to utilize load disaggregation. Through the online technical
survey and detailed product review, we compared 41 e-monitors on the basis of several
dimensions, including measured and derived parameters, the sampling frequency, the
accuracy, the resolution, the area of application and the cost. The comparison suggests that
most e-monitors possess enough capabilities and processing power to incorporate advanced
monitoring techniques for the residential environment. In the future, these intelligent meters
can act as the point of contact between smart buildings for local demand response and
renewable resource sharing. Before the complete roll-out of smart meters, consumers can

realize the offered advantages by selecting and using intelligent off-the-shelf e-monitors.

Since most challenges in NILM stem from DAQ hardware, this work proposes a fine-grained

and high-frequency data acquisition solution to accurately detect individual appliances
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from the aggregate load, even when several appliances are operating simultaneously.
Accurate appliance detection mainly depends on the number and type of appliances under
observation. For commercial and industrial environments, there are multiple appliances
such as laptops (office), refrigerators (supermarket), and motors (factory) operating in
parallel, which usually require high-frequency data acquisition for anomaly detection and
simultaneous event reduction. To handle appliance specific disaggregation requirements
for challenging commercial and industrial environments, we have developed CLEAR,
a customizable and NILM-enabled energy monitoring solution. CLEAR is capable of
providing a cost-effective mechanism to simultaneously gather accurate energy data at up
to 250 kHz from multiple circuits.

Most of the available NILM studies focus on the residential environment with little
information regarding complex non-residential environments such as an office or a factory.
Unlike a residential environment, most commercial and industrial settings consist of a large
number of appliances containing multiple sub-machine components such as controllers,
heating, and lighting components operating simultaneously. Due to low power consumption
and variable switching characteristics, there is no cost-effective solution to isolate individual
sub-components. With its modular and customizable DAQ features, CLEAR provides an
ideal solution to record high-quality data from multiple environments. CLEAR was tested
in an office environment to observe the effect of high-resolution on simultaneous event
detection.

Similarly, we also developed a novel event detection approach for non-intrusive load
monitoring based on the Hilbert-Huang transform. Even after decades of NILM research,
NILM event detection remains a daunting task, especially for complex non-residential
environments. For accurate detection of micro-events, efficient detection algorithms
along with high-resolution data acquisition are necessary. To evaluate our event detection
technique, we apply our proposed algorithm to BLOND, a building level office environment
dataset collected using CLEAR. Due to an abundance of SMPS-equipped appliances,
simultaneous micro-events are almost inevitable in such an environment. The HHT-based
event detection approach on high-frequency energy data suggests that the micro-events can
be detected.

Lastly, data compression is employed to reduce the bandwidth requirement, improve file
transfer time, and eventually minimize the storage requirement when CLEAR or similar

DAQ hardware is utilized. We have evaluated eight lossless compression algorithms

112



CHAPTER 9. CONCLUSIONS

including FLAC, OptimFROG, Monkeys Audio, LZMA, Zstd, bz2, gzip, and Lz4 to
check their suitability with the high-frequency energy data for NILM. We compared them
considering different aspects such as the compression/decompression speed as well as their
compression ratios to pinpoint some suitable compression techniques for high-frequency

energy data.

According to our comparison, OptimFROG shows an excellent compression ratio, even
better than the best versions of LZMA and FLAC. Overall, Monkeys Audio and FLAC
show dominant all-around performance with reasonable compression ratio and superior
processing speed. Our study indicates that audio-based lossless compression techniques
outperform other methods, primarily due to steady changes in the periodic waveform.
Similarly, the smoother voltage waveform compresses much more efficiently as compared
to the AC waveform. Moreover, the compression ratio and the sampling frequency are
positively correlated, where higher frequency leads to a slightly better compression ratio.
In general, it can be safely stated that audio-based lossless compression algorithms give

better performance and can be employed for energy data compression.

There are a lot of possibilities for further work, especially the HHT event detection method
could be valuable for NILM. Besides improvements of the developed algorithm, a deeper
understanding of the BLOND dataset and the events it contains can also help fine-tune the
expected outcomes. A primary component in the EMD algorithm is the creation of the
upper and lower envelopes by using cubic spline interpolation. Other interpolation methods
such as B-splines and min/max filters can be used to estimate the envelopes [150] and
improve the performance and accuracy of event detection. Similarly, besides optimizing
the threshold value for the currently used stoppage criteria (standard deviation), one should
also look more deeply into other criteria to stop the HHT algorithm [151]. The threshold
method [152] and S-number criterion are other possible methods to stop the sifting process.

Another possibility to improve the event detection accuracy is by combining the HHT with
more classical signal processing approaches. One might apply a high-pass filter before
using the HHT, thereby removing the highest frequency (noise) which contains no useful
appliance information. This would help optimize the overall process as it is easier to create
envelopes for low-frequency data (due to fewer spikes). Similarly, to perform the HHT in
near real-time conditions, the most promising direction is to look into hardware assisted
methods such as digital signal processing techniques [153, 154]. The HHT event detection
method should be applied to other NILM datasets such as BLUED [86] (residential, 60
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Hz), UK-DALE [87] (residential, 50 Hz), and LILAC [7] (industrial, 50 Hz) to compare

the detection performance of energy data from different settings.

The wide area NILM approach, as discussed in Chapter 1 (see 1.3.5), is also a viable
extension to this work. In a district-level NILM approach, all the major residential
appliances in the district such as electric kettle, microwave, refrigrator, and electric stove
might be detected using the HHT-based approach. The district-level NILM approach
will help both utility and consumer to estimate the local demand and make informed
decision regarding renewable integration in the micro-grid. Similarly, we also explored
the use of NILM toolkit (NILMTK) [43] with CLEAR data. NILMTK is an open-source
project to benchmark different NILM datasets using a standard data format. It comes with
pre-processing algorithms, statistical metrics to describe a dataset, and four state-of-the-
art disaggregation algorithms: factorial hidden markov model (FHMM), combinatorial
optimization, Hart85, and maximum likelihood estimation. Initially, we experimented with
downsampled 1 s data as NILMTK currently only supports low-frequency. An extension to
higher sampling rate would be good in the future to compare the benefits of high-frequency
datasets.
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APPENDIX A

Technical Note

The abbreviations used in the technical note are explained in Table A.0.1. The technical
note shown below lists all the information collected from different vendors [125, 126, 65,

155, 156, 157, 158, 159, 160, 161, 162, 163, 164, 165, 166, 167, 168, 169, 170, 171, 172,
173,174, 175, 176, 177, 178, 179].
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Table A.0.1: Abbreviations used in the technical note.

Parameter Notation
Voltage Vv
Current 1

Real power P

Apparent power Papp
Reactive power Prouc
Power factor cos¢
Energy E
Frequency f
RMS voltage Vrus
RMS current Irus
Current transformer CT
Voltage transformer VT
Rogowski coil RC
Side-channel information SC
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